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Universidad Técnica Federico
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Santiago, Chile

1193

Chapter 42 EMI Effects of Power Converters

Andrzej M. Trzynadlowski
Electrical Engineering Department
University of Nevada
260 Reno, Nevada, USA

1229

Section VIII: Simulation and Packaging

Chapter 43 Computer Simulation of Power Electronics and Motor Drives

Michael Giesselmann, P. E.
Center for Pulsed Power and Power Electronics
Department of Electrical and Computer Engineering
Texas Tech University, Lubbock
Texas, USA

1249

Chapter 44 Packaging and Smart Power Systems

Douglas C. Hopkins
Dir.—Electronic Power and Energy Research Laboratory
University at Buffalo
332 Bonner Hall
Buffalo, New York, USA

1275

Section IX: Energy Sources, Storage and Transmission

Chapter 45 Energy Sources

Dr. Alireza Khaligh and Dr. Omer C. Onar∗
Energy Harvesting an Renewable Energies Laboratory (EHREL)
Electric Power and Power Electronics Center (EPPEC)
Electrical and Computer Engineering Department
Illinois Institute of Technology
Chicago, IL

∗Oak Ridge National Laboratory
Oak Ridge, TN

1289



xvi Table of Contents

Chapter 46 Energy Storage

Sheldon S. Williamson and Pablo A. Cassani
Power Electronics and Energy
Research (PEER) Group, P. D.
Ziogas Power Electronics Laboratory
Department of Electrical and Computer Engineering
Concordia University, Montreal
Quebec, Canada

Srdjan Lukic
Department of Electrical and
Computer Engineering, North
Carolina State University
Raleigh, North Carolina, USA

Benjamin Blunier
Universite de Technologie de
Belfort-Montbeliard, Belfort
Cedex, France

1331

Chapter 47 Electric Power Transmission

Ir. Zahrul Faizi bin Hussien,
Azlan Abdul Rahim, and
Noradlina Abdullah
Transmission and Distribution
TNB Research, Malaysia

1357

Index 1375



Preface for Third Edition

Introduction

The purpose of Power Electronics Handbook is to provide a
reference that is both concise and useful for engineering stu-
dents and practicing professionals. It is designed to cover a wide
range of topics that make up the field of power electronics in a
well-organized and highly informative manner. The Handbook
is a careful blend of both traditional topics and new advance-
ments. Special emphasis is placed on practical applications;
thus, this Handbook is not a theoretical one, but an enlighten-
ing presentation of the usefulness of the rapidly growing field
of power electronics. The presentation is tutorial in nature in
order to enhance the value of the book to the reader and foster
a clear understanding of the material.

The contributors to this Handbook span the globe, with
fifty-four authors from twelve different countries, some of
whom are the leading authorities in their areas of expertise. All
were chosen because of their intimate knowledge of their sub-
jects, and their contributions make this a comprehensive state-
of-the-art guide to the expanding field of power electronics and
its applications covering the following:

• the characteristics of modern power semiconductor
devices, which are used as switches to perform the power
conversions from ac-dc, dc-dc, dc-ac, and ac-ac;

• both the fundamental principles and in-depth study of
the operation, analysis, and design of various power
converters; and

• examples of recent applications of power electronics

Power Electronics Backgrounds

The first electronics revolution began in 1948 with the inven-
tion of the silicon transistor at Bell Telephone Laboratories
by Bardeen, Bratain, and Schockley. Most of today’s advanced
electronic technologies are traceable to that invention, and
modern microelectronics has evolved over the years from
these silicon semiconductors. The second electronics revolu-
tion began with the development of a commercial thyristor

by the General Electric Company in 1958. That was the
beginning of a new era of power electronics. Since then, many
different types of power semiconductor devices and conversion
techniques have been introduced.

The demand for energy, particularly in electrical forms, is
ever-increasing in order to improve the standard of living.
Power electronics helps with the efficient use of electricity,
thereby reducing power consumption. Semiconductor devices
are used as switches for power conversion or processing, as
are solid state electronics for efficient control of the amount
of power and energy flow. Higher efficiency and lower losses
are sought for devices used in a range of applications, from
microwave ovens to high-voltage dc transmission. New devices
and power electronic systems are now evolving for even more
effective control of power and energy.

Power electronics has already found an important place in
modern technology and has revolutionized control of power
and energy. As the voltage and current ratings and switching
characteristics of power semiconductor devices keep improv-
ing, the range of applications continue to expand in areas, such
as lamp controls, power supplies to motion control, factory
automation, transportation, energy storage, multimegawatt
industrial drives, and electric power transmission and dis-
tribution. The greater efficiency and tighter control features
of power electronics are becoming attractive for applications
in motion control by replacing the earlier electromechanical
and electronic systems. Applications in power transmission
and renewable energy include high-voltage dc (VHDC) con-
verter stations, flexible ac transmission system (FACTS), static
var compensators, and energy storage. In power distribution,
these include dc-to-ac conversion, dynamic filters, frequency
conversion, and custom power system.

Almost all new electrical or electromechanical equipments,
from household air conditioners and computer power sup-
plies to industrial motor controls, contain power electronic
circuits and/or systems. In order to keep up, working engi-
neers involved in control and conversion of power and energy
into applications ranging from several hundred voltages at a
fraction of an ampere for display devices to about 10,000 V at
high-voltage dc transmission should have a working knowledge
of power electronics.

xvii



xviii Preface for Third Edition

Organization

The Handbook starts with an introductory chapter and moves
on to cover topics on power semiconductor devices, power
converters, applications, and peripheral issues. The book is
organized into nine areas, the first of which includes chap-
ters on operation and characterizations of the following power
semiconductor devices: power diode, thyristor, gate turn-off
thyristor (GTO), power bipolar transistor (BJT), power MOS-
FET, insulated gate bipolar transistor, MOS-controlled thyris-
tor (MCT), and static induction devices. The next topic area
includes chapters covering various types of power converters,
the principles of operation, and the methods for the analysis
and design of power converters. This also includes gate drive
circuits and control methods for power converters. The next
two chapters cover applications in power supplies, electronic
ballasts, HVDC transmission, VAR compensation, pulse power,
and capacitor charging.

The following two chapters focus on the operation, theory,
and control methods of motor drives and automotive systems.
We then move on to two chapters on power quality issues and
active filters, and two chapters on computer simulation, pack-
aging and smart power systems. The final chapter is on energy
sources, storage, and transmission.

Changes in the Third Edition

The five new contributions are added in keeping with the new
development and applications.

• Solid State Pulsed Power Electronics
• Novel AI-Based Soft Computing Applications In Motor

Drives
• Energy Sources
• Energy Storage
• Electric Power Transmission

The following eleven chapters are revised, and the contribu-
tions are reorganized under nine chapters.

• Introduction to Power Electronics
• Static Induction Devices
• Multilevel Converters
• AC-AC Converters
• Power Electronics in Capacitor Charging Applications
• Solar Power Conversion
• Fuel-Cell Power Electronics for Distributed Generation
• Flexible AC Transmission
• Control Methods for Power Converters

• Fuzzy Logic in Electric Drives
• EMI Effects of Power Converters

Locating Your Topic

A table of contents is presented at the front of the book, and
each chapter begins with its own table of contents. The reader
should look over these tables of contents to become familiar
with the structure, organization, and content of the book.

Audience

The Handbook is designed to provide both students and prac-
ticing engineers with answers to questions involving the wide
spectrum of power electronics. The book can be used as a text-
book for graduate students in electrical or systems engineering,
or as a reference book for senior undergraduate students and
for engineers who are interested and involved in operation,
project management, design, and analysis of power electronic
equipment and motor drives.

Acknowledgments

This Handbook was made possible through the expertise and
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1.1 Power Electronics Defined1

It has been said that people do not use electricity, but rather
they use communication, light, mechanical work, entertain-
ment, and all the tangible benefits of energy and electronics.
In this sense, electrical engineering as a discipline is much
involved in energy conversion and information. In the general
world of electronics engineering, the circuits engineers design
and use are intended to convert information. This is true of
both analog and digital circuit design. In radio-frequency appl-
ications, energy and information are on more equal footing,
but the main function of any circuit is information transfer.

What about the conversion and control of electrical energy
itself? Energy is a critical need in every human endeavor.
The capabilities and flexibility of modern electronics must
be brought to bear to meet the challenges of reliable, effi-
cient energy. It is essential to consider how electronic cir-
cuits and systems can be applied to the challenges of energy
conversion and management. This is the framework of
power electronics, a discipline defined in terms of electrical

1Portions of this chapter are taken from P. T. Krein, Elements of Power
Electronics. New York: Oxford University Press, 1998. c© 1998, Oxford
University Press. Used by permission.

energy conversion, applications, and electronic devices. More
specifically,

DEFINITION Power electronics involves the study of
electronic circuits intended to control the flow of elec-
trical energy. These circuits handle power flow at levels
much higher than the individual device ratings.

Rectifiers are probably the most familiar examples of circuits
that meet this definition. Inverters (a general term for dc–ac
converters) and dc–dc converters for power supplies are also
common applications. As shown in Fig. 1.1, power electronics
represents a median point at which the topics of energy sys-
tems, electronics, and control converge and combine [1]. Any
useful circuit design for an energy application must address
issues of both devices and control, as well as of the energy
itself. Among the unique aspects of power electronics are its
emphasis on large semiconductor devices, the application of
magnetic devices for energy storage, special control methods
that must be applied to nonlinear systems, and its fundamen-
tal place as a central component of today’s energy systems and
alternative resources. In any study of electrical engineering,
power electronics must be placed on a level with digital, analog,
and radio-frequency electronics to reflect the distinctive design
methods and unique challenges.

Applications of power electronics are expanding exponen-
tially. It is not possible to build practical computers, cell

Copyright c© 2007, 2001, Elsevier Inc.

All rights reserved.

1
DOI: 10.1016/B978-0-12-382036-5.00001-X
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FIGURE 1.1 Control, energy, and power electronics are interrelated.

phones, personal data devices, cars, airplanes, industrial pro-
cesses, and a host of other everyday products without power
electronics. Alternative energy systems such as wind generators,
solar power, fuel cells, and others require power electronics
to function. Technology advances such as electric and hybrid
vehicles, laptop computers, microwave ovens, flat-panel dis-
plays, LED lighting, and hundreds of other innovations were
not possible until advances in power electronics enabled their
implementation. Although no one can predict the future, it is
certain that power electronics will be at the heart of fundamen-
tal energy innovations.

The history of power electronics [2–5] has been closely allied
with advances in electronic devices that provide the capabil-
ity to handle high power levels. Since about 1990, devices have
become so capable that a transition from a “device-driven” field
to an “applications-driven” field continues. This transition has
been based on two factors: (1) advanced semiconductors with
suitable power ratings exist for almost every application of wide
interest, and (2) the general push toward miniaturization is
bringing advanced power electronics into a growing variety
of products. Although the devices continue to improve, their
development now tends to follow innovative applications.

1.2 Key Characteristics

All power electronic circuits manage the flow of electrical
energy between an electrical source and a load. The parts
in a circuit must direct electrical flows, not impede them. A
general power conversion system is shown in Fig. 1.2. The func-
tion of the power converter in the middle is to control the
energy flow between a source and a load. For our purposes, the

Electrical
load

Power
converter

Electrical
energy
source

FIGURE 1.2 General system for electric power conversion. (From [2],
c© 1998, Oxford University Press, Inc.; used by permission.)

power converter will be implemented with a power electronic
circuit. Because a power converter appears between a source
and a load, any energy used within the converter is lost to
the overall system. A crucial point emerges: to build a power
converter, we should consider only lossless components. A
realistic converter design must approach 100% efficiency.

A power converter connected between a source and a load
also affects system reliability. If the energy source is perfectly
reliable (it is available all the time), then a failure in the con-
verter affects the user (the load) just as if the energy source
had failed. An unreliable power converter creates an unreli-
able system. To put this in perspective, consider that a typical
American household loses electric power only a few minutes
a year. Energy is available 99.999% of the time. A converter
must be better than this to prevent system degradation. An
ideal converter implementation will not suffer any failures over
its application lifetime. Extreme high reliability can be a more
difficult objective than high efficiency.

1.2.1 The Efficiency Objective – The Switch

A circuit element as simple as a light switch reminds us that
the extreme requirements in power electronics are not espe-
cially novel. Ideally, when a switch is on, it has zero voltage
drop and will carry any current imposed on it. When a switch
is off, it blocks the flow of current regardless of the voltage
across it. The device power, the product of the switch voltage
and current, is identically zero at all times. A switch therefore
controls energy flow with no loss. In addition, reliability is also
high. Household light switches perform over decades of use
and perhaps 100,000 operations. Unfortunately, a mechanical
light switch does not meet all practical needs. A switch in a
power supply may function 100,000 times each second. Even
the best mechanical switch will not last beyond a few million
cycles. Semiconductor switches (without this limitation) are
the devices of choice in power converters.

A circuit built from ideal switches will be lossless. As a
result, switches are the main components of power converters,
and many people equate power electronics with the study of
switching power converters. Magnetic transformers and loss-
less storage elements such as capacitors and inductors are also
valid components for use in power converters. The complete
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FIGURE 1.3 A basic power electronic system. (From [2], c© 1998,
Oxford University Press, Inc.; used by permission.)

concept, shown in Fig. 1.3, illustrates a power electronic sys-
tem. Such a system consists of an electrical energy source, an
electrical load, a power electronic circuit, and a control function.

The power electronic circuit contains switches, lossless
energy storage elements, and magnetic transformers. The con-
trols take information from the source, the load, and the
designer, and then determine how the switches operate to
achieve the desired conversion. The controls are built up with
low-power analog and digital electronics.

Switching devices are selected based on their power handl-
ing rating – the product of their voltage and current ratings –
rather than on power dissipation ratings. This is in contrast to
other applications of electronics, in which power dissipation
ratings dominate. For instance, a typical stereo receiver per-
forms a conversion from ac line input to audio output. Most
audio amplifiers do not use the techniques of power electron-
ics, and the semiconductor devices do not act as switches. A
commercial 100-W amplifier is usually designed with transis-
tors big enough to dissipate the full 100 W. The semiconductor
devices are used primarily to reconstruct the audio informa-
tion rather than to manipulate the energy flows. The sacrifice
in energy is large – a home theater amplifier often functions at
less than 10% energy efficiency. In contrast, emerging switching
amplifiers do use the techniques of power electronics. They pro-
vide dramatic efficiency improvements. A home theater system
implemented with switching amplifiers can exceed 90% energy
efficiency in a smaller, cooler package. The amplifiers can even
be packed inside the loudspeakers.

Switches can reach extreme power levels, far beyond what
might be expected for a given size. Consider the following
examples.

EXAMPLE 1.1 The NTP30N20 is a metal oxide semi-
conductor field effect transistor (MOSFET) with a drain
current rating of 30 A, a maximum drain source break-
down voltage of 200 V, and a rated power dissipation of
up to 200 W under ideal conditions. Without a heat sink,
however, the device can handle less than 2.5 W of dissipa-
tion. For power electronics purposes, the power handling
rating is 30 A × 200 V = 6 kW. Several manufacturers
have developed controllers for domestic refrigerators, air

conditioners, and high-end machine tools based on this
and similar devices. The second part of the definition of
power electronics in Section 1.1 points out that the cir-
cuits handle power at levels much higher than that of
the ratings of individual devices. Here a device is used
to handle 6000 W – compared with its individual rating
of no more than 200 W. The ratio 30:1 is high, but not
unusual in power electronics contexts. In contrast, the
same ratio in a conventional audio amplifier is close to
unity.

EXAMPLE 1.2 The IRGPS60B120KD is an insulated
gate bipolar transistor (IGBT) – a relative of the bipolar
transistor that has been developed specifically for power
electronics – rated for 1200 V and 120 A. Its power handl-
ing rating is 144 kW which is sufficient to control an
electric or hybrid car.

1.2.2 The Reliability Objective – Simplicity
and Integration

High-power applications lead to interesting issues. In an
inverter, the semiconductors often manipulate 30 times their
power dissipation capability or more, which implies that only
about 3% of the power being controlled is lost. A small design
error, unexpected thermal problem, or minor change in layout
could alter this somewhat. For instance, if the loss turns out
to be 4% rather than 3%, the device stresses are 33% higher,
and quick failure is likely to occur. The first issue for reliability
in power electronic circuits is that of managing device voltage,
current, and power dissipation levels to keep them well within
rating limits. This is challenging when power-handling levels
are high.

The second issue for reliability is simplicity. It is well estab-
lished in electronics design that the more parts there are in a
system, the more likely it is to fail. Power electronic circuits
tend to have few parts, especially in the main energy flow paths.
Necessary operations must be carried out through shrewd use
of these parts. Often, this means that sophisticated control
strategies are applied to seemingly simple conversion circuits.

The third issue for reliability is integration. One way to
avoid the reliability–complexity tradeoff is to integrate multi-
ple components and functions on a single substrate. A micro-
processor, for example, might contain millions of gates. All
interconnections and signals flow within a single chip, and
the reliability is near that of a single part. An import-
ant parallel trend in power electronic devices involves the
integrated module [6]. Manufacturers seek ways to pack-
age multiple switching devices, with their interconnections
and protection components, together as a unit. Control cir-
cuits for converters are also integrated as much as possible
to keep the reliability high. The package itself is a factor
in reliability, and one that is a subject of active research.
Many semiconductor packages include small bonding wires
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that can be susceptible to thermal or vibration damage.
The small geometries also tend to enhance electromagnetic
interference among the internal circuit components.

1.3 Trends in Power Supplies

Two distinct trends drive electronic power supplies, one of the
major classes of power electronic circuits. At the high end,
microprocessors, memory chips, and other advanced digital
circuits require increasing power levels and increasing perfor-
mance at very low voltage. It is a challenge to deliver 100 A
or more efficiently at voltages that can be less than 1 V. These
types of power supplies are expected to deliver precise voltages,
even though the load can change by an order of magnitude in
nanoseconds.

At the other end is the explosive growth of portable devices
with rechargeable batteries. The power supplies for these
devices and for other consumer products must be cheap and
efficient. Losses in low-cost power supplies are a problem
today; often, low-end power supplies and battery chargers draw
energy even when their load is off. It is increasingly important
to use the best possible power electronics design techniques for
these supplies to save energy while minimizing costs. Efficiency
standards such as the EnergyStar program place increasingly
stringent requirements on a wide range of low-end power
supplies.

In the past, bulky “linear” power supplies were designed with
transformers and rectifiers from the ac line frequency to pro-
vide dc voltages for electronic circuits. In the late 1960s, use
of dc sources in aerospace applications led to the development
of power electronic dc–dc conversion circuits for power sup-
plies. In a well-designed power electronics arrangement today,
called a switch-mode power supply, an ac source from a wall
outlet is rectified without direct transformation. The resulting
high dc voltage is converted through a dc–dc converter to the
1, 3, 5, and 12 V, or other levels required. A personal computer
commonly requires multiple 3.3- and 5-V supplies, 12-V sup-
plies, additional levels, and a separate converter for 1-V delivery
to the microprocessor. This does not include supplies for the
video display or peripheral devices. Only a switch-mode sup-
ply can support such complex requirements with acceptable
costs.

Switch-mode supplies often take advantage of MOSFET
semiconductor technology. Trends toward high reliability, low
cost, and miniaturization have reached the point where a
5-V power supply sold today might last more than 1,000,000 h
(more than a century), provide 100 W of output in a pack-
age with volume less than 15 cm3, and sell for a price less than
US$ 0.10/W. This type of supply brings an interesting dilemma:
the ac line cord to plug it in takes up more space than the power
supply itself. Innovative concepts such as integrating a power
supply within a connection cable will be used in the future.

Device technology for power supplies is also being driven by
expanding needs in the automotive and telecommunications
industries as well as in markets for portable equipment. The
automotive industry is making a transition to higher voltages
to handle increasing electric power needs. Power conversion for
this industry must be cost effective, yet rugged enough to sur-
vive the high vibration and wide temperature range to which
a passenger car is exposed. Global communication is possi-
ble only when sophisticated equipment can be used almost
anywhere. This brings with it a special challenge, because elec-
trical supplies are neither reliable nor consistent throughout
much of the world. Although voltage swings in the domestic
ac supply in North America are often ±5% around a nominal
value, in many developing nations the swing can be ±25% –
when power is available. Power converters for communications
equipment must tolerate these swings and must also be able to
make use of a wide range of possible backup sources. Given the
enormous size of worldwide markets for mobile devices and
consumer electronics, there is a clear need for flexible-source
equipment. Designers are challenged to obtain maximum per-
formance from small batteries and to create equipment with
minimal energy requirements.

1.4 Conversion Examples

1.4.1 Single-Switch Circuits

Electrical energy sources take the form of dc voltage sources
at various values, sinusoidal ac sources, polyphase sources,
among others. A power electronic circuit might be asked to
transfer energy between two different dc voltage levels, between
an ac source and a dc load, or between sources at different fre-
quencies. It might be used to adjust an output voltage or power
level, drive a nonlinear load, or control a load current. In this
section, a few basic converter arrangements are introduced, and
energy conservation provides a tool for analysis.

EXAMPLE 1.3 Consider the circuit shown in Fig. 1.4. It
contains an ac source, a switch, and a resistive load. It is
a simple but complete power electronic system.

+

−

VoutVac R

FIGURE 1.4 A simple power electronic system. (From [2], c© 1998,
Oxford University Press, Inc.; used by permission.)
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FIGURE 1.5 Input and output waveforms for Example 1.4.

Let us assign a (somewhat arbitrary) control scheme to the
switch. What if the switch is turned on whenever Vac> 0, and
turned off otherwise? The input and output voltage waveforms
are shown in Fig. 1.5. The input has a time average of 0, and
root-mean-square (RMS) value equal to Vpeak/

√
2, where Vpeak

is the maximum value of Vac. The output has a nonzero average
value given by

〈vout(t)〉 = 1

2π

⎛
⎝

π /2∫
−π /2

Vpeak cos θ dθ +
3π /2∫
π /2

0 dθ

⎞
⎠

= Vpeak

π
= 0.3183Vpeak (1.1)

and an RMS value equal to Vpeak/2. Since the output has
nonzero dc voltage content, the circuit can be used as an
ac–dc converter. To make it more useful, a low-pass filter would
be added between the output and the load to smooth out the ac
portion. This filter needs to be lossless, and will be constructed
from only inductors and capacitors.

The circuit in Example 1.3 acts as a half-wave rectifier with
a resistive load. With the hypothesized switch action, a diode
can substitute for the ideal switch. The example confirms
that a simple switching circuit can perform power conversion
functions. But note that a diode is not, in general, the same as
an ideal switch. A diode places restrictions on the current direc-
tion, whereas a true switch would not. An ideal switch allows
control over whether it is on or off, whereas a diode’s operation
is constrained by circuit variables.

Consider a second half-wave circuit, now with a series L–R
load, shown in Fig. 1.6.

EXAMPLE 1.4 A series diode L–R circuit has ac voltage
source input. This circuit operates much differently than
the half-wave rectifier with resistive load. A diode will
be on if forward-biased, and off if reverse-biased. In this
circuit, when the diode is off, the current will be zero.

+

−

VdVac
R

L

FIGURE 1.6 Half-wave rectifier with L–R load for Example 1.5.

Whenever the diode is on, the circuit is the ac source
with L–R load. Let the ac voltage be V0 cos(ωt). From
Kirchhoff ’s Voltage Law (KVL),

V0 cos(ωt) = L
di

dt
+ Ri.

Let us assume that the diode is initially off (this assump-
tion is arbitrary, and we will check it as the example is
solved). If the diode is off, the diode current is i = 0,
and the voltage across the diode will be vac. The diode
will become forward-biased when vac becomes positive.
The diode will turn on when the input voltage makes
a zero-crossing in the positive direction. This allows us
to establish initial conditions for the circuit: i(t0) = 0,
t0 = −π /(2ω). The differential equation can be solved in
a conventional way to give

i(t) = V0

[
ωL

R2 + ω2L2
exp

(−t

τ
− π

2ωτ

)

+ R

R2 + ω2L2
cos(ωt)

+ ωL

R2 + ω2L2
sin(ωt)

]
(1.2)
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FIGURE 1.7 Input and output waveforms for Example 1.5.

where τ is the time constant L/R. What about when the
diode is turned off ? The first guess might be that the diode
turns off when the voltage becomes negative, which is not
correct. From the solution, we can note that the current
is not zero when the voltage first becomes negative. If
the switch attempts to turn off, it must instantly drop
the inductor current to zero. The derivative of current
in the inductor, di/dt , would become negative infinite.
The inductor voltage L(di/dt) similarly becomes nega-
tive infinite, and the devices are destroyed. What really
happens is that the falling current allows the inductor to
maintain forward bias on the diode. The diode will turn
off only when the current reaches zero. A diode has defi-
nite properties that determine the circuit action, and both
the voltage and current are relevant. Figure 1.7 shows the
input and output waveforms for a time constant τ equal
to about one-third of the ac waveform period.

1.4.2 The Method of Energy Balance

Any circuit must satisfy conservation of energy. In a lossless
power electronic circuit, energy is delivered from source to
load, possibly through an intermediate storage step. The energy
flow must balance over time such that the energy drawn from
the source matches that delivered to the load. The converter
in Fig. 1.8 serves as an example of how the method of energy
balance can be used to analyze circuit operation.

EXAMPLE 1.5 The switches in the circuit of Fig. 1.8 are
controlled cyclically to operate in alternation: when the
left switch is on, the right switch is off, and so on. What
does the circuit do if each switch operates half the time?
The inductor and capacitor have large values.

When the left switch is on, the source voltage Vin

appears across the inductor. When the right switch is on,

i

LVin VoutC R

+

−

FIGURE 1.8 Energy transfer switching circuit for Example 1.5.
(From [2], c© 1998, Oxford University Press, Inc.; used by permission.)

the output voltage Vout appears across the inductor.
If this circuit is to be viewed as a useful converter, the
inductor should receive energy from the source and then
deliver it to the load without loss. Over time, this means
that energy does not build up in the inductor, but instead
flows through on average. The power into the inductor,
therefore, must equal the power out, at least over a cycle.
Therefore, the average power in must equal the average
power out of the inductor. Let us denote the induc-
tor current as i. The input is a constant voltage source.
Because L is large, this constant voltage source will not be
able to change the inductor current quickly, and we can
assume that the inductor current is also constant. The
average power into L over the cycle period T is

Pin = 1

T

T/2∫
0

Vin i dt = Vini

2
. (1.3)

For the average power out of L, we must be careful about cur-
rent directions. The current out of the inductor will have a
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value −i. The average output power is

Pout = 1

T

T∫
T/2

−iVoutdt = −Vouti

2
(1.4)

For this circuit to be viewed useful as a converter, the net energy
should flow from the source to the load over time. The power
conservation relationship Pin = Pout requires that Vout = −Vin.

The method of energy balance shows that, when operated as
described in the example, the circuit shown in Fig. 1.8 serves as
a polarity reverser. The output voltage magnitude is the same
as that of the input, but the output polarity is negative with
respect to the reference node. The circuit is often used to gene-
rate a negative supply for analog circuits from a single positive
input level. Other output voltage magnitudes can be achieved
at the output if the switches alternate at unequal times.

If the inductor in the polarity reversal circuit is moved
instead to the input, a step-up function is obtained. Consider
the circuit shown in Fig. 1.9 in the following example.

EXAMPLE 1.6 The switches shown in Fig. 1.9 are con-
trolled cyclically in alternation. The left switch is on for
two-thirds of each cycle, and the right switch for the
remaining one-third of each cycle. Determine the rela-
tionship between Vin and Vout. The inductor’s energy
should not build up when the circuit is operating nor-
mally as a converter. A power balance calculation can be
used to relate the input and output voltages. Again, let i
be the inductor current. When the left switch is on, power
is injected into the inductor. Its average value is

Pin = 1

T

2T/3∫
0

Vini dt = 2Vini

3
. (1.5)

Power leaves the inductor when the right switch is on.
Care must be taken with respect to polarities, and the
current should be set negative to represent output power.

C

L

VoutVin

i

R

+

−

FIGURE 1.9 Switching converter Example 1.6. (From [2], c© 1998,
Oxford University Press, Inc.; used by permission.)

The result is

Pout = 1

T

T∫
2T/3

−(Vin − Vout)i dt

= −Vini

3
+ Vouti

3
. (1.6)

When the input and output power are equated,

2Vini

3
= −Vouti

3
+ Vouti

3
, and 3Vin = Vout (1.7)

and the output voltage is found to be triple the input.
Many seasoned engineers find the dc–dc step-up func-
tion shown in Fig. 1.9 to be surprising. Yet, it is just
one example of such action. Others (including flyback
circuits related to Fig. 1.8) are used in systems ranging
from controlled power supplies to spark ignitions for
automobiles.

The circuits in the preceding examples have few components,
provide useful conversion functions, and are efficient. If the
switching devices are ideal, each circuit is lossless. Over the
history of power electronics, development has tended to flow
around the discovery of such circuits: a circuit with a particular
conversion function is discovered, analyzed, and applied. As the
circuit moves from laboratory testing to a complete commer-
cial product, control and protection functions are added. The
power portion of the circuit remains close to the original idea.
The natural question arises as to whether a systematic approach
to conversion is possible: can we start with a desired func-
tion and design an appropriate converter, rather than starting
from the converter and working backwards toward the applica-
tion? What underlying principles can be applied to design and
analysis? In this chapter, a few of the key concepts are intro-
duced. Note that, although many of the circuits look decep-
tively simple, all circuits are nonlinear systems with unusual
behavior.

1.5 Tools for Analysis and Design

1.5.1 The Switch Matrix

The most readily apparent difference between a power elec-
tronic circuit and other types of electronic circuits is the switch
action. In contrast to a digital circuit, the switches do not indi-
cate a logic level. Control is effected by determining the times at
which switches should operate. Whether there is just one switch
or a large group, there is a complexity limit: if a converter has
m inputs and n outputs, even the densest possible collection
of switches would have a single switch between each input and
output lines. The m × n switches in the circuit can be arranged
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FIGURE 1.10 The general switch matrix.

according to their connections. The pattern suggests a matrix,
as shown in Fig. 1.10.

Power electronic circuits fall into two broad classes:

1. Direct switch matrix circuits. In these circuits, energy
storage elements are connected to the matrix only at
the input and output terminals. The storage elements
effectively become part of the source or the load. A
rectifier with an external low-pass filter is an exam-
ple of a direct switch matrix circuit. In the litera-
ture, ac–ac versions of these circuits are sometimes
called matrix converters.

2. Indirect switch matrix circuits, also termed embedded
converters. These circuits, like the polarity-reverser
example, have energy storage elements connected
within the matrix structure. Indirect switch matrix
circuits are most commonly analyzed as a cascade
connection of direct switch matrix circuits with storage
in between.

The switch matrices in realistic applications are small. A 2 × 2
switch matrix, for example, covers all possible cases with a
single-port input source and a two-terminal load. The matrix
is commonly drawn as the H-bridge shown in Fig. 1.11.
A more complicated example is the three-phase bridge rectifier
shown in Fig. 1.12. There are three possible inputs, and the two
terminals of the dc circuit provide outputs, which gives a 3 × 2

Input
source

Load

1,1 1,2

2,22,1

FIGURE 1.11 H-bridge configuration of a 2 × 2 switch matrix.

DC
load

vc

vb

va

FIGURE 1.12 Three-phase bridge rectifier circuit, a 3×2 switch matrix.

switch matrix. In a computer power supply with five separate
dc loads, the switch matrix could be 2 × 10. Very few practical
converters have more than 24 switches, and most designs use
fewer than 12.

A switch matrix provides a way to organize devices for a
given application. It also helps us focus on three major task
areas, which must be addressed individually and effectively in
order to produce a useful power electronic system.

• The “Hardware” Task – Build a switch matrix. This
involves the selection of appropriate semiconductor
switches and the auxiliary elements that drive and protect
them.

• The “Software” Task – Operate the matrix to achieve the
desired conversion. All operational decisions are imple-
mented by adjusting switch timing.

• The “Interface” Task – Add energy storage elements to
provide the filters or intermediate storage necessary to
meet the application requirements. Lossless filters with
simple structures are required.

In a rectifier or other converter, we must choose the electronic
parts, how to operate them, and how best to filter the output to
satisfy the needs of the load.

1.5.2 Implications of Kirchhoff’s Voltage
and Current Laws

A major challenge of switch circuits is their capacity to
“violate” circuit laws. First, consider the simple circuits shown
in Fig. 1.13. We might try the circuit shown in Fig. 1.13a for
ac–dc conversion, but there is a problem. According to
Kirchhoff ’s Voltage Law (KVL), the “sum of voltage drops
around a closed loop is zero.” However, with the switch closed,
the sum of voltages around the loop is not zero. In reality,
this is not a valid result. Instead, a very large current will flow



1 Introduction 9

Vac Vdc
I1

I2

Switch
must remain

open

(a) (b)

Switch
must remain

open

FIGURE 1.13 Hypothetical power converters: (a) possible ac–dc converter (b) possible dc–dc converter. (From [2], c© 1998, Oxford University Press
Inc.; used by permission.)

and cause a large I ·R drop in the wires. KVL will be satisfied
by the wire voltage drop, but a fire or, better yet, fuse action,
might result. There is, however, nothing that would prevent an
operator from trying to close the switch. KVL, then, implies a
crucial restriction: a switch matrix must not attempt to inter-
connect unequal voltage sources directly. Notice that a wire, or
dead short, can be thought of as a voltage source with V = 0, so
KVL is a generalization of avoiding shorts across an individual
voltage source.

A similar constraint holds for Kirchhoff ’s Current Law
(KCL) that states that “currents into a node must sum to zero.”
When current sources are present in a converter, we must avoid
any attempts to violate KCL. In Fig. 1.13b, if the current sources
are different and if the switch is opened, the sum of the cur-
rents into the node will not be zero. In a real circuit, high
voltages will build up and cause an arc to create another cur-
rent path. This situation has real potential for damage, and a
fuse will not help. As a result, KCL implies the restriction that
a switch matrix must not attempt to interconnect unequal cur-
rent sources directly. An open circuit can be thought of as a
current source with I = 0, so KCL applies to the problem of
opening an individual current source.

In contrast to conventional circuits, in which KVL and KCL
are automatically satisfied, switches do not “know” KVL or
KCL. If a designer forgets to check, and accidentally shorts two
voltages or breaks a current source connection, some problem
or damage will result. KVL and KCL place necessary constraints
on the operation of a switch matrix. In the case of voltage
sources, switches must not act to create short-circuit paths
among unlike sources. In the case of KCL, switches must act
to provide a path for currents. These constraints drastically
reduce the number of valid switch-operating conditions in a
switch matrix, thereby leading to manageable operating design
problems.

When energy storage is included, there are interesting impli-
cations of the circuit law restrictions. Figure 1.14 shows two
“circuit law problems.” In Fig. 1.14a, the voltage source will
cause the inductor current to ramp up indefinitely, since
V = L di/dt . We might consider this to be a “KVL problem”

(a) (b)

FIGURE 1.14 Short-term KVL and KCL problems in energy storage cir-
cuits: (a) an inductor cannot sustain dc voltage indefinitely; (b) a capacitor
cannot sustain dc current indefinitely.

because the long-term effect is similar to shorting the source. In
Fig. 1.14b, the current source will cause the capacitor voltage to
ramp toward infinity. This causes a “KCL problem”; eventually,
an arc will be formed to create an additional current path, just
as if the current source had been opened. Of course, these con-
nections are not problematic if they are only temporary. How-
ever, it should be evident that an inductor will not support
dc voltage, and a capacitor will not support dc current. On
average, over an extended time interval, the voltage across an
inductor must be zero, and the current into a capacitor must
be zero.

1.5.3 Resolving the Hardware Problem –
Semiconductor Devices

A switch is either on or off. When on, an ideal switch will carry
any current in any direction. When off, it will never carry cur-
rent, no matter what voltage is applied. It is entirely lossless and
changes from its on-state to its off-state instantaneously. A real
switch can only approximate an ideal switch. The following are
the aspects of real switches that differ from the ideal:

• limits on the amount and direction of on-state current;
• a nonzero on-state voltage drop (such as a diode forward

voltage);
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• some levels of leakage current when the device is sup-
posed to be off;

• limitations on the voltage that can be applied when off;
• operating speed. The duration of transition between the

on-states and off-states is important.

The degree to which the properties of an ideal switch must be
met by a real switch depends on the application. For example,
a diode can easily be used to conduct dc current; the fact that
it conducts only in one direction is often an advantage, not a
weakness.

Many different types of semiconductors have been applied in
power electronics. In general, these fall into three groups:

1. Diodes, which are used in rectifiers, dc–dc converters,
and in supporting roles.

2. Transistors, which in general are suitable for control of
single-polarity circuits. Several types of transistors are
applied to power converters. The IGBT type is unique
to power electronics and has good characteristics for
applications such as inverters.

3. Thyristors, which are multijunction semiconductor
devices with latching behavior. In general, thyristors
can be switched with short pulses and then maintain
their state until current is removed. They act only as
switches. The characteristics are especially well suited

TABLE 1.1 Examples of semiconductor devices used in power electronics

Device type Characteristics of power devices

Diode Current ratings from under 1 A to more than 5000 A. Voltage ratings from 10 V to 10 kV or more. The fastest power devices switch in less than
10 ns, whereas the slowest require 100 μs or more. The function of a diode applies in rectifiers and dc–dc circuits.

BJT (Bipolar junction transistor) Conducts collector current (in one direction) when sufficient base current is applied. The function applies to
dc–dc circuits. Power BJTs have mostly been supplanted by FETs and IGBTs.

FET (Field effect transistor) Conducts drain current when sufficient gate voltage is applied. Power FETs (nearly always enhancement-mode
MOSFETs) have a parallel connected reverse diode by virtue of their construction. Ratings from about 0.5 A to about 150 A and 20 V up to
1200 V. Switching times are fast, from 20 ns or less up to 200 ns. The function applies to dc–dc conversion, where the FET is in wide use, and
to inverters.

IGBT (Insulated gate bipolar transistor) A special type of transistor that has the function of a BJT with its base driven by an FET. Faster than a BJT
of similar ratings, and easy to use. Ratings from 10 A to more than 600 A, with voltages of 600 to 2500 V. The IGBT is popular in inverters
from about 1 to 200 kW or more. It is found almost exclusively in power electronics applications.

SCR (Silicon-controlled rectifier) A thyristor that conducts like a diode after a gate pulse is applied. Turns off only when current becomes zero.
Prevents current flow until a pulse appears. Ratings from 10 A up to more than 5000 A, and from 200 V up to 6 kV. Switching requires 1 to
200 μs. Widely used for controlled rectifiers. The SCR is found almost exclusively in power electronics applications, and is the most common
member of the thyristor family.

GTO (Gate turn-off thyristor) An SCR that can be turned off by sending a negative pulse to its gate terminal. Can substitute for transistors in
applications above 200 kW or more. The ratings approach those of SCRs, and the speeds are similar as well.

TRIAC A semiconductor constructed to resemble two SCRs connected in reverse parallel. Ratings from 2 to 50 A and 200 to 800 V. Used in lamp
dimmers, home appliances, and hand tools. Not as rugged as many other device types, but very convenient for many ac applications.

IGCT (Integrated gate commutated thyristor) A combination device that includes a high-power thyristor and external electronics to control it. This
device is a member of a larger family of combination devices, in which multiple semiconductor chips packaged together perform a single
power function. The IGCT provides a high-performance GTO function for power levels above 1 MW or more.

to high-power controllable rectifiers, they have been
applied to all power-conversion applications.

Some of the features of the most common power semicon-
ductors are listed in Table 1.1. The table shows a wide variety
of speeds and rating levels. As a rule, faster speeds apply to
lower ratings. For each device type, cost tends to increase both
for faster devices and for devices with higher power-handling
capacity.

Conducting direction and blocking behavior are fundamen-
tally tied to the device type, and these basic characteristics
constrain the choice of device for a given conversion function.
Consider again a diode. It carries current in only one direc-
tion and always blocks current in the other direction. Ideally,
the diode exhibits no forward voltage drop or off-state leak-
age current. Although an ideal diode lacks the many features
of an ideal switch, it is an important switching device. Other
real devices operate with polarity limits on current and voltage
and have corresponding ideal counterparts. It is convenient to
define a special type of switch to represent this behavior: the
restricted switch.

DEFINITION A restricted switch is an ideal switch with
the addition of restrictions on the direction of current
flow and voltage polarity. The ideal diode is one example
of a restricted switch.
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TABLE 1.2 The types of restricted switches

Action Device Quadrants Restricted switch symbol Device symbol

Carries current in one direction, blocks in the
other (forward-conducting reverse-blocking)

Diode I

V

Carries or blocks current in one direction
(forward-conducting forward-blocking)

BJT I

V

Carries in one direction or blocks in both
directions (forward-conducting
bidirectional-blocking)

GTO I

V

Carries in both directions, but blocks only in
one direction (bidirectional-carrying
forward-blocking)

FET I

V

Fully bidirectional Ideal switch I

V

The diode always permits current flow in one direction, while
blocking flow in the other direction. It therefore represents a
forward-conducting reverse-blocking restricted switch and oper-
ates in one quadrant on a graph of device current versus.
voltage. This function is automatic – the two diode terminals
provide all the necessary information for switch action. Other
restricted switches require a third gate terminal to determine
their state. Consider the polarity possibilities given in Table 1.2.
Additional functions such as bidirectional-conducting reverse-
blocking can be obtained by reverse connection of one of the
five types in the table.

The quadrant operation shown in the table indicates
polarities. For example, the current in a diode will be posi-
tive when on, and the voltage will be negative when off. This
means diode operation is restricted to the single quadrant com-
prising the upper vertical (current) axis and the left horizontal
(voltage) axis. Other combinations appear in the table. Sym-
bols for restricted switches can be built up by interpreting the
diode’s triangle as the current-carrying direction and the bar
as the blocking direction. Five types of symbols can be drawn
as shown in Table 1.2. These symbols are used infrequently,
but are useful for showing the polarity behavior of switching
devices. A circuit drawn with restricted switches represents an
idealized power converter.

Restricted switch concepts guide the selection of devices.
For example, consider an inverter intended to deliver ac load
current from a dc voltage source. A switch matrix built to
perform this function must be able to manipulate ac current

and dc voltage. Regardless of the physical arrangement of the
matrix, we would expect bidirectional-conducting forward-
blocking switches to be useful for this conversion. This is
a correct result: modern inverters operating from dc volt-
age sources are built with FETs or with IGBTs packaged with
reverse-parallel diodes. As new power devices are introduced
to the market, it is straightforward to determine what types
of converters will use them.

1.5.4 Resolving the Software Problem –
Switching Functions

The physical m × n switch matrix can be associated with a
mathematical m × n switch state matrix. Each element of this
matrix, called a switching function, shows whether the corre-
sponding physical device is on or off.

DEFINITION A switching function, q(t), has a value of
1 when the corresponding physical switch is on and 0
when it is off. Switching functions are discrete-valued
functions of time, and control of switching devices can
be represented with them.

Figure 1.15 shows a typical switching function. It is periodic,
with period T , representing the most likely repetitive switch
action in a power converter. For convenience, it is drawn on
a relative time scale that begins at 0 and draws out the square
wave period by period. The actual timing is arbitrary, so the
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Absolute time reference

Relative time period T
0 DTt0 T T + DT 2T 3T 4T 5T

0

1

FIGURE 1.15 A generic switching function with period T , duty ratio D,
and time reference t0.

center of the first pulse is defined as a specified time t0 in the
figure. In many converters, the switching function is generated
as an actual control voltage signal that might drive the gate
of either a MOSFET or some other semiconductor switching
device.

The timing of switch action is the only alternative for control
of a power converter. Because switch action can be represented
with a discrete-valued switching function, timing can be repre-
sented within the switching function framework. On the basis
of Fig. 1.15, a generic switching function can be characterized
completely with three parameters:

1. The duty ratio, D, is the fraction of time during which
the switch is on. For control purposes, the on-time
interval or pulse width can be adjusted to achieve
a desired result. We can term this adjustment pro-
cess pulse-width modulation (PWM), perhaps the most
important process for implementing control in power
converters.

2. The frequency fswitch = 1/T (with radian frequencyω =
2π fswitch) is most often constant, although not in all
applications. For control purposes, frequency can be
adjusted. This strategy is sometimes used in low-power
dc–dc converters to manage wide load ranges. In other
converters, frequency control is unusual because the
operating frequency is often dictated by the appli-
cation.

3. The time delay t0 or phase ϕ0 = ωt0. Rectifiers often use
phase control to provide a range of adjustment. Phase-
shifted bridge circuits are common for high-power
dc–dc conversion. A few specialized ac–ac converter
applications use phase modulation.

With just three parameters to vary, there are relatively few
possible ways to control any power electronic circuit. dc–dc
converters and inverters usually rely on duty ratio adjustment
(PWM) to alter their behavior. Phase control is common in
controlled rectifier applications.

Switching functions are powerful tools for the general rep-
resentation of converter action [7]. The most widely used
control approaches derive from averages of switching functions
[2, 8]. Their utility comes from their application in writing cir-
cuit equations. For example, in the boost converter shown in

Fig. 1.9, the loop and node equations change depending on
which switch is acting at a given moment. The two possible
circuit configurations each have distinct equations. Switching
functions allow them to be combined. By assigning switch-
ing functions q1(t) and q2(t) to the left- and right-switching
devices, respectively, we obtain

q1

(
Vin − L

diL
dt

= 0

)
,

q1

(
C

dvC

dt
+ vC

R
= 0

)
, left switch on (1.8)

q2

(
Vin − L

diL
dt

= vC

)
,

q2

(
C

dvC

dt
+ vC

R
= iL

)
, right switch on (1.9)

Because the switches alternate, and the switching functions
must be 0 or 1, these sets of equations can be combined to give

Vin − L
diL
dt

= q2vC, C
dvC

dt
+ vC

R
= q2iL (1.10)

The combined expressions are simpler and easier to analyze
than the original equations.

For control purposes, the average of equations such as (1.10)
often proceeds with the replacement of switching functions q
with duty ratios d. The discrete time action of a switching func-
tion thus will be represented by an average duty ratio param-
eter. Switching functions, the advantages gained by averaging,
and control approaches such as PWM are discussed at length
in several chapters in this handbook.

1.5.5 Resolving the Interface Problem – Lossless
Filter Design

Lossless filters for power electronic applications are sometimes
called smoothing filters [9]. In applications in which dc outputs
are of interest, such filters are commonly implemented as sim-
ple low-pass LC structures. The analysis is facilitated because in
most cases the residual output waveform, termed ripple, has a
predictable shape. Filter design for rectifiers or dc–dc convert-
ers is a question of choosing storage elements large enough to
keep ripple low, but not so large that the whole circuit becomes
unwieldy or expensive.

Filter design is more challenging when ac outputs are
desired. In some cases, this is again an issue of low-pass filter
design. However, in many applications, low-pass filters are not
adequate to meet low noise requirements. In these situations,
active filters can be used. In power electronics, the term active
filter refers to lossless switching converters that actively inject
or remove energy moment-by-moment to compensate for dis-
tortion. The circuits (discussed in Chapter 41 – Active Filters
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in this handbook) are not related to the linear active filter
op-amp circuits used in analog signal processing. In ac applica-
tions, there is a continuing opportunity for innovation in filter
design.

1.6 Sample Applications

Although power electronics is becoming universal for elec-
tronic systems, a few emerging applications have generated
wide interest. Some are discussed briefly here to introduce the
breadth of activity in the field.

A hybrid electric vehicle typically has two major power elec-
tronic systems and dozens or even hundreds of smaller systems
[10]. The two large units are the inverter system, which controls
the electric drive motor, and a rectifier system, which manages
battery charging. Smaller systems include motor controllers
in electric power steering units, lighting electronics for high-
intensity headlamps, controllers for the wide range of small
motors that actuate everything from windshield wipers to DVD
players, and power supplies for the host of microcontrollers
embedded in a modern car. As plug-in hybrid and electric cars
continue to develop, the efficiency and sophistication of battery
chargers and drive motor controllers will increase.

In a hybrid car, a typical inverter rating is about 50 kW. Fully
electric automobiles have inverter ratings to about 200 kW.
Hybrid and electric drive power levels increase from there to
include multimegawatt inverters that power high-speed trains.

At the other power extreme, designers have been working on
small power electronic systems that extract energy from various
ambient sources for local purposes [11]. These energy harvest-
ing applications will be an emerging growth area. An example
application is a corrosion sensor, built into a highway bridge,
that gathers energy from vibration. The vibration energy is
converted and stored, then used for intermittent communica-
tion with a central monitoring computer. Typical power levels
can be less than 0.001 W.

Solar, wind, and other alternative energy resources are tightly
linked to power electronics. A typical solar panel produces
about 30-V dc, with tolerances from 20 to 40 V or more. This
randomly changing dc source must be converted to clean,
tightly regulated ac voltage that synchronizes to the electric-
ity grid and delivers energy. Solar inverter efficiency, reliability,
and cost are major factors in successful energy innovation.
A dual application, meaning that energy flows in the opposite
direction but that many other characteristics are shared, is that
of solid-state lighting [12]. In that case, flexible control of a dc
current must be provided from an ac grid source.

For wind energy, a typical large-scale wind turbine can pro-
duce 2 MW of high-frequency ac power. The frequency and
voltage vary rapidly according to wind speed. This power
must be converted to fixed frequency and voltage for grid
interconnection.

1.7 Summary

Power electronics is the study of electronic circuits for the con-
trol and conversion of electrical energy. The technology is a
critical part of our energy infrastructure and is central for a
wide range of uses of electricity. For power electronics design,
we consider only those circuits and devices that, in princi-
ple, introduce no loss and achieve near-perfect reliability. The
two key characteristics of high efficiency and high reliability
are implemented with switching circuits, supplemented with
energy storage. Switching circuits can be organized as switch
matrices. This facilitates their analysis and design.

In a power electronic system, the three primary challenges
are the hardware problem of implementing a switch matrix,
the software problem of deciding how to operate that matrix,
and the interface problem of removing unwanted distortion
and providing the user with the desired clean power source.
The hardware is implemented with a few special types of power
semiconductors. These include several types of transistors,
especially MOSFETs and IGBTs, and several types of thyristors,
especially SCRs and GTOs. The software problem can be rep-
resented in terms of switching functions. The frequency, duty
ratio, and phase of switching functions are available for opera-
tional purposes. The interface problem is addressed by means
of lossless filter circuits. Most often, these are lossless LC passive
filters to smooth out ripple or reduce harmonics. Active filter
circuits also have been applied to make dynamic corrections in
power conversion waveforms.

Improvements in devices and advances in control concepts
have led to steady improvements in power electronic circuits
and systems. This is driving tremendous expansion of applica-
tions. Personal computers, for example, would be unwieldy and
inefficient without power electronic dc supplies. Mobile devices
and laptop computers would be impractical. High-efficiency
lighting, motor controls, and a wide range of industrial con-
trols depend on power electronics. Strong growth is occurring
in automotive applications, in lighting, in dc power supplies for
portable devices, in high-end converters for advanced micro-
processors, and in alternative and renewable energy. During the
next generation, we will reach a time when almost all electrical
energy is processed through power electronics somewhere in
the path from generation to end use.
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2.1 Diode as a Switch

Among all the static switching devices used in power electron-
ics (PE), the power diode is perhaps the simplest. Its circuit
symbol is shown in Fig. 2.1. It is a two terminal device, and
terminal A is known as the anode whereas terminal K is known
as the cathode. If terminal A experiences a higher potential
compared to terminal K, the device is said to be forward biased
and a current called forward current (IF ) will flow through
the device in the direction as shown. This causes a small volt-
age drop across the device (<1 V), which in ideal condition
is usually ignored. On the contrary, when a diode is reverse
biased, it does not conduct and a practical diode do experi-
ence a small current flowing in the reverse direction called
the leakage current. Both the forward voltage drop and the
leakage current are ignored in an ideal diode. Usually in PE
applications a diode is considered to be an ideal static switch.

The characteristics of a practical diode show a departure
from the ideals of zero forward and infinite reverse impedance,
as shown in Fig. 2.2a. In the forward direction, a potential
barrier associated with the distribution of charges in the vicin-
ity of the junction, together with other effects, leads to a voltage
drop. This, in the case of silicon, is in the range of 1 V for
currents in the normal range. In reverse, within the normal
operating range of voltage, a very small current flows which
is largely independent of the voltage. For practical purposes,
the static characteristics is often represented by Fig. 2.2b.

In the figure, the forward characteristic is expressed as
a threshold voltage Vo and a linear incremental or slope
resistance, r . The reverse characteristic remains the same over
the range of possible leakage currents irrespective of voltage
within the normal working range.

2.2 Properties of PN Junction

From the forward and reverse biased condition characteristics,
one can notice that when the diode is forward biased, current
rises rapidly as the voltage is increased. Current in the reverse
biased region is significantly small until the breakdown voltage
of the diode is reached. Once the applied voltage is over this
limit, the current will increase rapidly to a very high value
limited only by an external resistance.

DC diode parameters. The most important parameters
are the followings:

• Forward voltage, VF is the voltage drop of a diode across
A and K at a defined current level when it is forward
biased.

• Breakdown voltage, VB is the voltage drop across the
diode at a defined current level when it is beyond reverse
biased level. This is popularly known as avalanche.

• Reverse current IR is the current at a particular voltage,
which is below the breakdown voltage.

Copyright © 2001 by Academic Press
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(a) Symbol (b) Stud type packaging (c) Disk type packaging 
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FIGURE 2.1 Power diode: (a) symbol; (b) and (c) types of packaging.
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FIGURE 2.2a Typical static characteristic of a power diode (forward
and reverse have different scale).
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FIGURE 2.2b Practical representation of the static characteristic of a
power diode.
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FIGURE 2.3 Diode reverse recovery with various softness factors.

AC diode parameters. The commonly used parameters are
the followings:

• Forward recovery time, tFR is the time required for the
diode voltage to drop to a particular value after the
forward current starts to flow.

• Reverse recovery time trr is the time interval between
the application of reverse voltage and the reverse cur-
rent dropped to a particular value as shown in Fig. 2.3.
Parameter ta is the interval between the zero crossing of
the diode current to when it becomes IRR . On the other
hand, tb is the time interval from the maximum reverse
recovery current to approximately 0.25 of IRR . The ratio
of the two parameters ta and tb is known as the softness
factor (SF). Diodes with abrupt recovery characteristics
are used for high frequency switching.

In practice, a design engineer frequently needs to calculate
the reverse recovery time. This is in order to evaluate the pos-
sibility of high frequency switching. As a thumb rule, the lower
tRR the faster the diode can be switched.

trr = ta + tb (2.1)

If tb is negligible compared to ta which is a very common
case, then the following expression is valid:

tRR =
√

2QRR

(di/dt )
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from which the reverse recovery current

IRR =
√

di

dt
2QRR

where QRR is the storage charge and can be calculated from
the area enclosed by the path of the recovery current.

EXAMPLE 2.1 The manufacturer of a selected diode
gives the rate of fall of the diode current di/dt= 20 A/μs,
and its reverse recovery time trr = 5 μs. What value of
peak reverse current do you expect?

SOLUTION. The peak reverse current is given as:

IRR =
√

di

dt
2QRR

The storage charge QRR is calculated as:

QRR = 1

2

di

dt
t 2
rr = 1/2× 20 A/μs× (5× 10−6)

2 = 50 μC

Hence,

IRR =
√

20
A

μs
× 2× 50 μC = 44.72 A

• Diode capacitance, CD is the net diode capacitance
including the junction (CJ ) plus package capaci-
tance (CP ).

In high-frequency pulse switching, a parameter known as
transient thermal resistance is of vital importance since it indi-
cates the instantaneous junction temperature as a function of
time under constant input power.

2.3 Common Diode Types

Depending on their applications, diodes can be segregated into
the following major divisions:

Small signal diode: They are perhaps the most widely used
semiconductor devices used in wide variety of applications. In
general purpose applications, they are used as a switch in recti-
fiers, limiters, capacitors, and in wave-shaping. Some common
diode parameters a designer needs to know are the forward
voltage, reverse breakdown voltage, reverse leakage current,
and the recovery time.

Silicon rectifier diode: These are the diodes, which have high
forward current carrying capability, typically up to several
hundred amperes. They usually have a forward resistance of
only a fraction of an ohm while their reverse resistance is in the
mega-ohm range. Their primary application is in power con-
version, like in power supplies, UPS, rectifiers/inverters, etc.

In case of current exceeding the rated value, their case tem-
perature will rise. For stud-mounted diodes, their thermal
resistance is between 0.1 and 1◦C/W.

Zener diode: Its primary applications are in the voltage
reference or regulation. However, its ability to maintain a cer-
tain voltage depends on its temperature coefficient and the
impedance. The voltage reference or regulation applications of
zener diodes are based on their avalanche properties. In the
reverse biased mode, at a certain voltage the resistance of these
devices may suddenly drop. This occurs at the zener voltage
VX , a parameter the designer knows beforehand.

Figure 2.4 shows a circuit using a zener diode to control a
reference voltage of a linear power supply. Under normal oper-
ating condition, the transistor will transmit power to the load
(output) circuit. The output power level will depend on the
transistor base current. A very high base current will impose a
large voltage across the zener and it may attain zener voltage
VX , when it will crush and limit the power supply to the load.

Input

Zener
Diode

Output

Regulator
transistor

FIGURE 2.4 Voltage regulator with a zener diode for reference.

Photo diode: When a semiconductor junction is exposed
to light, photons generate hole–electron pairs. When these
charges diffuse across the junction, they produce photocurrent.
Hence this device acts as a source of current, which increases
with the intensity of light.

Light emitting diode (LED): Power diodes used in PE cir-
cuits are high power versions of the commonly used devices
employed in analog and digital circuits. They are manufactured
in wide varieties and ranges. The current rating can be from a
few amperes to several hundreds while the voltage rating varies
from tens of volts to several thousand volts.

2.4 Typical Diode Ratings

2.4.1 Voltage Ratings

For power diodes, a given datasheet has two voltage ratings.
One is the repetitive peak inverse voltage (VRRM ), the other
is the non-repetitive peak inverse voltage. The non-repetitive
voltage (VRM ) is the diodes capability to block a reverse volt-
age that may occur occasionally due to a overvoltage surge.
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Repetitive voltage on the other hand is applied on the diode
in a sustained manner. To understand this, let us look at the
circuit in Fig. 2.5.

EXAMPLE 2.2 Two equal source voltages of 220 V peak
and phase shifted from each other by 180◦ are supplying
a common load as shown. (a) Show the load voltage;
(b) describe when diode D1 will experience VRRM ; and
(c) determine the VRRM magnitude considering a safety
factor of 1.5.

SOLUTION. (a) The input voltage, load voltage, and the
voltage across D1 when it is not conducting (VRRM ) are
shown in Fig. 2.5b.

(b) Diode D1 will experience VRRM when it is not
conducting. This happens when the applied voltage V1
across it is in the negative region (from 70 to 80 ms
as shown in the figure) and consequently the diode is
reverse biased. The actual ideal voltage across it is the
peak value of the two input voltages i.e. 220×2 = 440 V.
This is because when D1 is not conducting, D2 conducts.
Hence in addition Van , Vbn is also applied across it since
D2 is practically shorted.

(c) The VRRM = 440 V is the value in ideal situa-
tion. In practice, higher voltages may occur due to stray
circuit inductances and/or transients due to the reverse

Dbreak
D2

D1
Dbreak

A

B

N
VRL

Vd1
+

--

V1

V2

FIGURE 2.5a The circuit.
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FIGURE 2.5b The waveforms.

recovery of the diode. They are hard to estimate. Hence, a
design engineer would always use a safety factor to cater
to these overvoltages. Hence, one should use a diode with
a 220× 2× 1.5 = 660 V rating.

2.4.2 Current Ratings

Power diodes are usually mounted on a heat sink. This effec-
tively dissipates the heat arising due to continuous conduction.
Hence, current ratings are estimated based on temperature rise
considerations. The datasheet of a diode normally specifies
three different current ratings. They are (1) the average cur-
rent, (2) the rms current, and (3) the peak current. A design
engineer must ensure that each of these values is not exceeded.
To do that, the actual current (average, rms, and peak) in the
circuit must be evaluated either by calculation, simulation, or
measurement. These values must be checked against the ones
given in the datasheet for that selected diode. The calculated
values must be less than or equal to the datasheet values. The
following example shows this technique.

EXAMPLE 2.3 The current waveform passing through a
diode switch in a switch mode power supply application
is shown in Fig. 2.6. Find the average, rms, and the peak
current.

SOLUTION. The current pulse duration is shown to be
0.2 ms within a period of 1 ms and with a peak amplitude
of 50 A. Hence the required currents are:

Iaverage = 50× 0.2

1
= 10 A

Irms =
√

502 × 0.2

1
= 22.36 A

Ipeak = 50 A

Sometimes, a surge current rating and its permissible dura-
tion is also given in a datasheet. For protection of diodes and
other semiconductor devices, a fast acting fuse is required.
These fuses are selected based on their I 2t rating which is
normally specified in a datasheet for a selected diode.

Time (ms)

0.2 ms50A

C
ur

re
nt

0 1 2 3

FIGURE 2.6 The current waveform.
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2.5 Snubber Circuits for Diode

Snubber circuits are essential for diodes used in switching
circuits. It can save a diode from overvoltage spikes, which
may arise during the reverse recovery process. A very common
snubber circuit for a power diode consists of a capacitor and
a resistor connected in parallel with the diode as shown in
Fig. 2.7.

When the reverse recovery current decreases, the capacitor
by virtue of its property will try to hold the voltage across it,
which, approximately, is the voltage across the diode. The resis-
tor on the other hand will help to dissipate some of the energy
stored in the inductor, which forms the IRR loop. The dv/dt
across a diode can be calculated as:

dv

dt
= 0.632× VS

τ
= 0.632× VS

RS × CS
(2.2)

where VS is the voltage applied across the diode.
Usually the dv/dt rating of a diode is given in the manufac-

turers datasheet. Knowing dv/dt and the RS , one can choose
the value of the snubber capacitor CS . The RS can be calculated
from the diode reverse recovery current:

RS = VS

IRR
(2.3)

The designed dv/dt value must always be equal or lower than
the dv/dt value found from the datasheet.

Cs

Rs

Vs

FIGURE 2.7 A typical snubber circuit.

2.6 Series and Parallel Connection of
Power Diodes

For specific applications, when the voltage or current rating
of a chosen diode is not enough to meet the designed rating,
diodes can be connected in series or parallel. Connecting them
in series will give the structure a high voltage rating that may
be necessary for high-voltage applications. However, one must
ensure that the diodes are properly matched especially in terms
of their reverse recovery properties. Otherwise, during reverse
recovery there may be a large voltage imbalances between the

C2

C1

C3R3

R2

R1
D1

D2

D3

Vs

FIGURE 2.8 Series connected diodes with necessary protection.

series connected diodes. Additionally, due to the differences
in the reverse recovery times, some diodes may recover from
the phenomenon earlier than the other causing them to bear
the full reverse voltage. All these problems can effectively be
overcome by connecting a bank of a capacitor and a resistor
in parallel with each diode as shown in Fig. 2.8.

If a selected diode cannot match the required current rating,
one may connect several diodes in parallel. In order to ensure
equal current sharing, the designer must choose diodes with
the same forward voltage drop properties. It is also important
to ensure that the diodes are mounted on similar heat sinks
and are cooled (if necessary) equally. This will affect the tem-
peratures of the individual diodes, which in turn may change
the forward characteristics of diode.

Tutorial 2.1 Reverse Recovery and
Overvoltages

Figure 2.9 shows a simple switch mode power supply. The
switch (1-2) is closed at t= 0 s. When the switch is open, a
freewheeling current IF = 20 A flows through the load (RL),
freewheeling diode (DF), and the large load circuit inductance
(LL). The diode reverse recovery current is 20 A and it then
decays to zero at the rate of 10 A/μs. The load is rated at 10 �

and the forward on-state voltage drop is neglected.

(a) Draw the current waveform during the reverse recov-
ery (IRR) and find its time (trr ).

(b) Calculate the maximum voltage across the diode
during this process (IRR).

SOLUTION. (a) A typical current waveform during
reverse recovery process is shown in Fig. 2.10 for an
ideal diode.

When the switch is closed, the steady-state current is,
ISS = 200 V/10 � = 20 A, since under steady-state con-
dition, the inductor is shorted. When the switch is open,
the reverse recovery current flows in the right-hand side



22 A. I. Maswood

DF

ldf RL

I

LL
21

L=10uH

Vs=200V

Is

+

−

FIGURE 2.9 A simple switch mode power supply with freewheeling
diode.
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t1

t2

t3
time (s)

FIGURE 2.10 Current through the freewheeling diode during reverse
recovery.

loop consisting of the LL, RL, and DF. The load induc-
tance, LL is assumed to be shorted. Hence, when the
switch is closed, the loop equation is:

V = L
diS
dt

from which

diS
dt

= V

L
= 200

10
= 20 A/μs

At the moment the switch is open, the same current
keeps flowing in the right-hand side loop. Hence,

did
dt

= −diS
dt

= −20 A/μs

from time zero to time t1 the current will decay at a
rate of 20 A/s and will be zero at t1= 20/20= 1 μs. The
reverse recovery current starts at this point and, accord-
ing to the given condition, becomes 20 A at t2. From
this point on, the rate of change remains unchanged at
20 A/μs. Period t2 – t1 is found as:

t2 − t1 = 20 A

20 A/μs
= 1 μs

From t2 to t3, the current decays to zero at the rate of
20 A/μs. The required time:

t3 − t2 = 20 A

10 A/μs
= 2 μs

Hence the actual reverse recovery time: trr = t3 − t1 =
(1 + 1 + 2)− 1 = 3 μs.

(b) The diode experiences the maximum voltage just
when the switch is open. This is because both the source
voltage 200 V and the newly formed voltage due to the
change in current through the inductor L. The voltage
across the diode:

VD=−V +L
diS
dt
=−200+(10×10−6)(−20×106)=−400V

Tutorial 2.2 Ideal Diode Operation,
Mathematical Analysis,
and PSPICE Simulation

This tutorial illustrates the operation of a diode circuit. Most
of the PE applications operate at a relative high voltage, and in
such cases, the voltage drop across the power diode usually is
small. It is quite often justifiable to use the ideal diode model.
An ideal diode has a zero conduction drop when it is forward
biased and has zero current when it is reverse biased. The
explanation and the analysis presented below is based on the
ideal diode model.

Circuit Operation A circuit with a single diode and an RL
load is shown in Fig. 2.11. The source VS is an alternating
sinusoidal source. If VS = Esin(ωt ), then VS is positive when
0 < ωt < π, and VS is negative when π < ωt < 2π. When VS

starts becoming positive, the diode starts conducting and the
positive source keeps the diode in conduction till ωt reaches
π radians. At that instant, defined by ωt =π radians, the cur-
rent through the circuit is not zero and there is some energy
stored in the inductor. The voltage across an inductor is pos-
itive when the current through it is increasing and becomes
negative when the current through it tends to fall. When the

ResistorVR

VL

Diode Inductor

VSin

+

−−

FIGURE 2.11 Circuit diagram.
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FIGURE 2.12 Current increasing, 0 < ωt < π/2.
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Diode Inductor

VSin

i

+

+

−−

−−

FIGURE 2.13 Current decreasing, π/2 < ωt < π.

voltage across the inductor is negative, it is in such a direction
as to forward bias the diode. The polarity of voltage across the
inductor is as shown in Fig. 2.12 or 2.13.

When VS changes from a positive to a negative value, there is
current through the load at the instant ωt =π radians and the
diode continues to conduct till the energy stored in the induc-
tor becomes zero. After that the current tends to flow in the
reverse direction and the diode blocks conduction. The entire
applied voltage now appears across the diode.

Mathematical Analysis An expression for the current
through the diode can be obtained as shown in the equa-
tions. It is assumed that the current flows for 0 < ωt < β, where
β > π, when the diode conducts, the driving function for the
differential equation is the sinusoidal function defining the
source voltage. During the period defined by β < ωt < 2π, the
diode blocks current and acts as an open switch. For this
period, there is no equation defining the behavior of the circuit.
For 0 < ωt < β, Eq. (2.4) applies.

L
di

dt
+ R × i = E × sin(θ), where − 0 ≤ θ ≤ β (2.4)

L
di

dt
+ R × i = 0 (2.5)

ωL
di

dθ
+ R × i = 0 (2.6)

i(θ) = A × e−Rθ/ωL (2.7)

Given a linear differential equation, the solution is found
out in two parts. The homogeneous equation is defined by
Eq. (2.5). It is preferable to express the equation in terms of
the angle θ instead of “t.” Since θ=ωt , we get that dθ=ω·dt.
Then Eq. (2.5) gets converted to Eq. (2.6). Equation (2.7) is
the solution to this homogeneous equation and is called the
complementary integral.

The value of constant A in the complimentary solution is
to be evaluated later. The particular solution is the steady-
state response and Eq. (2.8) expresses the particular solution.
The steady-state response is the current that would flow in
steady state in a circuit that contains only the source, resistor,
and inductor shown in the circuit, the only element miss-
ing being the diode. This response can be obtained using the
differential equation or the Laplace transform or the ac sinu-
soidal circuit analysis. The total solution is the sum of both
the complimentary and the particular solution and it is shown
in Eq. (2.9). The value of A is obtained using the initial con-
dition. Since the diode starts conducting at ωt = 0 and the
current starts building up from zero, i(0)= 0. The value of A
is expressed by Eq. (2.10).

Once the value of A is known, the expression for current is
known. After evaluating A, current can be evaluated at different
values of ωt , starting from ωt =π. As ωt increases, the cur-
rent would keep decreasing. For some values of ωt , say β, the
current would be zero. If ωt >β, the current would evaluate to
a negative value. Since the diode blocks current in the reverse
direction, the diode stops conducting when ωt reaches. Then
an expression for the average output voltage can be obtained.
Since the average voltage across the inductor has to be zero,
the average voltage across the resistor and average voltage at
the cathode of the diode are the same. This average value can
be obtained as shown in Eq. (2.11).

i(θ) =
(

E

Z

)
sin(ωt − α) (2.8)

where
α = a tan

(
ωl

R

)
and Z 2 = R2 + ωl2

i(θ) = A × e(−Rθ/ωL) + E

Z
sin(θ − α) (2.9)

A =
(

E

Z

)
sin(α) (2.10)

Hence, the average output voltage:

VOAVG = E

2π

β∫
0

sinθ · dθ = E

2π
× [1− cos(β)] (2.11)
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FIGURE 2.14 PSPICE model to study an R–L diode circuit.

PSPICE Simulation For simulation using PSPICE, the
circuit used is shown in Fig. 2.14. Here the nodes are num-
bered. The ac source is connected between the nodes 1 and
0. The diode is connected between the nodes 1 and 2 and the
inductor links the nodes 2 and 3. The resistor is connected
from the node 3 to the reference node, that is, node 0. The
circuit diagram is shown in Fig. 2.14.

The PSPICE program in textform is presented below.

∗Half-wave Rectifier with RL Load
∗An exercise to find the diode current
VIN 1 0 SIN(0 100 V 50 Hz)
D1 1 2 Dbreak
L1 2 3 10 mH
R1 3 0 5 Ohms

Voltage across L

Voltage across R

Input voltage

V(V2:+) I(DT)∗5

Current through the diode
(Note the phase shift

between V and I)

100

100

00V

00V
L>>

FIGURE 2.15 Voltage/current waveforms at various points in the circuit.

.MODEL Dbreak D(IS=10N N=1 BV=1200
IBV=10E-3 VJ=0.6)

.TRAN 10 uS 100 mS 60 mS 100 uS

.PROBE

.OPTIONS (ABSTOL=1N RELTOL=.01 VNTOL=1MV)

.END

The diode is described using the MODEL statement. The
TRAN statement simulates the transient operation for a period
of 100 ms at an interval of 10 ms. The OPTIONS statement
sets limits for tolerances. The output can be viewed on the
screen because of the PROBE statement. A snapshot of various
voltages/currents is shown in Fig. 2.15.

From Fig. 2.15, it is evident that the current lags the source
voltage. This is a typical phenomenon in any inductive cir-
cuit and is associated with the energy storage property of
the inductor. This property of the inductor causes the cur-
rent to change slowly, governed by the time constant τ =
tan−1(ωl/R). Analytically, this is calculated by the expression in
Eq. (2.8).

2.7 Typical Applications of Diodes

A. In rectification
Four diodes can be used to fully rectify an ac signal as shown
in Fig. 2.16. Apart from other rectifier circuits, this topology
does not require an input transformer. However, they are used
for isolation and protection. The direction of the current is
decided by two diodes conducting at any given time. The direc-
tion of the current through the load is always the same. This
rectifier topology is known as the full bridge rectifier.
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D1

VS D2

D3

RL

D1, D2 Conducting

0ms 80ms 90ms

D3, D4 Conducting

D4

70ms

FIGURE 2.16 Full bridge rectifier and its output dc voltage.

The average rectifier output voltage:

Vdc = 2Vm

π
, where Vm is the peak input voltage

The rms rectifier output voltage:

Vrms = Vm√
2

This rectifier is twice as efficient as compared to a single
phase one.

B. For voltage clamping
Figure 2.17 shows a voltage clamper. The negative pulse of the
sinusoidal input voltage charges the capacitor to its maximum
value in the direction shown. After charging, the capacitor
cannot discharge, since it is open circuited by the diode. Hence
the output voltage:

Vo = Vc + Vi = Vm(1 + sin(ωt ))

The output voltage is clamped between zero and 2Vm .

Vm cos(ωt)

Vo

2Vm Vo

Vc

Vi
Vm

0

+ +

−

−

−

FIGURE 2.17 Voltage clamping with diode.

C. As voltage multiplier
Connecting diode in a predetermined manner, an ac signal
can be doubled, tripled, and even quadrupled. This is shown
in Fig. 2.18. As evident, the circuit will yield a dc voltage equal
to 2Vm . The capacitors are alternately charged to the maximum
value of the input voltage.

Quadrupler

Doubler

+2Vm−−V
m

 s
in

(ω
t) +Vm−− +2Vm−−

+2Vm−−

FIGURE 2.18 Voltage doubler and quadrupler circuit.
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2.8 Standard Datasheet for Diode
Selection

In order for a designer to select a diode switch for specific
applications, the following tables and standard test results
can be used. A power diode is primarily chosen based on

V03

General-Use Rectifier Diodes

Glass Molded Diodes

IF(AV)

(A)

0.4
1.0
1.1
1.3
2.5
3.0

V30
H14

V06

U05
U15

--
yes

-
-

-
-

-
yes

-
-

-
-

yes
yes

-
-

-
-

yes
-

-
-

-
-

yes
-

-
-

-
-

yes

50
Type

VRRM(V)
100 200 300 400 500 600 800 1000 1300 1500

yes
yes

yes
yes

-
yes

yes
yes

yes
yes

-
yes

yes
yes

yes
yes

yes
yes

yes
yes

yes
yes

-
yes

-
-

yes
yes

-
-

-
-

-
-

FIGURE 2.19 Table of diode selection based on average forward current, IF(AV ) and peak inverse voltage, VRRM (courtesy of Hitachi semiconductors).

ABSOLUTE MAXIMUM RATINGS

CHARACTERISTICS (TL=25°C)

Item Type V30J V30L V30M V30N

1500

1800

1300

1600

1000

1300

30 (Without PIV, 10ms conduction, Tj = 150°C start)

0.4(Single-phase half sine wave 180° conduction)       TL = 100°C, Lead length = 10mm

3.6 (Time = 2 ~ 10ms, I = RMS value)

−50 ~ +150

Notes (1) Lead Mounting: Lead temperature 300°C max. to 3.2mm from body for 5sec. max.
 (2) Mechanical strength: Bending 90° × 2 cycles or 180° × 1 cycle, Tensile 2kg, Twist 90° × l cycle.

−50 ~ +150

800

1000

V

V

A

A

A2s

°C

°C

°C/W

I2t

Ts1g

Tj

VRRM

VRSM

IRRM

Rth(j-a)

Rth(j-1)

μA

μs

VFM V

trr

IFSM

IF(AV)

Repetitive Peak Reverse Voltage

Non-Repetitive Peak Reverse Voltage

Average Forward Current

Surge(Non-Repetitive) Forward Current

I2t Limit Value

Operating Junction Temperature

Storage Temperature

Peak Forward Voltage

Reverse Recovery Time

Steady State Thermal Impedance

Peak Reverse Current

Item Symbols Units Min. Typ. Max. Test Conditions

–

–

–

– –

–

–

0.6

3.0

10 All class Rated VRRM

IFM=0.4Ap, Single-phase half
sine wave 1 cycle

IF=2mA, VR=−15V

Lead length = 10 mm
80
50

1.3

FIGURE 2.20 Details of diode characteristics for diode V30 selected from Fig. 2.19.

forward current (IF ) and the peak inverse (VRRM ) voltage. For
example, the designer chooses the diode type V30 from the
table in Fig. 2.19 because it closely matches their calculated
values of IF and VRRM without going over. However, if for
some reason only the VRRM matches but the calculated value
of IF comes higher, one should go for diode H14, and so on.
Similar concept is used for VRRM .
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In addition to the above mentioned diode parameters, one
should also calculate parameters like the peak forward volt-
age, reverse recovery time, case and junction temperatures,
etc. and check them against the datasheet values. Some of
these datasheet values are provided in Fig. 2.20 for the selected
diode V30. Figures 2.21–2.23 give the standard experimental
relationships between voltages, currents, power, and case tem-
peratures for our selected V30 diode. These characteristics help
a designer to understand the safe operating area for the diode,
and to make a decision whether or not to use a snubber or
a heat sink. If one is particularly interested in the actual reverse
recovery time measurement, the circuit given in Fig. 2.24 can
be constructed and experimented upon.

Peak forward voltage drop (V)

Forward characteristic

Single-phase half sine wave
Conduction : 10ms 1 cycle

TL = 25°C

TL = 150°C
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FIGURE 2.21 Variation of peak forward voltage drop with peak
forward current.
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0
0

0.1

0.4

0.2

0.6

0.8

Max. average forward power dissipation
(Resistive or inductive load)

M
ax

. a
ve

ra
ge

 fo
rw

ar
d 

po
w

er
 d

is
si

pa
tio

n 
(W

)

0.2 0.3 0.4 0.5

Single-phase(50Hz)

DC

0.6

FIGURE 2.22 Variation of maximum forward power dissipation with
average forward current.

Max. allowable ambient temperature
(Resistive or inductive load)

Average forward current (A)
00

40

80

120

160

L = 10mm
20mm
25mm

PC board (100x180x1.6t)
Copper foil (�5.5)

L L

Single-phase half sine wave
180° conduction (50Hz)

200

0.1 0.2 0.3 0.4 0.5 0.6M
ax

. a
llo

w
ab

le
 a

m
bi

en
t t

em
pe

ra
tu

re
 (

°C
)

FIGURE 2.23 Maximum allowable case temperature with variation of
average forward current.

Reverse recovery time(trr) test circuit

−15V

22μs

50μf

2mA

15V
600Ω

0 t

0.1Irplrp

trr

D.U.T

FIGURE 2.24 Reverse recovery time (trr ) measurement.
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3.1 Introduction

The first transistor was discovered in 1948 by a team of physi-
cists at the Bell Telephone Laboratories and soon became a
semiconductor device of major importance. Before the tran-
sistor, amplification was achieved only with vacuum tubes.
Even though there are now integrated circuits with millions
of transistors, the flow and control of all the electrical energy
still require single transistors. Therefore, power semiconduc-
tors switches constitute the heart of modern power electronics.
Such devices should have larger voltage and current ratings,
instant turn-on and turn-off characteristics, very low voltage
drop when fully on, zero leakage current in blocking condition,
ruggedness to switch highly inductive loads which are mea-
sured in terms of safe operating area (SOA) and reverse-biased
second breakdown (ES/b), high temperature and radiation
withstand capabilities, and high reliability. The right com-
bination of such features restrict the devices suitability to
certain applications. Figure 3.1 depicts voltage and current
ranges, in terms of frequency, where the most common power
semiconductors devices can operate.

The plot gives actually an overall picture where power
semiconductors are typically applied in industries: high volt-
age and current ratings permit applications in large motor
drives, induction heating, renewable energy inverters, high
voltage DC (HVDC) converters, static VAR compensators, and
active filters, while low voltage and high-frequency applications
concern switching mode power supplies, resonant converters,
and motion control systems, low frequency with high current
and voltage devices are restricted to cycloconverter-fed and
multimegawatt drives.

Power-npn or -pnp bipolar transistors are used to be the
traditional component for driving several of those industrial
applications. However, insulated gate bipolar transistor (IGBT)
and metal oxide field effect transistor (MOSFET) technology
have progressed so that they are now viable replacements for
the bipolar types. Bipolar-npn or -pnp transistors still have
performance areas in which they may be still used, for example
they have lower saturation voltages over the operating temper-
ature range, but they are considerably slower, exhibiting long
turn-on and turn-off times. When a bipolar transistor is used
in a totem-pole circuit the most difficult design aspects to
overcome are the based drive circuitry. Although bipolar tran-
sistors have lower input capacitance than that of MOSFETs
and IGBTs, they are current driven. Thus, the drive circuitry
must generate high and prolonged input currents.

The high input impedance of the IGBT is an advantage over
the bipolar counterpart. However, the input capacitance is also
high. As a result, the drive circuitry must rapidly charge and
discharge the input capacitor of the IGBT during the tran-
sition time. The IGBTs low saturation voltage performance
is analogous to bipolar power-transistor performance, even
over the operating-temperature range. The IGBT requires a
–5 to 10 V gate–emitter voltage transition to ensure reliable
output switching.

The MOSFET gate and IGBT are similar in many areas
of operation. For instance, both devices have high input
impedance, are voltage-driven, and use less silicon than the
bipolar power transistor to achieve the same drive per-
formance. Additionally, the MOSFET gate has high input
capacitance, which places the same requirements on the gate-
drive circuitry as the IGBT employed at that stage. The IGBTs
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FIGURE 3.1 Power semiconductor operating regions; (a) voltage vs frequency and (b) current vs frequency.

outperform MOSFETs when it comes to conduction loss vs
supply-voltage rating. The saturation voltage of MOSFETs is
considerably higher and less stable over temperature than that
of IGBTs. For such reasons, during the 1980s, the insulated
gate bipolar transistor took the place of bipolar junction tran-
sistors (BJTs) in several applications. Although the IGBT is a
cross between the bipolar and MOSFET transistor, with the
output switching and conduction characteristics of a bipolar
transistor, but voltage-controlled like a MOSFET, early IGBT
versions were prone to latch up, which was largely elimi-
nated. Another characteristic with some IGBT types is the
negative temperature coefficient, which can lead to thermal
runaway and making the paralleling of devices hard to effec-
tively achieve. Currently, this problem is being addressed in the
latest generations of IGBTs.

It is very clear that a categorization based on voltage and
switching frequency are two key parameters for determining
whether a MOSFET or IGBT is the better device in an applica-
tion. However, there are still difficulties in selecting a compo-
nent for use in the crossover region, which includes voltages of
250–1000 V and frequencies of 20–100 kHz. At voltages below
500 V, the BJT has been entirely replaced by MOSFET in power
applications and has been also displaced in higher voltages,
where new designs use IGBTs. Most of regular industrial needs
are in the range of 1–2 kV blocking voltages, 200–500 A con-
duction currents, and switching speed of 10–100 ns. Although
on the last few years, new high voltage projects displaced BJTs
towards IGBT, and it is expected to see a decline in the number
of new power system designs that incorporate BJTs, there are
still some applications for BJTs; in addition the huge built-up
history of equipments installed in industries make the BJT yet
a lively device.

3.2 Basic Structure and Operation

The bipolar junction transistor (BJT) consists of a three-region
structure of n-type and p-type semiconductor materials, it

P holes
flow

+_+_

N N

electrons
injection

vCE

vBE

iE iCiB
Reverse-biased
junction

Forward-biased
junction

BaseEmitter Collector

FIGURE 3.2 Structure of a planar bipolar junction transistor.

can be constructed as npn as well as pnp. Figure 3.2 shows
the physical structure of a planar npn BJT. The operation is
closely related to that of a junction diode where in normal
conditions the pn junction between the base and collector
is forward-biased (VBE > 0) causing electrons to be injected
from the emitter into the base. Since the base region is thin,
the electrons travel across arriving at the reverse-biased base–
collector junction (VBC < 0) where there is an electric field
(depletion region). Upon arrival at this junction the electrons
are pulled across the depletion region and draw into the col-
lector. These electrons flow through the collector region and
out the collector contact. Because electrons are negative carri-
ers, their motion constitutes positive current flowing into the
external collector terminal. Even though the forward-biased
base–emitter junction injects holes from base to emitter they
do not contribute to the collector current but result in a net
current flow component into the base from the external base
terminal. Therefore, the emitter current is composed of those
two components: electrons destined to be injected across the
base–emitter junction, and holes injected from the base into
the emitter. The emitter current is exponentially related to the
base–emitter voltage by the equation:

iE = iE0(eVBE /ηVT − 1) (3.1)
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where iE is the saturation current of the base–emitter junction
which is a function of the doping levels, temperature, and the
area of the base–emitter junction, VT is the thermal voltage
Kt/q, and η is the emission coefficient. The electron current
arriving at the collector junction can be expressed as a fraction
α of the total current crossing the base–emitter junction

iC = αiE (3.2)

Since the transistor is a three terminals device, iE is equal
to iC + iB , hence the base current can be expressed as the
remaining fraction

iB = (1− α)iE (3.3)

The collector and base currents are thus related by the ratio

iC
iB
= α

1− α
= β (3.4)

The values of α and β for a given transistor depend primar-
ily on the doping densities in the base, collector, and emitter
regions, as well as on the device geometry. Recombination and
temperature also affect the values for both parameters. A power
transistor requires a large blocking voltage in the off state and
a high current capability in the on state, and a vertically ori-
ented four layers structures as shown in Fig. 3.3 is preferable
because it maximizes the cross-sectional area through which
the current flows, enhancing the on-state resistance and power
dissipation in the device. There is an intermediate collector
region with moderate doping, the emitter region is controlled
so as to have an homogenous electrical field.

Optimization of doping and base thickness are required to
achieve high breakdown voltage and amplification capabilities.

P

Base Emitter

Collector

N+

N+

N-

FIGURE 3.3 Power transistor vertical structure.

Power transistors have their emitters and bases interleaved to
reduce parasitic ohmic resistance in the base current path and
also improving the device for second breakdown failure. The
transistor is usually designed to maximize the emitter periph-
ery per unit area of silicon, in order to achieve the highest
current gain at a specific current level. In order to ensure
those transistors have the greatest possible safety margin, they
are designed to be able to dissipate substantial power and, thus,
have low thermal resistance. It is for this reason, among others,
that the chip area must be large and that the emitter periphery
per unit area is sometimes not optimized. Most transistor
manufacturers use aluminum metalization, since it has many
attractive advantages, among these are ease of application by
vapor deposition and ease of definition by photolithography.
A major problem with aluminum is that only a thin layer can
be applied by normal vapor deposition techniques. Thus, when
high currents are applied along the emitter fingers, a voltage
drop occurs along them, and the injection efficiency on the
portions of the periphery that are furthest from the emitter
contact is reduced. This limits the amount of current each
finger can conduct. If copper metalization is substituted for
aluminum, then it is possible to lower the resistance from the
emitter contact to the operating regions of the transistors (the
emitter periphery).

From a circuit point of view, the Eqs. (3.1)–(3.4) are used
to relate the variables of the BJT input port (formed by base
(B) and emitter (E)) to the output port (collector (C) and
emitter (E)). The circuit symbols are shown in Fig. 3.4. Most of
the power electronics applications use npn transistor because
electrons move faster than holes, and therefore, npn transistors
have considerable faster commutation times.

Base

Emitter

Collector

Base

Emitter

Collector

(a) (b)

FIGURE 3.4 Circuit symbols: (a) npn transistor and (b) pnp transistor.

3.3 Static Characteristics

Device static ratings determine the maximum allowable lim-
its of current, voltage, and power dissipation. The absolute
voltage limit mechanism is concerned to the avalanche such
that thermal runaway does not occur. Forward current rat-
ings are specified at which the junction temperature does not
exceed a rated value, so leads and contacts are not evapo-
rated. Power dissipated in a semiconductor device produces
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FIGURE 3.5 Family of current–voltage characteristic curves: (a) base–emitter input port and (b) collector–emitter output port.

a temperature rise and are related to the thermal resistance.
A family of voltage–current characteristic curves is shown in
Fig. 3.5. Figure 3.5a shows the base current iB plotted as a
function of the base–emitter voltage VBE and Fig. 3.5b depicts
the collector current iC as a function of the collector–emitter
voltage VCE with iB as the controlling variable.

Figure 3.5 shows several curves distinguished each other by
the value of the base current. The active region is defined
where flat, horizontal portions of voltage–current curves show
“constant” iC current, because the collector current does not
change significantly with VCE for a given iB . Those portions
are used only for small signal transistor operating as linear
amplifiers. Switching power electronics systems on the other
hand require transistors to operate in either the saturation
region where VCE is small or in the cut off region where the
current is zero and the voltage is uphold by the device. A small
base current drives the flow of a much larger current between
collector and emitter, such gain called beta (Eq. (3.4)) depends
upon temperature, VCE and iC . Figure 3.6 shows current gain
increase with increased collector voltage; gain falls off at both
high and low current levels.
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FIGURE 3.6 Current gain depends on temperature, VCE and iC .

T1

D1

T2

FIGURE 3.7 Darlington connected BJTs.

High voltage BJTs typically have low current gain, and hence
Darlington connected devices, as indicated in Fig. 3.7 are com-
monly used. Considering gains β1 and β2 for each one of those
transistors, the Darlington connection will have an increased
gain of β1+β2+β1β2, diode D1 speedsup the turn-off pro-
cess, by allowing the base driver to remove the stored charge
on the transistor bases.

Vertical structure power transistors have an additional
region of operation called quasi-saturation, indicated in the
characteristics curve of Fig. 3.8. Such feature is a conse-
quence of the lightly doped collector drift region where the
collector–base junction supports a low reverse bias. If the tran-
sistor enters in the hard-saturation region the on-state power
dissipation is minimized, but has to be traded off with the
fact that in quasi-saturation the stored charges are smaller.
At high collector currents beta gain decreases with increased
temperature and with quasi-saturation operation such negative
feedback allows careful device paralleling. Two mechanisms
on microelectronic level determine the fall off in beta, namely
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FIGURE 3.8 Voltage–current characteristics for a vertical power tran-
sistor.

conductivity modulation and emitter crowding. One can note
that there is a region called primary breakdown due to conven-
tional avalanche of the C–B junction and the attendant large
flow of current. The BVSUS is the limit for primary break-
down, it is the maximum collector–emitter voltage that can
be sustained across the transistor when it is carrying high
collector current. The BVSUS is lower than BVCEO or BVCBO

which measure the transistor’s voltage standoff capability when
the base current is zero or negative. The bipolar transistor
have another potential failure mode called second breakdown,
which shows as a precipitous drop in the collector–emitter
voltage at large currents. Because the power dissipation is not
uniformly spread over the device but it is rather concentrated
on regions make the local gradient of temperature can rise
very quickly. Such thermal runaway brings hot spots which
can eventually melt and recrystallize the silicon resulting in the
device destruction. The key to avoid second breakdown is to
(1) keep power dissipation under control, (2) use a controlled
rate of change of base current during turn-off, (3) use of pro-
tective snubbers circuitry, and (4) positioning the switching
trajectory within the safe operating area (SOA) boundaries.

In order to describe the maximum values of current and
voltage, to which the BJT should be subjected two diagrams,
are used: the forward-bias safe operating area (FBSOA) given
in Fig. 3.9 and the reverse-bias safe operating area (RBSOA)
shown in Fig. 3.10. In the FBSOA the current ICM is the max-
imum current of the device, there is a boundary defining the
maximum thermal dissipation and a margin defining the sec-
ond breakdown limitation. Those regions are expanded for
switching mode operation. Inductive load generates a higher
peak energy at turn-off than its resistive counterpart. It is then
possible to have a secondary breakdown failure if RBSOA is
exceeded. A reverse base current helps the cut off character-
istics expanding RBSOA. The RBSOA curve shows that for
voltages below VCEO the safe area is independent of reverse
bias voltage VEB and is only limited by the device collector
current, whereas above VCEO the collector current must be

BVCE0

Secondary
breakdown
limit

iClimit

(VCEO)

VCE

VCE limit

iC

iCM

Ptotlimit
Pulsed-SOA

FIGURE 3.9 Forward-bias safe operating area (FBSOA).

iC

VCE0

VCE

VCB0

Reverse-bias
voltage VEB

FIGURE 3.10 Reverse-bias safe operating area (RBSOA).

under control depending upon the applied reverse-bias volt-
age, in addition temperature effects derates the SOA. Ability
for the transistor to switch high currents reliably is thus deter-
mined by its peak power handling capabilities. This ability is
dependent upon the transistor’s current and thermal density
throughout the active region. In order to optimize the SOA
capability, the current density and thermal density must be
low. In general, it is the hot spots occurring at the weakest area
of the transistor that will cause a device to fail due to second
breakdown phenomena. Although a wide base width will limit
the current density across the base region, good heat sinking
directly under the collector will enable the transistor to with-
stand high peak power. When the power and heat are spread
over a large silicon area, all of these destructive tendencies are
held to a minimum, and the transistor will have the highest
SOA capability.

When the transistor is on, one can ignore the base cur-
rent losses and calculate the power dissipation on the on state
(conduction losses) by Eq. (3.5). Hard saturation minimizes
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collector–emitter voltage, decreasing on-state losses.

PON = IC VCE(sat ) (3.5)

3.4 Dynamic Switching Characteristics

Switching characteristics are important to define the device
velocity in changing from conduction (on) to blocking (off)
states. Such transition velocity is of paramount importance
also because most of the losses are due to high-frequency
switching. Figure 3.11 shows typical waveforms for a resis-
tive load. Index “r” refers to the rising time (from 10 to 90% of
maximum value), for example tri is the current rise time which
depends upon the base current. The falling time is indexed by
“f”; the parameter tfi is the current falling time, i.e. when the
transistor is blocking such time corresponds to crossing from
the saturation to the cut off state. In order to improve tfi the
base current for blocking must be negative and the device must
be kept in quasi-saturation to minimize the stored charges.
The delay time is denoted by td , corresponding to the time
to discharge the capacitance of base–emitter junction, which
can be reduced with a larger current base with high slope.
Storage time (ts) is a very important parameter for BJT tran-
sistor, it is the required time to neutralize the carriers stored in
the collector and base. Storage time and switching losses are
key points to deal extensively with bipolar power transistors.
Switching losses occur at both turn-on and turn-off and for
high frequency operation the rising and falling times for volt-
age and current transitions play important role as indicated by
Fig. 3.12.

A typical inductive load transition is indicated in Fig. 3.13.
The figure indicates a turn-off transition. Current and voltage
are interchanged at turn-on and an approximation based upon
on straight line switching intervals (resistive load) gives the
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FIGURE 3.11 Resistive load dynamic response.
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FIGURE 3.12 Inductive load switching characteristics.

switching losses by Eq. (3.6).

Ps = VSIM

2
τfs (3.6)

where τ is the period of the switching interval, and VS and
IM are the maximum voltage and current levels as shown in
Fig. 3.10.

Most advantageous operation is achieved when fast tran-
sitions are optimized. Such requirement minimizes switching
losses. Therefore, a good bipolar drive circuit highly influences
the transistor performance. A base drive circuit should pro-
vide a high forward base drive current (IB1) as indicated in
Fig. 3.14 to ensure the power semiconductor turn-on quickly.
Base drive current should keep the BJT fully saturated to mini-
mize forward conduction losses, but a level IB2 would maintain
the transistor in quasi-saturation avoiding excess of charges
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FIGURE 3.13 Turn-off voltage and current switching transition: (a) inductive load and (b) resistive load.
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dIB
dt

dIB
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FIGURE 3.14 Recommended base current for BJT driving.

in base. Controllable slope and reverse current IBR sweeps out
stored charges in the transistor base, speeding up the device
turn-off.

3.5 Transistor Base Drive Applications

A plethora of circuits have been suggested to successfully com-
mand transistors for operating in power electronics switching
systems. Such base drive circuits try to satisfy the following
requirements: supply the right collector current, adapt the
base current to the collector current, and extract a reverse cur-
rent from base to speed up the device blocking. A good base
driver reduces the commutation times and total losses, increas-
ing efficiency and operating frequency. Depending upon the
grounding requirements between the control and the power
circuits, the base drive might be isolated or non-isolated types.
Fig. 3.15 shows a non-isolated circuit. When T1 is switched
on T2 is driven and diode D1 is forward-biased providing a
reverse-bias keeping T3 off. The base current IB is positive and
saturates the power transistor TP. When T1 is switched off,
T3 switches on due to the negative path provided by R3, and
–VCC , providing a negative current for switching off the power
transistor TP.

When a negative power supply is not provided for the base
drive, a simple circuit like Fig. 3.16 can be used in low power
applications (step per motors, small dc–dc converters, relays,
pulsed circuits). When the input signal is high, T1 switches
on and a positive current goes to TP keeping the capacitor
charged with the zener voltage, when the input signal goes low

–Vcc

+Vcc

R1

R3 R4

R2

T1

Tp

T3

T2

D1

FIGURE 3.15 Non-isolated base driver.

+Vcc

R1

T1

Tp

T2

C1

Z1

FIGURE 3.16 Base command without negative power supply.
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R1

Tp

D4

D1

D2 D3

FIGURE 3.17 Antisaturation diodes (Baker’s clamp) improve power
transistor storage time.

T2 provides a path for the discharge of the capacitor, imposing
a pulsed negative current from the base–emitter junction of TP.

A combination of large reverse base drive and antisaturation
techniques may be used to reduce storage time to almost zero.
A circuit called Baker’s clamp may be employed as illustrated
in Fig. 3.17. When the transistor is on, its base is two diode
drops below the input. Assuming that diodes D2 and D3 have a
forward-bias voltage of about 0.7 V, then the base will be 1.4 V
below the input terminal. Due to diode D1 the collector is one
diode drop, or 0.7 V below the input. Therefore, the collector
will always be more positive than the base by 0.7 V, staying
out of saturation, and because collector voltage increases, the
gain β also increases a little bit. Diode D4 provides a negative
path for the reverse base current. The input base current can
be supplied by a driver circuit similar to the one discussed in
Fig. 3.15.

Several situations require ground isolation, off-line oper-
ation, floating transistor topology, in addition safety needs
may call for an isolated base drive circuit. Numerous circuits
have been demonstrated in switching power supplies isolated
topologies, usually integrating base drive requirements with
their power transformers. Isolated base drive circuits may pro-
vide either constant current or proportional current excitation.
A very popular base drive circuit for floating switching transis-
tor is shown in Fig. 3.18. When a positive voltage is impressed
on the secondary winding (VS) of TR1 a positive current
flows into the base of the power transistor TP which switches
on (resistor R1 limits the base current). The capacitor C1 is
charged by (VS–VD1–VBE ) and T1 is kept blocked because the
diode D1 reverse biases T1 base–emitter. When VS is zipped
off, the capacitor voltage VC brings the emitter of T1 to a neg-
ative potential with respect to its base. Therefore, T1 is excited
so as to switch on and start pulling a reverse current from TP

base. Another very effective circuit is shown in Fig. 3.19 with a

T1

TR1 TP

R2

R1

C1D1

FIGURE 3.18 Isolated base drive circuit.

T1

D1

R1

R2

TP

FIGURE 3.19 Transformer coupled base drive with tertiary winding
transformer.

minimum number of components. The base transformer has
a tertiary winding which uses the energy stored in the trans-
former to generate the reverse base current during the turn-off
command. Other configurations are also possible by adding to
the isolated circuits the Baker clamp diodes, or zener diodes
with paralleled capacitors.

Sophisticated isolated base drive circuits can be used to pro-
vide proportional base drive currents where it is possible to
control the value of β, keeping it constant for all collector cur-
rents leading to shorter storage time. Figure 3.20 shows one
of the possible ways to realize a proportional base drive cir-
cuit. When transistor T1 turns on, the transformer TR1 is in
negative saturation and the power transistor TP is off. Dur-
ing the time that T1 is on, a current flows through winding
N1, limited by resistor R1, storing energy in the transformer,
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FIGURE 3.20 Proportional base drive circuit.

holding it into saturation. When the transistor T1 turns off,
the energy stored in N1 is transferred to winding N4, pulling
the core from negative to positive saturation. The windings N2

and N4 will withstand as a current source, the transistor TP

will stay on and the gain β will be imposed by the turns ratio
given by Eq. (3.7).

β = N4

N2
(3.7)

In order to use the proportional drive given in Fig. 3.20 careful
design of the transformer must be done, so as to have flux
balanced which will keep core under saturation. The transistor
gain must be somewhat higher than the value imposed by
the transformer turns ratio, which requires cautious device
matching.

The most critical portion of the switching cycle occurs
during transistor turn-off, since normally reverse base cur-
rent is made very large in order to minimize storage time,
such conditions may avalanche the base–emitter junction lead-
ing to destruction. There are two options to prevent this
from happening: turning off the transistor at low values of
collector–emitter voltage (which is not practical in most of
the applications) or reducing collector current with rising col-
lector voltage, implemented by RC protective networks called
snubbers. Therefore, an RC snubber network can be used to
divert the collector current during the turn-off improving
the RBSOA in addition the snubber circuit dissipates a fair
amount of switching power relieving the transistor. Figure 3.21
shows a turn-off snubber network; when the power tran-
sistor is off, the capacitor C is charged through diode D1.
Such collector current flows temporarily into the capacitor as
the collector-voltage rises; as the power transistor turns on,

Tp

D1

D

C

R

FIGURE 3.21 Turn-off snubber network.

the capacitor discharges through the resistor R back into the
transistor.

It is not possible to fully develop all the aspects regard-
ing simulation of BJT circuits. Before giving an example some
comments are necessary regarding modeling and simulation
of BJT circuits. There are a variety of commercial circuit sim-
ulation programs available on the market, extending from a
set of functional elements (passive components, voltage con-
trolled current sources, semiconductors) which can be used
to model devices, to other programs with the possibility of
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implementation of algorithm relationships. Those streams are
called subcircuit (building auxiliary circuits around a SPICE
primitive) and mathematical (deriving models from internal
device physics) methods. Simulators can solve circuit equa-
tions exactly, given models for the non-linear transistors, and
predict the analog behavior of the node voltages and currents
in continuous time. They are costly in computer time and such
programs have not been written to usually serve the needs of
designing power electronic circuits, rather for designing low-
power and low-voltage electronic circuits. Therefore, one has
to decide which approach should be taken for incorporating
BJT power transistor modeling, and a trade-off between accu-
racy and simplicity must be considered. If precise transistor
modeling are required subcircuit oriented programs should
be used. On the other hand, when simulation of complex
power electronic system structures, or novel power electronic
topologies are devised, the switch modeling should be rather
simple, by taking in consideration fundamental switching
operations, and a mathematical oriented simulation program
should be used.

3.6 SPICE Simulation of Bipolar
Junction Transistors

SPICE is a general-purpose circuit program that can be applied
to simulate electronic and electrical circuits and predict the
circuit behavior. SPICE was originally developed at the Elec-
tronics Research Laboratory of the University of California,
Berkeley (1975), the name stands for: Simulation Program
for Integrated Circuits Emphasis. A circuit must be specified
in terms of element names, element values, nodes, variable
parameters, and sources. SPICE can do several types of circuit
analyses:

• Non-linear dc analysis, calculating the dc transference.
• Non-linear transient analysis: calculates signals as a

function of time.
• Linear ac analysis: computes a bode plot of output as a

function of frequency.
• Noise analysis.
• Sensitivity analysis.
• Distortion analysis.
• Fourier analysis.
• Monte-Carlo analysis.

In addition, PSpice has analog and digital libraries of stan-
dard components such as operational amplifiers, digital gates,
flip-flops. This makes it a useful tool for a wide range of analog
and digital applications. An input file, called source file, con-
sists of three parts: (1) data statements, with description of the
components and the interconnections, (2) control statements,
which tells SPICE what type of analysis to perform on the
circuit, and (3) output statements, with specifications of what

outputs are to be printed or plotted. Two other statements are
required: the title statement and the end statement. The title
statement is the first line and can contain any information,
while the end statement is always .END. This statement must
be a line be itself, followed by a carriage return. In addition,
there are also comment statements, which must begin with an
asterisk (*) and are ignored by SPICE. There are several model
equations for BJTs.

SPICE has built-in models for the semiconductor devices,
and the user need to specify only the pertinent model
parameter values. The model for the BJT is based on the
integral-charge model of Gummel and Poon. However, if
the Gummel–Poon parameters are not specified, the model
reduces to piecewise-linear Ebers-Moll model as depicted in
Fig. 3.22. In either case, charge-storage effects, ohmic resis-
tances, and a current-dependent output conductance may be
included. The forward gain characteristics is defined by the
parameters IS and BF , the reverse characteristics by IS and BR .
Three ohmic resistances RB , RC , and RE are also included. The
two diodes are modeled by voltage sources, exponential equa-
tions of Shockley can be transformed into logarithmic ones.
A set of device model parameters is defined on a separate
.MODEL card and assigned a unique model name. The device
element cards in SPICE then reference the model name. This
scheme lessens the need to specify all of the model parameters
on each device element card. Parameter values are defined by
appending the parameter name, as given below for each model
type, followed by an equal sign and the parameter value. Model
parameters that are not given a value are assigned the default
values given below for each model type. As an example, the
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FIGURE 3.22 Ebers–Moll transistor model.
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FIGURE 3.23 BJT buck chopper.

model parameters for the 2N2222A NPN transistor is given
below:

.MODEL Q2N2222A NPN (IS=14.34F XTI=3 EG=1.11

VAF= 74.03 BF=255.9 NE=1.307 ISE=14.34F IKF=.2847

XTB=1.5 BR=6.092 NC=2 ISC=0 IKR=0 RC=1 CJC=7.306P

MJC=.3416 VJC=.75 FC=.5 CJE=22.01P MJE=.377 VJE=.75

TR=46.91N TF=411.1P ITF=.6 VTF=1.7 XTF=3 RB=10)

Figure 3.23 shows a BJT buck chopper. The dc input voltage
is 12 V, the load resistance R is 5 �, the filter inductance L is
145.84 μH, and the filter capacitance C is 200 μF. The chop-
ping frequency is 25 kHz and the duty cycle of the chopper is
42% as indicated by the control voltage statement (VG). The
listing below plots the instantaneous load current (IO), the
input current (IS), the diode voltage (VD), the output voltage
(VC ), and calculate the Fourier coefficients of the input cur-
rent (IS). It is suggested for the careful reader to have more
details and enhancements on using SPICE for simulations on
specialized literature and references.

*SOURCE

VS 1 0 DC 12V

VY 1 2 DC 0V ;Voltage source to measure

input current

VG 7 3 PULSE 0V 30V 0.1NS 0/1Ns 16.7US 40US)

*CIRCUIT

RB 7 6 250 ;Transistor base

resistance

R 5 0 5

L 3 4 145.8UH

C 5 0 200UF IC=3V ;Initial voltage

VX 4 5 DC 0V ;Source to inductor

current

DM 0 3 DMOD ;Freewheeling diode

.MODEL DMOD D(IS=2.22E–15 BV=1200V CJO=O TT=O)

Q1 2 6 3 3 2N6546 ;BJT switch

.MODEL 2N6546 NPN (IS=6.83E–14 BF=13 CJE=1PF

CJC=607.3PF TF=26.5NS)

*ANALYSIS

.TRAN 2US 2.1MS 2MS UIC ;Transient analysis

.PROBE ;Graphics post-processor

.OPTIONS ABSTOL=1.OON RELTOL=0.01 VNTOL=0.1

ITL5=40000

.FOUR 25KHZ I (VY) ;Fourier analysis

.END

3.7 BJT Applications

Bipolar junction power transistors are applied to a variety
of power electronic functions, switching mode power sup-
plies, dc motor inverters, PWM inverters just to name a few.
To conclude the present chapter, three applications are next
illustrated.

A flyback converter is exemplified in Fig. 3.24. The switching
transistor is required to withstand the peak collector voltage
at turn-off and peak collector currents at turn-on. In order to
limit the collector voltage to a safe value, the duty cycle must be
kept relatively low, normally below 50%, i.e. 6. < 0.5. In prac-
tice, the duty cycle is taken around 0.4, which limits the peak
collector. A second design factor which the transistor must
meet is the working collector current at turn-on, dependent
on the primary transformer-choke peak current, the primary-
to-secondary turns ratio, and the output load current. When
the transistor turns on the primary current builds up in the
primary winding, storing energy, as the transistor turns off,
the diode at the secondary winding is forward biasing, releas-
ing such stored energy into the output capacitor and load. Such
transformer operating as a coupled inductor is actually defined
as a transformer-choke. The design of the transformer-choke
of the flyback converter must be done carefully to avoid sat-
uration because the operation is unidirectional on the B–H
characteristic curve.

Therefore, a core with a relatively large volume and air gap
must be used. An advantage of the flyback circuit is the sim-
plicity by which a multiple output switching power supply may
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FIGURE 3.25 Isolated forward converter.

be realized. This is because the isolation element acts as a com-
mon choke to all outputs, thus only a diode and a capacitor
are needed for an extra output voltage.

Figure 3.25 shows the basic forward converter and its
associated waveforms. The isolation element in the forward
converter is a pure transformer which should not store energy,
and therefore, a second inductive element L is required at the
output for proper and efficient energy transfer. Notice that

the primary and secondary windings of the transformer have
the same polarity, i.e. the dots are at the same winding ends.
When the transistor turns on, current builds up in the pri-
mary winding. Because of the same polarity of the transfo
rmer secondary winding, such energy is forward transferred
to the output and also stored in inductor L through diode D2

which is forward-biased. When the transistor turns off, the
transformer winding voltage reverses, back-biasing diode D2
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FIGURE 3.26 Chopper-fed dc drive.

and the flywheel diode D3 is forward-biased, conducting
current in the output loop and delivering energy to the load
through inductor L. The tertiary winding and diode D, provide
transformer demagnetization by returning the transformer
magnetic energy into the output dc bus. It should be noted
that the duty cycle of the switch must be kept below 50%,
so that when the transformer voltage is clamped through the
tertiary winding, the integral of the volt-seconds between the
input voltage and the clamping level balances to zero. Duty
cycles above 50%, i.e. 6 > 0.5, will upset the volt-seconds bal-
ance, driving the transformer into saturation, which in turn
produces high collector current spikes that may destroy the
switching transistor. Although the clamping action of the ter-
tiary winding and the diode limit the transistor peak collector
voltage to twice the dc input, care must be taken during con-
struction to couple the tertiary winding tightly to the primary
(bifilar wound) to eliminate voltage spikes caused by leakage
inductance.

Chopper drives are connected between a fixed-voltage dc
source and a dc motor to vary the armature voltage. In addition
to armature voltage control, a dc chopper can provide regener-
ative braking of the motors and can return energy back to the
supply. This energy-saving feature is attractive to transporta-
tion systems as mass rapid transit (MRT), chopper drives are

also used in battery electric vehicles. A dc motor can be oper-
ated in one of the four quadrants by controlling the armature
or field voltages (or currents). It is often required to reverse
the armature or field terminals in order to operate the motor
in the desired quadrant. Figure 3.26 shows a circuit arrange-
ment of a chopper-fed dc separately excited motor. This is a
one-quadrant drive, the waveforms for the armature voltage,
load current, and input current are also shown. By varying the
duty cycle, the power flow to the motor (and speed) can be
controlled.
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4.1 Introduction

In this chapter, an overview of power MOSFET (metal oxide
semiconductor field effect transistor) semiconductor switch-
ing devices will be given. The detailed discussion of the
physical structure, fabrication, and physical behavior of the
device and packaging is beyond the scope of this chapter.
The emphasis here will be given on the terminal i–v switching
characteristics of the available device, turn-on, and turn-off
switching characteristics, PSPICE modeling and its current,
voltage, and switching limits. Even though, most of today’s
available semiconductor power devices are made of silicon
or germanium materials, other materials such as gallium
arsenide, diamond, and silicon carbide are currently being
tested.

One of the main contributions that led to the growth of the
power electronics field has been the unprecedented advance-
ment in the semiconductor technology, especially with respect
to switching speed and power handling capabilities. The area
of power electronics started by the introduction of the sili-
con controlled rectifier (SCR) in 1958. Since then, the field
has grown in parallel with the growth of the power semi-
conductor device technology. In fact, the history of power
electronics is very much connected to the development of
switching devices and it emerged as a separate discipline when
high power bipolar junction transistors (BJTs) and MOSFETs
devices where introduced in the 1960s and 1970s. Since
then, the introduction of new devices has been accompanied
with dramatic improvement in power rating and switching

performance. Because of their functional importance, drive
complexity, fragility, cost, power electronic design engineer
must be equipped with the thorough understanding of the
device operation, limitation, drawbacks, and related reliability
and efficiency issues.

In the 1980s, the development of power semiconductor
devices took an important turn when new process technol-
ogy was developed that allowed the integration of MOS and
BJT technologies on the same chip. Thus far, two devices
using this new technology have been introduced: integrated
gate bipolar transistor (IGBT) and MOS controlled thyristor
(MCT). Many of the IC processing methods and equipment
have been adopted for the development of power devices.
However, unlike microelectronic IC’s which process informa-
tion, power devices IC’s process power, hence, their packaging
and processing techniques are quite different. Power semi-
conductor devices represent the “heart” of modern power
electronics, with two major desirable characteristics of power
semiconductor devices that guided their development are: the
switching speed and power handling capabilities.

The improvement of semiconductor processing technol-
ogy along with manufacturing and packaging techniques has
allowed power semiconductor development for high voltage
and high current ratings and fast turn-on and turn-off char-
acteristics. Today, switching devices are manufactured with
amazing power handling capabilities and switching speeds
as will be shown later. The availability of different devices
with different switching speed, power handling capabilities,
size, cost, . . . etc. make it possible to cover many power
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electronics applications. As a result, trade-offs are made when
it comes to selecting power devices.

4.2 Switching in Power Electronic
Circuits

As stated earlier, the heart of any power electronic circuit
is the semiconductor-switching network. The question arises
here is do we have to use switches to perform electrical power
conversion from the source to the load? The answer of course
is no, there are many circuits which can perform energy con-
version without switches such as linear regulators and power
amplifiers. However, the need for using semiconductor devices
to perform conversion functions is very much related to the
converter efficiency. In power electronic circuits, the semicon-
ductor devices are generally operated as switches, i.e. either in
the on-state or the off-state. This is unlike the case in power
amplifiers and linear regulators where semiconductor devices
operate in the linear mode. As a result, very large amount of
energy is lost within the power circuit before the processed
energy reaches the output. The need to use semiconductor
switching devices in power electronic circuits is their ability to
control and manipulate very large amounts of power from the
input to the output with a relatively very low power dissipa-
tion in the switching device. Hence, resulting in a very high
efficient power electronic system.

Efficiency is considered as an important figure of merit and
has significant implications on the overall performance of the
system. Low efficient power systems means large amounts of
power being dissipated in a form of heat, resulting in one or
more of the following implications:

1. Cost of energy increases due to increased consumption.
2. Additional design complications might be imposed,

especially regarding the design of device heat sinks.
3. Additional components such as heat sinks increase cost,

size, and weight of the system, resulting in low power
density.

4. High power dissipation forces the switch to operate
at low switching frequency, resulting in limited band-
width, slow response, and most importantly, the size
and weight of magnetic components (inductors and
transformers), and capacitors remain large. Therefore,
it is always desired to operate switches at very high fre-
quencies. But, we will show later that as the switching
frequency increases, the average switching power dis-
sipation increases. Hence, a trade-off must be made
between reduced size, weight, and cost of components
vs reduced switching power dissipation, which means
inexpensive low switching frequency devices.

5. Reduced component and device reliability.

For more than forty years, it has been shown that in order
to achieve high efficiency, switching (mechanical or electrical)
is the best possible way to accomplish this. However, unlike
mechanical switches, electronic switches are far more superior
because of their speed and power handling capabilities as well
as reliability.

We should note that the advantages of using switches don’t
come at no cost. Because of the nature of switch currents and
voltages (square waveforms), normally high order harmon-
ics are generated in the system. To reduce these harmonics,
additional input and output filters are normally added to the
system. Moreover, depending on the device type and power
electronic circuit topology used, driver circuit control and
circuit protection can significantly increase the complexity of
the system and its cost.

EXAMPLE 4.1 The purpose of this example is to inves-
tigate the efficiency of four different power circuits
whose functions are to take in power from 24 volts dc
source and deliver a 12 volts dc output to a 6 � resis-
tive load. In other words, the tasks of these circuits are
to serve as dc transformer with a ratio of 2:1. The four
circuits are shown in Fig. 4.1a–d representing voltage
divider circuit, zener-regulator, transistor linear regula-
tor, and switching circuit, respectively. The objective is
to calculate the efficiency of those four power electronic
circuits.

SOLUTION.

Voltage Divider DC Regulator The first circuit is the
simplest forming a voltage divider with R = RL = 6 �

and Vo = 12 volts. The efficiency defined as the ratio
of the average load power, PL , to the average input
power, Pin

η = PL

Pin
%

= RL

RL + R
% = 50%

In fact efficiency is simply Vo/Vin%. As the out-
put voltage becomes smaller, the efficiency decreases
proportionally.

Zener DC Regulator Since the desired output is
12 V, we select a zener diode with zener breakdown
VZ = 12 V. Assume the zener diode has the i–v char-
acteristic shown in Fig. 4.1e since RL = 6 �, the load
current, IL , is 2 A. Then we calculate R for IZ = 0.2 A
(10% of the load current). This results in R = 5.27 �.
Since the input power is Pin = 2.2 A × 24 V = 52.8 W
and the output power is Pout = 24 W. The efficiency of
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FIGURE 4.1 (a) Voltage divider; (b) zener regulator; (c) transistor regulator; (d) switching circuit; (e) i–v zener diode characteristics; and
(f) switching waveform for S and corresponding output waveform.
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the circuit is given by,

η = 24 W

52.8 W
%

= 45.5%

Transistor DC Regulator It is clear from Fig. 4.1c that
for Vo = 12 V, the collector emitter voltage must be
around 12 V. Hence, the control circuit must provide
base current, IB to put the transistor in the active mode
with VCE ≈ 12 V. Since the load current is 2 A, then col-
lector current is approximately 2 A (assume small IB).
The total power dissipated in the transistor can be
approximated by the following equation:

Pdiss = VCE IC + VBE IB

≈ VCE IC ≈ 12× 2 = 24 watts

Therefore, the efficiency of the circuit is 50%.

Switching DC Regulator Let us consider the switch-
ing circuit of Fig. 4.1d by assuming the switch is ideal
and periodically turned on and off is shown in Fig. 4.1f.
The output voltage waveform is shown in Fig. 4.1f. Even
though the output voltage is not constant or pure dc, its
average value is given by,

Vo,ave = 1

T

T0∫
0

Vindt = VinD

where D is the duty ratio equals the ratio of the on-time
to the switching period. For Vo,ave = 12 V, we set
D = 0.5, i.e. the switch has a duty cycle of 0.5 or
50%. In case, the average output power is 48 W and
the average input power is also 48 W, resulting in 100%
efficiency! This is of course because we assumed the
switch is ideal. However, let us assume a BJT switch
is used in the above circuit with VCE ,sat = 1 V and IB

is small, then the average power loss across the switch
is approximately 2 W, resulting in overall efficiency of
96%. Of course the switching circuit given in this exam-
ple is over simplified, since the switch requires additional
driving circuitry that was not shown, which also dis-
sipates some power. But still, the example illustrates
that high efficiency can be acquired by switching power
electronic circuits when compared to the efficiency of
linear power electronic circuits. Also, the difference
between the linear circuit in Figs. 4.1b and c and the
switched circuit of Fig. 4.1d is that the power deliv-
ered to the load in the later case in pulsating between
zero and 96 watts. If the application calls for constant

power delivery with little output voltage ripple, then
an LC filter must be added to smooth out the output
voltage.

The final observation is regarding what is known
as load regulation and line regulation. The line reg-
ulation is defined as the ratio between the change in
output voltage, 
Vo , with respect to the change in the
input voltage 
Vin . This is a very important param-
eter in power electronics since the dc input voltage
is obtained from a rectified line voltage that normally
changes by ±20%. Therefore, any off-line power elec-
tronics circuit must have a limited or specified range
of line regulation. If we assume the input voltage in
Figs. 4.1a,b is changed by 2 V, i.e. 
Vin = 2 V, with
RL unchanged, the corresponding change in the output
voltage 
Vo is 1 V and 0.55 V, respectively. This is
considered very poor line regulation. Figures 4.1c,d
have much better line and load regulations since the
closed-loop control compensate for the line and load
variations.

4.3 General Switching Characteristics

4.3.1 The Ideal Switch

It is always desired to have the power switches perform as close
as possible to the ideal case. Device characteristically speaking,
for a semiconductor device to operate as an ideal switch, it
must possess the following features:

1. No limit on the amount of current (known as forward
or reverse current) the device can carry when in the
conduction state (on-state);

2. No limit on the amount of the device-voltage ((known
as forward or reverse blocking voltage) when the device
is in the non-conduction state (off-state);

3. Zero on-state voltage drop when in the conduction
state;

4. Infinite off-state resistance, i.e. zero leakage current
when in the non-conduction state; and

5. No limit on the operating speed of the device when
changes states, i.e. zero rise and fall times.

The switching waveforms for an ideal switch is shown in
Fig. 4.2, where isw and vsw are the current through and the
voltage across the switch, respectively.

Both during the switching and conduction periods, the
power loss is zero, resulting in a 100% efficiency, and with
no switching delays, an infinite operating frequency can be
achieved. In short, an ideal switch has infinite speed, unlimited
power handling capabilities, and 100% efficiency. It must be
noted that it is not surprising to find semiconductor-switching
devices that can almost, for all practical purposes, perform as
ideal switches for number of applications.
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FIGURE 4.2 Ideal switching current, voltage, and power waveforms.

4.3.2 The Practical Switch

The practical switch has the following switching and conduc-
tion characteristics:

1. Limited power handling capabilities, i.e. limited con-
duction current when the switch is in the on-state,
and limited blocking voltage when the switch is in the
off-state.

2. Limited switching speed that is caused by the finite
turn-on and turn-off times. This limits the maximum
operating frequency of the device.

3. Finite on-state and off-state resistance’s i.e. there exists
forward voltage drop when in the on-state, and reverse
current flow (leakage) when in the off-state.

4. Because of characteristics 2 and 3 above, the practical
switch experiences power losses in the on and the off
states (known as conduction loss), and during switch-
ing transitions (known as switching loss). Typical
switching waveforms of a practical switch are shown
in Fig. 4.3a.

The average switching power and conduction power losses
can be evaluated from these waveforms. We should point out
the exact practical switching waveforms vary from one device
to another device, but Fig. 4.3a is a reasonably good representa-
tion. Moreover, other issues such as temperature dependence,

power gain, surge capacity, and over voltage capacity must
be considered when addressing specific devices for specific
applications. A useful plot that illustrates how switching takes
place from on to off and vice versa is what is called switch-
ing trajectory, which is simply a plot of isw vs vsw . Figure 4.3b
shows several switching trajectories for the ideal and practical
cases under resistive loads.

EXAMPLE 4.2 Consider a linear approximation of
Fig. 4.3a as shown in Fig. 4.4a: (a) Give a possible
circuit implementation using a power switch whose
switching waveforms are shown in Fig. 4.4a, (b) Derive
the expressions for the instantaneous switching and
conduction power losses and sketch them, (c) Determine
the total average power dissipated in the circuit during
one switching frequency, and (d) The maximum power.

SOLUTION. (a) First let us assume that the turn-on time,
ton , and turn-off time, toff , the conduction voltage VON ,
and the leakage current, IOFF , are part of the switching
characteristics of the switching device and have nothing
to do with circuit topology.

When the switch is off, the blocking voltage across
the switch is VOFF that can be represented as a dc volt-
age source of value VOFF reflected somehow across the
switch during the off-state. When the switch is on, the
current through the switch equals ION , hence, a dc cur-
rent is needed in series with the switch when it is in
the on-state. This suggests that when the switch turns
off again, the current in series with the switch must
be diverted somewhere else (this process is known as
commutation). As a result, a second switch is needed to
carry the main current from the switch being investi-
gated when it’s switched off. However, since isw and vsw

are linearly related as shown in Fig. 4.4b, a resistor will
do the trick and a second switch is not needed. Figure 4.4
shows a one-switch implementation with S, the switch
and R represents the switched-load.

(b) The instantaneous current and voltage waveforms
during the transition and conduction times are given as
follows

isw (t ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

t

tON
(ION − IOFF )+ IOFF

ION

− t−Ts
tOFF

(ION − IOFF )+ IOFF

0 ≤ t ≤ tON

tON ≤ t ≤ Ts − tOFF

Ts − tOFF ≤ t ≤ Ts

vsw (t ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−VOFF − VON

tON
0 ≤ t ≤ tON

× (t − tON )+ VON

VON tON ≤ t ≤ Ts − tOFF

VOFF − VON

tOFF
Ts − tOFF ≤ t ≤ Ts

× (t − (Ts − tOFF )
)+ VON
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It can be shown that if we assume ION � IOFF and
VOFF �VON , then the instantaneous power, p(t) = isw vsw

can be given as follows,

p(t ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

−VOFF ION
t 2
ON

(t − tON ) t 0 ≤ t ≤ tON

VON ION tON ≤ t ≤ Ts − tOFF

−VOFF ION
t 2
OFF

(t − (Ts − tOFF )) (t − Ts ) Ts − tOFF ≤ t ≤ Ts

Figure 4.4c shows a plot of the instantaneous power
where the maximum power during turn-on and off is
VOFF ION /4.

(c) The total average dissipated power is given by

Pave= 1

Ts

Ts∫
0

p(t )dt= 1

Ts

⎡
⎣

tON∫
0

−VOFF ION

t 2
ON

(t−tON )t dt

+
Ts−tOFF∫
tON

VON ION dt

+
Ts∫

Ts−tOFF

−VOFF ION

t 2
OFF

(t−(Ts−tOFF ))(t−Ts)dt

⎤
⎥⎦
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The evaluation of the above integral gives

Pave = VOFF ION

Ts

(
tON + tOFF

6

)

+ VON ION

Ts
(Ts − tOFF − tON )

The first expression represents the total switching
loss, whereas the second expression represents the total
conduction loss over one switching cycle. We notice that
as the frequency increases, the average power increases
linearly. Also the power dissipation increases with the
increase in the forward conduction current and the
reverse blocking voltage.
(d) The maximum power occurs at the time when the
first derivative of p(t) during switching is set to zero, i.e.

dp(t )

dt

∣∣∣∣
t=tmax

= 0

solve the above equation for tmax , we obtain values at
turn on and off, respectively,

tmax = trise

2

tmax = T − tfall

2

Solving for the maximum power, we obtain

Pmax = Voff Ion

4

4.4 The Power MOSFET

Unlike the bipolar junction transistor (BJT), the MOSFET
device belongs to the Unipolar Device family, since it uses
only the majority carriers in conduction. The development
of the metal oxide semiconductor technology for micro-
electronic circuits opened the way for developing the power
metal oxide semiconductor field effect transistor (MOSFET)
device in 1975. Selecting the most appropriate device for
a given application is not an easy task, requiring knowl-
edge about the device characteristics, its unique features,
innovation, and engineering design experience. Unlike low
power (signal devices), power devices are more complicated
in structure, driver design, and understanding of their oper-
ational i–v characteristics. This knowledge is very important
for power electronics engineer to design circuits that will
make these devices close to ideal. The device symbol for a
p- and n-channel enhancement and depletion types are shown
in Fig. 4.5. Figure 4.6 shows the i–v characteristics for the

+

−

iD

Gate(G)

Source(S)

VDSVGD

+
−

+
−

Drain(D)

VGS

(a)

(G)

(S)

D

(b)

D

G

S

(c)

G

S

D

(d)

FIGURE 4.5 Device symbols: (a) n-channel enhancement-mode;
(b) p-channel enhancement-mode; (c) n-channel depletion-mode; and
(d) p-channel depletion-mode.

n-channel enhancement-type MOSFET. It is the fastest power
switching device with switching frequency more than 1 MHz,
with voltage power ratings up to 1000 V and current rating as
high as 300 A.

MOSFET regions of operations will be studied shortly.

4.4.1 MOSFET Structure

Unlike the lateral channel MOSFET devices used in many IC
technology in which the gate, source, and drain terminals
are located in the same surface of the silicon wafer, power
MOSFET use vertical channel structure in order to increase
the device power rating [1]. In the vertical channel structure,
the source and drain are in opposite side of the silicon waver.
Figure 4.7a shows vertical cross-sectional view for a power
MOSFET. Figure 4.7b shows a more simplified representation.
There are several discrete types of the vertical structure power
MOSFET available commercially today such as V-MOSFET,
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FIGURE 4.6 (a) n-Channel enhancement-mode MOSFET and (b) its iD vs vDS characteristics.

U-MOSFET, D-MOSFET, and S-MOSFET [1, 2]. The P–N
junction between p-base (also referred to as body or bulk
region) and the n-drift region provide the forward voltage
blocking capabilities. The source metal contact is connected
directly to the p-base region through a break in the n+ source
region in order to allow for a fixed potential to p-base region
during the normal device operation. When the gate and source
terminal are set the same potential (VGS = 0), no channel is
established in the p-base region, i.e. the channel region remain
unmodulated. The lower doping in the n-drift region is needed
in order to achieve higher drain voltage blocking capabilities.
For the drain–source current, ID , to flow, a conductive path
must be established between the n+ and n− regions through
the p-base diffusion region.

A. On-state Resistance When the MOSFET is in the on-
state (triode region), the channel of the device behaves like a

constant resistance, RDS(on), that is linearly proportional to the
change between vDS and iD as given by the following relation:

RDS(ON ) = ∂vDS

∂iD

∣∣
VGS=Constant

(4.1)

The total conduction (on-state) power loss for a given
MOSFET with forward current ID and on-resistance RDS(on) is
given by,

Pon,diss = I 2
DRDS(on) (4.2)

The value of RDS(on) can be significant and it varies between
tens of milliohms and a few ohms for low-voltage and high-
voltage MOSFETS, respectively. The on-state resistance is an
important data sheet parameter, since it determines the for-
ward voltage drop across the device and its total power
losses.
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Unlike the current-controlled bipolar device, which requires
base current to allow the current to flow in the collector, the
power MOSFET device is a voltage-controlled unipolar device
and requires only a small amount of input (gate) current. As
a result, it requires less drive power than the BJT. However,
it is a non-latching current like the BJT i.e. a gate source
voltage must be maintained. Moreover, since only majority
carriers contribute to the current flow, MOSFETs surpass all
other devices in switching speed with switching speeds exceed-
ing a few megahertz. Comparing the BJT and the MOSFET, the
BJT has higher power handling capabilities and smaller switch-
ing speed, while the MOSFET device has less power handling
capabilities and relatively fast switching speed. The MOSFET
device has higher on-state resistor than the bipolar transistor.
Another difference is that the BJT parameters are more sensi-
tive to junction temperature when compared to the MOSFET,
and unlike the BJT, MOSFET devices do not suffer from second
breakdown voltages, and sharing current in parallel devices is
possible.
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FIGURE 4.8 (a) MOSFET Internal body diode and (b) implementation
of a fast body diode.

B. Internal Body Diode The modern power MOSFET has
an internal diode called a body diode connected between
the source and the drain as shown in Fig. 4.8a. This diode
provides a reverse direction for the drain current, allow-
ing a bi-directional switch implementation. Even though the
MOSFET body diode has adequate current and switching
speed ratings, in some power electronic applications that
require the use of ultra-fast diodes, an external fast recovery
diode is added in anti-parallel fashion after blocking the body
diode by a slow recovery diode as shown in Fig. 4.8b.

C. Internal Capacitors Another important parameter that
effect the MOSFET’s switching behavior is the parasitic
capacitance between the device’s three terminals, namely, gate-
to-source, Cgs , gate-to-drain, Cgd , and drain-to-source (Cds)
capacitance as shown in Fig. 4.9a. Figure 4.9b shows the phys-
ical representation of these capacitors. The values of these
capacitances are non-linear and a function of device structure,
geometry, and bias voltages. During turn on, capacitor Cgd

and Cgs must be charged through the gate, hence, the design
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FIGURE 4.9 (a) Equivalent MOSFET representation including junction
capacitances and (b) representation of this physical location.

of the gate control circuit must take into consideration the
variation in this capacitance (Fig. 4.9b). The largest variation
occurs in the gate-to-drain capacitance as the drain-to-gate
voltage varies. The MOSFET parasitic capacitance are given in
terms of the device data sheet parameters Ciss , Coss , and Crss

as follows,

Cgd = Crss

Cgs = Ciss − Crss

Cds = Coss − Crss

where Crss = small-signal reverse transfer capacitance.
Ciss = small-signal input capacitance with the

drain and source terminals are shorted.
Coss = small-signal output capacitance with the

gate and source terminals are shorted.

The MOSFET capacitances Cgs , Cgd , and Cds are non-linear
and function of the dc bias voltage. The variations in Coss and
Ciss are significant as the drain-to-source and gate-to-source
voltages cross zero, respectively. The objective of the drive
circuit is to charge and discharge the gate-to-source and gate-
to-drain parasitic capacitance to turn on and off the device,
respectively.

In power electronics, the aim is to use power-switching
devices to operate at higher and higher frequencies. Hence,
size and weight associated with the output transformer, induc-
tors, and filter capacitors will decrease. As a result, MOSFETs
are used extensively in power supply design that requires high
switching frequencies including switching and resonant mode
power supplies and brushless dc motor drives. Because of
its large conduction losses, its power rating is limited to a
few kilowatts. Because of its many advantages over the BJT
devices, modern MOSFET devices have received high market
acceptance.

4.4.2 MOSFET Regions of Operation

Most of the MOSFET devices used in power electronics
applications are of the n-channel, enhancement-type like that
which is shown in Fig. 4.6a. For the MOSFET to carry drain
current, a channel between the drain and the source must be
created. This occurs when the gate-to-source voltage exceeds
the device threshold voltage, VTh . For vGS > VTh , the device
can be either in the triode region, which is also called “con-
stant resistance” region, or in the saturation region, depending
on the value of vDS . For given vGS , with small vDS(vDS <

vGS −VTh), the device operates in the triode region(saturation
region in the BJT), and for larger vDS(vDS > vGS − VTh),
the device enters the saturation region (active region in the
BJT). For vGS < VTh , the device turns off, with drain current
almost equals zero. Under both regions of operation, the gate
current is almost zero. This is why the MOSFET is known
as a voltage-driven device, and therefore, requires simple gate
control circuit.

The characteristic curves in Fig. 4.6b show that there are
three distinct regions of operation labeled as triode region,
saturation region, and cut-off-region. When used as a switch-
ing device, only triode and cut-off regions are used, whereas,
when it is used as an amplifier, the MOSFET must operate in
the saturation region, which corresponds to the active region
in the BJT.

The device operates in the cut-off region (off-state) when
vGS < VTh , resulting in no induced channel. In order to oper-
ate the MOSFET in either the triode or saturation region, a
channel must first be induced. This can be accomplished by
applying gate-to-source voltage that exceeds VTh , i.e.

vGS > VTh

Once the channel is induced, the MOSFET can either operate
in the triode region (when the channel is continuous with no
pinch-off, resulting in the drain current proportioned to the
channel resistance) or in the saturation region (the channel
pinches off, resulting in constant ID). The gate-to-drain bias
voltage (vGD) determines whether the induced channel enter
pinch-off or not. This is subject to the following restriction.
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For triode mode of operation, we have

vGD > VTh

vGD < VTh

And for the saturation region of operation,

Pinch-off occurs when vGD = VTh .

In terms of vDS , the above inequalities may be expressed as
follows:

1. For triode region of operation

vDS < vGS − VTh and vGS > VTh (4.3)

2. For saturation region of operation

vDS > vGS − VTh and vGS > VTh (4.4)

3. For cut-off region of operation

vGS < VTh (4.5)

It can be shown that drain current, iD , can be mathematically
approximated as follows:

iD = K [2(vGS − VTh)vDS − v2
DS] Triode Region (4.6)

iD = K (vGS − VTh)2 Saturation Region (4.7)

where, K = 1

2
μnCOX

(
W

L

)

μn = electron mobility
COX = oxide capacitance per unit area
L = length of the channel
W = width of the channel.

Typical values for the above parameters are given in the
PSPICE model discussed later. At the boundary between the
saturation (active) and triode regions, we have,

vDS = vGS − VTh (4.8)

Resulting in the following equation for iD ,

iD = kv2
DS (4.9)

The input transfer characteristics curve for iD and vS . vGS is
when the device is operating in the saturation region shown
in Fig. 4.10.

The large signal equivalent circuit model for a n-channel
enhancement-type MOSFET operating in the saturation mode

VTh vGS

iD

FIGURE 4.10 Input transfer characteristics for a MOSFET device when
operating in the saturation region.

iD D

vDS

G

vGS

−

+

−

+

k(vGS–VTh)2

S

FIGURE 4.11 Large signal equivalent circuit model.

is shown in Fig. 4.11. The drain current is represented by a
current source as the function of VTh and vGS .

If we assume that once the channel is pinched-off, the drain–
source current will no longer be constant but rather depends
on the value of vDS as shown in Fig. 4.12. The increased
value of vDS results in reduced channel length, resulting in
a phenomenon known as channel-length modulation [3, 4]. If
the vDS–iD lines are extended as shown in Fig. 4.12, they all
intercept the vDS-axis at a single point labeled –1/λ, where λ

is a positive constant MOSFET parameter. The term (1 + λ

vDS) is added to the iD equation in order to account for the
increase in iD due to the channel-length modulation, i.e. iD is
given by,

iD = k(vGS − VTh)2(1+ λvDS) Saturation Region (4.10)

From the definition of the ro given in Eq. (4.1), it is easy to
show the MOSFET output resistance which can be expressed
as follows:

ro = 1

λk(vGS − VTh)
(4.11)

If we assume the MOSFET is operating under small signal
condition, i.e. the variation in vGS on iD vs vGS is in the
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FIGURE 4.12 MOSFET characteristics curve including output resistance.

neighborhood of the dc operating point Q at iD and vGS as
shown in Fig. 4.13. As a result, the iD current source can be
represented by the product of the slope gm and vGS as shown
in Fig. 4.14.

4.4.3 MOSFET Switching Characteristics

Since the MOSFET is a majority carrier transport device, it is
inherently capable of a high frequency operation [5–8]. But
still the MOSFET has two limitations:

1. High input gate capacitances.
2. Transient/delay due to carrier transport through the

drift region.

As stated earlier the input capacitance consists of two com-
ponents: the gate-to-source and gate-to-drain capacitances.
The input capacitances can be expressed in terms of the device

VTh VGS

ID

Slope = gm

iD

Q

VGS

FIGURE 4.13 Linearized iD vs vGS curve with operating dc point (Q).

rO

D

gmvgs

G

S

vGS

−

+

FIGURE 4.14 Small-signal equivalent circuit including MOSFET out-
put resistance.

junction capacitances by applying Miller theorem to Fig. 4.15a.
Using Miller theorem, the total input capacitance, Cin , seen
between the gate-to-source is given by,

Cin = Cgs + (1+ gmRL)Cgd (4.12)

The frequency response of the MOSFET circuit is limited by
the charging and discharging times of Cin . Miller effect is
inherent in any feedback transistor circuit with resistive load
that exhibits a feedback capacitance from the input and output.
The objective is to reduce the feedback gate-to-drain resistance.
The output capacitance between the drain-to-source, Cds , does
not affect the turn-on and turn-off MOSFET switching char-
acteristics. Figure 4.16 shows how Cgd and Cgs vary under
increased drain-source, vDs , voltage.
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FIGURE 4.15 (a) Small-signal model including parasitic capacitances and (b) equivalent circuit using Miller theorem.
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FIGURE 4.16 Variation of Cgd and Cgs as a function of vDS .

In power electronics applications, the power MOSFETs are
operated at high frequencies in order to reduce the size of the
magnetic components. In order to reduce the switching losses,
the power MOSFETs are maintained in either the on-state
(conduction state) or the off-state (forward blocking) state.

It is important we understand the internal device behav-
ior; therefore, the parameters that govern the device transition
from the on-state and off-states. To investigate the on and
off switching characteristics, we consider the simple power
electronic circuit shown in Fig. 4.17a under inductive load.

The fly back diode D is used to pick up the load current when
the switch is off. To simplify the analysis we will assume the
load inductance is L0 large enough so that the current through
it is constant as shown in Fig. 4.17b.

A. Turn-on Analysis Let us assume initially the device is off,
the load current, I0, flows through D as shown in the Fig. 4.18a
vGG = 0. The voltage vDS = VDD and iG = iD . At t = t0, the
voltage vGG is applied as shown in Fig. 4.19a. The voltage
across CGS starts charging through RG . The gate–source volt-
age, vGS , controls the flow of the drain-to-source current iD .
Let us assume that for t0≤ t < t1, vGS < VTh , i.e. the MOS-
FET remains in the cut-off region with iD = 0, regardless of
vDS . The time interval (t1,t0) represents the delay turn-on time
needed to change CGS from zero to VTh . The expression for
the time interval 
t10 = t1 − t0 can be obtained as follows:

The gate current is given by,

iG = vGG − vGS

RG

= iCGS
+ iCGD

= CGS
dvGS

dt
− CGD

d(vG − vD)

dt
(4.13)

where vG and vD are gate-to-ground and drain-to-ground
voltages, respectively.
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FIGURE 4.17 (a) Simplified equivalent circuit used to study turn-on
and turn-off characteristics of the MOSFET and (b) simplified equivalent
circuit.

Since we have vG = vGS , vD = +VDD , then iG is given by

iG = CGS
dvGS

dt
+ CGD

dvGS

dt
= (CGS + CGD)

dvGS

dt
(4.14)

From Eqs. (4.13) and (4.14), we obtain,

VGG − vGS

RG
= (CGS + CGD)

dvGS

dt
(4.15)

Solving Eq. (4.15) for vGS(t) for t > t0 with vGS(t0)= 0,
we obtain,

vGS(t ) = VGG(1− e(t−t0)/τ) (4.16)
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+
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FIGURE 4.18 Equivalent modes: (a) MOSFET is in the off-state for
t < t0, vGG = 0, vDS =VDD , iG = 0, iD = 0; (b) MOSFET in the off-state
with vGS < VTh for t1 > t > t0; (c) vGS > VTh , iD < I0 for t1 < t < t2;
(d) vGS > VTh , iD = I0 for t2 ≤ t < t3; and (e) VGS > VTh , iD = Io for
t3 ≤ t < t4.
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FIGURE 4.18 continued

where,

τ = RG(CGS + CGD)

The gate current, iG , is given by,

iG = vGG − vGS

RG

iG = VGG

RG
e−(t−t0)/τ

(4.17)

As long as vGS < VTh , iD remains zero. At t = t1, vGS reaches
VTh causing the MOSFET to start conducting. Waveforms for
iG and vGS are shown in Fig. 4.19. The time interval (t1−t0) is
given by,


t10 = t1 − t0 = −τ ln

(
1− VTh

VGG

)


t10 represents the first delay interval in the turn-on process.
For t > t1 with vGS > VTh , the device starts conducting and

its drain current is given as a function of vGS and VTh . In
fact iD starts flowing exponentially from zero as shown in
Fig. 4.19d. Assume the input transfer characteristics for the
MOSFET is limited as shown in Fig. 4.20 with slope of gm that
is given by

gm = (∂iD/∂vGS)

ID
= 2

√
IDSSID

VTh
(4.18)

The drain current can be approximately given as fol-
lows:

iD(t ) = gm(vGS − VTh) (4.19)

As long as iD(t) < I0, D remains on and vDS =VDD as shown
in Fig. 4.18c.

The equation for vGS(t) remains the same as in Eq. (4.16),
hence, Eq. (4.19) results in iD(t) given by,

iD(t ) = gm(VGG − VTh)− gmVGGe−(t−t1)/τ (4.20)

The gate current continues to decrease exponentially as
shown in Fig. 4.19c. At t = t2, iD reaches its maximum value
of I0, turning D off. The time interval 
t21 = (t2 − t1) is
obtained from Eq. (4.20) by setting iD(t2)= I0.


t21 = τln
gmVGG

gm(VGG − VTh)− I0
(4.21)

For t > t2, the diode turns off and iD ≈ I0 as shown in
Fig. 4.18d. Since the drain current is nearly a constant, then
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FIGURE 4.20 Input transfer characteristics.

the gate–source voltage is also constant according to the input
transfer characteristic of the MOSFET, i.e.

iD = gm(vGS − VTh) ≈ I0 (4.22)

Hence,

vGS(t ) = I0

gm
+ VTh (4.23)

At t = t2, iG(t) is given by,

iG(t2) = VGG − vGS(t2)

VTh
= VGG − (I0/gm)− VTh

VTh
(4.24)

Since the time constant τ is very small, it is safe to assume
vGS(t2) reaches its maximum, i.e.

vGS(t2) ≈ VGG

and

iG(t2) ≈ 0

For t2 ≤ t < t3, the diode turns off the load current I0 (drain
current iD), which starts discharging the drain-to-source
capacitance.

Since vGS is constant, the entire gate current flows through
CGD , resulting in the following relation,

iG(t ) = iCGD

= CGD
d(vG − vD)

dt

Since vG is constant and vs = 0, we have

iG(t ) = −CGD
dvDS

dt

= −VGG − VTh

RG

Solving for vDS(t) for t > t2, with vDS(t2) = VDD , we obtain

vDS(t ) = −VGG − VTh

RGCGD
(t − t2)+ VDD For t > t2 (4.25)

This is a linear discharge of CGD as shown in Fig. 4.19e
The time interval 
t32 = (t3−t2) is determined by assuming

that at t = t3, the drain-to-source voltage reaches its minimum
value determined by its on resistance, vDS(ON ) i.e. vDS(ON ) is
given by,

vDS(ON ) ≈ I0rDS(ON )

= constant

For t > t3, the gate current continues to charge CGD and since
vDS is constant, vGS starts charging at the same rate as in
interval t0 ≤ t < t1, i.e.

vGS(t ) = VGG(1− e−(t−t3)/τ)

The gate voltage keeps increasing exponentially until t = t3

when it reaches VGG , at which iG = 0 and the device fully turns
on as shown in Fig. 4.18e.

The equivalent circuit model when the MOSFET is com-
pletely turned on is for t > t1. At this time, the capacitors
CGS and CGD are charged with VGG and (I0rds(ON )−VGG ),
respectively.

The time interval 
t32 = (t3− t2) is obtained by evaluating
vDS at t = t3 as follows

vDS(t3) = −VGG − VTh

RGCGD
(t3 − t2)+ VDD (4.26)

= I0rDS(ON )

Hence, 
t32 = (t3−t2) is given by,


t32 = t3 − t2 = RGCGD

(
VDD − IDrDS(ON )

)
VGG − VTh

(4.27)

The total delay in turning on the MOSFET is given by

tON = 
t10 +
t21 +
t32 (4.28)

Notice the MOSFET sustains high voltage and current
simultaneously during intervals 
t21 and 
t32. This results
in large power dissipation during turn on, that contributes to
the overall switching losses. The smaller the RG , the smaller

t21 and 
t32 become.
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B. Turn-off Characteristics To study the turn-off character-
istic of the MOSFET, we will consider Fig. 4.17b again by
assuming the MOSFET is ON and in steady state at t > t0 with
the equivalent circuit of Fig. 4.18e. Therefore, at t = t0 we have
the following initial conditions.

vDS(t0) = IDrDS(ON )

vGS(t0) = VGG

iDS(t0) = I0

iG(t0) = 0

vCGS (t0) = VGG

vCGD (t0) = VGG − I0rDS(ON )

(4.29)

At t = t0, the gate voltage, vGG(t) is reduced to zero as shown in
Fig. 4.21a. The equivalent circuit at t > t0 is shown in Fig. 4.22a.

If we assume the drain-to-source voltage remains constant,
CGS and CGD are discharging through RG as governed by the
following relations

iG = −vG

RG
= iCGS + iCGD

= CGS
dvGS

dt
+ CGD

dvGD

dt

Since vDS is assumed constant, then iG becomes,

iG = −vGS

RG

= (CGS + CGD)
dvGS

dt
(4.30)

Hence, evaluating for vGS for t≥ t0, we obtain

vGS(t ) = vGS(t0)e−(t−t0)/τ (4.31)

where,
vGS(t0) = vGG

τ = (CGS + CGD)RG

As vGS continues to decrease exponentially, drawing current
from CGD will reach a constant value at which drain current is
fixed, i.e. ID = I0. From the input transfer characteristics, the
value of vGS when ID = I0 is given by,

vGS = I0

gm
+ VTh (4.32)

The time interval 
t10 = t1 − t0 can be obtained easily by
setting Eq. (4.31) to (4.32) at t = t1.

The gate current during the t2 ≤ t < t1 is given by

iG = −VGG

RG
− e−(t−t0)/τ (4.33)

Since, for t2−t1, the gate-to-source voltage is constant and
equals vGS(t1) = (I0/gm) + VTh as shown in Fig. 4.21b, then
the entire gate current is being drawn from CGD , hence,

iG = CGD
dvGD

dt
= CGD

d(vGS − vDS)

dt
= −CGD

dvDS

dt

= vGS(t1)

RG
= 1

RG

(
I0

gm
+ VTh

)

Assuming iG constant at its initial value at t = t1, i.e.

iG = vGS(t1)

RG
= 1

RG

(
I0

gm
+ VTh

)

Integrating both sides of the above equation from t1 to t with
vDS(t1)= − vDS(ON ), we obtain,

vDS(t ) = vDS(ON ) + 1

RGCGD

(
I0

gm
+ VTh

)
(t − t1) (4.34)

hence, vDS charges linearly until it reaches VDD .
At t = t2, the drain-to-source voltage becomes equal to

VDD , forcing D to turn on as shown in Fig. 4.22c.
The drain-to-source current is obtained from the transfer

characteristics and given by

iDS(t ) = gm(vGS − VTh)

where vGS(t) is obtained from the following equation

iG = −vGS

RG
= (CGS + CGD)

dvGS

dt
(4.35)

Integrate both sides from t2 to t with vGS(t2) = (I0/gm)+VTh ,
we obtain the following expression for vGS(t),

vGS(t ) =
(

I0

gm
+ VTh

)
e−(t−t2)/τ (4.36)

Hence the gate current and drain-to-source current are
given by,

iG(t ) = −1

RG

(
I0

gm
+ VTh

)
e−(t−t2)/τ (4.37)

iDS(t ) = gmVTh(e−(t−t2)/τ − 1)+ I0e−(t−t2)/τ (4.38)

The time interval between t2≤ t < t3 is obtained by
evaluating vGS(t3)=VTh , at which the drain current becomes
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FIGURE 4.21 Turn-off switching waveforms.

approximately zero and the MOSFET turn off hence,

vGS(t3) = VTh

=
(

I0

gm
+ VTh

)
e−(t3−t2)/τ

Solving for 
t32 = t3− t2 we obtain,


t32 = t3 − t2 = τ ln

(
1+ I0

VThgm

)
(4.39)

For t > t3, the gate voltage continues to decrease exponen-
tially to zero, at which the gate current becomes zero and CGD

charges to −VDD . Between t3 and t4, ID discharges to zero as
shown in the equivalent circuit Fig. 4.22d.

The total turn-off time for the MOSFET is given by,

toff = 
t10 +
t21 +
t32 +
t43

≈ 
t21 +
t32 (4.40)

The time intervals that most effect the power dissipa-
tion are 
t21 and 
t32. It is clear that in order to reduce



4 The Power MOSFET 63

VDD

RG

IO

iG

-

+

iD

D

VGG=0

VDS=VDD

(c)

VGG=0

VDD

RG

iO

VDD -+

iG= 0

iD=iO

(d)

VGG=0

+VD

D

RG

IO

RDS(ON)

G

S

D

+ VGS −

(a)

VGG=0

+VDD

RG

IO

iG

-+

iD ≈ IO VDS

-

+

iCGS
=0

iCGD
=iG

VThgm

IO
VGS +=

(b)

FIGURE 4.22 Equivalent circuits: (a) t0 ≤ t < t1 ; (b) t1 ≤ t < t2 ; (c) t2 ≤ t < t3 ; and (d) t3 ≤ t < t4.

the MOSFET ton and toff times, the gate–drain capacitance
must be reduced. Readers are encouraged to see the refer-
ence by Baliga for detailed discussion on the turn-on and
turn-off characteristics of the MOSFET and to explore various
fabrication methods.

C. Safe Operation Area The safe operation area (SOA) of
a device provides the current and voltage limits. The device
must handle to avoid destructive failure. Typical SOA for a
MOSFET device is shown in Fig. 4.23. The maximum current
limit while the device is on is determined by the maximum
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FIGURE 4.23 Safe operation area for MOSFET.

power dissipation

Pdiss,ON = IDS(ON )RDS(ON )

As the drain–source voltage starts increasing, the device
starts leaving the on-state and enters the saturation (linear)
region. During the transition time, the device exhibits large
voltage and current simultaneously. At higher drain–source
voltage values that approach the avalanche breakdown it is
observed that power MOSFET suffers from second breakdown
phenomenon. The second breakdown occurs when the MOS-
FET is in the blocking state (off) and a further increase in vDS

will cause a sudden drop in the blocking voltage. The source
of this phenomenon in MOSFET is caused by the presence of
a parasitic n-type bipolar transistor as shown in Fig. 4.24.

The inherent presence of the body diode in the MOSFET
structure makes the device attractive to application in which
bi-directional current flow is needed in the power switches.

Drain

Gate

Source

npn BJT

FIGURE 4.24 MOSFET equivalent circuit including the parasitic BJT.

rDS(ON)

Temperature

FIGURE 4.25 The on-state resistance as a fraction of temperature.

Today’s commercial MOSFET devices have excellent high
operating temperatures. The effect of temperature is more
prominent on the on-state resistance as shown in Fig. 4.25.

As the on-state resistance increases, the conduction losses
also increase. This large vDS(ON ) limits the use of the MOSFET
in high voltage applications. The use of silicon carbide instead
of silicon has reduced vDS(ON ) by many folds.

As the device technology keeps improving in terms of
improving switch speeds, increased power handling capabil-
ities, it is expected that the MOSFET will continue to replace
BJTs in all types of power electronics systems.

4.4.4 MOSFET PSPICE Model

The PSPICE simulation package has been used widely by
electrical engineers as an essential software tool for circuit
design. With the increasing number of devices available in the
market place, PSPICE allows for the accurate extraction and
understanding of various device parameters and their vari-
ation effect on the overall design prior to their fabrication.
Today’s PSPICE library is rich with numerous commercial
MOSFET models. This section will give a brief overview of
how the MOSFET model is implemented in PSPICE. A brief
overview of the PSPICE modeling of the MOSFET device will
be given here.

A. PSPICE Static Model There are four different types of
MOSFET models that are also known as levels. The simplest
MOSFET model is called LEVEL1 model and is shown in
Fig. 4.26 [9, 10].

LEVEL2 model uses the same parameters as LEVEL1, but
it provides a better model for Ids by computing the model
coefficients KP, VTO, LAMBDA, PHI, and GAMMA directly
from the geometrical, physical, and technological parame-
ters [10]. LEVEL3 is used to model the short-channel devices
and LEVEL4 represents the Berkeley Short-channel IGFET
model (BSIM-model).
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FIGURE 4.26 PSPICE LEVEL1 MOSFET static model.

The triode region, vGS > VTh and vDS < vGS and vDS < vGS –
VTh the drain current is given by,

iD = KP

2

W

L − 2Xjl

(
vGS − VTh − vDS

2

)
vDS(1+ λvDS)

(4.41)

In the saturation (linear) region, where vGS > VTh and
vDS > vGS − VTh , the drain current is given by

ID = KP

2

W

L − 2Xjl
(VGS − VTh)2(1+ λVDS) (4.42)

where KP is the transconductance and Xjl is the lateral
diffusion.

The threshold voltage, VTh , is given by,

VTh = VT 0 + ∂
(√

2φp − VBS −
√

2φp
)

(4.43)

where,

VT 0 = Zero-bias threshold voltage.
δ = Body-effect parameter.
φp = Surface inversion potential.

Typically, Xij 	 L and λ ≈ 0.
The term (1+ λVDS) is included in the model as empiri-

cal connection to model the effect of the output conductance
when the MOSFET is operating in triode region. λ is known
as the channel-length modulation parameter.

When the bulk and source terminals are connected together,
i.e. VBS = 0, the device threshold voltage equals the zero-bias
threshold voltage, i.e.

VTh = VT 0

VT 0 is positive for the n-channel enhancement-mode devices
and negative for the n-channel depletion-mode devices.

The parameters KP , VT 0, δ, φ are electrical parameters that
can be either specified directly in the MODEL statement under
the Pspice keywords KP, VTO, GAMMA, and PHI, respec-
tively, as shown in Table 4.1. They also can be calculated when
the geometrical and physical parameters are known. The two-
substrate currents that flow from the bulk to the source, IBS

and from the bulk to the drain, IBD are simply diode currents,
which are given by,

IBS = ISS

(
e−(VBS /VT ) − 1

)
(4.44)

IBD = IDS

(
e−(VBD /VT ) − 1

)
(4.45)

where ISS and IDS are the substrate source and substrate drain
saturation currents. These currents are considered equal and
given as IS in the MODEL statement with a default value of
10−14 A. Where the equation symbols and their corresponding
PSPICE parameter names are shown in Table 4.1.

In PSPICE, a MOSFET device is described by two
statements: the first statement start with the letter M and the
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TABLE 4.1 PSPICE MOSFET parameters

Symbol Name Description Default Units

(a) Device dc and parasitic parameters

Level LEVEL Model type (1, 2, 3, or 4) 1 –
VTO VTO Zero-bias threshold voltage 0 V

λ LAMDA Channel-length modulation 1,2∗ 0 v−1

γ GAMMA Body-effect (bulk) threshold parameter 0 v−1/2

�ρ PHI Surface inversion potential 0.6 V
η ETA Static feedback3 0 –
κ KAPPA Saturation field factor3 0.2 –
μ0 UO Surface mobility 600 cm2/V·s
Is IS Bulk saturation current 10−14 A
Js JS Bulk saturation current/area 0 A/m2

JSSW JSSW Bulk saturation current/length 0 A/m
N N Bulk emission coefficient n 1 –
PB PB Bulk junction voltage 0.8 V
PBSW PBSW Bulk sidewall diffusion voltage PB V
RD RD Drain resistance 0 �

RS RS Source resistance 0 �

RG RG Gate resistance 0 �

RB RB Bulk resistance 0 �

Rds RDS Drain–source shunt resistance α �

Rsh RSH Drain and source diffusion sheet resistance 0 �/m2

(b) Device process and dimensional parameters

Nsub NSUB Substrate doping density None cm−3

W W Channel width DEFW m
L L Channel length DEFL m
WD WD Lateral Diffusion width 0 m
Xjl LD Lateral Diffusion length 0 m

Kp KP Transconductance coefficient 20 μ A/v2

tOX TOX Oxide thickness 10−7 m
NSS NSS Surface-state density None cm−2

NFS NFS Fast surface-state density 0 cm−2

NA NSUB Substrate doping 0 cm−3

TPG TPG Gate material 1 –
+1 Opposite of substrate – –
−1 Same as substrate – –

0 Aluminum – –
Xj XJ Metallurgical junction depth2,3 0 m
μ0 UO Surface mobility 600 cm2/V·s
Uc UCRIT Mobility degradation critical field2 104 V/cm
Ue UEXP Mobility degradation exponent2 0 –
Ut VMAX Maximum drift velocity of carriers2 0 m/s
Neff NEFF Channel charge coefficient2 1 –

δ DELTA Width effect on threshold2,3 0 –
θ THETA Mobility modulation3 0 –
(c) Device capacitance parameters

CBD CBD Bulk-drain zero-bias capacitance 0 F
CBS CBS Bulk-source zero-bias capacitance 0 F
Cj CJ Bulk zero-bias bottom capacitance 0 F/m2

Cjsw CJSW Bulk zero-bias perimeter capacitance/length 0 F/m
Mj MJ Bulk bottom grading coefficient 0.5 –
Mjsw MJSW Bulk sidewall grading coefficient 0.33 –
FC FC Bulk forward-bias capacitance coefficient 0.5 –
CGSO CGSO Gate–source overlap capacitance/channel width 0 F/m
CGDO CGDO Gate–drain overlap capacitance/channel width 0 F/m
CGBO CGBO Gate-bulk overlap capacitance/channel length 0 F/m
XQC XQC Fraction of channel charge that associates with drain1,2 0 –
KF KF Flicker noise coefficient 0 –
αF AF Flicker noise exponent 0 –

∗These numbers indicate that this parameter is available in this level number, otherwise it is available in all levels.
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second statement starts with .Model that defines the model
used in the first statement. The following syntax is used:

M<device_name><Drain_node_number>

<Gate_node_number>

<Source_node_number><Substrate_node number>

<Model_name>

* [<param_1>=<value_1><param_2>=<value_2> . . ..]

.MODEL <Model_name><type_name>

[(<param_1>=<value_1>

<param_2>=<value_2> . . ...]

where the starting letter “M” in M<device_name> statement
indicates that the device is a MOSFET and <device_name>is
a user specified label for the given device, the <Model_name>
is one of the hundreds of device models specified in the
PSPICE library, <Model_name> the same name specified in
the device name statement, <type_name> is either NMOS
of PMOS, depending on whether the device is n-channel
or p-channel MOS, respectively, that follows by optional
list of parameter types and their values. The length L and
the width W and other parameters can be specified in the
M<device_name>, in the .MODEL or .OPTION statements.
User may select not to include any value, and PSPICE will use
the specified default values in the model. For normal oper-
ation (physical construction of the MOS devices), the source
and bulk substrate nodes must be connected together. In all the
PSPICE library files, a default parameter values for L, W, AS,
AD, PS, PD, NRD, and NDS are included, hence, user should
not specify such values in the device “M” statement or in the
OPTION statement.

The power MOSFET device PSPICE models include rela-
tively complete static and dynamic device characteristics given
in the manufacturing data sheet. In general, the following
effects are specified in a given PSPICE model: dc transfer
curves, on-resistance, switching delays, and gate drive charac-
teristics and reverse-mode “body-diode” operation. The device
characteristics that are not included in the model are noise,
latch-ups, maximum voltage, and power ratings. Please see
OrCAD Library Files.

EXAMPLE 4.3 Let us consider an example of using IRF
MOSFET that was connected as shown in Fig. 4.27.

It was decided that the device should have a blocking
voltage (VDSS) of 600 V and drain current, id , of 3.6 A.
The device selected is IRF CC30 with case TO220. This
device is listed in PSPICE library under model number
IRFBC30 as follows:

∗Library of Power MOSFET Models
∗Copyright OrCAD, Inc. 1998 All Rights Reserved.
∗
∗$Revision: 1.24 $
∗$Author: Rperez $
∗$Date: 19 October 1998 10:22:26 $
∗
. Model IRFBC30 NMOS NMOS

S1

4
DL

5

0

3

FIGURE 4.27 Example of a power electronic circuit that uses a power
MOSFET.

The PSPICE code for the MOS device labeled S1 used in
Fig. 4.27 is given by,

MS1 3 5 0 0 IRFBC30

.MODEL IRFBC30

.Model IRFBC30 NMOS(Level=3 Gamma=0 Delta=0

Eta=0 Theta=0 Kappa=0.2 Vmax=0 Xj=0

+ Tox=100n Uo=600 Phi=.6 Rs=5.002m Kp=20.43u

W=.35 L=2u Vto=3.625

+ Rd=1.851 Rds=2.667MEG Cbd=790.1p Pb=.8 Mj=.5

Fc=.5 Cgso=1.64n

+ Cgdo=123.9p Rg=1.052 Is=720.2p N=1 Tt=685)
∗ Int’l Rectifier pid=IRFCC30 case=TO220

4.4.5 MOSFET Large-signal Model

The equivalent circuit of Fig. 4.28 includes five device para-
sitic capacitances. The capacitors CGB , CGS , CGD , represent the
charge-storage effect between the gate terminal and the bulk,
source, and drain terminals, respectively. These are non-linear
two-terminal capacitors expressed as function of W, L, Cox ,
VGS , VT 0, VDS , and CGBO , CGSO , CGDO , where the capacitors
CGBO , CGSO , CGDO are outside the channel region, known as
overlap capacitances, that exist between the gate electrode and
the other three terminals, respectively. Table 4.1 shows the list
of PSPICE MOSFET capacitance parameters and their default
values. Notice that the PSPICE overlap capacitors keywords
(CGBO , CGSO , CGDO) are proportional either to the MOSFET
width or length of the channel as follows:

CGBO = CGBO

L

CGSO = CGSO

W

CGDO = CGDO

W

(4.46)
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FIGURE 4.28 Large-signal model for the n-channel MOSFET.

In the triode region, vGS > vDS−VTh , the terminal capacitors
are given by,

CGS = LW COX

[
1−
(

vGS − vDS − VTh

2(vGS − VTh)− VDS

)2
]
+ CGSO

CGD = LW COX

[
1−
(

vGS − VTh

2(vGS − VTh)− vDS

)2
]
+ CGDO

CGB = CGBOL (4.47)

In the saturation (linear) region, we have

CGS = 2

3
LW COX + CGSO

CGB = CGB0L (4.48)

CGD = CGD0

where COX is the per-unit-area oxide capacitance given by,

COX = KOX E0

TOX

KOX = Oxide’s relative dielectric constant.
E0 = Free space dielectric constant equals

8.854×10−12 F/m.
TOX = Oxide’s thickness layer given as TOX in Table 4.1.

Finally, the diffusion and junction region capacitances
between the bulk-to-channel (drain and source) are modeled

gmVgs'

+gmbVbs'

-+

d
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VBS' +

iD

iG

RD

RS

CBD

CBS

ib

iS

gBD

gBS

Cgd

Cgs

Cgb

d'

S'

go

-

FIGURE 4.29 Small-signal equivalent circuit model for MOSFET.

by CBD and CBS across the two diodes. Because for almost all
power MOSFETs, the bulk and source terminals are connected
together and at zero potential, diodes DBD and DBS don’t
have forward bias, resulting in very small conductance val-
ues, i.e. small diffusion capacitances. The small-signal model
for MOSFET devices is given in Fig. 4.29.

EXAMPLE 4.4 Figure 4.30a shows an example of a soft-
switching power factor connection circuit that has two
MOSFETs. Its PSPICE simulation waveforms are shown
in Fig. 4.30b.

Table 4.2 shows the PSPICE code for Fig. 4.30a.

4.4.6 Current MOSFET Performance

The current focus of MOSFET technology development is
much more broad than power handling capacity and switching
speed; the size, packaging, and cooling of modern MOSFET
technology is a major focus. Of course, the development of
higher power and efficiency is still paramount, but as modern
electronics have become increasingly smaller, the packaging
and cooling of power circuits has become more important. It
has been indicated by manufacturers that many of their mod-
ern MOSFETs are not limited by their semiconductor, but by
the packaging. If the MOSFET cannot properly disperse heat,
the device will become overheated, which will lead to failure.

An example of modern MOSFET technology is the
DirectFET surface mounted MOSFET manufactured by
International Rectifier. Part number IRF6662, for example,
can handle 47 A at 100 V, while consuming a board space of
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FIGURE 4.30 (a) Example of power electronic circuit and (b) PSPICE simulation waveforms.

5 × 6 mm, and being only 0.6 mm thick. This switch is effi-
cient at frequencies greater than 1 MHz, and the packaging
can dissipate over 50% more heat than traditional surface
mounted MOSFETs of similar power ratings. The power den-
sity of this switch is many times the power density of similarly
rated devices made by International Rectifier in the past. One
major factor in the performance gain of this product line is
dual-sided cooling. By designing the package to mount to the

board through a large contact patch, and by using materials
with high heat conductivity, the switch has a very high surface
area vs volume ratio, which allows for the heat to be dissipated
through the top heat sink as well as through the circuit board.

Another example of manufacturers that are focusing on
packaging and cooling to increase the performance of their
products is Vishay’s PolarPAK and PowerPAK. These devices
have a 65% smaller board surface area than traditional SO-8
packages. Also, the thermal conductivity of the package is 88%
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TABLE 4.2 PSPICE MOSFET capacitance parameters and their default values for Fig. 4.30a

* source ZVT-ZCS
D_Do N00111 OUT Dbreak
V_Vs N00105 0 DC 0 AC 0 PULSE 0 9 0 0 0 {D*Ts} {Ts}
L_Ls 0 N00111 {n*.16}
Kn_K1 L_Lp1 L_Lp2 L_Ls 0.995
C_Co OUT 0 60uF IC=50
V_Vin N00103 0 110
L_Li N00103 N00099 17.6u IC=0
V_Va N00109 0 DC 0 AC 0 PULSE 0 9 {-Delta*Ts/1.1} 0 0 {2.0*Delta*Ts}
{Ts}
D_Dp N00121 N00169 Dbreak
C_C7 N00111 OUT 30p
R_Ro OUT 0 25
C_C8 N00143 OUT 10p
D_Dao N00143 OUT Dbreak
D_Di N00099 N00245 Dbreak
L_Lp2 N00121 0 {n} IC=0
C_C9 N00169 N00121 10p
L_Las N00143 0 {0.4*n1}
Kn_K2 L_Lap L_Las 1.0
L_Lp1 N00245 N00169 {n} IC=0
L_Lap N00245 N000791 {n1}
C_Cp2 N00245 N00121 47u IC=170
C_Cp1 N00169 0 47u IC=170
L_Lak N000791 N000911 5u IC=0
M_M1 N000911 N00109 0 0 IRFBC30
M_M2 N00245 N00105 0 0 IRF840
.PARAM D=0.3 DELTA=0.1 N1=400u N=1mH TS=2us

**** MOSFET MODEL PARAMETERS
****************************************************

IRFBC30 IRF840
NMOS NMOS

LEVEL 3 3
L 2.000000E-06 2.000000E-06
W .35 .68
VTO 3.625 3.879
KP 20.430000E-06 20.850000E-06
GAMMA 0 0
PHI .6 .6
LAMBDA 0 0
RD 1.851 .6703
RS 5.002000E-03 6.382000E-03
RG 1.052 .6038
RDS 2.667000E+06 2.222000E+06
IS 720.200000E-12 56.030000E-12
JS 0 0
PB .8 .8
PBSW .8 .8
CBD 790.100000E-12 1.415000E-09
CJ 0 0
CJSW 0 0
TT 685.000000E-09 710.000000E-09
CGSO 1.640000E-09 1.625000E-09
CGDO 123.900000E-12 133.400000E-12
CGBO 0 0
TOX 100.000000E-09 100.000000E-09
XJ 0 0
UCRIT 10.000000E+03 10.000000E+03
DELTA 0 0
ETA 0 0
DIOMOD 1 1
VFB 0 0
LETA 0 0
WETA 0 0
U0 0 0
TEMP 0 0
VDD 0 0
XPART 0 0

greater than traditional devices. The PolarPAK device increases
the performance by cooling the part from the top and the bot-
tom of the package. These advances in packaging and cooling
have allowed the devices to have power densities greater than
250 W/mm3 as well, while maintaining high efficiencies into
the megahertz.

Another important characteristic of any solid-state device
is the expected service life. For MOSFETs, manufacturers
have indicated that the mean time before failure (MTBF)
approximately decreases by 50% for every 10◦C that the
operational temperature increases. For this reason, the current

Examples of modern MOSFETs

Device Rated Rated Frequency Rated Footprint
type voltage current limit power mm2

High voltage 1000 V 6.1 A 1 MHz 6 kW 310
High voltage 600 V 40 A 1 MHz 24 kW 320
High power 100 V 180 A 500 kHz 18 kW 310
High current 40 V 280 A 1 MHz 11 kW 310
High efficiency 30 V 40 A 2 MHz 1.2 kW 31.5
High efficiency 30 V 60 A 2 MHz 1.8 kW 36
High efficiency 100 V 47 A 2 MHz 4.7 kW 30.9
High freq. –

low power 10 V 0.7 A 200 MHz 7 W 21

advancement in cooling and packaging has a direct effect on
the longevity of the components. While there are definite
increases in device longevity every year, the easiest way to
have a large impact on the life of the device is to keep the
temperature down.
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As development continues, MOSFETs will become smaller,
more efficient, higher power density, and higher frequency of
operation. As such, MOSFETs will continue to expand into
applications that typically use other forms of power switches.

4.5 Future Trends in Power Devices

As stated earlier, depending on the applications, the power
range processed in power electronic range is very wide, from
hundreds of milliwatts to hundreds of megawatts, therefore,
it is very difficult to find a single switching device type to
cover all power electronic applications. Today’s available power
devices have tremendous power and frequency rating range
as well as diversity. Their forward current ratings range from
a few amperes to a few kiloamperes, blocking voltage rating
ranges from a few volts to a few of kilovolts, and switch-
ing frequency ranges from a few hundred of hertz to a few
megahertz as illustrated in Table 4.3. This table illustrates the
relative comparison between available power semiconductor
devices. We only give relative comparison because there is no
straightforward technique that gives ranking of these devices.
As we accumulate this table, devices are still being developed
very rapidly with higher current, voltage ratings, and switching
frequency.

TABLE 4.3 Comparison of power semiconductor devices

Device type Year
made
available

Rated
voltage

Rated
current

Rated
frequency

Rated
power

Forward
voltage

Thyristor (SCR) 1957 6 kV 3.5 kA 500 Hz 100’s MW 1.5–2.5 V
Triac 1958 1 kV 100 A 500 Hz 100’s kW 1.5–2 V
GTO 1962 4.5 kV 3 kA 2 kHz 10’s MW 3–4 V
BJT

(Darlington)
1960s 1.2 kV 800 A 10 kHz 1 MW 1.5–3 V

MOSFET 1976 500 V 50 A 1 MHz 100 kW 3–4 V
IGBT 1983 1.2 kV 400 A 20 kHz 100’skW 3–4 V
SIT 1.2 kV 300 A 100 kHz 10’s kW 10–20 V
SITH 1.5 kV 300 A 10 kHz 10’s kW 2–4 V
MCT 1988 3 kV 2 kV 20–

100 kHz
10’s MW 1–2 V

It is expected that improvement in power handling capabil-
ities and increasing frequency of operation of power devices
will continue to drive the research and development in
semiconductor technology. From power MOSFET to power
MOS-IGBT and to power MOS-controlled thyristors, power
rating has consistently increased by a factor of 5 from one type
to another. Major research activities will focus on obtaining
new device structure based on MOS-BJT technology integra-
tion to rapidly increase power ratings. It is expected that the
power MOS-BJT technology will capture more than 90% of
the total power transistor market.

The continuing development of power semiconductor tech-
nology has resulted in power systems with driver circuit, logic
and control, device protection, and switching devices being
designed and fabricated on a single-chip. Such power IC mod-
ules are called “smart power” devices. For example, some of
today’s power supplies are available as IC’s for use in low-
power applications. No doubt the development of smart power
devices will continue in the near future, addressing more power
electronic applications.
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5.1 Introduction

The insulated gate bipolar transistor (IGBT), which was intro-
duced in early 1980s, is becoming a successful device because
of its superior characteristics. IGBT is a three-terminal power
semiconductor switch used to control the electrical energy.
Many new applications would not be economically feasible
without IGBTs. Prior to the advent of IGBT, power bipolar
junction transistors (BJT) and power metal oxide field effect
transistors (MOSFET) were widely used in low to medium
power and high-frequency applications, where the speed of
gate turn-off thyristors was not adequate. Power BJTs have
good on-state characteristics but have long switching times
especially at turn-off. They are current-controlled devices with
small current gain because of high-level injection effects and
wide base width required to prevent reach-through breakdown
for high blocking voltage capability. Therefore, they require
complex base drive circuits to provide the base current dur-
ing on-state, which increases the power loss in the control
electrode.

On the other hand power MOSFETs are voltage-controlled
devices, which require very small current during switching
period and hence have simple gate drive requirements. Power
MOSFETs are majority carrier devices, which exhibit very
high switching speeds. But the unipolar nature of the power

MOSFETs causes inferior conduction characteristics as the
voltage rating is increased above 200 V. Therefore their on-
state resistance increases with increasing breakdown voltage.
Furthermore, as the voltage rating increases the inherent body
diode shows inferior reverse recovery characteristics, which
leads to higher switching losses.

In order to improve the power device performance, it is
advantageous to have the low on-state resistance of power BJTs
with an insulated gate input like that of a power MOSFET.
The Darlington configuration of the two devices shown in
Fig. 5.1 has superior characteristics as compared to the two
discrete devices. This hybrid device could be gated like a power
MOSFET with low on-state resistance because the majority of
the output current is handled by the BJT. Because of the low
current gain of BJT, a MOSFET of equal size is required as
a driver. A more powerful approach to obtain the maximum
benefits of the MOS gate control and bipolar current conduc-
tion is to integrate the physics of MOSFET and BJT within
the same semiconductor region. This concept gave rise to the
commercially available IGBTs with superior on-state charac-
teristics, good switching speed and excellent safe operating
area. Compared to power MOSFETs the absence of the integral
body diode can be considered as an advantage or disadvantage
depending on the switching speed and current requirements.
An external fast recovery diode or a diode in the same package
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FIGURE 5.1 Hybrid Darlington configuration of MOSFET and BJT.

can be used for specific applications. The IGBTs are replacing
MOSFETs in high-voltage applications with lower conduc-
tion losses. They have on-state voltage and current density
comparable to a power BJT with higher switching frequency.
Although they exhibit fast turn-on, their turn-off is slower than
a MOSFET because of current fall time. The IGBTs have con-
siderably less silicon area than similar rated power MOSFETs.
Therefore by replacing power MOSFETs with IGBTs, the effi-
ciency is improved and cost is reduced. IGBT is also known
as conductivity modulated FET (COMFET), insulated gate
transistor (IGT), and bipolar-mode MOSFET.

As soft switching topologies offer numerous advantages over
the hard switching topologies, their use is increasing in the
industry. By the use of soft-switching techniques, IGBTs can
operate at frequencies up to hundreds of kilohertz. The IGBTs
behave differently under soft switching condition as opposed
to hard switching conditions. Therefore, the device tradeoffs
involved in soft switching circuits are different than those in
hard switching case. Application of IGBTs in high power con-
verters subjects them to high-transient electrical stress such
as short circuit and turn-off under clamped inductive load
and therefore robustness of IGBTs under stress conditions
is an important requirement. Traditionally, there has been
limited interaction between device manufacturers and power
electronic circuit designers. Therefore, shortcomings of device
reliability are observed only after the devices are used in actual
circuits. This significantly slows down the process of power
electronic system optimization. The development time can be

significantly reduced if all issues of device performance and
reliability are taken into consideration at the design stage.
As high stress conditions are quite frequent in circuit applica-
tions, it is extremely cost efficient and pertinent to model the
IGBT performance under these conditions. However, develop-
ment of the model can follow only after the physics of device
operation under stress conditions imposed by the circuit is
properly understood. Physically based process and device sim-
ulations are a quick and cheap way of optimizing the IGBT. The
emergence of mixed mode circuit simulators in which semi-
conductor carrier dynamics is optimized within the constraints
of circuit level switching is a key design tool for this task.

5.2 Basic Structure and Operation

The vertical cross section of a half cell of one of the paral-
lel cells of an n-channel IGBT shown in Fig. 5.2 is similar
to that of a double diffused power MOSFET (DMOS) except
for a p+ layer at the bottom. This layer forms the IGBT
collector and a pn junction with n− drift region, where
conductivity modulation occurs by injecting minority car-
riers into the drain drift region of the vertical MOSFET.
Therefore, the current density is much greater than a power
MOSFET and the forward voltage drop is reduced. The p+
substrate, n− drift layer, and p+ emitter constitute a BJT with
a wide base region and hence small current gain. The device
operation can be explained by a BJT with its base current
controlled by the voltage applied to the MOS gate. For sim-
plicity, it is assumed that the emitter terminal is connected
to the ground potential. By applying a negative voltage to
the collector, the pn junction between the p+ substrate and
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EGateEmitter
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FIGURE 5.2 IGBT: (a) half-cell vertical cross section and (b) equivalent
circuit model.
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the n− drift region is reverse biased which prevents any cur-
rent flow and the device is in its reverse blocking state. If the
gate terminal is kept at ground potential but a positive poten-
tial is applied to the collector, the pn junction between the
p-base and n− drift region is reverse biased. This prevents
any current flow and the device is in its forward blocking
state until the open base breakdown of the pnp transistor is
reached.

When a positive potential is applied to the gate and exceeds
the threshold voltage required to invert the MOS region under
the gate an n channel is formed, which provides a path for
electrons to flow into the n− drift region. The pn junction
between the p+ substrate and n− drift region is forward biased
and holes are injected into the drift region. The electrons in
the drift region recombine with these holes to maintain space
charge neutrality and the remaining holes are collected at the
emitter, causing a vertical current flow between the emitter
and collector. For small values of collector potential and a gate
voltage larger than the threshold voltage the on-state char-
acteristics can be defined by a wide base power BJT. As the
current density increases, the injected carrier density exceeds
the low doping of the base region and becomes much larger
than the background doping. This conductivity modulation
decreases the resistance of the drift region, and therefore IGBT
has a much greater current density than a power MOSFET
with reduced forward voltage drop. The base–collector junc-
tion of the pnp BJT cannot be forward biased, and therefore
this transistor will not operate in saturation. But when the
potential drop across the inversion layer becomes comparable
to the difference between the gate voltage and threshold volt-
age, channel pinch-off occurs. The pinch-off limits the electron
current and as a result the holes injected from the p+ layer.
Therefore, base current saturation causes the collector current
to saturate.
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FIGURE 5.3 IGBT: (a) forward characteristics and (b) transfer characteristics.

Typical forward characteristics of an IGBT as a function of
gate potential and IGBT transfer characteristics are shown in
Fig. 5.3. The transfer characteristics of IGBT and MOSFET
are similar. The IGBT is in the off-state if the gate–emitter
potential is below the threshold voltage. For gate voltages
greater than the threshold voltage, the transfer curve is linear
over most of the drain current range. Gate-oxide breakdown
and the maximum IGBT drain current limit the maximum
gate–emitter voltage.

To turn-off the IGBT, gate is shorted to the emitter to remove
the MOS channel and the base current of the pnp transistor.
The collector current is suddenly reduced because the elec-
tron current from channel is removed. Then the excess carriers
in the n− drift region decay by electron–hole recombination,
which causes a gradual collector current decay. In order to keep
the on-state voltage drop low, the excess carrier lifetime must
be kept large. Therefore, similar to the other minority carrier
devices there is a tradeoff between on-state losses and faster
turn-off switching times. In the punch-through (PT) IGBT
structure of Fig. 5.4 the switching time is reduced by use of a
heavily doped n buffer layer in the drift region near the collec-
tor. Because of much higher doping density in the buffer layer,
the injection efficiency of the collector junction and the minor-
ity carrier lifetime in the base region is reduced. The smaller
excess carrier lifetime in the buffer layer sinks the excess holes.
This speeds up the removal of holes from the drift region
and therefore decreases the turn-off time. Non-punch-through
(NPT) IGBTs have higher carrier lifetimes and low doped
shallow collector region, which affect their electrical character-
istics. In order to prevent punch through, NPT IGBTs have a
thicker drift region, which results in a higher base transit time.
Therefore in NPT structure carrier lifetime is kept more than
that of a PT structure, which causes conductivity modulation
of the drift region and reduces the on-state voltage drop.
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FIGURE 5.4 Punch-through (PT) IGBT structure.

5.3 Static Characteristics

In the IGBT structure of Fig. 5.2, if a negative voltage is applied
to the collector, the junction between the p+ substrate and
n− drift region becomes reverse biased. The drift region is
lightly doped and the depletion layer extends principally into
the drift region. An open base transistor exists between the
p+ substrate, n− drift region, and the p-base region. The dop-
ing concentration (ND) and thickness of the n− drift region
(WD) are designed to avoid the breakdown of this structure.
The width of the drift region affects the forward voltage drop
and therefore, should be optimized for a desired breakdown
voltage. The thickness of the drift region (WD) is chosen equal
to the sum of one diffusion length (Lp) and the width of the
depletion layer at maximum applied voltage (Vmax ).

WD =
√

2εsVmax

qND
+ LP (5.1)

When the gate is shorted to the emitter, no channel exists
under the gate. Therefore, if a positive voltage is applied to the
collector the junction between the p-base and n− drift region
is reverse biased and only a small leakage current flows through
IGBT. Similar to a MOSFET the depletion layer extends into
the p-base and n− drift region. The p-base doping concen-
tration, which also controls the threshold voltage is chosen to

avoid punch through of the p-base to n+ emitter. In ac cir-
cuit applications, which require identical forward and reverse
blocking capability the drift region thickness of the symmet-
rical IGBT shown in Fig. 5.2 is designed by use of Eq. (5.1)
to avoid reach through of the depletion layer to the junction
between the p+ collector and the n− drift region. When IGBT
is used in dc circuits, which do not require reverse blocking
capability a highly doped n buffer layer is added to the drift
region near the collector junction to form a PT IGBT. In this
structure, the depletion layer occupies the entire drift region
and the n buffer layer prevents reach through of the depletion
layer to the p+ collector layer. Therefore the required thick-
ness of the drift region is reduced, which reduces the on-state
losses. But the highly doped n buffer layer and p+ collector
layer degrade the reverse blocking capability to a very low
value. Therefore on-state characteristics of a PT IGBT can be
optimized for a required forward blocking capability while the
reverse blocking capability is neglected.

When a positive voltage is applied to the gate of an IGBT,
an MOS channel is formed between the n+ emitter and the
n− drift region. Therefore a base current is provided for the
parasitic pnp BJT. By applying a positive voltage between
the collector and emitter electrodes of an n type IGBT, minor-
ity carriers (holes) are injected into the drift region. The
injected minority carriers reduce the resistivity of the drift
region and reduce the on-state voltage drop resulting in a much
higher current density compared to a power MOSFET.

If the shorting resistance between the base and emitter of the
npn transistor is small, the n+ emitter p-base junction does not
become forward biased and therefore the parasitic npn transis-
tor is not active and can be deleted from the equivalent IGBT
circuit. The analysis of the forward conduction characteris-
tics of an IGBT is possible by the use of two equivalent circuit
approaches. The model based on a PiN rectifier in series with a
MOSFET, shown in Fig. 5.5b is easy to analyze and gives a rea-
sonable understanding of the IGBT operation. But this model
does not account for the hole current component flowing into
the p-base region. The junction between the p-base and the n−
drift region is reverse biased. This requires that the free car-
rier density be zero at this junction, and therefore results in a
different boundary condition for IGBT compared to those for
PiN rectifier. The IGBT conductivity modulation in the drift
region is identical to the PiN rectifier near the collector junc-
tion, but it is less than a PiN rectifier near the p-base junction.
Therefore, the model based on a bipolar pnp transistor driven
by a MOSFET in Fig. 5.5a gives a more complete description
of the conduction characteristics.

Analyzing the IGBT operation by the use of these models
shows that IGBT has one diode drop due to the parasitic diode.
Below the diode knee voltage, there is negligible current flow
due to the lack of minority carrier injection from the collector.
Also by increasing the applied voltage between the gate and
emitter, the base of the internal bipolar transistor is supplied by
more base current, which results in an increase in the collector
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FIGURE 5.5 IGBT equivalent circuits: (a) BJT/MOSFET and (b) PiN/
MOSFET.

current. The IGBT current shows saturation due to the pinch-
off of the MOS channel. This limits the input base current of
the bipolar transistor. The MOS channel of the IGBT reverse
biases the collector–base junction and forces the bipolar pnp
transistor to operate in its active region. The drift region is in
high-level injection at the required current densities and wider
n− drift region results in higher breakdown voltage.

Because of the very low gain of the pnp BJT, the driver MOS-
FET in the equivalent circuit of the IGBT carries a major por-
tion of the total collector current. Therefore, the IGBT on-state
voltage drop as is shown in Fig. 5.6 consists of voltage drop
across the collector junction, drift region, and MOSFET por-
tion. The low value of the drift region conductivity modulation
near the p-base junction causes a substantial drop across the
junction field effect transistor (JFET) resistance of the MOS-
FET (VJFET ) in addition to the voltage drop across the channel
resistance (Vch) and the accumulation layer resistance (Vacc ).

VCE(on) = Vp+n + Vdrift + VMOSFET (5.2)

VMOSFET = Vch + VJFET + Vacc (5.3)

When the lifetime in the n− drift region is large, the gain
of the pnp bipolar transistor is high and its collector current
is much larger than the MOSFET current and therefore, the
voltage drop across the MOSFET component of IGBT is a
small fraction of the total voltage drop. When lifetime control
techniques are used to increase the switching speed, the current
gain of the bipolar transistor is reduced and a greater portion
of the current flows through the MOSFET channel and there-
fore the voltage drop across the MOSFET increases. In order
to decrease the resistance of the MOSFET current path, trench
IGBTs can be used as shown in Fig. 5.7. Extending the trench
gate below the p-base and n− drift region junction forms
a channel between the n+ emitter and the n− drift region.
This eliminates the JFET and accumulation layer resistance
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FIGURE 5.6 Components of on-state voltage drop within the IGBT
structure.
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FIGURE 5.7 Trench IGBT structure.
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and therefore reduces the voltage drop across the MOSFET
component of IGBT, which results in a superior conduction
characteristics. By the use of trench structure, the IGBT cell
density and latching current density are also improved.

5.4 Dynamic Switching Characteristics

5.4.1 Turn-on Characteristics

The switching waveforms of an IGBT in a clamped inductive
circuit are shown in Fig. 5.8. The L/R time constant of the
inductive load is assumed to be large compared to the switch-
ing frequency and therefore, can be considered as a constant
current source Ion . The IGBT turn-on switching performance
is dominated by its MOS structure. During td(on), the gate cur-
rent charges the constant input capacitance with a constant
slope until the gate–emitter voltage reaches the threshold volt-
age VGE(th) of the device. During tri , load current is transferred
from the diode into the device and increases to its steady-state
value.

The gate voltage rise time and IGBT transconductance
determine the current slope and results as tri . When the
gate–emitter voltage reaches VGE(Ion), which will support the
steady-state collector current, collector–emitter voltage starts
to decrease. After this there are two distinct intervals, during

VGE(th)

VGG+

t

t

t

Ion

td(on)

tri

Vcc

vCE(t)

iC(t)

vGE(t)

tfv1

tfv2

VCE(on)

VGE(Ion)

FIGURE 5.8 IGBT turn-on waveforms in a clamped inductive load
circuit.

IGBT turn-on. In the first interval, the collector to emitter
voltage drops rapidly as the gate–drain capacitance Cgd of the
MOSFET portion of IGBT discharges. At low collector–emitter
voltage Cgd increases. A finite time is required for high-level
injection conditions to set in the drift region. The pnp transis-
tor portion of IGBT has a slower transition to its on-state than
the MOSFET. The gate voltage starts rising again only after
the transistor comes out of its saturation region into the linear
region, when complete conductivity modulation occurs and
the collector–emitter voltage reaches its final on-state value.

5.4.2 Turn-off Characteristics

Turn-off begins by removing the gate–emitter voltage. Volt-
age and current remain constant until the gate voltage reaches
VGE(Ion), required to maintain the collector steady-state cur-
rent as shown in Fig. 5.9. After this delay time (td(off )) the
collector voltage rises, while the current is held constant. The
gate resistance determines the rate of collector voltage rise.
As the MOS channel turns off, collector current decreases
sharply during tfi1. The MOSFET portion of IGBT deter-
mines the turn-off delay time td(off ) and the voltage rise
time trv . When the collector voltage reaches the bus voltage,
the freewheeling diode starts to conduct.

However the excess stored charge in the n− drift region
during on-state conduction, must be removed for the device
to turn-off. The high minority carrier concentration stored
in the n− drift region supports the collector current after the
MOS channel is turned off. Recombination of the minority
carriers in the wide base region gradually decreases the col-
lector current and results in a current tail. Since there is no
access to the base of the pnp transistor, the excess minority
carriers cannot be removed by reverse biasing the gate. The
tfi2 interval is long because the excess carrier lifetime in this
region is normally kept high to reduce the on-state voltage
drop. Since the collector–emitter voltage has reached the bus
voltage in this interval, a significant power loss occurs which
increases with frequency. Therefore, the current tail limits the
IGBT operating frequency and there is a tradeoff between the
on-state losses and faster switching times. For an on-state cur-
rent of Ion , the magnitude of the current tail, and the time
required for the collector current to decrease to 10% of its
on-state value, turn-off (toff ) time, are approximated as:

Ic (t ) = αpnpIone−t /τHL (5.4)

toff = τHL ln(10αpnp) (5.5)

where

αpnp = sec h

(
l

La

)
(5.6)

is the gain of the bipolar pnp transistor, l is the undepleted
base width, and La is the ambipolar diffusion length and it
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FIGURE 5.9 Switching waveforms during IGBT clamped inductive load turn-off.

is assumed that the high level lifetime (τHL) is independent
of the minority carrier injection during the collector current
decay.

Lifetime-control techniques are used to reduce the life-
time (τHL) and the gain of the bipolar transistor (αpnp). As a
result, the magnitude of the current tail and toff decrease. But
the conductivity modulation decreases, which increases the
on-state voltage drop in the drift region. Therefore, higher
speed IGBTs have a lower current rating. Thermal diffusion
of impurities such as gold and platinum introduces recombi-
nation centers, which reduce the lifetime. The device can also
be irradiated with high-energy electrons to generate recom-
bination centers. Electron irradiation introduces a uniform
distribution of defects, which results in reduction of lifetime
in the entire wafer and affects the conduction properties of the
device. Another method of lifetime control is proton implan-
tation, which can place defects at a specific depth. Therefore,
it is possible to have a localized control of lifetime to improve
the tradeoff between the on-state voltage and switching speed
of the device. The turn-off loss can be minimized by curtailing
the current tail as a result of speeding up the recombination

process in the portion of the drift region, which is not swept
by the reverse bias.

5.4.3 Latch-up of Parasitic Thyristor

A portion of minority carriers injected into the drift region
from the collector of an IGBT flows directly to the emitter
terminal. The negative charge of electrons in the inversion
layer attracts the majority of holes and generates the lateral
component of hole current through the p-type body layer as
shown in Fig. 5.10. This lateral current flow develops a volt-
age drop across the spreading resistance of the p-base region,
which forward biases the base–emitter junction of the npn
parasitic BJT. By designing a small spreading resistance, the
voltage drop is lower than the built-in potential and therefore
the parasitic thyristor between the p+ collector region, n− drift
region, p-base region, and n+ emitter does not latch-up. Larger
values of on-state current density produce a larger voltage
drop, which causes injection of electrons from the emitter
region into the p-base region and hence turns on the npn
transistor. When this occurs the pnp transistor will turn-on,
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FIGURE 5.10 On-state current flow paths in an IGBT structure.

therefore the parasitic thyristor will latch-up and the gate loses
control over the collector current.

Under dynamic turn-off conditions the magnitude of the
lateral hole current flow increases and latch-up can occur at
lower on-state currents compared to the static condition. The
parasitic thyristor latches up when the sum of the current gains
of the npn and pnp transistors exceeds one. When the gate volt-
age is removed from IGBT with a clamped inductive load, its
MOSFET component turns off and reduces the MOSFET cur-
rent to zero very rapidly. As a result the drain–source voltage
rises rapidly and is supported by the junction between the n−
drift region and the p-base region. The drift region has a lower
doping and therefore the depletion layer extends more in the
drift region. As a result the current gain of the pnp transistor
portion, αpnp increases and a greater portion of the injected
holes into the drift region will be collected at the junction of
p-base and n− drift regions. Therefore, the magnitude of the
lateral hole current increases, which increases the lateral volt-
age drop. As a result the parasitic thyristor will latch-up even
if the on-state current is less than the static latch-up value.

Reducing the gain of the npn or pnp transistors can pre-
vent the parasitic thyristor latch-up. A reduction in the gain
of the pnp transistor increases the IGBT on-state voltage drop.
Therefore in order to prevent the parasitic thyristor latch-up, it
is better to reduce the gain of the npn transistor component of
IGBT. Reduction of carrier lifetime, use of buffer layer, and use

of deep p+ diffusion improve the latch-up immunity of IGBT.
But inadequate extent of the p+ region may fail to prevent the
device from latch-up. Also care should be taken that the p+
diffusion does not extend into the MOS channel because this
causes an increase in the MOS threshold voltage.

5.5 IGBT Performance Parameters

The IGBTs are characterized by certain performance param-
eters. The manufacturers specify these parameters, which are
described below, in the IGBT data sheet. The important rat-
ings of IGBTs are values, which establish either a minimum
or maximum limiting capability or limiting condition. The
IGBTs cannot be operated beyond the maximum or minimum
rating’s value, which are determined for a specified operating
point and environment condition.

Collector–Emitter blocking voltage (BVCES): This parameter
specifies the maximum off-state collector–emitter voltage
when the gate and emitter are shorted. Breakdown is speci-
fied at a specific leakage current and varies with temperature
by a positive temperature coefficient.

Emitter–Collector blocking voltage (BVECS): This parameter
specifies the reverse breakdown of the collector–base junc-
tion of the pnp transistor component of IGBT.

Gate–Emitter voltage (VGES): This parameter determines the
maximum allowable gate–emitter voltage, when collector
is shorted to emitter. The thickness and characteristics of
the gate-oxide layer determine this voltage. The gate volt-
age should be limited to a much lower value to limit the
collector current under fault conditions.

Continuous collector current (IC): This parameter represents the
value of the dc current required to raise the junction to
its maximum temperature, from a specified case tempera-
ture. This rating is specified at a case temperature of 25◦C
and maximum junction temperature of 150◦C. Since nor-
mal operating condition cause higher case temperatures, a
plot is given to show the variation of this rating with case
temperature.

Peak collector repetitive current (ICM): Under transient con-
ditions, the IGBT can withstand higher peak currents
compared to its maximum continuous current, which is
described by this parameter.

Maximum power dissipation (PD): This parameter represents the
power dissipation required to raise the junction tempera-
ture to its maximum value of 150◦C, at a case temperature
of 25◦C. Normally a plot is provided to show the variation
of this rating with temperature.

Junction temperature (Tj): Specifies the allowable range of the
IGBT junction temperature during its operation.

Clamped inductive load current (ILM): This parameter specifies
the maximum repetitive current that IGBT can turn-off
under a clamped inductive load. During IGBT turn-on, the
reverse recovery current of the freewheeling diode in par-
allel with the inductive load increases the IGBT turn-on
switching loss.
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Collector–Emitter leakage current (ICES): This parameter deter-
mines the leakage current at the rated voltage and specific
temperature when the gate is shorted to emitter.

Gate–Emitter threshold voltage (VGE(th)): This parameter spec-
ifies the gate–emitter voltage range, where the IGBT is
turned on to conduct the collector current. The threshold
voltage has a negative temperature coefficient. Threshold
voltage increases linearly with gate-oxide thickness and as
the square root of the p-base doping concentration. Fixed
surface charge at the oxide–silicon interface and mobile ions
in the oxide shift the threshold voltage.

Collector–Emitter saturation voltage (VCE(SAT)): This parameter
specifies the collector–emitter forward voltage drop and is a
function of collector current, gate voltage, and temperature.
Reducing the resistance of the MOSFET channel and JFET
region, and increasing the gain of the pnp bipolar transistor
can minimize the on-state voltage drop. The voltage drop
across the MOSFET component of IGBT, which provides
the base current of the pnp transistor is reduced by a larger
channel width, shorter channel length, lower threshold volt-
age, and wider gate length. Higher minority carrier lifetime
and a thin n-epi region cause high carrier injection and
reduce the voltage drop in the drift region.

Forward transconductance (gFE): Forward transconductance is
measured with a small variation on the gate voltage, which
linearly increases the IGBT collector current to its rated cur-
rent at 100◦C. The transconductance of an IGBT is reduced
at currents much higher than its thermal handling capa-
bility. Therefore, unlike the bipolar transistors, the current
handling capability of IGBTs is limited by thermal con-
sideration and not by its gain. At higher temperatures,
the transconductance starts to decrease at lower collec-
tor currents. Therefore, these features of transconductance
protects the IGBT under short circuit operation.

Total gate charge (QG): This parameter helps to design a suit-
able size gate drive circuit and approximately calculate its
losses. Because of the minority carrier behavior of device,
the switching times cannot be approximately calculated by
the use of gate charge value. This parameter varies as a
function of the gate–emitter voltage.

Turn-on delay time (td): It is defined as the time between 10% of
gate voltage and 10% of the final collector current.

Rise time (tr): It is the time required for the collector current to
increase to 90% of its final value from 10% of its final value.

Turn-off delay time (td(off)): It is the time between 90% of gate
voltage and 10% of final collector voltage.

Fall time (tf): It is the time required for the collector current
to drop from 90% of its initial value to 10% of its initial
value.

Input capacitance (Cies): It is the measured gate–emitter capac-
itance when collector is shorted to emitter. The input
capacitance is the sum of the gate–emitter and the miller
capacitance. The gate–emitter capacitance is much larger
than the miller capacitance.

Output capacitance (Coes): It is the capacitance between collector
and emitter when gate is shorted to the emitter, which has
the typical pn junction voltage dependency.

Reverse transfer capacitance (Cres): It is the miller capacitance
between gate and collector, which has a complex voltage
dependency.

Safe operating area (SOA): The safe operating area determines
the current and voltage boundary within which the IGBT
can be operated without destructive failure. At low cur-
rents the maximum IGBT voltage is limited by the open
base transistor breakdown. The parasitic thyristor latch-
up limits the maximum collector current at low voltages.
The IGBTs immune to static latch-up may be vulnerable to
dynamic latch-up. Operation in short circuit and inductive
load switching are conditions that would subject an IGBT
to a combined voltage and current stress. Forward biased
safe operating area (FBSOA) is defined during the turn-on
transient of the inductive load switching when both elec-
tron and hole current flow in the IGBT in the presence of
high voltage across the device. The reverse biased safe oper-
ating area (RBSOA) is defined during the turn-off transient,
where only hole current flows in the IGBT with high voltage
across it.

If the time duration of simultaneous high voltage and high
current is long enough, the IGBT failure will occur because of
thermal breakdown. But if this time duration is short, the tem-
perature rise due to power dissipation will not be enough to
cause thermal breakdown. Under this condition the avalanche
breakdown occurs at voltage levels lower than the breakdown
voltage of the device. Compared to the steady-state forward
blocking condition the much larger charge in the drift region
causes a higher electric field and narrower depletion region at
the p-base and n− drift junction. Under RBSOA conditions
there is no electron in the space charge region, and there-
fore there is a larger increase in electric field than the FBSOA
condition.

The IGBT SOA is indicated in Fig. 5.11. Under short-
switching times the rectangular SOA shrinks by increase in
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FIGURE 5.11 IGBT safe operating area (SOA).
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the duration of on-time. Thermal limitation is the reason for
smaller SOA and the lower limit is set by dc operating condi-
tions. The device switching loci under hard switching (dashed
lines) and zero voltage or zero current switching (solid lines)
is also indicated in Fig. 5.11. The excursion is much wider
for switch-mode hard-switching applications than for the soft-
switching case, and therefore a much wider SOA is required for
hard-switching applications. Presently IGBTs are optimized for
hard-switching applications. In soft-switching applications the
conduction losses of IGBT can be optimized at the cost of
smaller SOA. In this case the p-base doping can be adjusted
to result in a much lower threshold voltage and hence for-
ward voltage drop. But in hard-switching applications, the SOA
requirements dominate over forward voltage drop and switch-
ing time. Therefore, the p-base resistance should be reduced,
which causes a higher threshold voltage. As a result, the channel
resistance and forward voltage drop will increase.

5.6 Gate Drive Requirements

The gate drive circuit acts as an interface between the logic sig-
nals of the controller and the gate signals of the IGBT, which
reproduces the commanded switching function at a higher
power level. Non-idealities of the IGBT such as finite volt-
age and current rise and fall times, turn-on delay, voltage and
current overshoots, and parasitic components of the circuit
cause differences between the commanded and real waveforms.
Gate drive characteristics affect the IGBT non-idealities. The
MOSFET portion of the IGBT drives the base of the pnp tran-
sistor and therefore the turn-on transient and losses is greatly
affected by the gate drive.

Due to lower switching losses, soft-switched power convert-
ers require gate drives with higher power ratings. The IGBT
gate drive must have sufficient peak current capability to pro-
vide the required gate charge for zero current switching and
zero voltage switching. The delay of the input signal to the
gate drive should be small compared to the IGBT switching
period and therefore, the gate drive speed should be designed
properly to be able to use the advantages of faster switching
speeds of the new generation IGBTs.

5.6.1 Conventional Gate Drives

The first IGBT gate drives used fixed passive components and
were similar to MOSFET gate drives. Conventional gate drive
circuits use a fixed gate resistance for turn-on and turn-off
as shown in Fig. 5.12. The turn-on gate resistor Rgon limits
the maximum collector current during turn-on, and the turn-
off gate resistor Rgoff limits the maximum collector–emitter
voltage. In order to decouple the dvce /dt and dic /dt control,
an external capacitance Cg can be used at the gate, which
increases the time constant of the gate circuit and reduces the
dic /dt as shown in Fig. 5.13. But Cg does not affect the dvce /dt
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FIGURE 5.12 Gate drive circuit with independent turn-on and turn-off
resistors.
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FIGURE 5.13 External gate capacitor for decoupling dvce /dt and dic /dt
during switching transient.
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transient, which occurs during the miller plateau region of the
gate voltage.

5.6.2 New Gate Drive Circuits

In order to reduce the delay time required for the gate voltage
to increase from Vgg− to Vge (th), the external gate capacitor
can be introduced in the circuit only after Vge reaches Vge (th)
as is shown in Fig. 5.14, where the collector current rise occurs.
The voltage tail during turn-on transient is not affected by
this method. In order to prevent shoot through caused by
accidental turn-on of IGBT due to noise, a negative gate voltage
is required during off-state. Low gate impedance reduces the
effect of noise on gate.

During the first slope of the gate voltage turn-on transient,
the rate of charge supply to the gate determines the collector
current slope. During the miller effect zone of the turn-on
transient the rate of charge supply to the gate determines the
collector voltage slope. Therefore, the slope of the collector
current, which is controlled by the gate resistance, strongly
affects the turn-on power loss. Reduction in switching power
loss requires low gate resistance. But the collector current slope
also determines the amplitude of the conducted electromag-
netic interference (EMI) during turn-on switching transient.
Lower EMI generation requires higher values of gate resis-
tance. Therefore, in conventional gate drive circuits by selecting
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FIGURE 5.14 A circuit for reducing the turn-on delay.

an optimum value for Rg , there is a tradeoff between lower
switching losses and lower EMI generation.

But the turn-off switching of IGBT depends on the bipolar
characteristics. Carrier lifetime determines the rate at which
the minority carriers stored in the drift region recombine.
The charge removed from the gate during turn-off has small
influence on minority carrier recombination. The tail current
and di/dt during turn-off, which determine the turn-off losses,
depend mostly on the amount of stored charge and the minor-
ity carriers lifetime. Therefore, the gate drive circuit has a
minor influence on turn-off losses of the IGBT, while it affects
the turn-on switching losses.

The turn-on transient is improved by use of the circuit
shown in Fig. 5.15. The additional current source increases the
gate current during the tail voltage time, and therefore reduces
the turn-on loss. The initial gate current is determined by Vgg +
and Rgon , which are chosen to satisfy device electrical spec-
ifications and EMI requirements. After the collector current
reaches its maximum value, the miller effect occurs and the
controlled current source is enabled to increase the gate cur-
rent to increase the rate of collector voltage fall. This reduces
the turn-on switching loss. Turn-off losses can only be reduced
during the miller effect and MOS turn-off portion of the turn-
off transient, by reducing the gate resistance. But this increases
the rate of change of collector voltage, which strongly affects
the IGBT latching current and RBSOA. During the turn-off
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FIGURE 5.15 Schematic circuit of an IGBT gate drive circuit.



84 S. Abedinpour and K. Shenai

period, the turn-off gate resistor Rgoff determines the maxi-
mum rate of collector voltage change. After the device turns
off, turning on transistor T1 prevents the spurious turn-on of
IGBT by preventing the gate voltage to reach the threshold
voltage.

5.6.3 Protection

Gate drive circuits can also provide fault protection of IGBT
in the circuit. The fault protection methods used in IGBT con-
verters are different from their gate turn-off thyristor (GTO)
counterparts. In a GTO converter, a crowbar is used for pro-
tection and as a result there is no current limiting. When the
short circuit is detected the control circuit turns on all the
GTO switches in the converter, which results in the opening of
a fuse or circuit breaker on the dc input. Therefore, series di/dt
snubbers are required to prevent rapid increase of the fault
current and the snubber inductor has to be rated for large cur-
rents in the fault condition. But IGBT has an important ability
to intrinsically limit the current under over-current and short
circuit fault conditions. However, the value of the fault current
can be much larger than the nominal IGBT current. Therefore,
IGBT has to be turned off rapidly after the fault occurs. The
magnitude of the fault current depends on the positive gate
bias voltage Vgg+ . A higher Vgg+ is required to reduce conduc-
tion loss in the device, but this leads to larger fault currents.
In order to decouple the tradeoff limitation between conduc-
tion loss and fault current level, a protection circuit can reduce
the gate voltage when a fault occurs. But this does not limit
the peak value of the fault current, and therefore, a fast fault
detection circuit is required to limit the peak value of the fault
current. Fast integrated sensors in the gate drive circuit are
essential for proper IGBT protection.

Various methods have been studied to protect IGBTs under
fault conditions. One of the techniques uses a capacitor to
reduce the gate voltage when the fault occurs. But depend-
ing on the initial condition of the capacitor and its value the
IGBT current may reduce to zero and then turned on again.
Another method is to softly turn-off the IGBT after the fault
and to reduce the over-voltage due to dic /dt. Therefore the
over-voltage on IGBT caused by the parasitic inductance is
limited while turning off large currents. The most common
method of IGBT protection is the collector voltage monitoring
or desat detection. The monitored parameter is the collector–
emitter voltage, which makes fault detection easier compared
to measuring the device current. But voltage detection can be
activated only after the complete turn-on of IGBT. If the fault
current increases slowly due to large fault inductance, the fault
detection is difficult because the collector–emitter voltage will
not change significantly. In order to determine whether the
current that is being turned off is over-current or nominal cur-
rent, the miller voltage plateau level can be used. This method
can be used to initiate soft turn-off and reduce the over-voltage
during over-currents.

Special sense IGBTs have been introduced at low power
levels with a sense terminal to provide a current signal pro-
portional to the IGBT collector current. A few active device
cells are used to mirror the current carried by the other cells.
But unfortunately, sense IGBTs are not available at high power
levels and there are problems related to the higher conduc-
tion losses in the sense device. The most reliable method to
detect an over-current fault condition is to introduce a current
sensor in series with the IGBT. The additional current sen-
sor makes the power circuit more complex and may lead to
parasitic bus inductance, which results in higher over-voltages
during turn-off.

After the fault occurs, the IGBT has to be safely turned off.
Due to large dic /dt during turn-off, the over-voltage can be very
large. Therefore, many techniques have been investigated to
obtain soft turn-off. The most common method is to use large
turn-off gate resistor when the fault occurs. Another method
to reduce the turn-off over-voltage is to lower the fault cur-
rent level by reducing the gate voltage before initiating the
turn-off. A resistive voltage divider can be used to reduce the
gate voltage during fault turn-off. For example, the gate volt-
age reduction can be obtained by turning on simultaneously
Rgoff and Rgon in the circuit of Fig. 5.12. Another method is
to switch a capacitor into the gate and rapidly discharge the
gate during the occurrence of a fault. To prevent the capacitor
from charging back up to the nominal on-state gate voltage, a
large capacitor should be used, which may cause a rapid gate
discharge. Also a zener can be used in the gate to reduce the
gate voltage after a fault occurs. But the slow transient behav-
ior of the zener leads to large initial peak fault current. The
power dissipation during a fault determines the time duration
that the fault current can flow in the IGBT without damaging
it. Therefore, the IGBT fault endurance capability is improved
by the use of fault current limiting circuits to reduce the power
dissipation in the IGBT under fault conditions.

5.7 Circuit Models

High-quality IGBT model for circuit simulation is essential for
improving the efficiency and reliability in the design of power
electronic circuits. Conventional models for power semicon-
ductor devices simply described an abrupt or linear switching
behavior and a fixed resistance during the conduction state.
Low switching frequencies of power circuits made it possible
to use these approximate models. But moving to higher switch-
ing frequencies to reduce the size of a power electronic system
requires high-quality power semiconductor device models for
circuit simulation.

The n-channel IGBT consists of a pnp bipolar transistor
whose base current is provided by an n-channel MOSFET, as
is shown in Fig. 5.1. Therefore, the IGBT behavior is deter-
mined by the physics of the bipolar and MOSFET devices.
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Several effects dominate the static and dynamic device
characteristics. The influence of these effects on low-power
semiconductor device is negligible and therefore they can-
not be described by standard device models. The conventional
circuit models were developed to describe the behavior of low
power devices, and therefore were not adequate to be modified
for IGBT. The reason is that the bipolar transistor and MOS-
FET in the IGBT have a different behavior compared to their
low-power counterparts and have different structures.

The present available models have different levels of accu-
racy at the expense of speed. Circuit issues such as switching
losses and reliability are strongly dependent on the device
and require accurate device models. But simpler models
are only adequate for system oriented issues such as the
behavior of an electric motor driven by a pulse width mod-
ulation (PWM) converter. Finite element models have high
accuracy, but are slow and require internal device structure
details. Macro models are fast but have low accuracy, which
depends on the operating point. Recently commercial circuit
simulators have introduced one-dimensional physics-based
models, which offer a compromise between the finite ele-
ment models and macro models. The Hefner model and the
Kraus model are such examples that have been implemented
in Saber and there has been some effort to implement them in
PSPICE. The Hefner model depends on the redistribution of
charge in the drift region during transients. The Kraus model
depends on the extraction of charge from the drift region by
the electric field and emitter back injection.

The internal BJT of the IGBT has a wide base, which is lightly
doped to support the depletion region to have high blocking
voltages. The excess carrier lifetime in the base region is low
to have fast turn-off. But low power bipolar transistors have
high excess carrier lifetime in the base, narrow base, and high
current gain. A finite base transit time is required for a change
in the injected base charge to change the collector current.
Therefore, quasi-static approximation cannot be used at high
speeds and the transport of carriers in the base should be
described by ambipolar transport theory.

5.7.1 Input and Output Characteristics

The bipolar and MOSFET components of a symmetric IGBT
are shown in Fig. 5.16. The components between the emit-
ter (e), base (b), and collector (c) terminals correspond to
the bipolar transistor and those between gate (g), source (s),
and drain (d) are associated with MOSFET. The combina-
tion of the drain–source and gate–drain depletion capacitances
is identical to the base–collector depletion capacitance, and
therefore they are shown for the MOSFET components. The
gate-oxide capacitance of the source overlap (Coxs) and source
metallization capacitance (Cm) form the gate–source capac-
itance (Cgs). When the MOSFET is in its linear region the
gate-oxide capacitance of the drain overlap (Coxd ) forms the
gate–drain capacitance (Cgd ). In the saturation region of
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FIGURE 5.16 Symmetric IGBT half cell.

MOSFET the equivalent series connection of gate–drain over-
lap oxide capacitance and the depletion capacitance of the
gate–drain overlap (Cgdj ) forms the gate–drain miller capac-
itance. The gate–drain depletion width and the drain–source
depletion width are voltage dependent, which has the same
effect on the corresponding capacitances.

The most important capacitance in IGBT is the capacitance
between the input terminal (g) and output terminal (a),
because the switching characteristics is affected by this
feedback.

Cga
dQg

dvga
= Cox

dvox

dvga
(5.7)

Cox is determined by the oxide thickness and device area.
The accumulation, depletion, and inversion states below the
gate cause different states of charge and therefore different
capacitance values.

The stored charge in the lightly doped wide base of the
bipolar component of IGBT causes switching delays and
switching losses. The standard quasi-static charge description
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is not adequate for IGBT because it assumes that the charge
distribution is a function of the IGBT terminal voltage. But the
stored charge density (P(x,t)) changes with time and position
and therefore the ambipolar diffusion equation must be used
to describe the charge variation.

dP(x ,t )

dt
= −P(x ,t )

τa
+ Da

d2P(x ,t )

dx2
(5.8)

The slope of the charge carrier distribution determines
the sum of electron and hole currents. The non-quasi-static
behavior of the stored charge in the base of the bipolar com-
ponent of IGBT results in the collector–emitter redistribution
capacitance (Ccer ). This capacitance dominates the output
capacitance of IGBT during turn-off and describes the rate
of change of base–collector depletion layer with the rate of
change of base–collector voltage. But the base–collector dis-
placement current is determined by the gate–drain (Cgdj ) and
drain–source (Cdsj ) capacitance of the MOSFET component.

5.7.2 Implementing the IGBT Model into a
Circuit Simulator

Usually a netlist is used in a circuit simulator such as Saber
to describe an electrical circuit. Each component of the cir-
cuit is defined by a model template with the component
terminal connection and the model parameters values. While
Saber libraries provide some standard component models, the
models can be generated by implementing the model equa-
tions in a defined saber template. Electrical component models
of IGBT are defined by the current through each component
element as a function of component variables, such as termi-
nal and internal node voltages and explicitly defined variables.
The circuit simulator uses the Kirchhoff ’s current law to solve
for electrical component variables such that the total current
into each node is equal to zero, while satisfying the explicitly
defined component variables needed to describe the state of
the device.

The IGBT circuit model is generated by defining the currents
between terminal nodes as a non-linear function of component
variables and their rate of change. An IGBT circuit model is
shown in Fig. 5.17. Compared to Fig. 5.16, the bipolar transis-
tor is replaced by the two base and collector current sources.
There is a distributed voltage drop due to diffusion and drift
in the base regions. The drift terms in the ambipolar diffusion
equation depends on base and collector currents. Therefore,
both of these currents generate the resistive voltage drop Vae

and Rb is placed at the emitter-terminal in the IGBT circuit
model. The capacitance of the emitter–base junction (Ceb)
is implicitly defined by the emitter–base voltage as a func-
tion of base charge. Iceb is the emitter–base capacitor current
which defines the rate of change of the base charge. The cur-
rent through the collector–emitter redistribution capacitance
(Iccer ) is part of the collector current, which in contrast to
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FIGURE 5.17 IGBT circuit model.

Icss depends on the rate of change of the base–emitter volt-
age. Ibss is part of the base current that does not flow through
Ceb and does not depend on rate of change of base–collector
voltage.

Impact ionization causes carrier multiplication in the high
electric field of the base–collector depletion region. This carrier
multiplication generates an additional base–collector current
component (Imult ), which is proportional to Ic , Imos , and the
multiplication factor. The resulting Saber IGBT model should
be able to describe accurately the experimental results for the
range of static and dynamic conditions where IGBT operates.
Therefore, the model can be used to describe the steady-state
and dynamic characteristics under various circuit conditions.

The present available models have different levels of accu-
racy at the expense of speed. Circuit issues such as switching
losses and reliability are strongly dependent on the device and
require accurate device models. But simpler models are ade-
quate for system oriented issues such as the behavior of an
electric motor driven by a PWM converter. Finite element
models have high accuracy, but are slow and require inter-
nal device structure details. Macro models are fast but have low
accuracy, which depends on the operating point. Recently com-
mercial circuit simulators have introduced one-dimensional
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physics-based models, which offer a compromise between the
finite element models and macro models.

5.8 Applications

Power electronics evolution is a result of the evolution of
power semiconductor devices. Applications of power electron-
ics are still expanding in industrial and utility systems. A major
challenge in designing power electronic systems is a simulta-
neous operation at high power and high-switching frequency.
The advent of IGBTs has revolutionized power electronics by
extending the power and frequency boundary. During the last
decade, the conduction and switching losses of IGBTs has been
reduced in the process of transition from the first to the third
generation IGBTs. The improved charcteristics of the IGBTs
have resulted in higher switching speed and lower energy
losses. High voltage IGBTs are expected to take the place of
high voltage GTO thyristor converters in the near future. To
advance the performance beyond the third generation IGBTs,
the fourth generation devices will require exploiting fine-line
lithographic technology and employing the trench technology
used to produce power MOSFETs with very low on-state resis-
tance. Intelligent IGBT or intelligent power module (IPM) is
an attractive power device integrated with circuits to protect
against over-current, over-voltage, and over-heat. The main

FIGURE 5.18 Constant voltage, constant frequency inverter (UPS).

FIGURE 5.19 IGBT welder.

application of IGBT is for use as a switching component in
inverter circuits, which are used in both power supply and
motor-drive applications. The advantages of using IGBT in
these converters are simplicity and modularity of the con-
verter, simple gate drive, elimination of snubber circuits due
to the square SOA, lower switching loss, improved protection
characteristics in case of over-current and short circuit fault,
galvanic isolation of the modules, and simpler mechanical con-
struction of the power converter. These advantages have made
the IGBT the preferred switching device in the power range
below 1 MW.

Power supply applications of IGBTs include uninterrupt-
ible power supplies (UPS) as is shown in Fig. 5.18, constant
voltage, constant frequency power supplies, induction heat-
ing systems, switch mode power supplies, welders (Fig. 5.19),
cutters, traction power supplies, and medical equipment (CT,
X-ray). Low noise operation, small size, low cost, and high
accuracy are chracteristics of the IGBT converters in these
applications. Examples of motor-drive applications include
variable voltage, variable frequency inverter as is shown in
Fig. 5.20. The IGBTS have been recently introduced at high
voltage and current levels, which has enabled their use in high
power converters utilized for medium voltage motor drives.
The improved characteristics of the IGBTs have introduced
power converters in megawatt power applications such as trac-
tion drives. One of the critical issues in realizing high power
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FIGURE 5.20 Variable voltage, variable frequency inverter (PWM).

converters is the reliability of the power switches. The devices
used in these applications must be robust and capable of with-
standing faults long enough for a protection scheme to be
activated. The hard switching voltage source power converter
is the most commonly used topology. In this switch-mode
operation, the switches are subjected to high switching stresses
and high switching power loss that increases linearly with
the switching frequency of the PWM. The resulting switch-
ing loci in the vt –it plane is shown by the dotted lines in
Fig. 5.11. Because of simultaneous large switch voltage and
large switch current, the switch must be capable of withstand-
ing high switching stresses with a large SOA. The requirement
of being able to withstand large stresses results in design com-
promises in other characteristics of the power semiconductor
device. Often forward voltage drop and switching speed are
sacrificed for enhanced short circuit capability. Process param-
eters of the IGBT such as threshold voltage, carrier lifetime, and
the device thickness can be varied to obtain various combina-
tions of SOA, on-state voltage, and switching time. However,
there is very little overlap in the optimum combination for
more than one performance parameter. Therefore, improved
performance in one parameter is achieved at the cost of other
parameters.

In order to reduce the size, the weight, and the cost of circuit
components used in a power electronics converter very high-
switching frequencies of the order of few megahertz are being
contemplated. In order to be able to increase the switching
frequency, the problems of switch stresses, switching losses,
and the EMI associated with switch-mode applications need
to be overcome. Use of soft-switching converters reduces the
problems of high dv/dt and high di/dt by the use of external
inductive and capacitive components to shape the switching
trajectory of device. The device switching loci resulting from
soft switching is shown in Fig. 5.11, where significant reduc-
tion in switching stress can be noticed. The traditional snubber
circuits achieves this goal without the added control complex-
ity, but the power dissipation in these snubber circuits can
be large and limit the switching frequency of the converter.
Also passive components significantly add to the size, weight,
and cost of the converter at high power levels. Soft switching
uses lossless resonant circuits, which overcomes the problem

of power loss in the snubber circuit, but increases the conduc-
tion loss. Resonant transition circuits eliminate the problem
of high peak device stress in the soft-switched converters. The
main drawback of these circuits is the increased control com-
plexity required to obtain the resonant switching transition.
The large number of circuit variables that have to be sensed
in such power converters can affect their reliability. Short cir-
cuit capability no longer being the primary concern, designers
can push the performance envelope for their circuits until the
device becomes the limiting factor once again.

The transient response of the conventional volts/hertz
induction motor drive is sluggish, because both torque and
flux are functions of stator voltage and frequency. Use of vec-
tor or field oriented control methods makes the performance
of the induction motor drive almost identical to that of a sep-
arately excited dc motor. Therefore, the transient response is
like a dc machine, where torque and flux can be controlled in
a decoupled manner. Vector controlled induction motors with
shaft encoders or speed sensors have been widely applied in
combination with voltage source PWM inverters using IGBT
modules. According to the specification of the new products,
vector controlled induction motor drive systems ranging from
kilowatts to megawatts provide a broad range of speed control,
constant torque operation, and high starting torque.

Because of their simple gate drives and modular packaging,
IGBTs lead to simpler construction of power electronic circuits.
This feature has lead to a trend to standardize and modu-
larize power electronic circuits. Simplification of the overall
system design and construction and significant cost reduc-
tion are the main implications of this approach. With these
goals the power electronics building block (PEBB) program has
been introduced, where the entire power electronic converter
system is reduced to a single block. Similar modular power
electronic blocks are commercially available at low power lev-
els in the form of power integrated circuits. At higher power
levels, these blocks have been realized in the form of intelligent
power modules and power blocks. But these high power mod-
ules do not encompass the entire power electronic systems like
motor drives and UPS. The aim of the PEBB program is to
realize the whole power handling system within standardized
blocks. A PEBB is a universal power processor that changes any
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electrical power input to any desired form of voltage, current,
and frequency output. A PEBB is a single package with a multi-
function controller that replaces the complex power electronic
circuits with a single device and therefore reduces the devel-
opment and design costs of the complex power circuits and
simplifies the development and design of large electric power
systems.

The applications of power electronics are varied and various
applications have their own specific design requirement. There
is a wide choice of available power devices. Because of physical,
material, and design limitations, none of the presently available
devices behave as an ideal switch, which should block arbi-
trarily large forward and reverse voltages with zero current in
the off-state, conduct arbitrarily large currents with zero volt-
age drop in the on-state, and have negligible switching time
and power loss. Therefore, power electronic circuits should
be designed by considering the capabilities and limitations of
available devices. Traditionally there has been limited inter-
action between device manufacturers and circuit designers.
Therefore, manufacturers have been fabricating generic power
semiconductor devices with inadequate consideration of the
specific applications where the devices are used. The diverse
nature of power electronics does not allow the use of generic
power semiconductor devices in all applications as it leads
to non-optimal systems. Therefore, the devices and circuits
need to be optimized at the application level. Soft-switching
topologies offer numerous advantages over conventional hard-
switching applications such as reduced switching stress and
EMI, and higher switching speed at reduced power loss. The
IGBTs behave dissimilarly in the two circuit conditions. As
a result, devices optimized for hard switching conditions do
not necessarily give the best possible performance when used
in soft switching circuits. In order to extract maximum system
performance, it is necessary to develop IGBTs suited for specific
applications. These optimized devices need to be manufac-
turable and cost effective in order to be commercially viable.
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6.1 Introduction

Thyristors are usually three-terminal devices that have four
layers of alternating p-type and n-type material (i.e. three
p–n junctions) comprising its main power handling section.
In contrast to the linear relation which exists between load and
control currents in a transistor, the thyristor is bistable. The
control terminal of the thyristor, called the gate (G) electrode,
may be connected to an integrated and complex structure as a
part of the device. The other two terminals, called the anode
(A) and cathode (K), handle the large applied potentials (often
of both polarities) and conduct the major current through the
thyristor. The anode and cathode terminals are connected in
series with the load to which power is to be controlled.

Thyristors are used to approximate ideal closed (no voltage
drop between anode and cathode) or open (no anode cur-
rent flow) switches for control of power flow in a circuit.
This differs from low-level digital switching circuits that are
designed to deliver two distinct small voltage levels while con-
ducting small currents (ideally zero). Thyristor circuits must
have the capability of delivering large currents and be able

to withstand large externally applied voltages. All thyristor
types are controllable in switching from a forward-blocking
state (positive potential applied to the anode with respect to
the cathode, with correspondingly little anode current flow)
into a forward-conduction state (large forward anode current
flowing, with a small anode–cathode potential drop). Most
thyristors have the characteristic that after switching from a
forward-blocking state into the forward-conduction state, the
gate signal can be removed and the thyristor will remain in
its forward-conduction mode. This property is termed “latch-
ing” and is an important distinction between thyristors and
other types of power electronic devices. Some thyristors are
also controllable in switching from forward-conduction back
to a forward-blocking state. The particular design of a thyristor
will determine its controllability and often its application.

Thyristors are typically used at the highest energy levels
in power conditioning circuits because they are designed to
handle the largest currents and voltages of any device tech-
nology (systems approximately with voltages above 1 kV or
currents above 100 A). Many medium-power circuits (sys-
tems operating at less than 1 kV or 100 A) and particularly
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low-power circuits (systems operating below 100 V or sev-
eral amperes) generally make use of power bipolar transis-
tors, power metal oxide semiconductor field effect transistors
(MOSFETs) or insulated gate bipolar transistors (IGBTs) as
the main switching elements because of the relative ease in
controlling them. IGBT technology, however, continues to
improve and multiple silicon die are commonly packaged
together in a module. These modules are replacing thyristors
in applications operating up to 3 kV that require control-
lable turn-off because of easier gate-drive requirements. Power
diodes are used throughout all levels of power condition-
ing circuits and systems for component protection and wave
shaping.

A thyristor used in some ac power circuits (50 or 60 Hz in
commercial utilities or 400 Hz in aircraft) to control ac power
flow can be made to optimize internal power loss at the expense
of switching speed. These thyristors are called phase-control
devices, because they are generally turned from a forward-
blocking into a forward-conducting state at some specified
phase angle of the applied sinusoidal anode–cathode voltage
waveform. A second class of thyristors is used in association
with dc sources or in converting ac power at one amplitude
and frequency into ac power at another amplitude and fre-
quency, and must generally switch on and off relatively quickly.
A typical application for the second class of thyristors is in con-
verting a dc voltage or current into an ac voltage or current. A
circuit that performs this operation is often called an inverter,
and the associated thyristors used are referred to as inverter
thyristors.

There are four major types of thyristors: (i) the silicon-
controlled rectifier (SCR); (ii) the gate turn-off thyristor
(GTO) and its close relative the integrated gate commutated
thyristor (IGCT); (iii) the MOS-controlled thyristor (MCT)
and its various forms; and (iv) the static induction thyristor
(SITh). MCTs are so-named because many parallel enhance-
ment mode, MOSFET structures of one charge type are
integrated into the thyristor for turn-on and many more MOS-
FETs of the other charge type are integrated into the thyristor
for turn-off. A SITh or field-controlled thyristor (FCTh), has
essentially the same construction as a power diode with a
gate structure that can pinch-off anode current flow. Although
MCTs, derivative forms of the MCT and SIThs have the advan-
tage of being essentially voltage-controlled devices (i.e. little
control current is required for turn-on or turn-off, and there-
fore require simplified control circuits attached to the gate
electrode), they are currently only found in niche applications
such as pulse power. Detailed discussion of variations of MCTs
and SIThs, as well as additional references on these devices are
discussed by Hudgins in [1]. Other types of thyristors include
the Triac (a pair of anti-parallel SCRs integrated together to
form a bi-directional current switch) and the programmable
unijunction transistor (PUT).

The SCRs and GTOs are designed to operate at all power
levels. These devices are primarily controlled using electrical

signals (current), though some types are made to be controlled
using optical energy (photons) for turn-on. Subclasses of SCRs
and GTOs are reverse conducting types and symmetric struc-
tures that block applied potentials in the reverse and forward
polarities. Other variations of GTOs are the gate-commutated
turn-off thyristor (GCT), commonly available as the IGCT,
and the bi-directional controlled thyristor (BCT). Most power
converter circuits incorporating thyristors make use of SCRs,
GTOs, or IGCTs, and hence the chapter will focus on these
devices, though the basics of operation are applicable to all
thyristor types.

All power electronic devices must be derated (e.g. power
dissipation levels, current conduction, voltage blocking, and
switching frequency must be reduced), when operating above
room temperature (defined as approximately 25◦C). Bipolar-
type devices have thermal runaway problems, in that if allowed
to conduct unlimited current, these devices will heat up inter-
nally causing more current to flow, thus generating more
heat, and so forth until destruction. Devices that exhibit this
behavior are pin diodes, bipolar transistors, and thyristors.

Almost all power semiconductor devices are made from sil-
icon (Si). Research and development continues in developing
other types of devices in silicon carbide (SiC), gallium nitride
(GaN), and related material systems. However, the physical
description and general behavior of thyristors is unimportant
to the semiconductor material system used, though the discus-
sion and any numbers cited in the chapter will be associated
with Si devices.

6.2 Basic Structure and Operation

Figure 6.1 shows a conceptual view of a typical thyristor with
the three p–n junctions and the external electrodes labeled.
Also shown in the figure is the thyristor circuit symbol used in
electrical schematics.

Anode(A)

p-emitter

n-base

p-base

n-emitter

Cathode (K) Gate (G)

A

G

K

J1

J2

J3

p

n−

n+

p

FIGURE 6.1 Simple cross section of a typical thyristor and the associ-
ated electrical schematic symbols.
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A high-resistivity region, n-base, is present in all thyristors. It
is this region, the n-base and associated junction, J2 of Fig. 6.1,
which must support the large applied forward voltages that
occur when the switch is in its off- or forward-blocking state
(non-conducting). The n-base is typically doped with impurity
phosphorous atoms at a concentration of 1013 to 1014 cm−3.
The n-base can be tens to hundreds of micrometer thick to sup-
port large voltages. High-voltage thyristors are generally made
by diffusing aluminum or gallium into both surfaces to cre-
ate p-doped regions forming deep junctions with the n-base.
The doping profile of the p-regions ranges from about 1015 to
1017 cm−3. These p-regions can be up to tens of micrometer
thick. The cathode region (typically only a few micrometer
thick) is formed by using phosphorous atoms at a doping
density of 1017 to 1018 cm−3.

The higher the forward-blocking voltage rating of the thyris-
tor, the thicker the n-base region must be. However, increasing
the thickness of this high-resistivity region results in slower
turn-on and turn-off (i.e. longer switching times and/or lower
frequency of switching cycles because of more stored charge
during conduction). For example, a device rated for a forward-
blocking voltage of 1 kV will, by its physical construction,
switch much more slowly than one rated for 100 V. In addi-
tion, the thicker high-resistivity region of the 1 kV device will
cause a larger forward voltage drop during conduction than
the 100 V device carrying the same current. Impurity atoms,
such as platinum or gold, or electron irradiation are used to
create charge-carrier recombination sites in the thyristor. The
large number of recombination sites reduces the mean carrier
lifetime (average time that an electron or hole moves through
the Si before recombining with its opposite charge-carrier
type). A reduced carrier lifetime shortens the switching times
(in particular the turn-off or recovery time) at the expense
of increasing the forward-conduction drop. There are other
effects associated with the relative thickness and layout of
the various regions that make up modern thyristors, but the
major tradeoff between forward-blocking voltage rating and
switching times, and between forward-blocking voltage rat-
ing and forward-voltage drop during conduction should be
kept in mind. (In signal-level electronics an analogous trade-
off appears as a lowering of amplification (gain) to achieve
higher operating frequencies, and is often referred to as the
gain-bandwidth product.)

Operation of thyristors is as follows. When a positive voltage
is applied to the anode (with respect to cathode), the thyristor
is in its forward-blocking state. The center junction, J2 (see
Fig. 6.1) is reverse biased. In this operating mode the gate
current is held to zero (open circuit). In practice, the gate
electrode is biased to a small negative voltage (with respect
to the cathode) to reverse bias the GK-junction J3 and prevent
charge-carriers from being injected into the p-base. In this con-
dition only thermally generated leakage current flows through
the device and can often be approximated as zero in value (the
actual value of the leakage current is typically many orders of

magnitude lower than the conducted current in the on-state).
As long as the forward applied voltage does not exceed the
value necessary to cause excessive carrier multiplication in the
depletion region around J2 (avalanche breakdown), the thyris-
tor remains in an off-state (forward-blocking). If the applied
voltage exceeds the maximum forward-blocking voltage of the
thyristor, it will switch to its on-state. However, this mode of
turn-on causes non-uniformity in the current flow, is generally
destructive, and should be avoided.

When a positive gate current is injected into the device,
J3 becomes forward biased and electrons are injected from
the n-emitter into the p-base. Some of these electrons diffuse
across the p-base and get collected in the n-base. This collected
charge causes a change in the bias condition of J1. The change
in bias of J1 causes holes to be injected from the p-emitter
into the n-base. These holes diffuse across the n-base and are
collected in the p-base. The addition of these collected holes in
the p-base acts the same as gate current. The entire process is
regenerative and will cause the increase in charge carriers until
J2 also becomes forward biased and the thyristor is latched in
its on-state (forward-conduction). The regenerative action will
take place as long as the gate current is applied in sufficient
amount and for a sufficient length of time. This mode of turn-
on is considered to be the desired one as it is controlled by the
gate signal.

This switching behavior can also be explained in terms of
the two-transistor analog shown in Fig. 6.2. The two transistors
are regeneratively coupled so that if the sum of their forward
current gains (α’s) exceeds unity, each drives the other into
saturation. Equation 6.1 describes the condition necessary for
the thyristor to move from a forward-blocking state into the
forward-conduction state. The forward current gain (expressed
as the ratio of collector current to emitter current) of the pnp
transistor is denoted by αp , and that of the npn as αn . The
α’s are current dependent and increase slightly as the current
increases. The center junction J2 is reverse biased under for-
ward applied voltage (positive, vAK ). The associated electric
field in the depletion region around the junction can result
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FIGURE 6.2 Two-transistor behavioral model of a thyristor.
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in significant carrier multiplication, denoted as a multiplying
factor M on the current components, Ico and iG .

iA = MIco +MαniG
1−M (αn + αp)

(6.1)

In the forward-blocking state, the leakage current Ico is small,
both α’s are small, and their sum is less than unity. Gate cur-
rent increases the current in both transistors, increasing their
α’s. Collector current in the npn transistor acts as base cur-
rent for the pnp, and analogously, the collector current of the
pnp acts as base current driving the npn transistor. When the
sum of the two α’s equals unity, the thyristor switches to its
on-state (latches). This condition can also be reached, without
any gate current, by increasing the forward applied voltage so
that carrier multiplication (M >> 1) at J2 increases the inter-
nal leakage current, thus increasing the two α’s. A third way to
increase the α’s exists by increasing the device (junction) tem-
perature. Increasing the temperature causes a corresponding
increase in the leakage current Ico to the point where latch-
ing can occur. The typical manifestation of this temperature
dependence is to cause an effective lowering of the maximum
blocking voltage that can be sustained by the thyristor.

Another way to cause a thyristor to switch from forward-
blocking to forward-conduction exists. Under a forward
applied voltage, J2 is reverse biased while the other two junc-
tions are forward-biased in the blocking mode. The reverse-
biased junction of J2 is the dominant capacitance of the three
and determines the displacement current that flows. If the
rate of increase in the applied vAK (dvAK /dt) is sufficient, it
will cause a significant displacement current through the J2

capacitance. This displacement current can initiate switching
similar to an externally applied gate current. This dynamic
phenomenon is inherent in all thyristors and causes there to
be a limit (dv/dt) to the time rate of applied vAK that can be
placed on the device to avoid uncontrolled switching. Alter-
ations to the basic thyristor structure can be produced that
increase the dv/dt limit and will be discussed in Section 6.4.

Once the thyristor has moved into forward-conduction, any
applied gate current is superfluous. The thyristor is latched
and, for SCRs, cannot be returned to a blocking mode by
using the gate terminal. Anode current must be commutated
away from the SCR for a sufficient time to allow stored charge
in the device to recombine. Only after this recovery time
has occurred, can a forward voltage be reapplied (below the
dv/dt limit of course) and the SCR again be operated in a
forward-blocking mode. If the forward voltage is reapplied
before sufficient recovery time has elapsed, the SCR will move
back into forward-conduction. For GTOs and IGCTs, a large
applied reverse gate current (typically in the range of 10–50%
of the anode current for GTOs, and 100% of the anode current
for IGCTs) applied for a sufficient time can remove enough
charge near the GK junction to cause it to turn-off. This inter-
rupts the base current to the pnp transistor, leaving the pnp

open-base, causing thyristor turn-off. This is similar in princi-
ple to use negative base current to quickly turn-off a traditional
bipolar transistor.

6.3 Static Characteristics

6.3.1 Current–Voltage Curves for Thyristors

A plot of the anode current (iA) as a function of anode–
cathode voltage (vAK ) is shown in Fig. 6.3. The forward-
blocking mode is shown as the low-current portion of the
graph (solid curve around operating point “1”). With zero gate
current and positive vAK , the forward characteristic in the off-
or blocking-state is determined by the center junction J2, which
is reverse biased. At operating point “1” very little current flows
(Ico only) through the device. However, if the applied voltage
exceeds the forward-blocking voltage, the thyristor switches
to its on- or conducting-state (shown as operating point “2”)
because of carrier multiplication (M in Eq. (6.1)). The effect of
gate current is to lower the blocking voltage at which switching
takes place. The thyristor moves rapidly along the negatively-
sloped portion of the curve until it reaches a stable operating
point determined by the external circuit (point “2”). The por-
tion of the graph indicating forward-conduction shows the
large values of iA that may be conducted at relatively low values
of vAK , similar to a power diode.

As the thyristor moves from forward-blocking to forward-
conduction, the external circuit must allow sufficient anode
current to flow to keep the device latched. The minimum
anode current that will cause the device to remain in forward-
conduction as it switches from forward-blocking is called the
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FIGURE 6.3 Static characteristic i–v curve typical of thyristors.
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latching current IL . If the thyristor is already in forward-
conduction and the anode current is reduced, the device can
move its operating mode from forward-conduction back to
forward-blocking. The minimum value of anode current nec-
essary to keep the device in forward-conduction after it has
been operating at a high anode current value is called the
holding current IH . The holding current value is lower than
the latching current value as indicated in Fig. 6.3.

The reverse thyristor characteristic, quadrant III of Fig. 6.3,
is determined by the outer two junctions (J1 and J3), which
are reverse biased in this operating mode (applied vAK is neg-
ative). Symmetric thyristors are designed so that J1 will reach
reverse breakdown due to carrier multiplication at an applied
reverse potential near the forward breakdown value (operating
point “3” in Fig. 6.3). The forward- and reverse-blocking junc-
tions are usually fabricated at the same time with a very long
diffusion process (10–50 h) at high temperatures (>1200◦C).
This process produces symmetric blocking properties. Wafer
edge termination processing causes the forward-blocking capa-
bility to be reduced to about 90% of the reverse-blocking
capability. Edge termination is discussed below. Asymmetric
devices are made to optimize forward-conduction and turn-
off properties, and as such reach reverse breakdown at a lower
voltage than that applied in the forward direction. This is
accomplished by designing the asymmetric thyristor with a
much thinner n-base than is used in symmetric structures. The
thin n-base leads to improved properties such as lower for-
ward drop and shorter switching times. Asymmetric devices
are generally used in applications when only forward volt-
ages (positive, vAK ) are to be applied (including many inverter
designs).

The form of the gate-to-cathode i–v characteristic of SCRs,
GTOs and IGCTs is similar to that of a diode. With positive gate
bias, the gate–cathode junction is forward biased and permits
the flow of a large current in the presence of a low voltage
drop. When negative gate voltage is applied to an SCR, the
gate–cathode junction is reverse biased and prevents the flow
of current until the avalanche breakdown voltage is reached. In
a GTO or IGCT, a negative gate voltage is applied to provide
a low impedance path for anode current to flow out of the
device instead of out the cathode. In this way the cathode
region (base–emitter junction of the equivalent npn transistor)
turns off, thus pulling the equivalent npn transistor out of
conduction. This causes the entire thyristor to return to its
blocking state. The problem with the GTO and IGCT is that
the gate-drive circuitry is typically required to sink 10–50%
(for the GTO) or 100% (for the IGCT) of the anode current
to achieve turn-off.

6.3.2 Edge and Surface Terminations

Thyristors are often made with planar diffusion technol-
ogy to create the cathode region. Formation of these
regions creates cylindrical curvature of the metallurgical

gate–cathode junction. Under reverse bias, the curvature of
the associated depletion region results in electric field crowd-
ing along the curved section of the p+ diffused region. The field
crowding seriously reduces the breakdown potential below that
expected for the bulk semiconductor. A floating field ring, an
extra p diffused region with no electrical connection at the sur-
face, is often added to modify the electric field profile and thus
reduce it to a value below or at the field strength in the bulk. An
illustration of a single floating field ring is shown in Fig. 6.4.
The spacing, W, between the main anode region and the field
ring is critical. Multiple rings can also be employed to further
modify the electric field in high-voltage rated thyristors.

Another common method for altering the electric field at
the surface is by using a field plate as shown in cross section
in Fig. 6.5. By forcing the potential over the oxide to be the
same as at the surface of the p+ region, the depletion region
can be extended so that the electric field intensity is reduced
near the curved portion of the diffused p+ region. A common
practice is to use field plates with floating field rings to obtain
optimum breakdown performance.

High-voltage thyristors are made from single wafers of Si
and must have edge terminations other than floating field
rings or field plates to promote bulk breakdown and limit

SiSiO2 SiSiO2

W
p+ p

n−

SiO2 SiO2

FIGURE 6.4 Cross section showing a floating field ring to decrease the
electric field intensity near the curved portion of the main anode region
(left-most p+ region).

depletion boundary

p+

n−

A

SiO2

FIGURE 6.5 Cross section showing a field plate used to reduce the
electric field intensity near the curved portion of the p+-region (anode).
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n+

p
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p

FIGURE 6.6 Cross section of a thyristor showing the negative bevel
(upper p–n− and p–n+ junctions) and positive bevel (lower p–n−
junction) used for edge termination of large-area devices.

leakage current at the surface. Controlled bevel angles can be
created using lapping and polishing techniques during pro-
duction of large-area thyristors. Two types of bevel junctions
can be created: (i) a positive bevel defined as one in which the
junction area decreases when moving from the highly-doped
to the lightly-doped side of the depletion region and (ii) a neg-
ative bevel defined as one in which the junction area increases
when moving from the highly-doped to the lightly-doped side
of the depletion region. In practice, the negative bevel must
be lapped at an extremely shallow angle to reduce the surface
field below the field intensity in the bulk. All positive bevel
angles between 0 and 90◦ result in a lower surface field than
in the bulk. Figure 6.6 shows the use of a positive bevel for
the J1 junction and a shallow negative bevel for the J2 and J3

junctions on a thyristor cross section to make maximum use of
the Si area for conduction and still reduce the surface electric
field. Further details of the use of beveling, field plates, and
field rings can be found in Ghandi [2] and Baliga [3].

6.3.3 Packaging

Thyristors are available in a wide variety of packages, from
small plastic ones for low-power (i.e. TO-247), to stud-mount

FIGURE 6.7 Examples of thyristor packaging: stud-mount (left) and press-pack/capsule (right).

packages for medium-power, to press-pack (also called flat-
pack) for the highest power devices. The press-packs must
be mounted under pressure to obtain proper electrical and
thermal contact between the device and the external metal
electrodes. Special force-calibrated clamps are made for this
purpose. Large-area thyristors cannot be directly attached to
the large copper pole piece of the press-pack because of the
difference in the coefficient of thermal expansion (CTE), hence
the use of a pressure contact for both anode and cathode.
Figure 6.7 shows typical thyristor stud-mount and press-pack
packages.

Many medium power thyristors are appearing in mod-
ules where a half- or full-bridge (and associated anti-parallel
diodes) is put together in one package. A power module
package should have five characteristics:

i) electrical isolation of the baseplate from the semicon-
ductor;

ii) good thermal performance;
iii) good electrical performance;
iv) long life/high reliability; and
v) low cost.

Electrical isolation of the baseplate from the semiconductor
is necessary in order to contain both halves of a phase leg in
one package as well as for convenience (modules switching
different phases can be mounted on one heatsink) and safety
(heatsinks can be held at ground potential).

Thermal performance is measured by the maximum tem-
perature rise in the Si die at a given power dissipation level
with a fixed heat sink temperature. The lower the die temper-
ature, the better the package. A package with a low thermal
resistance from junction-to-sink can operate at higher power
densities for the same temperature rise or lower temperatures
for the same power dissipation than a more thermally resistive
package. While maintaining low device temperature is gener-
ally preferable, temperature variation affects majority carrier
and bipolar devices differently. Roughly speaking, in a bipo-
lar device such as a thyristor, switching losses increase and
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TABLE 6.1 Thermal conductivity of thyristor package materials

Material Thermal conductivity
(W/m·K) at 300 K

Silicon 150
Copper (baseplate and pole pieces) 390–400
AlN substrate 170
Al2O3 (Alumina) 28
Aluminum (Al) 220
Tungsten (W) 167
Molybdenum (Mo) 138
Metal matrix composites (MMC) 170
Thermal grease (heatsink compound) 0.75
60/40 solder (Pb/Sn eutectic) 50
95/5 solder (Pb/Sn high temperature) 35

conduction losses decrease with increasing temperature. In a
majority carrier device, such as a MOSFET, conduction losses
increase with increasing temperature. The thermal conductiv-
ity of typical materials used in thyristor packages is shown in
Table 6.1.

Electrical performance refers primarily to the stray induc-
tance in series with the die, as well as the capability of
mounting a low-inductance bus to the terminals. Another
problem is the minimization of capacitive cross-talk from one
switch to another, which can cause an abnormal on-state con-
dition by charging the gate of an off-state switch, or from a
switch to any circuitry in the package (as would be found in
a hybrid power module). Capacitive coupling is a major cause
of electromagnetic interference (EMI). As the stray inductance
of the module and the bus sets a minimum switching loss
for the device – because the switch must absorb the stored
inductive energy – it is very important to minimize induc-
tance within the module. Reducing the parasitic inductance
reduces the high-frequency ringing during transients that is
another cause of radiated electromagnetic interference. Since
stray inductance can cause large peak voltages during switching
transients, minimizing it helps to maintain the device within
its safe area of operation.

Long life and high reliability are primarily attained through
minimization of thermal cycling, minimization of ambient
temperature, and proper design of the transistor stack. Ther-
mal cycling fatigues material interfaces because of coefficient of
thermal expansion (CTE) mismatch between dissimilar mate-
rials. As the materials undergo temperature variation, they
expand and contract at different rates which stresses the inter-
face between the layers and can cause interface deterioration
(e.g. cracking of solder layers or wire debonding). Chemical
degradation processes such as dendrite growth and impu-
rity migration are accelerated with increasing temperature, so
keeping the absolute temperature of the device low, as well as
minimizing the temperature changes to which it is subjected is
important. Typical CTE values for common package materials
are given in Table 6.2.

TABLE 6.2 CTE for thyristor package materials

Material CTE (μm/m·K) at 300 K

Silicon 4.1
Copper (baseplate and pole pieces) 17
AlN substrate 4.5
Al2O3 (Alumina) 6.5
Tungsten (W) 4.6
Molybdenum (Mo) 4.9
Aluminum (Al) 23
Metal matrix composites (MMC) 5–20
60/40 solder (Pb/Sn eutectic) 25

Low cost is achieved in a variety of ways. Both man-
ufacturing and material costs must be taken into account
when designing a power module. Materials that are difficult
to machine or process, even if they are relatively cheap in
raw form (molybdenum, for example), should be avoided.
Manufacturing processes that lower yield also drive up costs.
In addition, a part that is very reliable can reduce future costs
by reducing the need for repair and replacement.

The basic half-bridge module has three power terminals:
plus, minus and phase. Advanced modules differ from tradi-
tional high power commercial modules in several ways. The
baseplate is metallized aluminum nitride (AlN) ceramic rather
than the typical 0.125” thick nickel-plated copper baseplate
with a soldered metallized ceramic substrate for electrical isola-
tion. This AlN baseplate stack provides a low thermal resistance
from die to heatsink. The copper terminal power busses are
attached by solder to the devices in a wirebond-free, low-
inductance, low-resistance, device interconnect configuration.
The balance of the assembly is typical for module manufactur-
ing with attachment of shells, use of dielectric gels, and hard
epoxies and adhesive to seal the finished module. Details of
the thermal performance of modules and advanced modules
can be found in Beker et al. [4] and Godbold et al. [5].

6.4 Dynamic Switching Characteristics

The time rate of rise of anode current (di/dt) during turn-on
and the time rate of rise of anode–cathode voltage (dv/dt) dur-
ing turn-off are important parameters to control for ensuring
proper and reliable operation. All thyristors have maximum
limits for di/dt and dv/dt that must not be exceeded. Devices
capable of conducting large currents in the on-state, are neces-
sarily made with large surface areas through which the current
flows. During turn-on, localized areas of a device (near the
gate region) begin to conduct current. The initial turn-on of
an SCR is shown in Fig. 6.8. The cross section illustrates how
injected gate current flows to the nearest cathode region, caus-
ing this portion of the npn transistor to begin conducting. The
pnp transistor then follows the npn into conduction such that
anode current begins flowing only in a small portion of the
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FIGURE 6.8 Top view and associated cross section of gate–cathode
periphery showing initial turn-on region in a center-fired thyristor.

cathode region. If the local current density becomes too large
(in excess of several thousand amperes per square centime-
ter), then self-heating will damage the device. Sufficient time
(referred to as plasma spreading time) must be allowed for
the entire cathode area to begin conducting before the local-
ized currents become too high. This phenomenon results in a
maximum allowable rate of rise of anode current in a thyris-
tor and is referred to as a di/dt limit. In many high-frequency

FIGURE 6.9 Top view of typical interdigitated gate–cathode patterns used for thyristors.

applications, the entire cathode region is never fully in con-
duction. Prevention of di/dt failure can be accomplished if the
rate of increase of conduction area exceeds the di/dt rate such
that the internal junction temperature does not exceed a speci-
fied critical temperature (typically approximately 350◦C). This
critical temperature decreases as the blocking voltage increases.
Adding series inductance to the thyristor to limit di/dt below
its maximum usually causes circuit design problems.

Another way to increase the di/dt rating of a device is to
increase the amount of gate–cathode periphery. Inverter SCRs
(so-named because of their use in high-frequency power con-
verter circuits that convert dc to ac, i.e. invert) are designed
so that there is a large amount of gate edge adjacent to a
significant amount of cathode edge. A top surface view of
two typical gate–cathode patterns, found in large thyristors,
is shown in Fig. 6.9. An inverter SCR often has a stated max-
imum di/dt limit of approximately 2000 A/μs. This value has
been shown to be conservative [6], and by using excessive gate
current under certain operating conditions, an inverter SCR
can be operated reliably at 10,000 A/μs–20,000 A/μs.

A GTO takes the interdigitation of the gate and cathode to
the extreme (Fig. 6.9, left). In Fig. 6.10 a cross section of a
GTO shows the amount of interdigitation. A GTO often has
cathode islands that are formed by etching the Si. A metal plate
can be placed on the top to connect the individual cathodes
into a large arrangement of electrically parallel cathodes. The
gate metallization is placed so that the gate surrounding each
cathode is electrically in parallel as well. This construction not
only allows high di/dt values to be reached, as in an inverter
SCR, but also provides the capability to turn-off the anode
current by shunting it away from the individual cathodes and
out of the gate electrode upon reverse biasing of the gate.
During turn-off, current is decreasing while voltage across the
device is increasing. If the forward voltage becomes too high
while sufficient current is still flowing, then the device will
drop back into its conduction mode instead of completing its
turn-off cycle. Also, during turn-off, the power dissipation can
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FIGURE 6.10 Cross section of a GTO showing the cathode islands and
interdigitation with the gate (p-base).

become excessive if the current and voltage are simultaneously
too large. Both of these turn-off problems can damage the
device as well as other portions of the circuit.

Another switching problem that occurs is associated pri-
marily with thyristors, though other power electronic devices
suffer some degradation of performance from the same prob-
lem. This problem is that thyristors can self-trigger into a
forward-conduction mode from a forward-blocking mode if
the rate of rise of forward anode–cathode voltage is too large.
This triggering method is due to displacement current through
the associated junction capacitances (the capacitance at J2

dominates because it is reverse biased under forward applied
voltage). The displacement current contributes to the leakage
current Ico , shown in Eq. (6.1). The SCRs, GTOs and IGCTs,
therefore, have a maximum dv/dt rating that should not be
exceeded (typical values are 100–1000 V/μs). Switching into
a reverse-conducting from a reverse-blocking state, due to an
applied reverse dv/dt, is not possible because the values of the
reverse α’s of the equivalent transistors can never be made
large enough to cause the necessary feedback (latching) effect.
An external capacitor is often placed between the anode and
cathode of the thyristor to help control the dv/dt experienced.
Capacitors and other components that are used to form such
protection circuits, known as snubbers, may be found in all
power semiconductor devices.

6.4.1 Cathode Shorts

As the temperature in the thyristor increases above 25◦C,
the minority carrier lifetime and the corresponding diffusion
lengths in the n- and p-bases increase. This leads to an increase
in the α’s of the equivalent transistors. Discussion of the details
of the minority carrier diffusion length and its role in deter-
mining the current gain factor α can be found in Sze [7].
Referring to Eq. (6.1), it is seen that a lower applied bias
will give a carrier multiplication factor M sufficient to switch
the device from forward-blocking into conduction, because of
this increase of the α’s with increasing temperature. Placing a
shunt resistor in parallel with the base–emitter junction of the
equivalent npn transistor (shown in Fig. 6.11) will result in an
effective current gain, αneff , that is lower than αn , as given by
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FIGURE 6.11 Two-transistor equivalent circuit showing the addition of
a resistive shunt path for anode current.
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FIGURE 6.12 Cross section showing cathode shorts and the resulting
resistive shunt path for anode current.

Eq. (6.2), where vGK is the applied gate–cathode voltage, Rs is
the equivalent lumped value for the distributed current shunt-
ing structure, and the remaining factors form the appropriate
current factor based on the applied bias and characteristics of
the gate–cathode junction. The shunt current path is imple-
mented by providing intermittent shorts, called cathode shorts,
between the p-base (gate) region and the n+-emitter (cathode)
region in the thyristor as illustrated in Fig. 6.12. The lumped
shunt resistance value is in the range of 1–15 � as measured
from gate to cathode.

αneff = αn

(
1

1+ (vGK αn)/(Rsi0 exp(qvGK /kT ))

)
(6.2)

Low values of anode current (e.g. those associated with an
increase in temperature under forward-blocking conditions)
will flow through the shunt path to the cathode contact,
bypassing the n+-emitter and keeping the device out of its
forward-conduction mode. As the anode current becomes
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large, the potential drop across the shunt resistance will be suf-
ficient to forward bias the gate–cathode junction, J3, and bring
the thyristor into forward-conduction. The cathode shorts
also provide a path for displacement current to flow with-
out forward biasing J3. The dv/dt rating of the thyristor is
thus improved as well as the forward-blocking characteristics
by using cathode shorts. However, the shorts do cause a low-
ering of cathode current handling capability because of the
loss of some of the cathode area (n+-region) to the shorting
pattern, an increase in the necessary gate current to obtain
switching from forward-blocking to forward-conduction, and
an increase in complexity of manufacturing of the thyristor.
The loss of cathode area due to the shorting-structure is from
5 to 20%, depending on the type of thyristor. By careful
design of the cathode short windows to the p-base, the hold-
ing current can be made lower than the latching current. This
is important so that the thyristor will remain in forward-
conduction when used with varying load impedances.

6.4.2 Anode Shorts

A further increase in forward-blocking capability can be
obtained by introducing anode shorts in addition to the cath-
ode shorts. This reduces αp in a similar manner that cathode
shorts reduce αn . An illustration of this is provided in Fig. 6.13.
In this structure both J1 and J3 are shorted (anode and cathode
shorts), so that the forward-blocking capability of the thyristor
is completely determined by the avalanche breakdown charac-
teristics of J2. Anode shorts will result in the complete loss of
reverse-blocking capability and is only suitable for thyristors
used in asymmetric circuit applications.

n+ n+ n+ n+

p+ p+ p+ p+

n−

p

Shorted cathode Gate

n+ region

Shorted anode

FIGURE 6.13 Cross section showing integrated cathode and anode
shorts.

6.4.3 Amplifying Gate

The cathode-shorting structure will reduce the gate sensitiv-
ity dramatically. To increase this sensitivity and yet retain the

Metal anode contact
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p
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FIGURE 6.14 Cross section showing the amplifying gate structure in a
thyristor.

benefits of the cathode-shorts, a structure called an amplify-
ing gate (or regenerative gate) is used, as shown in Fig. 6.14
(and Fig. 6.9, right). When the gate current (1) is injected
into the p-base through the pilot-gate contact, electrons are
injected into the p-base by the n+-emitter with a given emit-
ter injection efficiency. These electrons traverse through the
p-base (the time taken for this process is called the transit
time) and accumulate near the depletion region. This nega-
tive charge accumulation leads to injection of holes from the
anode. The device then turns on after a certain delay, dic-
tated by the p-base transit time, and the pilot anode current
(2) begins to flow through a small region near the pilot-gate
contact as shown in Fig. 6.14.

This flow of pilot anode current corresponds to the initial
sharp rise in the anode current waveform (phase I), as shown in
Fig. 6.15. The device switching then goes into phase II, during
which the anode current remains fairly constant, suggesting
that the resistance of the region has reached its lower limit.
This is due to the fact that the pilot anode current (2) takes a
finite time to traverse through the p-base laterally and become
the gate current for the main cathode area. The n+-emitters
start to inject electrons which traverse the p-base vertically and
after a certain finite time (transit time of the p-base) reach the
depletion region. The total time taken by the lateral traversal
of pilot anode current and the electron transit time across the
p-base is the reason for observing this characteristic phase II
interval. The width of the phase II interval is comparable to the
switching delay, suggesting that the p-base transit time is of pri-
mary importance. Once the main cathode region turns on, the
resistance of the device decreases and the anode current begins
to rise again (transition from phase II to III). From this time
onward in the switching cycle, the plasma spreading velocity
will dictate the rate at which the conduction area will increase.
The current density during phase I and II can be quite large,
leading to a considerable increase in the local temperature and
device failure. The detailed effect of the amplifying gate on
the anode current rise will only be noticed at high levels of
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FIGURE 6.15 Turn-on waveforms showing the effect of the amplifying
gate in the anode current rise.

di/dt (in the range of 1000 A/μs), shown in Fig. 6.15. It can be
concluded that the amplifying gate will increase gate sensitiv-
ity at the expense of some di/dt capability, as demonstrated by
Sankaran [8]. This lowering of di/dt capability can be some-
what off-set by an increase in gate–cathode interdigitation as
previously discussed.

6.4.4 Temperature Dependencies

The forward-blocking voltage of an SCR has been shown to be
reduced from 1350 V at 25◦C to 950 V at−175◦C in a near lin-
ear fashion [8]. Above 25◦C, the forward-blocking capability is
again reduced, due to changes in the minority carrier lifetime
which cause the leakage current to increase and the associ-
ated breakover voltage to decrease. Several dominant physical
parameters associated with semiconductor devices are sensi-
tive to temperature variations, causing their dependent device
characteristics to change dramatically. The most important of
these parameters are: (i) the minority carrier lifetimes (which
control the high-level injection lifetimes); (ii) the hole and
electron mobilities; (iii) the impact ionization collision cross
sections; and (iv) the free-carrier concentrations (primarily
the ionized impurity-atom concentration). Almost all of the
impurity atoms are ionized at temperatures above 0◦C, and
so further discussion of the temperature effects on ioniza-
tion is not relevant for normal operation. As the temperature
increases above 25◦C, the following trends are observed: the
carrier lifetimes increase, giving longer recovery times and
greater switching losses; the carrier mobilities are reduced,
increasing the on-state voltage drop; and at very high temper-
atures, the intrinsic carrier concentration becomes sufficiently
high that the depletion layer will not form and the device can-
not switch off. A more detailed discussion of these physical
parameters is beyond the scope of this article, but references
are listed for those persons interested in pursuing relevant
information about temperature effects.
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FIGURE 6.16 Temperature effect on the anode current tail during
turn-off.

It is well known that charge carrier recombination events
are more efficient at lower temperatures. This shows up as a
larger potential drop during forward-conduction and a shorter
recovery time during turn-off. A plot of the anode current
during turn-off, at various temperatures, for a typical GTO is
shown in Fig. 6.16.

An approximate relation between the temperature and the
forward drop across the n-base of a thyristor is discussed in
detail by Herlet [10] and Hudgins et al. [11]. Temperature
dependent equations relating the anode current density, JA and
the applied anode–cathode voltage VAK are also given in Ref-
erence [11]; these include the junction potential drops in the
device, the temperature dependence of the bandgap energy,
and the n-base potential drop. Data from measurements at
forward current densities of approximately 100 A/cm2 on a
GTO rated for 1 kV symmetric blocking gives forward voltage
drops of 1.7 V at –50◦C and 1.8 V at 150◦C.

6.5 Thyristor Parameters

Understanding of a thyristor’s maximum ratings and electri-
cal characteristics is required for proper application. Use of
a manufacturer’s data sheet is essential for good design prac-
tice. Ratings are maximum or minimum values that set limits
on device capability. A measure of device performance under
specified operating conditions is a characteristic of the device.
A summary of some of the maximum ratings which must be
considered when choosing a thyristor for a given application
is provided in Table 6.3. Thyristor types shown in parenthe-
ses indicate a maximum rating unique to that device. Both
forward and reverse repetitive and non-repetitive voltage rat-
ings must be considered, and a properly rated device must
be chosen so that the maximum voltage ratings are never
exceeded. In most cases, either forward or reverse voltage



102 A. Bryant et al.

TABLE 6.3 Thyristor maximum ratings specified by manufacturers

Symbol Description

VRRM Peak repetitive reverse voltage

VRSM Peak non-repetitive reverse voltage (transient)

VR(DC) DC reverse blocking voltage

VDRM Peak repetitive forward off-state voltage

VDSM Peak non-repetitive forward off-state voltage
(transient)

VD(DC) DC forward-blocking voltage

IT (RMS), IF(RMS) RMS forward on-state current

IT(AV ), IF(AV ) Average forward on-state current at specified
case or junction temperature

ITSM , IF(TSM ) Peak one-cycle surge on-state current (values
specified at 60 and 50 Hz)

ITGQ (GTO) Peak controllable current

I 2t Non-repetitive pulse overcurrent capability
(t = 8.3 ms for a 60 Hz half cycle)

PT Maximum power dissipation

di/dt Critical rate of rise of on-state current at
specified junction temperature, gate current
and forward-blocking voltage

PGM (PFGM for GTO) Peak gate power dissipation (forward)

PRGM (GTO) Peak gate power dissipation (reverse)

PG(AV ) Average gate power dissipation

VFGM Peak forward gate voltage

VRGM Peak reverse gate voltage

IFGM Peak forward gate current

IRGM (GTO) Peak reverse gate current

TSTG Storage temperature

Tj Junction operating temperature

VRMS Voltage isolation (modules)

transients in excess of the non-repetitive maximum ratings
result in destruction of the device. The maximum root mean
square (RMS) or average current ratings given are usually those
which cause the junction to reach its maximum rated temper-
ature. Because the maximum current will depend upon the
current waveform and upon thermal conditions external to
the device, the rating is usually shown as a function of case
temperature and conduction angle. The peak single half-cycle
surge-current rating must be considered, and in applications
where the thyristor must be protected from damage by over-
loads, a fuse with an I2t rating smaller than the maximum
rated value for the device must be used. Maximum ratings for
both forward and reverse gate voltage, current and power also
must not be exceeded.

The maximum rated operating junction temperature TJ

must not be exceeded, since device performance, in particular
voltage-blocking capability, will be degraded. Junction tem-
perature cannot be measured directly but must be calculated

from a knowledge of steady-state thermal resistance R�(J−C),
and the average power dissipation. For transients or surges,
the transient thermal impedance (Z�(J−C)) curve must be
used (provided in manufacturer’s data sheets). The maxi-
mum average power dissipation PT is related to the maximum
rated operating junction temperature and the case tempera-
ture by the steady-state thermal resistance. In general, both
the maximum dissipation and its derating with increasing case
temperature are provided.

The number and type of thyristor characteristics specified
varies widely from one manufacturer to another. Some charac-
teristics are given only as typical values of minima or maxima,
while many characteristics are displayed graphically. Table 6.4
summarizes some of the typical characteristics provided as
maximum values. The maximum value means that the man-
ufacturer guarantees that the device will not exceed the value
given under the specified operating or switching conditions. A
minimum value means that the manufacturer guarantees that
the device will perform at least, as well as the characteristic
given under the specified operating or switching conditions.
Thyristor types shown in parenthesis indicate a characteris-
tic unique to that device. Gate conditions of both voltage and
current to ensure either non-triggered or triggered device oper-
ation are included. The turn-on and turn-off transients of the
thyristor are characterized by switching times like the turn-off

TABLE 6.4 Typical thyristor characteristic maximum and minimum
values specified by manufacturers

Symbol Description

VTM , VFM Maximum on-state voltage drop(at specified
junction temperature and forward current)

IDRM Maximum forward off-state current (at specified
junction temperature and forward voltage)

IRRM Maximum reverse off-state current (at specified
junction temperature and reverse voltage)

dv/dt Minimum critical rate of rise of off-state voltage at
specified junction temperature and
forward-blocking voltage level

VGT Maximum gate trigger voltage (at specified
temperature and forward applied voltage)

VGD , VGDM Maximum gate non-trigger voltage (at specified
temperature and forward applied voltage)

IGT Maximum gate trigger current (at specified
temperature and forward applied voltage)

Tgt (GTO) Maximum turn-on time (under specified switching
conditions)

Tq Maximum turn-off time (under specified switching
conditions)

tD Maximum turn-on delay time (for specified test)

R�(J−C) Maximum junction-to-case thermal resistance

R�(C−S) Maximum case-to-sink thermal resistance (interface
lubricated)
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time listed in Table 6.4. The turn-on transient can be divided
into three intervals: (i) gate-delay interval; (ii) turn-on of ini-
tial area; and (iii) spreading interval. The gate-delay interval is
simply the time between application of a turn-on pulse at the
gate and the time the initial cathode area turns on. This delay
decreases with increasing gate drive current and is of the order
of a few microseconds. The second interval, the time required
for turn-on of the initial area, is quite short, typically less than
1 μs. In general, the initial area turned on is a small percent-
age of the total useful device area. After the initial area turns
on, conduction spreads (spreading interval or plasma spread-
ing time) throughout the device in tens of microseconds for
high-speed or thyristors. The plasma spreading time may take
up to hundreds of microseconds in large-area phase-control
devices.

Table 6.5 lists many of the thyristor parameters that appear
as listed values or as information on graphs. The definition of
each parameter and the test conditions under which they are
measured are given in the table as well.

6.6 Types of Thyristors

In recent years, most development effort has gone into con-
tinued integration of the gating and control electronics into
thyristor modules, and the use of MOS-technology to cre-
ate gate structures integrated into the thyristor itself. Many
variations of this theme are being developed and some tech-
nologies should rise above the others in the years to come.
Further details concerning most of the following discussion of
thyristor types can be found in [1].

6.6.1 SCRs and GTOs

The highest power handling devices continue to be bipolar
thyristors. High powered thyristors are large diameter devices,
some well in excess of 100 mm, and as such have a limita-
tion on the rate of rise of anode current, a di/dt rating. The
depletion capacitances around the p–n junctions, in particular
the center junction J2, limit the rate of rise in forward voltage
that can be applied even after all the stored charge, introduced
during conduction, is removed. The associated displacement
current under application of forward voltage during the thyris-
tor blocking state sets a dv/dt limit. Some effort in improving
the voltage hold-off capability and over-voltage protection
of conventional SCRs is underway by incorporating a lat-
eral high resistivity region to help dissipate the energy during
breakover. Most effort, though, is being placed in the further
development of high performance GTOs and IGCTs because of
their controllability and to a lesser extent in optically triggered
structures that feature gate circuit isolation.

High voltage GTOs with symmetric blocking capability
require thick n-base regions to support the high electric field.

The addition of an n+ buffer layer next to the p+-anode allows
high voltage forward-blocking and a low forward voltage drop
during conduction because of the thinner n-base required.
Cylindrical anode shorts have been incorporated to facilitate
excess carrier removal from the n-base during turn-off and still
retain the high blocking capability. This device structure can
control 200 A, operating at 900 Hz, with a 6 kV hold-off. Some
of the design tradeoff between the n-base width and turn-off
energy losses in these structures have been determined. A sim-
ilar GTO incorporating an n+-buffer layer and a pin structure
has been fabricated that can control up to 1 kA (at a forward
drop of 4 V) with a forward blocking capability of 8 kV. A
reverse conducting GTO has been fabricated that can block
6 kV in the forward direction, interrupt a peak current of 3 kA
and has a turn-off gain of about 5.

The IGCT is a modified GTO structure. It is designed and
manufactured so that it commutates all of the cathode current
away from the cathode region and diverts it out of the gate
contact. The IGCT is similar to a GTO in structure except that
it always has a low-loss n-buffer region between the n-base
and p-emitter. The IGCT device package is designed to result
in a very low parasitic inductance and is integrated with a
specially designed gate-drive circuit. The gate drive contains all
the necessary di/dt and dv/dt protection; the only connections
required are a low-voltage power supply for the gate drive and
an optical signal for controlling the gate. The specially designed
gate drive and ring-gate package circuit allows the IGCT to
be operated without a snubber circuit, and to switch with a
higher anode di/dt than a similar GTO. At blocking voltages
of 4.5 kV and higher the IGCT provides better performance
than a conventional GTO. The speed at which the cathode
current is diverted to the gate (diGQ/dt) is directly related to
the peak snubberless turn-off capability of the IGCT. The gate
drive circuit can sink current for turn-off at diGQ/dt values
in excess of 7000 A/μs. This hard gate drive results in a low
charge storage time of about 1 μs. The low storage time and
the fail-short mode makes the IGCT attractive for high-power,
high-voltage series applications; examples include high-power
converters in excess of 100 MVA, static vol-ampere reactive
(VAR) compensators and converters for distributed generation
such as wind power.

6.6.2 MOS-controlled Thyristors

The cross section of the p-type MCT unit cell is given in
Fig. 6.17. When the MCT is in its forward-blocking state and
a negative gate–anode voltage is applied, an inversion layer is
formed in the n-doped material that allows holes to flow lat-
erally from the p-emitter (p-channel FET source) through the
channel to the p-base (p-channel FET drain). This hole flow
is the base current for the npn transistor. The n-emitter then
injects electrons which are collected in the n-base, causing the
p-emitter to inject holes into the n-base so that the pnp tran-
sistor is turned on and latches the MCT. The MCT is brought
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TABLE 6.5 Symbols and definitions of major thyristor parameters

Rθ Thermal resistance Specifies the degree of temperature rise per unit of power, measuring
junction temperature from a specified external point. Defined when
junction power dissipation results in steady-state thermal flow.

Rθ(J−A) Junction-to-ambient thermal resistance The steady-state thermal resistance between the junction and ambient.
Rθ(J−C) Junction-to-case thermal resistance The steady-state thermal resistance between the junction and case surface.
Rθ(J−S) Junction-to-sink thermal resistance The steady-state thermal resistance between the junction and the heatsink

mounting surface.
Rθ(C−S) Contact thermal resistance The steady-state thermal resistance between the surface of the case and the

heatsink mounting surface.
Zθ Transient thermal impedance The change of temperature difference between two specified points or

regions at the end of a time interval divided by the step function
change in power dissipation at the beginning of the same interval
causing the change of temperature difference.

Zθ(J−A) Junction-to-ambient transient thermal
impedance

The transient thermal impedance between the junction and ambient.

Zθ(J−C) Junction-to-case transient thermal impedance The transient thermal impedance between the junction and the case
surface.

Zθ(J−S) Junction-to-sink transient thermal impedance The transient thermal impedance between the junction and the heatsink
mounting surface.

TA Ambient temperature It is the temperature of the surrounding atmosphere of a device when
natural or forced-air cooling is used, and is not influenced by heat
dissipation of the device.

TS Sink temperature The temperature at a specified point on the device heatsink.
TC Case temperature The temperature at a specified point on the device case.
TJ Junction temperature The device junction temperature rating. Specifies the maximum and

minimum allowable operation temperatures.
TSTG Storage temperature Specifies the maximum and minimum allowable storage temperatures

(with no electrical connections).
VRRM Peak reverse blocking voltage Within the rated junction temperature range, and with the gate terminal

open circuited, specifies the repetitive peak reverse anode to cathode
voltage applicable on each cycle.

VRSM Transient peak reverse-blocking voltage Within the rated junction temperature range, and with the gate terminal
open circuited, specifies the non-repetitive peak reverse anode to
cathode voltage applicable for a time width equivalent to less than 5 ms.

VR(DC) SCR only dc reverse-blocking voltage Within the rated junction temperature range, and with the gate terminal
open-circuited, specifies the maximum value for dc anode to cathode
voltage applicable in the reverse direction.

VDRM Peak forward-blocking voltage Within the rated junction temperature range, and with the gate terminal
open circuited (SCR), or with a specified reverse voltage between the
gate and cathode (GTO), specifies the repetitive peak off-state anode to
cathode voltage applicable on each cycle. This does not apply for
transient off-state voltage application.

VDSM Transient peak forward-blocking voltage Within the rated junction temperature range, and with the gate terminal
open circuited (SCR), or with a specified reverse voltage between the
gate and cathode (GTO), specifies the non-repetitive off-state anode to
cathode voltage applicable for a time width equivalent to less than 5 ms.
This gives the maximum instantaneous value for non-repetitive
transient off-state voltage.

VD(DC) dc forward-blocking voltage Within the rated junction temperature range, and with the gate terminal
open circuited (SCR), or with a specified reverse voltage between the
gate and cathode (GTO), specifies the maximum value for dc anode to
cathode voltage applicable in the forward direction.

dv/dt Critical rate of rise of off-state voltage
dv/dt = (0.632VD )/τVD is specified off-state
voltage τ is time constant for exponential

At the maximum rated junction temperature range, and with the gate
terminal open circuited (SCR), or with a specified reverse voltage
between the gate and cathode (GTO), this specifies the maximum rate
of rise of off-state voltage that will not drive the device from an
off-state to an on-state when an exponential off-state voltage of
specified amplitude is applied to the device.

VTM Peak on-state voltage At specified junction temperature, and when on-state current (50 or
60 Hz, half sine wave of specified peak amplitude) is applied to the
device, indicates peak value for the resulting voltage drop.
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IT (RMS) RMS on-state current At specified case temperature, indicates the RMS value for on-state
current that can be continuously applied to the device.

IT (AV ) Average on-state current At specified case temperature, and with the device connected to a resistive
or inductive load, indicates the average value for forward-current (sine
half wave, commercial frequency) that can be continuously applied to
the device.

ITSM Peak on-state current Within the rated junction temperature range, indicates the peak-value for
non-repetitive on-state current (sine half wave, 50 or 60 Hz). This value
indicated for one cycle, or as a function of a number of cycles.

I 2t Current-squared time The maximum, on-state, non-repetitive short-time thermal capacity of the
device and is helpful in selecting a fuse or providing a coordinated
protection scheme of the device in the equipment. This rating is
intended specifically for operation less than one half cycle of a 180°
(degree) conduction angle sinusoidal wave form. The off-state blocking
capability cannot be guaranteed at values near the maximum I 2t .

di/dt Critical rate of Rise of on-state current At specified case temperature, specified off-state voltage, specified gate
conditions, and at a frequency of less than 60 Hz, indicates the
maximum rate of rise of on-state current which the thyristor will
withstand when switching from an off-state to an on-state, when using
recommended gate drive.

IRRM Peak reverse leakage current At maximum rated junction temperature, indicates the peak value for
reverse current flow when a voltage (sine half wave, 50 or 60 Hz, and
having a peak value as specified for repetitive peak reverse-voltage
rating) is applied in a reverse direction to the device.

IDRM Peak forward-leakage current At maximum rated junction temperature, indicates the peak value for
off-state current flow when a voltage (sine half wave, 50 or 60 Hz, and
having a peak value for repetitive off-state voltage rating) is applied in a
forward direction to the device. For a GTO, a reverse voltage between
the gate and cathode is specified.

PGM (SCR) PGFM
(GTO)

Peak gate power dissipation peak gate forward
power dissipation

Within the rated junction temperature range, indicates the peak value for
maximum allowable power dissipation over a specified time period,
when the device is in forward-conduction between the gate and
cathode.

PG(AV ) Average gate power dissipation Within the rated junction temperature range, indicates the average value
for maximum allowable power dissipation when the device is
forward-conducting between the gate and cathode.

PGRM GTO only Peak gate reverse power dissipation Within the rated junction temperature range, indicates the peak value for
maximum allowable power dissipation in the reverse direction between
the gate and cathode, over a specified time period.

PGR(AV ) GTO only Average gate reverse power dissipation Within the rated junction temperature range, indicates the average value
for maximum allowable power dissipation in the reverse direction
between the gate and cathode.

IGFM Peak forward gate current Within the rated junction temperature range, indicates the peak value for
forward current flow between the gate and cathode.

IGRM GTO only Peak reverse gate current Within the rated junction temperature range, indicates peak value for
reverse current that can be conducted between the gate and cathode.

VGRM Peak reverse gate voltage Within the rated junction temperature range, indicates the peak value for
reverse voltage applied between the gate and cathode.

VGFM Peak forward gate voltage Within the rated junction temperature range, indicates the peak value for
forward voltage applied between the gate and cathode.

IGT Gate current to trigger At a junction temperature of 25°C, and with a specified off-voltage, and a
specified load resistance, indicates the minimum gate dc current
required to switch the thyristor from an off-state to an on-state.

VGT Gate voltage to trigger At a junction temperature of 25°C, and with a specified off-state voltage,
and a specified load resistance, indicates the minimum dc gate voltage
required to switch the thyristor from an off-state to an on-state.

VGDM SCR Only Non-triggering gate voltage At maximum rated junction temperature, and with a specified off-state
voltage applied to the device, indicates the maximum dc gate voltage
which will not switch the device from an off-state to an on-state.

ITGQ GTO only Gate controlled turn-off current Under specified conditions, indicates the instantaneous value for
on-current usable in gate control, specified immediately prior to device
turn-off.

continued
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Rθ Thermal resistance Specifies the degree of temperature rise per unit of power, measuring
junction temperature from a specified external point. Defined when
junction power dissipation results in steady-state thermal flow.

ton SCR only Turn-on time At specified junction temperature, and with a peak repetitive off-state
voltage of half rated value, followed by device turn-on using specified
gate current, and when specified on-state current of specified di/dt
flows, indicated as the time required for the applied off-state voltage to
drop to 10% of its initial value after gate current application. Delay time
is the term used to define the time required for applied voltage to drop
to 90% of its initial value following gate-current application. The time
required for the voltage level to drop from 90 to 10% of its initial value
is referred to as rise time. The sum of both these defines turn-on time.

Tq SCR Only Turn-off time Specified at maximum rated junction temperature. Device set up to
conduct on-state current, followed by application of specified reverse
anode-cathode voltage to quench on-state current, and then increasing
the anode-cathode voltage at a specified rate of rise as determined by
circuit conditions controlling the point where the specified off-state
voltage is reached. Turn-off time defines the minimum time which the
device will hold its off-state, starting from the time on-state current
reached zero until the time forward voltage is again applied (i.e. applied
anode–cathode voltage becomes positive again).

tgt GTO only Turn-on time When applying forward current to the gate, indicates the time required to
switch the device from an off-state to an on-state.

tqt GTO only Turn-off time When applying reverse current to the gate, indicates the time required to
switch the device from an on-state to an off-state.
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FIGURE 6.17 Cross section of unit cell of a p-type MCT.

out of conduction by applying a positive gate–anode voltage.
This signal creates an inversion layer that diverts electrons in
the n-base away from the p-emitter and into the heavily doped
n-region at the anode. This n-channel FET current amounts
to a diversion of the pnp transistor base current so that its

base–emitter junction turns off. Holes are then no longer avail-
able for collection by the p-base. The elimination of this hole
current (npn transistor base current) causes the npn transis-
tor to turn-off. The remaining stored charge recombines and
returns the MCT to its blocking state.

The seeming variability in fabrication of the turn-off FET
structure continues to limit the performance of MCTs, par-
ticularly current interruption capability, though these devices
can handle two to five times the conduction current density of
IGBTs. Numerical modeling and its experimental verification
show that ensembles of cells are sensitive to current filamenta-
tion during turn-off. All MCT device designs suffer from the
problem of current interruption capability. Turn-on is rela-
tively simple, by comparison; both the turn-on and conduction
properties of the MCT approach the one-dimensional thyristor
limit.

Other variations on the MCT structure have been demon-
strated, namely the emitter switched thyristor (EST) and the
dual-gate emitter switched thyristor (DG-EST) [12]. These
comprise integrated lateral MOSFET structures which con-
nect a floating thyristor n-emitter region to an n+ thyristor
cathode region. The MOS channels are in series with the
floating n-emitter region, allowing triggering of the thyristor
with electrons from the n-base and interruption of the cur-
rent to initiate turn-off. The DG-EST behaves as a dual-mode
device, with the two gates allowing an IGBT mode to oper-
ate during switching and a thyristor mode to operate in the
on-state.
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FIGURE 6.18 Cross section of a SITh or FCT.

6.6.3 Static Induction Thyristors

A SITh or FCTh has a cross section similar to that shown in
Fig. 6.18. Other SITh configurations have surface gate struc-
tures. The device is essentially a pin diode with a gate structure
that can pinch-off anode current flow. High power SIThs have
a sub-surface gate (buried-gate) structure to allow larger cath-
ode areas to be utilized, and hence larger current densities are
possible.

Planar gate devices have been fabricated with blocking capa-
bilities of up to 1.2 kV and conduction currents of 200 A, while
step-gate (trench-gate) structures have been produced that are
able to block up to 4 kV and conduct 400 A. Similar devices
with a “Verigrid” structure have been demonstrated that can
block 2 kV and conduct 200 A, with claims of up to 3.5 kV
blocking and 200 A conduction. Buried-gate devices that block
2.5 kV and conduct 300 A have also been fabricated. Recently
there has been a resurgence of interest in these devices for
fabrication in SiC.

6.6.4 Optically Triggered Thyristors

Optically gated thyristors have traditionally been used in power
utility applications where series stacks of devices are necessary
to achieve the high voltages required. Isolation between gate
drive circuits for circuits such as static VAR compensators and
high voltage dc to ac inverters (for use in high voltage dc
(HVDC) transmission) have driven the development of this
class of devices, which are typically available in ratings from 5
to 8 kV. The cross section is similar to that shown in Fig. 6.19,
showing the photosensitive region and the amplifying gate

light

n−
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p

n+ K

A

p

R

amplifying gate
structures

FIGURE 6.19 Cross section of a light-triggered thyristors (LTT).

structures. Light-triggered thyristors (LTTs) may also integrate
over-voltage protection.

One of the most recent devices can block 6 kV forward and
reverse, conduct 2.5 kA average current, maintain a di/dt capa-
bility of 300 A/μs and a dv/dt capability of 3000 V/μs, with a
required trigger power of 10 mW. An integrated light triggered
and light quenched SITh has been produced that can block
1.2 kV and conduct up to 20 A (at a forward drop of 2.5 V).
This device is an integration of a normally off buried-gate
static induction photo-thyristor and a normally off p-channel
darlington surface-gate static induction phototransistor. The
optical trigger and quenching power required is less than 5
and 0.2 mW, respectively.

6.6.5 Bi-directional Thyristors

The BCT is an integrated assembly of two anti-parallel thyris-
tors on one Si wafer. The intended applications for this switch
are VAR compensators, static switches, soft starters and motor
drives. These devices are rated up to 6.5 kV blocking. Cross-
talk between the two halves has been minimized. A cross
section of the BCT is shown in Fig. 6.20. Note that each
surface has a cathode and an anode (opposite devices). The
small gate–cathode periphery necessarily restricts the BCT to
low-frequency applications because of its di/dt limit.

Low-power devices similar to the BCT, but in existence for
many years, are the diac and triac. A simplified cross section
of a diac is shown in Fig. 6.21. A positive voltage applied to
the anode with respect to the cathode forward biases J1, while
reverse biasing J2. J4 and J3 are shorted by the metal con-
tacts. When J2 is biased to breakdown, a lateral current flows
in the p2 region. This lateral flow forward biases the edge
of J3, causing carrier injection. The result is that the device
switches into its thyristor mode and latches. Applying a reverse
voltage causes the opposite behavior at each junction, but
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FIGURE 6.20 Cross section of a bi-directional control thyristor (BCT).
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FIGURE 6.21 Cross section and i–v plot of a diac.
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FIGURE 6.22 Cross section of a triac.

with the same result. Figure 6.21 also shows the i–v plot for
a diac.

The addition of a gate connection, to form a triac, allows
the breakover to be controlled at a lower forward voltage.
Figure 6.22 shows the structure for the triac. Unlike the diac,
this is not symmetrical, resulting in differing forward and

reverse breakover voltages for a given gate voltage. The device
is fired by applying a gate pulse of the same polarity relative
to MT1 as that of MT2.

6.7 Gate Drive Requirements

6.7.1 Snubber Circuits

To protect a thyristor, from a large di/dt during turn-on and
a large dv/dt during turn-off, a snubber circuit is needed.
A general snubber topology is shown in Fig. 6.23. The turn-on
snubber is made by inductance L1 (often L1 is stray inductance
only). This protects the thyristor from a large di/dt during
the turn-on process. The auxiliary circuit made by R1 and D1

allows the discharging of L1 when the thyristor is turned off.
The turn-off snubber is made by resistor R2 and capacitance
C2. This circuit protects a GTO from large dv/dt during the
turn-off process. The auxiliary circuit made by D2 and R2

allows the discharging of C2 when the thyristor is turned on.
The circuit of capacitance C2 and inductance L1 also limits the
value of dv/dt across the thyristor during forward-blocking. In
addition, L1 protects the thyristor from reverse over-currents.
R1 and diodes D1, D2 are usually omitted in ac circuits with
converter-grade thyristors. A similar second set of L, C and R
may be used around this circuit in HVDC applications.

6.7.2 Gate Circuits

It is possible to turn on a thyristor by injecting a current pulse
into its gate. This process is known as gating, triggering or
firing the thyristor. The most important restrictions are on
the maximum peak and duration of the gate pulse current.

R2 D2

C2

D1

R1L1

Thyristor

FIGURE 6.23 Turn-on (top elements) and turn-off (bottom elements)
snubber circuits for thyristors.
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FIGURE 6.24 Gate current waveform showing large initial current
followed by a suitable back-porch value.

In order to allow a fast turn-on, and a correspondingly large
anode di/dt during the turn-on process, a large gate current
pulse is supplied during the initial turn-on phase with a large
diG/dt. The gate current is kept on, at lower value, for some
times after the thyristor turned on in order to avoid unwanted
turn-off of the device; this is known as the “back-porch” cur-
rent. A shaped gate current waveform of this type is shown in
Fig. 6.24.

Figure 6.25 shows typical gate i–v characteristics for the
maximum and minimum operating temperatures. The dashed
line represents the minimum gate current and corresponding
gate voltage needed to ensure that the thyristor will be triggered
at various operating temperatures. It is also known as the locus
of minimum firing points. On the data sheet it is possible find a
line representing the maximum operating power of the thyris-
tor gating internal circuit. The straight line, between VGG and

Tj = –40 °C

Tj = 150 °C

Minimum gate current to trigger

IG

VGK

0 VG/RG

VG Maximum gate power dissipation

FIGURE 6.25 Gate i–v curve for a typical thyristor.

VGG/RG , represents the current voltage characteristic of the
equivalent trigger circuit. If the equivalent trigger circuit line
intercepts the two gate i–v characteristics for the maximum
and minimum operating temperatures between where they
intercept the dashed lines (minimum gate current to trigger
and maximum gate power dissipation), then the trigger circuit
is able to turn-on the thyristor at any operating temperature
without destroying or damaging the device.

In order to keep the power circuit and the control circuit
electrically unconnected, the gate signal generator and the gate
of the thyristor are often connected through a transformer.
There is a transformer winding for each thyristor, and in this
way unwanted short circuits between devices are avoided. A
general block diagram of a thyristor gate-trigger circuit is
shown in Fig. 6.26. This application is for a standard bridge
configuration often used in power converters.

Another problem can arise if the load impedance is high,
particularly if the load is inductive and the supply voltage is
low. In this situation, the latching current may not be reached
during the trigger pulse. A possible solution to this problem
could be the use of a longer current pulse. However, such a
solution is not attractive because of the presence of the isola-
tion transformer. An alternative solution is the generation of a
series of short pulses that last for the same duration as a single
long pulse. A single short pulse, a single long pulse and a series
of short pulses are shown in Fig. 6.27. Reliable gating of the
thyristor is essential in many applications.

There are many gate trigger circuits that use optical iso-
lation between the logic-level electronics and a drive stage
(typically MOSFETs) configured in a push–pull output. The dc
power supply voltage for the drive stage is provided through
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FIGURE 6.26 Block diagram of a transformer-isolated gate drive circuit.
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transformer isolation. Many device manufacturers supply drive
circuits available on printed circuit (PC) boards or diagrams
of suggested circuits.

IGCT gate drives consist of an integrated module to which
the thyristor is connected via a low-inductance mounting;
an example is given in Fig. 6.28. Multiple MOSFETs and

GCT

Gate unit

FIGURE 6.28 Typical layout of an IGCT gate drive.

capacitors connected in parallel may be used to source or sink
the necessary currents to turn the device on or off. Logic in the
module controls the gate drive from a fiber-optic trigger input,
and provides diagnostic feedback from a fiber-optic output.
A simple power supply connection is also required.
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6.8 PSpice Model

Circuit simulators such as Spice and PSpice are widely used
as tools in the design of power systems. For this purpose
equivalent circuit models of thyristors have been developed. A
variety of models have been proposed with varying degrees of
complexity and accuracy. Frequently the simple two-transistor
model described in Section 6.2 is used in PSpice. This simple
structure, however, cannot model the appropriate negative-
differential-resistance (NDR) behavior as the thyristor moves
from forward-blocking to forward-conduction. Few other
models for conventional thyristors have been reported. A
PSpice model for a GTO has been developed by Tsay et al. [13],
which captures much of thyristor behavior, such as the static
i–v curve shown in Fig. 6.3, dynamic characteristics (turn-on
and turn-off times), device failure modes (e.g. current crowd-
ing due to excessive di/dt at turn-on and spurious turn-on
due to excessive dv/dt at turn-off), and thermal effects. Specif-
ically, three resistors are added to the two-transistor model to
create the appropriate behavior.

The proposed two-transistor, three-resistor model (2T-3R)
is shown in Fig. 6.29. This circuit exhibits the desired NDR
behavior. Given the static i–v characteristics for an SCR or
GTO, it is possible to obtain similar curves from the model by
choosing appropriate values for the three resistors and for the
forward current gains αp and αn of the two transistors. The
process of curve fitting can be simplified by keeping in mind
that resistor R1 tends to affect the negative slope of the i–v
characteristic, resistor R2 tends to affect the value of the hold-
ing current IH and resistor R3 tends to affect the value of the
forward breakdown voltage VFBD . When modeling thyristors
with cathode or anode shorts, as described in Section 6.4, the
presence of these shorts determines the values of R1 and R2,
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FIGURE 6.29 A two-transistor, three-resistor model for SCRs and
GTOs.

respectively. In the case of a GTO or IGCT, an important device
characteristic is the so-called turn-off gain Koff =IA/|IG |, i.e. the
ratio of the anode current to the negative gate current required
to turn-off the device. An approximate formula relating the
turn-off gain to the α‘s of the two transistors is given by,

Koff = αn

αn + αp − 1
(6.3)

The ability of this model to predict dynamic effects depends
on the dynamics included in the transistor models. If transis-
tor junction capacitances are included, it is possible to model
the dv/dt limit of the thyristor. Too high a value of dvAK /dt
will cause significant current to flow through the J2 junction
capacitance. This current acts like gate current and can turn
on the device.

This model does not accurately represent spatial effects such
as current crowding at turn-on (the di/dt limit), when only part
of the device is conducting, and, in the case of a GTO, current
crowding at turn-off, when current is extracted from the gate to
turn-off the device. Current crowding is caused by the location
of the gate connection with respect to the conducting area
of the thyristor and by the magnetic field generated by the
changing conduction current. To model these effects, Tsay et al.
[13] propose a multi-cell circuit model, in which the device is
discretized in a number of conducting cells, each having the
structure of Fig. 6.29. This model, shown in Fig. 6.30, takes
into account the mutual inductive coupling, the delay in the
gate turn-off signal due to positions of the cells relative to the
gate connection, and non-uniform gate- and cathode-contact
resistance. In particular, the RC delay circuits (series R with
a shunt C tied to the cathode node) model the time delays
between the gate triggering signals due to the position of the
cell with respect to the gate connection; coupled inductors, M,
model magnetic coupling between cells; resistors, RKC , model
non-uniform contact resistance; and resistors, RGC , model gate
contact resistances. The various circuit elements in the model
can be estimated from device geometry and measured electrical
characteristics. The choice of the number of cells is a tradeoff
between accuracy and complexity. Example values of the RC
delay network, RGC , RKC , and M are given in Table 6.6.

Other GTO thyristor models have been developed which
offer improved accuracy at the expense of increased complex-
ity. The model by Tseng et al. [14] includes charge storage

TABLE 6.6 Element values for each cell of a multi-cell GTO model

Model component Symbol Value

Delay resistor R 1 μ�

Delay capacitor C 1 nF
Mutual coupling inductance M 10 nH
Gate contact resistance RGC 1 m�

Cathode contact resistance RKC 1 m�
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FIGURE 6.30 Thyristor multi-cell circuit model containing eight cells.

effects in the n-base, and its application to a multi-cell model,
as in Fig. 6.30, has been demonstrated successfully. Models
for the IGCT, based on the lumped-charge approach [15] and
the Fourier-based solution of the ambipolar diffusion equation
(ADE) [16], have also been developed.

6.9 Applications

The most important application of thyristors is for line-
frequency phase-controlled rectifiers. This family includes
several topologies, of which one of the most important is
used to construct HVDC transmission systems. A single-phase
controlled rectifier is shown in Fig. 6.31.

The use of thyristors instead of diodes allows the average
output voltage to be controlled by appropriate gating of the
thyristors. If the gate signals to the thyristors were continuously
applied, the thyristors in Fig. 6.31 would behave as diodes. If
no gate currents are supplied they behave as open circuits. Gate
current can be applied any time (phase delay) after the forward
voltage becomes positive. Using this phase-control feature, it is
possible to produce an average dc output voltage less than the
average output voltage obtained from an uncontrolled diode
rectifier.

Load

Ls

vs

+

−

+

−

Ld

id

vd

FIGURE 6.31 Single-phase controlled rectifier circuit.

6.9.1 DC–AC Utility Inverters

Three-phase converters can be made in different ways, accord-
ing to the system in which they are employed. The basic circuit
used to construct these topologies – the three-phase controlled
rectifier – is shown in Fig. 6.32.
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FIGURE 6.32 A three-phase controlled bridge circuit used as a basic
topology for many converter systems.

Starting from this basic configuration, it is possible to con-
struct more complex circuits in order to obtain high-voltage
or high-current outputs, or just to reduce the output ripple by
constructing a multi-phase converter. One of the most impor-
tant systems using the topology shown in Fig. 6.32 as a basic
circuit is the HVDC system represented in Fig. 6.33. This sys-
tem is made by two converters, a transmission line, and two ac
systems. Each converter terminal is made of two poles. Each
pole is made by two six-pulse line-frequency converters con-
nected through 
-Y and Y-Y transformers in order to obtain a
twelve-pulse converter and a reduced output ripple. The filters

AC Power
Grid #2

 Filter

Filter

Y  Y

Y

Converter #2

12-pulse Converter
for Positive Line

AC Power
Grid #1

Converter #1

12-pulse Converter
for Negative Line

Y

Y  Y

FIGURE 6.33 A HVDC transmission system.

are required to reduce the current harmonics generated by the
converter.

When a large amount of current and relatively low volt-
age is required, it is possible to connect in parallel, using a
specially designed inductor, two six-pulse line-frequency con-
verters connected through 
-Y and Y-Y transformers. The
special inductor is designed to absorb the voltage between the
two converters, and to provide a pole to the load. This topol-
ogy is shown in Fig. 6.34. This configuration is often known
as a twelve-pulse converter. Higher pulse numbers may also be
found.

6.9.2 Motor Control

Another important application of thyristors is in motor control
circuits. Historically thyristors have been used heavily in trac-
tion, although most new designs are now based on IGBTs. Such
motor control circuits broadly fall into four types: i) chopper
control of a dc motor from a dc supply; ii) single- or three-
phase converter control of a dc motor from an ac supply; iii)
inverter control of an ac synchronous or induction machine
from a dc supply and iv) cycloconverter control of an ac
machine from an ac supply. An example of a GTO chopper
is given in Fig. 6.35. L1, R1, D1, and C1 are the turn-on snub-
ber; R2, D2, and C2 are the turn-off snubber; finally R3 and
D3 form the snubber for the freewheel diode D3. A thyristor
cycloconverter is shown in Fig. 6.36; the waveforms show the
fundamental component of the output voltage for one phase.
Three double converters are used to produce a three-phase
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FIGURE 6.34 Parallel connection of two six-pulse converters for high
current applications.
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FIGURE 6.35 GTO chopper for dc motor control.

variable-frequency, variable voltage sinusoidal output for driv-
ing ac motors. However, the limited frequency range (less than
a third of the line frequency) restricts the application to large,
low-speed machines at high powers.

A single- or three-phase thyristor converter (controlled
rectifier) may be used to provide a variable dc supply for con-
trolling a dc motor. Such a converter may also be used as the
front end of a three-phase induction motor drive. The variable
voltage, variable frequency motor drive requires a dc supply,
which is supplied by the thyristor converter. The drive may
use a square-wave or PWM voltage source inverter (VSI), or a
current source inverter (CSI). Figure 6.37 shows a square-wave
or PWM VSI with a controlled rectifier on the input side. The
switch block inverter may be made of thyristors (usually GTOs
or IGCTs) for high power, although most new designs now

3-φ
Line

AC
Motor

FIGURE 6.36 Cycloconverter for control of large ac machines.

use IGBTs. Low-power motor controllers generally use IGBT
inverters.

In motor control, thyristors are also used in CSI topologies.
When the motor is controlled by a CSI, a controlled rectifier
is also needed on the input side. Figure 6.38 shows a typical
CSI inverter. The capacitors are needed to force the current
in the thyristors to zero at each switching event. This is not
needed when using GTOs. This inverter topology does not
need any additional circuitry to provide the regenerative brak-
ing (energy recovery when slowing the motor). Historically,
two back-to-back connected line-frequency thyristor convert-
ers have been employed to allow bi-directional power flow, and
thus regenerative braking. Use of anti-parallel GTOs with sym-
metric blocking capability, or the use of diodes in series with
each asymmetric GTO, reduces the number of power devices
needed, but greatly increases the control complexity.

6.9.3 VAR Compensators and Static Switching
Systems

Thyristors are also used to switch capacitors or inductors
in order to control the reactive power in the system. Such
arrangements may also be used in phase-balancing circuits for
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FIGURE 6.37 PWM or square-wave inverter with a controlled rectifier input.
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FIGURE 6.38 CSI on the output section of a motor drive system using
capacitors for power factor correction.

balancing the load fed from a three-phase supply. Examples
of these circuits are shown in Fig. 6.39. These circuits act as
static VAR controllers. The topology represented on the left of
Fig. 6.39 is called a thyristor-controlled inductor (TCI) and it
acts as a variable inductor where the inductive VAR supplied
can be varied quickly. Because the system may require either
inductive or capacitive VAR compensation, it is possible to con-
nect a bank of capacitors in parallel with a TCI. The topology
shown on the right of Fig. 6.39 is called a thyristor-switched
capacitor (TSC). Capacitors can be switched out by blocking

VAC L

AC
System 

C1 C2

FIGURE 6.39 Per phase TCI and TSC system.

the gate pulse of all thyristors in the circuit. The problem of
this topology is the voltage across the capacitors at the thyristor
turn-off. At turn-on the thyristor must be gated at the instant
of the maximum ac voltage to avoid large over-currents. Many
recent SVCs have used GTOs.

A similar application of thyristors is in solid-state fault cur-
rent limiters and circuit breakers. In normal operation, the
thyristors are continuously gated. However, under fault condi-
tions they are switched rapidly to increase the series impedance
in the load and to limit the fault current. Key advantages are
the flexibility of the current limiting, which is independent of
the location of the fault and the change in load impedance, the
reduction in fault level of the supply, and a smaller voltage sag
during a short-circuit fault.

A less important application of thyristors is as a static trans-
fer switch, used to improve the reliability of uninterruptible
power supplies (UPS) as shown in Fig. 6.40. There are two
modes of using the thyristors. The first leaves the load perma-
nently connected to the UPS system and in case of emergency
disconnects the load from the UPS and connects it directly to
the power line. The second mode is opposite to the first one.
Under normal conditions the load is permanently connected
to the power line, and in event of a line outage, the load is
disconnected from the power line and connected to the UPS
system.
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FIGURE 6.40 Static transfer switch used in an UPS system.
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FIGURE 6.41 Basic dimmer circuit used in lighting control.

6.9.4 Lighting Control Circuits

An important circuit used in lighting control is the dimmer,
based on a triac and shown in Fig. 6.41. The R–C network
applies a phase shift to the gate voltage, delaying the triggering
of the triac. Varying the resistance, controls the firing angle of
the triac and therefore the voltage across the load. The diac
is used to provide symmetrical triggering for the positive and
negative half-cycles, due to the non-symmetrical nature of the
triac. This ensures symmetrical waveforms and elimination of
even harmonics. An L–C filter is often used to reduce any
remaining harmonics.
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7.1 Introduction

A gate turn-off thyristor (known as a GTO) is a three terminal
power semiconductor device. GTOs belong to a thyristor
family having a four-layer structure. GTOs also belong to a
group of power semiconductor devices that have the ability for
full control of on- and off-states via the control terminal (gate).
To fully understand the design, development and operation of
the GTO, it is easier to compare with the conventional thyris-
tor. Like a conventional thyristor, applying a positive gate signal
to its gate terminal can turn-on to a GTO. Unlike a standard
thyristor, a GTO is designed to turn-off by applying a negative
gate signal.

GTOs are of two types: asymmetrical and symmetrical. The
asymmetrical GTOs are the most common type on the market.
This type of GTOs is normally used with a anti-parallel diode
and hence high reverse blocking capability is not available.
The reverse conducting is accomplished with an anti-parallel
diode integrated onto the same silicon wafer. The symmetri-
cal type of GTOs has an equal forward and reverse blocking
capability.

7.2 Basic Structure and Operation

The symbol of a GTO is shown in Fig. 7.1a. A high degree of
interdigitation is required in GTOs in order to achieve efficient
turn-off. The most common design employs the cathode area

separated into multiple segments (cathode fingers) arranged
in concentric rings around the device center. The internal
structure is shown in Fig. 7.1b. A common contact disc pressed
against the cathode fingers connects the fingers together.
It is important that all the fingers turns off simultaneously,
otherwise the current may be concentrated into a fewer fingers
which are likely to be damaged due to over heating.

The high level of gate interdigitation also results in a fast
turn-on speed and a high di/dt performance of the GTOs.
The most remote part of a cathode region is not more than
0.16 mm from a gate edge and hence the whole GTO can
conduct within about 5 μs with sufficient gate drive and the
turn-on losses can be reduced. However, the interdigitation
reduces the available emitter area so the low frequency aver-
age current rating is less than for a standard thyristor with an
equivalent diameter.

The basic structure of a GTO consists of a four-layer-PNPN
semiconductor device, which is very similar in construction to
a thyristor. It has several design features which allow it to be
turned on and off by reversing the polarity of the gate signal.
The most important differences are that the GTO has long
narrow emitter fingers surrounded by gate electrodes and no
cathode shorts.

The turn-on mode is similar to a standard thyristor. The
injection of the hole current from the gate forward biases
the cathode p-base junction causing electron emission from
the cathode. These electrons flow to the anode and induce
hole injection by the anode emitter. The injection of holes
and electrons into the base regions continues until charge
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FIGURE 7.1 GTO structure.

multiplication effects bring the GTO into conduction. This is
shown in Fig. 7.2a. As with a conventional thyristor only
the area of cathode adjacent to the gate electrode is turned
on initially, and the remaining area is brought into con-
duction by plasma spreading. However, unlike the thyristor,
the GTO consists of many narrow cathode elements, heavily
interdigitated with the gate electrode, and therefore the ini-
tial turned-on area is very large and the time required for
plasma spreading is small. The GTO, therefore, is brought
into conduction very rapidly and can withstand a high
turn-on di/dt.

In order to turn-off a GTO, the gate is reversed biased with
respect to the cathode and holes from the anode are extracted
from the p-base. This is shown in Fig. 7.2b. As a result a
voltage drop is developed in the p-base region, which even-
tually reverse biases the gate cathode junction cutting off the
injection of electrons. As the hole extraction continues, the
p-base is further depleted, thereby squeezing the remaining
conduction area. The anode current then flows through the

(a) Turn-on (b) Turn-off
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FIGURE 7.2 Turn-on and turn-off of GTOs.

most remote areas from the gate contacts, forming high current
density filaments. This is the most crucial phase of the turn-
off process in GTOs, because high density filaments leads to
localized heating which can cause device failure unless these
filaments are extinguished quickly. An application of higher
negative gate voltage may aid in extinguishing the filaments
rapidly. However, the breakdown voltage of the gate-cathode
junction limits this method.

When the excess carrier concentration is low enough for
carrier multiplication to cease, the device reverts to the forward
blocking condition. At this point although the cathode current
has stopped flowing, anode-to-gate current continues to flow
supplied by the carriers from n-base region stored charge. This
is observed as a tail current that decays exponentially as the
remaining charge concentration is reduced by recombination
process. The presence of this tail current with the combina-
tion of high GTO off-state voltage produces substantial power
losses. During this transition period, the electric field in the
n-base region is grossly distorted due to the presence of the
charge carriers and may result in premature avalanche break-
down. The resulting impact ionization can cause device failure.
This phenomenon is known as “dynamic avalanche.” The
device regains its steady-state blocking characteristics when
the tail current diminishes to leakage current level.

7.3 GTO Thyristor Models

One-dimensional two-transistor model of GTOs is shown in
Fig. 7.3. The device is expected to yield the turn-off gain g
given by

Ag = IA

IG
= αnpn

αpnp + αnpn − 1
(7.1)
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FIGURE 7.3 Two-transistor model representing the GTO thyristor.

where IA is the anode current and IG the gate current at
turn-off, and αnpn and αpnp are the common-base current
gains in the NPN and PNP transistors sections of the device.
For a non-shorted device, the charge is drawn from the anode
and regenerative action commences, but the device does not
latch on (remain on when the gate current is removed) until

αnpn + αpnp ≥ 1 (7.2)

This process takes a short period while the current and
the current gains increase until they satisfy Eq. (7.2). For
anode-shorted devices, the mechanism is similar but the anode
short impairs the turn-on process by providing a base–emitter
short thus reducing the PNP transistor gain, which is shown
in Fig. 7.4. The composite PNP gain of the emitter-shorted
structure is given as follows

αpnp(composite) = αpnp

(
1− Vbe

RSanode

)
(7.3)

where Vbe = emitter base voltage (generally 0.6 V for injec-
tion of carriers), and RS is the anode short resistance. The
anode emitter injects when the voltage around it exceed
0.06 V, and therefore the collector current of the NPN tran-
sistor flowing through the anode shorts influences turn-on.
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FIGURE 7.4 Two-transistor models of GTO structures.

The GTO remains in a transistor state if the load circuit limits
the current through the shorts.

7.4 Static Characteristics

7.4.1 On-state Characteristics

In the on-state the GTO operates in a similar manner to
the thyristor. If the anode current remains above the holding
current level then positive gate drive may be reduced to zero
and the GTO will remain in conduction. However, as a result
of the turn-off ability of the GTO, it does posses a higher hold-
ing current level than the standard thyristor, and in addition,
the cathode of the GTO thyristor is sub-divided into small
finger elements to assist turn-off. Thus, if the GTO thyristor
anode current transiently dips below the holding current level,
localized regions of the device may turn-off, thus forcing a
high anode current back into the GTO at a high rate of rise of
anode current after this partial turn-off. This situation could
be potentially destructive. It is recommended, therefore, that
the positive gate drive is not removed during conduction but is
held at a value IG(ON ), where IG(ON ) is greater than the maxi-
mum critical trigger current (IGT ) over the expected operating
temperature range of the GTO thyristor.

Figure 7.5 shows the typical on-state V–I characteristics for
a 4000 A, 4500 V GTO from Dynex range of GTOs [1] at
junction temperatures of 25◦C and 125◦C. The curves can
be approximated to a straight line of the form

VTM = V0 + IR0 (7.4)

where V0 = voltage intercept, models the voltage across the
cathode and anode forward biased junctions and R0 = on state
resistance. When average and RMS values of on-state current
(ITAV , ITRMS) are known, then the on-state power dissipation
PON can be determined using V0 and R0. That is,

PON = V0ITAV + R0I 2
TRMS (7.5)
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FIGURE 7.5 V–I characteristics of GTO [see data sheet in Ref. 1].

7.4.2 Off-state Characteristics

Unlike the standard thyristor, the GTO does not include
cathode emitter shorts to prevent non-gated turn-on effects
due to dv/dt induced forward biased leakage current. In the
off-state of the GTO, steps should, therefore, be taken to
prevent such potentially dangerous triggering. This can be
accomplished by either connecting the recommended value of
resistance between the gate and the cathode (RGK ) or by main-
taining a small reverse bias on the gate contact (VRG = −2 V).
This will prevent the cathode emitter becoming forward biased
and therefore sustain the GTO thyristor in the off state.

The peak off-state voltage is a function of resistance RGK .
This is shown in Fig. 7.6. Under ordinary operating con-
ditions, GTOs are biased with a negative gate voltage of
around −15 V supplied from the gate drive unit during the
off-state interval. Nevertheless, provision of RGK may be desir-
able design practice in the event of the gate-drive failure
for any reason (RGK < 1.5 � is recommended for a large
GTO). RGK dissipates energy and hence adds to the system
losses.

7.4.3 Rate of Rise of Off-state Voltage (dvT/dt)

The rate of rise of off-state voltage (dvT /dt) depends on the
resistance RGK connected between the gate and the cathode
and the reverse bias applied between the gate and the cathode.
This relationship is shown in Fig. 7.7.

7.4.4 Gate Triggering Characteristics

The gate trigger current (IGT ) and the gate trigger voltage
(VGT ) are both dependent on junction temperature Tj as
shown in Fig. 7.8. During the conduction state of the GTO
a certain value of gate current must be supplied and this value
should be larger than the IGT at the lowest junction temper-
ature at which the GTO operates. In dynamic conditions the
specified IGT is not sufficient to trigger the GTO switching
from higher voltage and high di/dt . In practice a much high
peak gate current IGM (in order of ten times IGT ) at Tj min is
recommended to obtain good turn-on performance.

7.5 Switching Phases

The switching process of a GTO thyristor goes through four
operating phases (a) turn-on, (b) on-state, (c) turn-off, and
(d) off-state.

Turn-on: A GTO has a highly interdigited gate structure
with no regenerative gate. Thus it requires a large initial gate
trigger pulse. A typical turn-on gate pulse and its important
parameters are shown in Fig. 7.9. A minimum and maxi-
mum values of IGM can be derived from the device data sheet.
A value of dig /dt is given in device characteristics of the data
sheet, against turn-on time. The rate of rise of gate current,
dig /dt will affect the device turn-on losses. The duration of
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the IGM pulse should not be less than half the minimum
on time given in data sheet ratings. A longer period will
be required if the anode current di/dt is low such that IGM

is maintained until a sufficient level of anode current is
established.

On-state: Once the GTO is turned on, forward gate current
must be continued for the whole of the conduction period.
Otherwise, the device will not remain in conduction during
the on-state period. If large negative di/dt or anode current
reversal occurs in the circuit during the on-state, then higher
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FIGURE 7.8 GTO trigger characteristics [see data sheet in Ref. 1].

values of IG may be required. Much lower values of IG are,
however, required when the device has heated up.

Turn-off: The turn-off performance of a GTO is greatly
influenced by the characteristics of the gate turn-off circuit.
Thus the characteristics of the turn-off circuit must match
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FIGURE 7.9 A typical turn-on gate pulse [see data sheet in Ref. 2].

FIGURE 7.10 Anode and gate currents during turn-off [see data sheet
in Ref. 2].

with the device requirements. Figure 7.10 shows the typical
anode and gate currents during the turn-off. The gate turn-
off process involves the extraction of the gate charge, the gate
avalanche period and the anode current decay. The amount
of the charge extraction is a device parameter and its value
is not significantly affected by the external circuit conditions.
The initial peak turn-off current and turn-off time, which are
important parameters of the turning-off process, depend on
the external circuit components. The device data sheet gives
typical values for IGQ .

The turn-off circuit arrangement of a GTO is shown in
Fig. 7.11. The turn-off current gain of a GTO is low, typically
6–15. Thus, for a GTO with a turn-off gain of 10, it will require
a turn-off gate current of 10 A to turn-off an on-state of 100 A.
A charged capacitor C is normally used to provide the required
turn-off gate current. Inductor L limits the turn-off di/dt of
the gate current through the circuit formed by R1, R2, SW1,
and L. The gate circuit supply voltage VGS should be selected
to give the required value of VGQ . The values of R1 and R2

should also be minimized.
Off-state period: During the off-state period, which begins

after the fall of the tail current to zero, the gate should

FIGURE 7.11 Turn-off circuit [see data sheet in Ref. 2].

FIGURE 7.12 Gate-cathode resistance, RGK [see data sheet in Ref. 2].

ideally remain reverse biased. This reverse bias ensures maxi-
mum blocking capability and dv/dt rejection. The reverse bias
can be obtained either by keeping SW1 closed during the
whole off-state period or via a higher impedance circuit SW2

and R3 provided a minimum negative voltage exits. This higher
impedance circuit SW2 and R3 must sink the gate leakage
current.

In case of a failure of the auxiliary supplies for the gate
turn-off circuit, the gate may be in reverses biased condition
and the GTO may not be able to block the voltage. To ensure
blocking voltage of the device is maintained, then a minimum
gate-cathode resistance (RGK ) should be applied as shown in
Fig. 7.12. The value of RGK for a given line voltage can be
derived from the data sheet.

7.6 SPICE GTO Model

A GTO may be modelled with two transistors shown in Fig. 7.3.
However, a GTO model [3] consisting of two thyristors, which
are connected in parallel, yield improved on-state, turn-on,
and turn-off characteristics. This is shown in Fig. 7.13 with
four transistors.

When the anode to cathode voltage, VAK is positive and
there is no gate voltage, the GTO model will be in the off-
state like a standard thyristor. If a positive voltage (VAK ) is
applied to the anode with respect to the cathode and no gate
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FIGURE 7.13 Four-transistor GTO model.
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pulse applied, IB1 = IB2 = 0 and therefore IC1 = IC2 = 0.
Thus no anode current will flow, IA = IK = 0.

When a small voltage is applied to the gate, then IB2 is non-
zero and therefore both IC1 = IC2 = 0 are non-zero. Thus the
internal circuit will conduct and there will a current flow from
the anode to the cathode.

When a negative gate pulse is applied to the GTO model, the
PNP junction near to the cathode will behave as a diode. The
diode will be reverse biased since the gate voltage is negative
with to the cathode. Therefore the GTO will stop conduction.

When the anode-to-cathode voltage is negative, that is, the
anode voltage is negative with respect to the cathode, the GTO
model will act like a reverse biased diode. This is because the
PNP transistor will see a negative voltage at the emitter and
the NPN transistor will see a positive voltage at the emitter.
Therefore both transistors will be in the off-state and hence the
GTO will not conduct. The SPICE sub-circuit description of
the GTO model will be as follows

.SUBCIRCUIT 1 2 3 ; GTO Sub-circuit
definition

*Terminal anode cathode gate
Q1 5 4 1 DMOD1 PNP ; PNP transistor with

model DMOD1
Q3 7 6 1 DMOD1 PNP
Q2 4 5 2 DMOD2 NPN ; PNP transistor

with model DMOD2
Q4 6 7 2 DMOD2 NPN
R1 7 5 10 ohms
R2 6 4 10 ohms
R3 3 7 10 ohms
.MODEL DMOD1 PNP ; Model statement for a

PNP transistor
.MODEL DMOD2 NPN ; Model statement for

an NPN transistor
.ENDS ; End of sub-circuit definition

7.7 Applications

GTO thyristors find many applications such as in motor drives,
induction heating [4], distribution lines [5], pulsed power [6],
and Flexible AC transmission systems [7, 8].
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8.1 Introduction

The efficiency, capacity, and ease of control of power converters
depend mainly on the power devices employed. Power devices,
in general, belong to either bipolar-junction type or field-effect
type and each one has its advantages and disadvantages. The
silicon controlled rectifier (SCR), also known as a thyristor, is a
popular power device that has been used over the past several
years. It has a high current density and a low forward voltage
drop, both of which make it suitable for use in large power
applications. The inability to turn-off through the gate and the
low switching speed are the main limitations of an SCR. The
gate turn-off (GTO) thyristor was proposed as an alternative
to SCR. However, the need for a higher gate turn-off current
limited its application.

The power MOSFET has several advantages such as high
input impedance, ease of control, and higher switching speeds.
Lower current density and higher forward drop limited the
device to low-voltage and low-power applications. An effort to
combine the advantages of bipolar junction and field-effect
structures has resulted in hybrid devices such as the insu-
lated gate bipolar transistor (IGBT) and the MOS controlled
thyristor (MCT). While an IGBT is an improvement over a
bipolar junction transistor (BJT) using a MOSFET to turn-
on and turn-off current, an MCT is an improvement over a
thyristor with a pair of MOSFETs to turn-on and turn-off
current. The MCT overcomes several of the limitations of the
existing power devices and promises to be a better switch for
the future. While there are several devices in the MCT family
with distinct combinations of channel and gate structures [1],
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one type, called the P-channel MCT, has been widely reported
and is discussed here. Because the gate of the device is referred
to with respect to the anode rather than the cathode, it is
sometimes referred to as a complementary MCT (C-MCT) [2].
Harris Semiconductors (Intersil) originally made the MCTs,
but the MCT division was sold to Silicon Power Cor-
poration (SPCO), which has continued the development
of MCTs.

8.2 Equivalent Circuit and Switching
Characteristics

The SCR is a 4-layer pnpn device with a control gate, and apply-
ing a positive gate pulse turns it on when it is forward-biased.
The regenerative action in the device helps to speed up the
turn-on process and to keep it in the “ON” state even after the
gate pulse is removed. The MCT uses an auxiliary MOS device
(PMOSFET) to turn-on and this simplifies the gate control.
The turn-on has all the characteristics of a power MOS-
FET. The turn-off is accomplished using another MOSFET
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FIGURE 8.1 Equivalent circuit and symbol of an MCT.
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FIGURE 8.2 Cross section of an MCT unit cell.

(NMOSFET), which essentially diverts the base current of one
of the BJTs and breaks the regeneration.

The transistor-level equivalent circuit of a P-channel MCT
and the circuit symbol are shown in Fig. 8.1. The cross section
of a unit cell is shown in Fig. 8.2. The MCT is modeled as
an SCR merged with a pair of MOSFETs. The SCR consists
of the bipolar junction transistors (BJTs) Q1 and Q2, which
are interconnected to provide regenerative feedback such that
the transistors drive each other into saturation. Of the two
MOSFETs, the PMOS located between the collector and emit-
ter of Q2 helps to turn the SCR on, and the NMOS located
across the base-emitter junction of Q2 turns it off. In the
actual fabrication, each MCT is made up of a large num-
ber (∼100,000) cells, each of which contains a wide-base npn
transistor and a narrow-base pnp transistor. While each pnp
transistor in a cell is provided with an N-channel MOSFET
across its emitter and base, only a small percentage (∼4%) of
pnp transistors are provided with P-channel MOSFETs across
their emitters and collectors. The small percentage of PMOS
cells in an MCT provides just enough current for turn-on and
the large number of NMOS cells provide plenty of current for
turn-off.
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8.2.1 Turn-on and Turn-off

When the MCT is in the forward blocking state, it can be
turned on by applying a negative pulse to its gate with respect
to the anode. The negative pulse turns on the PMOSFET
(On-FET) whose drain current flows through the base-emitter
junction of Q1 (npn) thereby turning it on. The regener-
ative action within Q1 – Q2 turns the MCT on into full
conduction within a very short time and maintains it even
after the gate pulse is removed. The MCT turns on with-
out a plasma-spreading phase giving a high dI/dt capability
and ease of overcurrent protection. The on-state resistance of
an MCT is slightly higher than that of an equivalent thyris-
tor because of the degradation of the injection efficiency of
the N+ emitter/p-base junction. Also, the peak current rating
of an MCT is much higher than its average or rms current
rating.

An MCT will remain in the “ON” state until the device
current is reversed or a turn-off pulse is applied to its
gate. Applying a positive pulse to its gate turns off a con-
ducting MCT. The positive pulse turns on the NMOSFET
(Off-FET), thereby diverting the base current of Q2 (pnp)
away to the anode of the MCT and breaking the latch-
ing action of the SCR. This stops the regenerative feedback
within the SCR and turns the MCT off. All the cells within
the device are to be turned off at the same time to avoid
a sudden increase in current density. When the Off-FETs
are turned on, the SCR section is heavily shorted and this
results in a high dV/dt rating for the MCT. The highest
current that can be turned off with the application of a
gate bias is called the “maximum controllable current.” The
MCT can be gate controlled if the device current is less
than the maximum controllable current. For smaller device
currents, the width of the turn-off pulse is not critical. How-
ever, for larger currents, the gate pulse has to be wider
and more often has to occupy the entire off-period of
the switch.

8.3 Comparison of MCT and Other
Power Devices

An MCT can be compared to a power MOSFET, a power
BJT, and an IGBT of similar voltage and current ratings. The
operation of the devices is compared under on-state, off-state,
and transient conditions. The comparison is simple and very
comprehensive.

The current density of an MCT is ≈70% higher than that
of an IGBT having the same total current [2]. During its on-
state, an MCT has a lower conduction drop compared to other
devices. This is attributed to the reduced cell size and the
absence of emitter shorts present in the SCR within the MCT.
The MCT also has a modest negative temperature coefficient at
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FIGURE 8.3 Comparison of forward drop for different devices.

lower currents with the temperature coefficient turning pos-
itive at larger current [2]. Figure 8.3 shows the conduction
drop as a function of current density. The forward drop of a
50-A MCT at 25 ◦C is around 1.1 V, while that for a compara-
ble IGBT is over 2.5 V. The equivalent voltage drop calculated
from the value of rDS(ON) for a power MOSFET will be much
higher. However, the power MOSFET has a much lower delay
time (30 ns) compared to that of an MCT (300 ns). The turn-
on of a power MOSFET can be so much faster than an MCT
or an IGBT therefore, the switching losses would be neg-
ligible compared to the conduction losses. The turn-on of
an IGBT is intentionally slowed down to control the reverse
recovery of the freewheeling diode used in inductive switching
circuits [3].

The MCT can be manufactured for a wide range of block-
ing voltages. Turn-off speeds of MCTs are supposed to be
higher as initially predicted. The turn-on performance of
Generation-2 MCTs are reported to be better compared to
Generation-1 devices. Even though the Generation-1 MCTs
have higher turn-off times compared to IGBTs, the newer
ones with higher radiation (hardening) dosage have compara-
ble turn-off times. At present, extensive development activity
in IGBTs has resulted in high-speed switched mode power
supply (SMPS) IGBTs that can operate at switching speeds
≈150 kHz [4]. The turn-off delay time and the fall time for
an MCT are much higher compared to a power MOSFET,
and they are found to increase with temperature [2]. Power
MOSFETs becomes attractive at switching frequencies above
200 kHz, and they have the lowest turn-off losses among the
three devices.

The turn-off safe operating area (SOA) is better in the case
of an IGBT than an MCT. For an MCT, the full switching cur-
rent is sustainable at ≈50 to 60% of the breakdown voltage
rating, while for an IGBT it is about 80%. The use of capac-
itive snubbers becomes necessary to shape the turn-off locus
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of an MCT. The addition of even a small capacitor improves
the SOA considerably.

8.4 Gate Drive for MCTs

The MCT has a MOS gate similar to a power MOSFET or an
IGBT and hence it is easy to control. In a PMCT, the gate
voltage must be applied with respect to its anode. A neg-
ative voltage below the threshold of the On-FET must be
applied to turn on the MCT. The gate voltage should fall
within the specified steady-state limits in order to give a rea-
sonably low delay time and to avoid any gate damage due
to overvoltage [3]. Similar to a GTO, the gate voltage rise-
time has to be limited to avoid hot spots (current crowding)
in the MCT cells. A gate voltage less than −5 V for turn-off
and greater than 10 V for turn-on ensures proper operation
of the MCT. The latching of the MCT requires that the gate
voltage be held at a positive level in order to keep the MCT
turned off.

Because the peak-to-peak voltage levels required for driv-
ing the MCT exceeds those of other gate-controlled devices,
the use of commercial drivers is limited. The MCT can be
turned on and off using a push–pull pair with discrete NMOS–
PMOS devices, which, in turn, are driven by commercial
integrated circuits (ICs). However, some drivers developed by
MCT manufacturers are not commercially available [3].

A Baker’s clamp push–pull can also be used to generate gate
pulses of negative and positive polarity of adjustable width for
driving the MCT [5–7]. The Baker’s clamp ensures that the
push–pull transistors will be in the quasi-saturated state prior
to turn-off and this results in a fast switching action. Also,
the negative feedback built into the circuit ensures satisfactory
operation against variations in load and temperature. A similar
circuit with a push–pull transistor pair in parallel with a pair
of power BJTs is available [8]. An intermediate section, with a
BJT that is either cut off or saturated, provides−10 and+15 V
through potential division.

8.5 Protection of MCTs

8.5.1 Paralleling of MCTs

Similar to power MOSFETs, MCTs can be operated in parallel.
Several MCTs can be paralleled to form larger modules with
only slight derating of the individual devices provided the
devices are matched for proper current sharing. In particu-
lar, the forward voltage drops of individual devices have to be
matched closely.

8.5.2 Overcurrent Protection

The anode-to-cathode voltage in an MCT increases with its
anode current and this property can be used to develop a
protection scheme against overcurrent [5, 6]. The gate pulses
to the MCT are blocked when the anode current and hence the
anode-to-cathode voltage exceeds a preset value. A Schmitt
trigger comparator is used to allow gate pulses to the MCT
when it is in the process of turning on, during which time the
anode voltage is relatively large and decreasing.

8.5.2.1 Snubbers
As with any other power device, the MCT is to be protected
against switching-induced transient voltage and current spikes
by using suitable snubbers. The snubbers modify the volt-
age and current transients during switching such that the
switching trajectory is confined within the safe operating area
(SOA). When the MCT is operated at high frequencies, the
snubber increases the switching loss due to the delayed volt-
age and current responses. The power circuit of an MCT
chopper including an improved snubber circuit is shown in
Fig. 8.4 [5, 7]. The turn-on snubber consists of Ls and DLS and
the turn-off snubber consists of Rs , Cs , and DCs . The series-
connected turn-on snubber reduces the rate of change of the
anode current dIA/dt. The MCT does not support Vs until the
current through the freewheeling diode reaches zero at turn-
on. The turn-off snubber helps to reduce the peak power and
the total power dissipated by the MCT by reducing the volt-
age across the MCT when the anode current decays to zero.
The analysis and design of the snubber and the effect of the
snubber on switching loss and electromagnetic interference are
given in References [5] and [7]. An alternative snubber config-
uration for the two MCTs in an ac–ac converter has also been
reported [8]. This snubber uses only one capacitor and one
inductor for both the MCT switches (PMCT and NMCT) in a
power-converter leg.
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FIGURE 8.4 An MCT chopper with turn-on and turn-off snubbers.
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8.6 Simulation Model of an MCT

The operation of power converters can be analyzed using
PSPICE and other simulation software. As it is a new device,
models of MCTs are not provided as part of the simulation
libraries. However, an appropriate model for the MCT would
be helpful in predicting the performance of novel converter
topologies and in designing the control and protection circuits.
Such a model must be simple enough to keep the simulation
time and effort at a minimum, and must represent most of the
device properties that affect the circuit operation. The PSPICE
models for Harris PMCTs are provided by the manufacturer
and can be downloaded from the internet. However, a sim-
ple model presenting most of the characteristics of an MCT is
available [9, 10]. It is derived from the transistor-level equiva-
lent circuit of the MCT by expanding the SCR model already
reported the literature. The improved model [10] is capable
of simulating the breakover and breakdown characteristics of
an MCT and can be used for the simulation of high-frequency
converters.

8.7 Generation-1 and Generation-2
MCTs

The Generation-1 MCTs were commercially introduced by
Harris Semiconductors in 1992. However, the development of
Generation-2 MCTs is continuing. In Gen-2 MCTs, each cell
has its own turn-on field-effect transistor (FET). Preliminary
test results on Generation-2 devices and a comparison of their
performance with those of Generation-1 devices and high-
speed IGBTs are available [11, 12]. The Generation-2 MCTs
have a lower forward drop compared to the Generation-1
MCTs. They also have a higher dI/dt rating for a given value
of capacitor used for discharge. During hard switching, the fall
time and the switching losses are lower for the Gen-2 MCTs.
The Gen-2 MCTs have the same conduction loss characteristics
as Gen-1 with drastic reductions in turn-off switching times
and losses [13].

Under zero-current switching conditions, Gen-2 MCTs have
negligible switching losses [13]. Under zero-voltage switching,
the turn-off losses in a Gen-2 device are one-half to one-fourth
(depending on temperature and current level) the turn-off
losses in Gen-1 devices. In all soft-switching applications,
the predominant loss, namely, the conduction loss, reduces
drastically allowing the use of fewer switches in a module.

8.8 N-channel MCT

The PMCT discussed in this chapter uses an NMOSFET for
turn-off and this results in a higher turn-off current capability.

The PMCT can only replace a P-channel IGBT and inher-
its all the limitations of a P-channel IGBT. The results of a
2D simulation show that the NMCT can have a higher con-
trollable current [13]. It is reported that NMCT versions of
almost all Harris PMCTs have been fabricated for analyzing the
potential for a commercial product [3]. The NMCTs are also
being evaluated for use in zero-current soft-switching appli-
cations. However, the initial results are not quite encouraging
in that the peak turn-off current of an NMCT is one-half to
one-third of the value achievable in a PMCT. It is hoped that
the NMCTs will eventually have a lower switching loss and a
larger SOA as compared to PMCTs and IGBTs.

8.9 Base Resistance-controlled
Thyristor [14]

The base resistance-controlled thyristor (BRT) is another gate-
controlled device that is similar to the MCT but with a different
structure. The Off-FET is not integrated within the p-base
region but is formed within the n-base region. The diverter
region is a shallow p-type junction formed adjacent to the
p-base region of the thyristor. The fabrication process is sim-
pler for this type of structure. The transistor level equivalent
circuit of a BRT is shown in Fig. 8.5.

The BRT will be in the forward blocking state with a
positive voltage applied to the anode and with a zero gate
bias. The forward blocking voltage will be equal to the
breakdown voltage of the open-base pnp transistor. A pos-
itive gate bias turns on the BRT. At low current levels, the
device behaves similarly to an IGBT. When the anode current
increases, the operation changes to thyristor mode resulting
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FIGURE 8.5 Equivalent circuit of base resistance-controlled thyristor
(BRT).
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in a low forward drop. Applying a negative voltage to its gate
turns off the BRT. During the turn-off process, the anode cur-
rent is diverted from the N+ emitter to the diverter. The BRT
has a current tail during turn-off that is similar to an MCT or
an IGBT.

8.10 MOS Turn-off Thyristor [15]

The MOS turn-off (MTO) thyristor or the MTOT is a replace-
ment for the GTO and it requires a much smaller gate drive.
It is more efficient than a GTO, it can have a maximum block-
ing voltage of about 9 kV, and it will be used to build power
converters in the 1–20 MVA range. Silicon Power Corporation
(SPCO) manufactures the device.

The transistor-level equivalent circuit of the MTOT (hybrid
design) and the circuit symbol are shown in Fig. 8.6. Applying
a current pulse at the turn-on gate (Gl), as with a conven-
tional GTO, turns on the MTOT. The turn-on action, including
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FIGURE 8.6 Equivalent circuit and symbol of a MOS turn-off (MTO)
thyristor.

regeneration, is similar to a conventional SCR. Applying a
positive voltage pulse to the turn-off gate (G2), as with an
MCT, turns off the MTOT. The voltage pulse turns on the
FET, thereby shorting the emitter and base of the npn tran-
sistor and breaking the regenerative action. The MTOT is a
faster switch than a GTO in that it is turned off with a reduced
storage time compared to a GTO. The disk-type construction
allows double-side cooling.

8.11 Applications of PMCT

The MCTs have been used in various applications, some
of which are in the area of ac-dc and ac-ac conversion
where the input is 60 Hz ac. Variable power factor operation
was achieved using the MCTs as a force-commutated power
switch [5]. The power circuit of an ac voltage controller capa-
ble of operating at a leading, lagging, and unity power factor
is shown in Fig. 8.7. Because the switching frequency is low,
the switching losses are negligible. Because the forward drop
is low, the conduction losses are also small. The MCTs are also
used in circuit breakers.

8.11.1 Soft-switching

The MCT is intended for high-frequency switching applica-
tions where it is supposed to replace a MOSFET or an IGBT.
Similar to a Power MOSFET or an IGBT, the switching losses
will be high at high switching frequencies. The typical charac-
teristics of an MCT during turn-on and turn-off under hard
switching (without snubber) are shown in Fig. 8.8. During
turn-on and turn off, the device current and voltage take a
finite time to reach their steady-state values. Each time the
device changes state, there is a short period during which
the voltage and current variations overlap. This results in a
transient power loss that contributes to the average power loss.

Soft-switching converters are being designed primarily to
enable operation at higher switching frequencies. In these

M1
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R–L loadVac

FIGURE 8.7 Power circuit of MCT ac voltage controller.
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FIGURE 8.8 The MCT turn-off and turn-on waveforms under hard
switching.

converters, the power devices switch at zero voltage or zero
current, thereby eliminating the need for a large safe oper-
ating area (SOA) and at the same time eliminating the
switching losses entirely. The MCT converters will outperform
IGBT and power MOSFET converters in such applications by
giving the highest possible efficiency. In soft-switching appli-
cations, the MCT will have only conduction loss, which is

low and is close to that in a power diode with similar power
ratings [12]. The Generation-1 MCTs did not turn on rapidly
in the vicinity of zero anode-cathode voltage and this posed a
problem in softswitching applications of an MCT. However,
Generation-2 MCTs have enhanced dynamic characteristics
under zero voltage soft switching [16]. In an MCT, the PMOS
On-FET together with the pnp transistor constitute a p-IGBT.
An increase in the number of turn-on cells (decrease in the
on-resistance of the p-IGBT) and an enhancement of their
distribution across the MCT active area enable the MCT to
turn on at a very low transient voltage allowing zero voltage
switching (ZVS). During zero voltage turn-on, a bipolar device
such as the MCT takes more time to establish conductivity
modulation. Before the device begins to conduct fully, a volt-
age spike appears, thus causing a modest switching loss [12].
Reducing the tail-current amplitude and duration by proper
circuit design can minimize the turn-off losses in softswitching
cases.

8.11.2 Resonant Converters

Resonant and quasi-resonant converters are known for their
reduced switching loss [17]. Resonant converters with zero
current switching are built using MCTs and the circuit of one
such, a buck-converter, is shown in Fig. 8.9. The resonant com-
mutating network consisting of Lr , Cr , auxiliary switch Tr , and
diode Dr enables the MCT to turn off under zero current. The
MCT must be turned off during the conduction period of DZ .
Commutating switch Tr must be turned off when the resonant
current reaches zero.

A resonant dc link circuit with twelve parallel MCTs has been
reported [18]. In this circuit, the MCTs switch at zero-voltage
instants. The elimination of the switching loss allows operation
at higher switching frequencies, which in turn increases the
power density and offers better control of the spectral content.
The use of MCTs with the same forward drop provides good
current sharing.

Vin
Cr Lr

L1

Dz

Load

Dr

MCT

Do

Tr

FIGURE 8.9 Power circuit of MCT resonant buck converter.
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The MCTs are also used in ac-resonant-link converters with
pulse density modulation (PDM) [19]. The advantages of the
PDM converter, such as zero-voltage switching, combined with
those of the MCT make the PDM converter a suitable can-
didate for many ac–ac converter applications. In an ac–ac
PDM converter, a low-frequency ac voltage is obtained by
switching the high- frequency ac link at zero-crossing voltages.
Two MCTs with reverse-connected diodes form a bidirec-
tional switch that is used in the circuit. A single capacitor was
used as a simple snubber for both MCTs in the bidirectional
switch.

8.12 Conclusions

The MCT is a power switch with a MOS gate for turn-
on and turn-off. It is derived from a thyristor by adding
the features of a MOSFET. It has several advantages com-
pared to modern devices like the power MOSFET and
the IGBT. In particular, the MCT has a low forward
drop and a higher current density which are required for
high-power applications. The characteristics of Generation-
2 MCTs are better than those of Generation-1 MCTs. The
switching performance of Generation-2 MCTs is compara-
ble to the IGBTs. At one time, SPCO was developing both
PMCTs and NMCTs. The only product that is currently
under the product list of SPCO is the voltage/current con-
trolled Solidtron, which is a discharge switch utlilizing an
n-type MCT. The device features a high current and high
dI/dt capability and is used in capacitor discharge appli-
cations. The data on Solidtron can be obtained at: http://
www.siliconpower.com/Solidtron/Solid_home.htm.
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8.13 Appendix

The following is a summary of the specifications on a
600 V/150 A PMCT made by SPC:
Peak Off-state Voltage, VDRM −600 V
Peak Reverse Voltage, VRRM +40V
Continuous Cathode Current,

(T = +90◦C), IK90 150 A
Non-repetitive Peak Cathode Current, IKSM 5000 A
Peak Controllable Current, IKC 300 A
Gate to Anode Voltage (Continuous), VGA ±15V

Gate to Anode Voltage (Peak), VGAM ±20 V
Rate of Change of Voltage (VGA =15 V),

dV/dt 10 kV/μs
Rate of Change of Current, di/dt 80 kA/μ
Peak Off-state Blocking Current (IDRM)
(VKA = −600 V VGA = +15 V, Tc = +25◦C)v 200 μA
On-state Voltage (VTM)
(IK = 100 A, VGA = −10VTc = +25◦C) 1.3 V
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9.1 Introduction

Static induction devices were invented in 1975 by J. Nishizawa
[1], and for many years, Japan was the only country where
static induction family devices were successfully fabricated.
Static induction transistor can be considered a short chan-
nel junction field effect transistor (JFET) device operating in
prepunch-through region. The number of devices in this fam-
ily is increasing with time. The SIT can operate with power
more than 100 kW at 100 kHz and more than 150 W at 3 GHz
[2]. These devices may operate up to THz frequencies [3, 4].
Static induction transistor logic had switching energy 100 times
smaller than its I2L competitor [5, 6]. Static induction thyris-
tor has many advantages over the traditional silicon controlled
rectifier (SCR), and SID exhibits high switching speed, large
reverse voltage, and low forward voltage drops [7].

9.2 Theory of Static Induction Devices

The cross section of the SIT is shown in Fig. 9.1 and its char-
acteristics are shown in Fig. 9.2. An induced electrostatically
potential barrier controls the current in static induction

devices. The derivations of formulas will be done for an
n-channel device, but the obtained results with a little modi-
fication can also be applied to p-channel devices. For a small
electrical field existing in the vicinity of the potential barrier,
the drift and diffusion currents can be approximated by

Jn = −qn(x)μn
dϕ(x)

dx
+ qDn

dn(x)

dx
(9.1)

where Dn = μnVT and VT = kT/q. By multiplying both sides
of the equation by exp(−φ(x)/VT) and rearranging

Jn exp

(
−ϕ(x)

VT

)
= qDn

d

dx

[
n(x) exp

(
−ϕ(x)

VT

)]
(9.2)

By integrating from x1 to x2, one can obtain

Jn = qDn
n(x2) exp(−ϕ(x2)/VT)− n(x1) exp(−ϕ(x1)/VT)

x2∫
x1

exp(−ϕ(x)/VT) dx

(9.3)

Copyright c© 2007, 2001, Elsevier Inc.
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FIGURE 9.1 Cross section of the static induction transistor.

IDS

VGS

VDS

0 −1 −2 −3
−4

−6

−8

−15

−20

−25

[V]

[mA]

400

600

200

200 400 600 800

FIGURE 9.2 Characteristics of the early SIT design [1].

With the following boundary conditions

ϕ(x1) = 0; n(x1) = NS

ϕ(x2) = VD; n(x2) = ND (9.4)

Equation (9.3) reduces to

Jn = qDnNS
x2∫

x1

exp(−ϕ(x)/VT)dx

(9.5)

Note that the above equations derived for SIT can also be used
to find the current in any device controlled by a potential bar-
rier, such as a bipolar transistor, an MOS transistor operating
in subthreshold mode, or in a Schottky diode.

9.3 Characteristics of Static Induction
Transistor

Samples of the potential distribution in the SI devices are
shown in Fig. 9.3 [7]. The vicinity of the potential barrier can
be approximated using parabolic formulas (Fig. 9.4) along and
across the channel [8, 9].

ϕ(x) = �
[

1−
(

2
x

L
− 1
)2
]

(9.6)

ϕ(y) = �
[

1−
(

2
y

W
− 1
)2
]

(9.7)

Integrating Eq. (9.5) first along the channel and then across
the channel yields a very simple formula for drain currents in
n-channel SITs:

ID = qDpNSZ
W

L
exp

(
�

VT

)
(9.8)

where � is the potential barrier height in reference to the
source potential, NS is the electron concentration at the source,
W /L ratio describes the shape of the potential saddle in the
vicinity of the barrier, and Z is the length of the source strip.

(a)

(b)

20

−20

−20

−40

−40

−60

−60

−80

−80

−100

−100

0

0

0
0

0

0

10

10
1020

2030
3040

4050

10
20

20

2030
30

40

40
50

FIGURE 9.3 Potential distribution in SIT: (a) view from the source side
and (b) view from the drain side.
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FIGURE 9.4 Potential distribution in the vicinity of the barrier approxi-
mated by parabolic shapes.

Since barrier height � can be a linear function of gate and
drain voltages, therefore

ID = qDpNSZ
W

L
exp(a(VGS + bVDS +�0) /VT) (9.9)

The above equation describes characteristics of SIT for small
current levels. For large current levels, the device current is
controlled by the space charge of moving carriers. In one-
dimensional case, the potential distribution is described by the
Poisson equation:

d2ϕ

dx2
= −ρ(x)

εSiε0
= IDS

Av(x)
(9.10)

where A is the effective device cross section and v(x) is the car-
rier velocity. For a small electrical field v(x)=μE(x), Eq. (9.10)
results in

IDS = 9

8
V 2

DSμεSiε0
A

L3
(9.11)

and for a large electrical field v(x) = const, Eq. (9.10) results in

IDS = 2VDSvsatεSiε0
A

L2
(9.12)

where L is the channel length and vsat ≈ 1011μm/s is the
carrier saturation velocity. In practical devices, the current–
voltage relationship is described by an exponential relation-
ship, Eq. (9.9), for small currents by a quadratic relationship,
Eq. (9.11), and finally for large voltages by an almost linear rela-
tionship, Eq. (9.12). Static induction transistor characteristics
drawn in linear and logarithmic scales are shown in Figs. 9.5
and 9.6, respectively.

9.4 Bipolar Mode Operation of SI
devices (BSIT)

The bipolar mode of operation of an SIT was first reported
in 1976 by Nishizawa and Wilamowski [5, 6]. Several com-
plex theories for the bipolar mode of operation were developed
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FIGURE 9.5 Characteristics of the SIT drawn in a linear scale.
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FIGURE 9.6 Characteristics of the SIT drawn in a logarithmic scale.

[10–14], but actually the simple formula given by Eq. (9.5)
works well not only for the typical mode of the SIT oper-
ation but also for the bipolar mode of the SIT operation.
Furthermore, the same formula works very well for the classical
bipolar transistors. Typical characteristics of the SIT operating
in normal and bipolar modes are shown in Figs. 9.7 and 9.8.
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A potential barrier controls the current in the SIT, as shown
in Fig. 9.9 and it is given by

Jn = qDnNS
x2∫

x1

exp
(
−ϕ(x)

VT

)
dx

(9.13)

where ϕ(x) is the profile of the potential barrier along the
channel.
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FIGURE 9.9 Potential distributions in SIT: (a) traditional and (b) with
sharp potential barrier.

For example, in the case of npn bipolar transistors, the
potential distribution across the base in reference to emit-
ter potential at the reference impurity level NE=NS is
described by

ϕ(x) = VT ln

(
NB(x)NS

n2
i

)
exp

(
−VBE

VT

)
(9.14)

After substituting Eq. (9.14) into Eq. (9.13), one can obtain the
well-known equation for electron current injected into the base

Jn = qDnn2
i

x2∫
x1

NB(x)dx

exp

(
VBE

VT

)
(9.15)

If Eq. (9.13) is valid for SIT and BJT, then one may assume that
it is also valid for the bipolar mode of operation of the SIT tran-
sistor. This is a well-known equation for the collector current
in the bipolar transistor, but this time it was derived using the
concept of the current flow through the potential barrier.



9 Static Induction Devices 139

9.5 CMT Conductivity Modulation
Transistor

The CMT conductivity modulation transistor has a unique
ability of controlling ac current flow without a significant dis-
tortion of the sinusoidal waveforms of flowing current [15].
The principle of operation of the CMT is illustrated in Fig. 9.10.
The potential profile of an n+n−n+ structure is shown in
Fig. 9.10a. One may notice that holes injected in the n− region
will drift to the lowest potential and will be trapped near a
potential barrier. In the case of forward direction, holes would
be in vicinity of the base B1, and in the case of reverse bias,
holes would be in the base B2. The positive charge of trapped
holes would lower the potential barriers near source or drain
depending on the direction of applied voltages. As a conse-
quence, larger current may flow through lowered potential
barrier.

In either biasing configuration, holes are trapped by the
potential well, and the number of accumulated holes in the
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FIGURE 9.10 CMT conductivity modulation transistor: (a) band dia-
grams and (b) typical current–voltage characteristics.

vicinity of the potential barrier will depend upon the local
recombination rate. The voltage drop across a region of hole
accumulation is quite small due to the effect of conductivity
modulation. In this manner, the device operation is relatively
independent of the electric polarity between B1 and B2.

The device has the unique characteristics of allowing for
proper operation for both polarities of B1–B2 base volt-
ages while the controlling emitter current direction remains
unchanged (see Fig. 9.10b). Also, it should be noted that in the
vicinity of zero biasing, the device has extremely linear charac-
teristics. In fact, it behaves as a variable resistor controlled by
current injected by the emitter.

9.6 Static Induction Diode

The bipolar mode of operation of the SIT can also be used
to obtain diodes with low forward voltage drop and negligible
carrier storage effect [10, 11, 13, 16]. A static induction diode
(SID) can be obtained by shorting a gate to the emitter of the
SIT [17, 18]. Such diode has all the advantages of the SIT such
as thermal stability and short switching time. The cross section
of such diode is shown in Fig. 9.11.

SIT

(a)

n–

n+

p p p p p p

Emitter

Anode

Cathode

(b)

FIGURE 9.11 Static induction diode: (a) circuit diagram and (b) cross
section.
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FIGURE 9.12 Schottky diode with enlarged breakdown voltages:
(a) circuit diagram, (b) and (c) two cross sections of possible implemen-
tation.

The quality of the SID can be further improved with
more sophisticated emitters (Fig. 9.10b,c). The SI diode
with Schottky emitter was described by Wilamowski in 1983
[19] (Fig. 9.12). A similar structure was later published by
Baliga [20].

9.7 Lateral Punch-Through Transistor

Fabrications of SI transistors usually require very sophisticated
technology. It is much simpler to fabricate a lateral punch-
through transistor, which operates on the same principle and
has similar characteristics [21] (Fig. 9.13). The cross section of
the LPTT is shown in Fig. 9.14.

9.8 Static Induction Transistor Logic

The static induction transistor logic (SITL) was proposed by
Nishizawa and Wilamowski [5, 6]. This logic circuit has almost
100 times better power-delay product than its I2L competi-
tor. Such drastic improvement of the power-delay product is
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FIGURE 9.13 Characteristics of lateral punch-through transistor.
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FIGURE 9.14 Structures of the lateral punch-through transistors:
(a) simple and (b) with sharper potential barrier.
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FIGURE 9.15 Cross section of SIT logic.

possible because the SITL structure has a significantly smaller
junction parasitic capacitance, and also the voltage swing is
reduced. Figures 9.15 and 9.16 illustrate the concept of SITL.
Measured characteristics of an n-channel transistor of the static
induction logic are shown in Fig. 9.17.
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FIGURE 9.16 Diagrams of SIT logic.
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FIGURE 9.17 Measured characteristics of n-channel transistor of the
logic circuit of Fig. 9.16.

9.9 BJT Saturation Protected by SIT

The SI transistor can also be used instead of a Schottky diode
to protect a bipolar junction transistor against saturation [22].
This leads to faster switching time. The concept is shown in
Figs. 9.18 and 9.19. Note that this approach is advantageous
to the solution with Schottky diode since it does not require
additional area on a chip and it does not introduce additional
capacitance between the base and the collector. The base col-
lector capacitance is always enlarged by the Miller effect, and
this leads to slower switching in the case of the solution with
the Schottky diode.

9.10 Static Induction MOS Transistor

The punch-through transistor with MOS-controlled gate was
described in 1983 [23, 24]. In the illustration shown in
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FIGURE 9.18 Protection of bipolar transistor against deep saturation:
(a) using Schottky diode and (b) using SIT.
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FIGURE 9.19 Cross sections of bipolar transistors protected against
deep saturation using SIT.

Fig. 9.20a, current can flow in a similar fashion as in the lat-
eral punch-through transistor [21]. In this mode of operation,
carriers are moving far from the surface with a velocity close to
the saturation velocity. The real advantage of such structure is
the very low gate capacitance.

Another implementation of static induction MOS transistor
(SIMOS) is shown in Fig. 9.21. The buried p+ layer is con-
nected to the substrate, which has a large negative potential.
As a result, the potential barrier is high and the emitter–drain
current cannot flow. The punch-through current may start to
flow when the positive voltage is applied to the gate, and hence
in this way, the potential barrier is lowered. The p-implant layer
is depleted, and due to the high horizontal electrical field under
the gate, there is no charge accumulation under this gate. Such
a transistor has several advantages over the traditional MOS
transistor.

1. The gate capacitance is very small, since there is no
accumulation layer under the gate.

2. Carriers are moving with a velocity close to saturation
velocity.

3. Much lower substrate doping and the existing depletion
layer lead to much smaller drain capacitance.

The device operates in a similar fashion as MOS transistor
in subthreshold conditions, but this process occurs at much
higher current levels. Such “bipolar mode” of operation may
have many advantages in VLSI applications.
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FIGURE 9.20 MOS controlled punch-through transistor: (a) transis-
tor in the punch-through mode for the negative gate potential and
(b) transistor in the on-state for the positive gate potential.

9.11 Space Charge Limiting Load (SCLL)

Using the concept of the space charge limited current flow, as
shown in Fig. 9.22, it is possible to fabricate very large resis-
tors on a very small area. Moreover, these resistors have a
very small parasitic capacitance. For example, a 50-k� resistor
requires only several square micrometers when 2-μm feature
size technology is used [7].

Depending on the value of the electrical field, the device cur-
rent is described by the following two equations. For a small
electrical field v(x) = μE(x)

IDS = 9

8
V 2

DSμεSiε0
A

L3
(9.16)

For a large electrical field v(x) = const

IDS = 2VDSvsatεSiε0
A

L2
(9.17)

Moreover, these resistors, which are based on the space
charge limit flow, have a very small parasitic capacitance.
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FIGURE 9.21 Static induction MOS structure: (a) cross section and
(b) top view.
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FIGURE 9.22 Space charge limiting load (SCLL).

9.12 Power MOS Transistors

Power MOS transistors are being used for fast switching power
supplies and for switching power converters. They can be
driven with relatively small power, and switching frequencies
could be very high. High switching frequencies lead to compact
circuit implementations with small inductors and small capaci-
tances. Basically, only two technologies, DMOS and VMOS, are
used for power MOS devices as shown in Figs. 9.23 and 9.24.

A more popular structure is the DMOS shown in Fig. 9.24.
This structure also uses the SIT concept. Note that for large
drain voltages, the n-region is depleted from carriers and stati-
cally induced electrical field in the vicinity of the virtual drain is
significantly reduced. As a result, this transistor may withstand
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FIGURE 9.25 MOS and SIT equivalent to the structure of Fig. 9.24.

much larger drain voltages and also the effect of channel length
modulation is significantly reduced. The later effect leads to
larger output resistances of the transistor. Therefore, the drain
current is less sensitive to drain voltage variations. The struc-
ture shown in Fig. 9.24 can be considered a composition of the
MOS transistor and the SIT transistor as shown in Fig. 9.25.

The major disadvantage of power MOS transistors is rela-
tively large drain series resistance and much smaller transcon-
ductance in comparison to bipolar transistors. Both of these
parameters can be improved dramatically by a simple change
of the type of drain, in the case of n-channel device from n-type
to p-type drain. This way the integrated structure is being built

Poly gateSource

Drain

p pp
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p+p+ p+
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Poly gate

(a)

(b)
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E
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FIGURE 9.26 Insulated gate bipolar transistor (IGBT): (a) cross section
and (b) equivalent diagram.

where its equivalent diagram consists of MOS transistor inte-
grated with bipolar transistor. Such structure has β times larger
transconductance (β is the current gain of bipolar transistor)
and much smaller series resistance due to the conductivity
modulation effect caused by holes injected into lightly doped
drain region. Such device is known as insulated gate bipolar
transistors (IGBT), which is shown in Fig. 9.26. Their main
disadvantage is large switching time limited primarily by poor
switching performance of bipolar transistor. Another difficulty
is related to a possible latch-up action of four-layer n+pn−p+
structure. This undesired effect could be suppressed by using
heavily doped p+ region in the base of NPN structure, which
leads to significant reduction of the current gain of this para-
sitic transistor. The gain of other PNP transistor must be kept
large, so the transconductance of the entire device is large too.
The IGBT transistor has breakdown voltages up to 1500 V, and
turn-off times are in the range 0.1–0.5 μs. They may oper-
ate with currents above 100 A with a forward voltage drop of
about 3 V.

9.13 Static Induction Thyristor

There are several special semiconductor devices dedicated
to high-power applications. The most popular is thyristor
known also as silicon control rectifier (SCR). This device is
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FIGURE 9.27 Silicon control rectifier: (a) cross section and (b) equiva-
lent diagram.
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FIGURE 9.28 Silicon control rectifier with larger dv/dt parameter:
(a) cross section and (b) equivalent diagram.

a four-layer structure as shown in Fig. 9.27a and it can be
considered as two transistors npn and pnp connected as shown
in Fig. 9.27b.

In normal operation mode (anode has positive potential),
only one junction is reverse-biased, and it can be represented
by capacitance C. A spike of anode voltage can, therefore, be
obtained through capacitor C, and it can trigger SCR. This
behavior is not acceptable in practical applications and there-
fore a different device structure is being used as shown in
Fig. 9.28. Note that by shorting gate to cathode by resistor R,
it is much more difficult to trigger the npn transistor by spike
of anode voltage. This way rapid change of anode voltages is
not able to trigger thyristor. Therefore, this structure has very
large dv/dt parameter.

When NPN transistor is replaced with SItransistor, parame-
ters of a thyristor can be significantly improved. For example,
with breaking voltage in the range of 5 kV and current of 600 A,
the switching on time can be as short as 100 ns and dv/dt
parameter can be as large as 50 kV/s [16, 25].

Most of the SCRs sold in the market comprise an integrated
structure composed of two or more thyristors. This structure
has both large dv/dt and di/dt parameters. This structure con-
sists of internal thyristor that significantly amplifies the gate
signal.
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p p
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FIGURE 9.29 Integrated structure of silicon control rectifier: (a) cross
section and (b) equivalent diagram.
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FIGURE 9.30 GTO-SIT: (a) cross section and (b) equivalent diagram.

The classical thyristor shown in Fig. 9.27 can be turned off by
the gate voltage while integrated SCR shown in Fig. 9.29 can be
only turned off by decreasing anode current to zero. Most of the
SCRs sold in the market have an integrated structure composed
of two or more thyristors. This structure has both large dv/dt
and di/dt parameters.

9.14 Gate Turn-Off Thyristor

For dc operation, it is important to have a thyristor that can
be turned off by the gate voltage. Such thyristor has a structure
similar to the one shown in Fig. 9.27. However, it is important
to have significantly different current gains β for pnp and npn
transistors. The current gain of npn transistor should be as large
as possible, and the current gain of pnp transistor should be
small. The product of βnpn and βpnp should be larger than one.
This can be easily implemented using SI structure as shown in
Fig. 9.30.

9.15 Summary

Several devices from the static induction family such as static
induction transistor (SIT), static induction diode (SID), static
induction thyristor, lateral punch-through transistor (LPTT),
static induction transistor logic (SITL), static induction MOS
transistor (SIMOS), and space charge limiting load (SCLL) are
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described. The theory of operation of static induction devices
is given for both a current controlled by a potential barrier and
a current controlled by space charge. The new concept of a
punch-through emitter (PTE), which operates with majority
carrier transport, is presented.
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10.1 Introduction

This chapter describes the application and design of diode
rectifier circuits. It covers single-phase rectifier circuits, three-
phase rectifier circuits, poly-phase rectifier circuits, and high-
frequency rectifier circuits. The objectives of this chapter are:

• To enable the readers to understand the operation of
typical rectifier circuits.

• To enable the readers to appreciate the different qualities
of rectifiers required for different applications.

• To enable the reader to design practical rectifier circuits.

The high-frequency rectifier waveforms given are obtained
from PSPICE simulations, which take into account the
secondary effects of stray and parasitic components. In this
way, the waveforms can closely resemble the real ones. These
waveforms are particularly useful to help designers deter-
mine the practical voltage, current, and other ratings of
high-frequency rectifiers.

10.2 Single-phase Diode Rectifiers

There are two types of single-phase diode rectifier that convert
a single-phase ac supply into a dc voltage, namely, single-
phase half-wave rectifiers and single-phase full-wave rectifiers.
In the following subsections, the operations of these rectifier
circuits are examined and their performances are analyzed
and compared in a tabulated form. For the sake of sim-
plicity, the diodes are considered to be ideal, i.e. they have
zero forward voltage drop and reverse recovery time. This
assumption is generally valid for the case of diode rectifiers
which use the mains, a low-frequency source, as the input,
and when the forward voltage drop is small compared with
the peak voltage of the mains. Furthermore, it is assumed
that the load is purely resistive such that the load voltage
and the load current have similar waveforms. In Section 10.5,
Filtering Systems in Rectifiers, the effects of inductive load
and capacitive load on a diode rectifier are considered in
detail.

Copyright © 2007, 2001, Elsevier Inc.
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10.2.1 Single-phase Half-wave Rectifiers

The simplest single-phase diode rectifier is the single-phase
half-wave rectifier. A single-phase half-wave rectifier with resis-
tive load is shown in Fig. 10.1. The circuit consists of only
one diode that is usually fed with a secondary transformer
as shown. During the positive half-cycle of the transformer
secondary voltage, diode D conducts. During the negative
half-cycle, diode D stops conducting. Assuming that the trans-
former has zero internal impedance and provides perfect
sinusoidal voltage on its secondary winding, the voltage and
current waveforms of resistive load R and the voltage waveform
of diode D are shown in Fig. 10.2.

By observing the voltage waveform of diode D in Fig. 10.2,
it is clear that the peak inverse voltage (PIV) of diode D is
equal to Vm during the negative half-cycle of the transformer
secondary voltage. Hence the peak repetitive reverse voltage
(VRRM ) rating of diode D must be chosen to be higher than
Vm to avoid reverse breakdown. In the positive half-cycle of the
transformer secondary voltage, diode D has a forward current
which is equal to the load current, therefore the peak repetitive
forward current (IFRM ) rating of diode D must be chosen to

– R

vD

vs = Vm Sin ωt vL

iL

D
+

FIGURE 10.1 A single-phase half-wave rectifier with resistive load.
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FIGURE 10.2 Voltage and current waveforms of the half-wave rectifier
with resistive load.

be higher than the peak load current, Vm = R, in practice. In
addition, the transformer has to carry a dc current that may
result in a dc saturation problem of the transformer core.

10.2.2 Single-phase Full-wave Rectifiers

There are two types of single-phase full-wave rectifier, namely,
full-wave rectifiers with center-tapped transformer and bridge
rectifiers. A full-wave rectifier with a center-tapped trans-
former is shown in Fig. 10.3. It is clear that each diode, together
with the associated half of the transformer, acts as a half-wave
rectifier. The outputs of the two half-wave rectifiers are com-
bined to produce full-wave rectification in the load. As far as
the transformer is concerned, the dc currents of the two half-
wave rectifiers are equal and opposite, such that there is no
dc current for creating a transformer core saturation problem.
The voltage and current waveforms of the full-wave rectifier
are shown in Fig. 10.4. By observing diode voltage waveforms
vD1 and vD2 in Fig. 10.4, it is clear that the PIV of the diodes
is equal to 2Vm during their blocking state. Hence the VRRM

rating of the diodes must be chosen to be higher than 2Vm

to avoid reverse breakdown. (Note that, compared with the
half-wave rectifier shown in Fig. 10.1, the full-wave rectifier
has twice the dc output voltage, as shown in Section 10.2.4.)
During its conducting state, each diode has a forward current
which is equal to the load current, therefore the IFRM rating of
these diodes must be chosen to be higher than the peak load
current, Vm = R, in practice.

Employing four diodes instead of two, a bridge rectifier as
shown in Fig. 10.5 can provide full-wave rectification without
using a center-tapped transformer. During the positive half-
cycle of the transformer secondary voltage, the current flows to
the load through diodes D1 and D2. During the negative half-
cycle, D3 and D4 conduct. The voltage and current waveforms
of the bridge rectifier are shown in Fig. 10.6 As with the full-
wave rectifier with center-tapped transformer, the IFRM rating
of the employed diodes must be chosen to be higher than the
peak load current, Vm = R. However, the PIV of the diodes is
reduced from 2Vm to Vm during their blocking state.

–

+
vs iL

vL

D2
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R
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FIGURE 10.3 Full-wave rectifier with center-tapped transformer.
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10.2.3 Performance Parameters

In this subsection, the performance of the rectifiers mentioned
above will be evaluated in terms of the following parameters.
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FIGURE 10.6 Voltage and current waveforms of the bridge rectifier.

10.2.3.1 Voltage Relationships
The average value of the load voltage vL is Vdc and it is
defined as

Vdc = 1

T

∫ T

0
vL(t ) dt (10.1)

In the case of a half-wave rectifier, Fig. 10.2 indicates that
load voltage vL(t ) = 0 for the negative half-cycle. Note that the
angular frequency of the source ω = 2π = T , and Eq. (10.1)
can be re-written as

Vdc = 1

2π

∫ π

0
Vm sin ωt d(ωt ) (10.2)

Therefore,

Half-wave Vdc = Vm

π
= 0.318Vm (10.3)

In the case of a full-wave rectifier, Figs. 10.4 and 10.6 indicate
that vL(t ) = Vm| sin ωt | for both the positive and negative
half-cycles. Hence Eq. (10.1) can be re-written as

Vdc = 1

π

∫ π

0
Vm sin ωt d(ωt ) (10.4)

Therefore,

Full-wave Vdc = 2Vm

π
= 0.636Vm (10.5)
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The root-mean-square (rms) value of load voltage vL is VL ,
which is defined as

VL =
[

1

T

∫ T

0
v2

L(t )dt

]1/2

(10.6)

In the case of a half-wave rectifier, vL(t ) = 0 for the negative
half-cycle, therefore Eq. (10.6) can be re-written as

VL =
√

1

2π

∫ π

0
(Vm sin ωt )2d(ωt ) (10.7)

or

Half-wave VL = Vm

2
= 0.5Vm (10.8)

In the case of a full-wave rectifier, vL(t ) = Vm| sin ωt | for
both the positive and negative half-cycles. Hence Eq. (10.6)
can be re-written as

VL =
√

1

π

∫ π

0
(Vm sin ωt )2d(ωt ) (10.9)

or

Full-wave VL = Vm√
2
= 0.707Vm (10.10)

The result of Eq. (10.10) is as expected because the rms
value of a full-wave rectified voltage should be equal to that of
the original ac voltage.

10.2.3.2 Current Relationships
The average value of load current iL is Idc and because load R
is purely resistive it can be found as

Idc = Vdc

R
(10.11)

The rms value of load current iL is IL and it can be found as

IL = VL

R
(10.12)

In the case of a half-wave rectifier, from Eq. (10.3)

Half-wave Idc = 0.318Vm

R
(10.13)

and from Eq. (10.8)

Half-wave IL = 0.5Vm

R
(10.14)

In the case of a full-wave rectifier, from Eq. (10.5)

Full-wave Idc = 0.636Vm

R
(10.15)

and from Eq. (10.10)

Full-wave IL = 0.707Vm

R
(10.16)

10.2.3.3 Rectification Ratio
The rectification ratio, which is a figure of merit for comparing
the effectiveness of rectification, is defined as

σ = Pdc

PL
= Vdc Tdc

VLIL
(10.17)

In the case of a half-wave diode rectifier, the rectification
ratio can be determined by substituting Eqs. (10.3), (10.13),
(10.8), and (10.14) into Eq. (10.17).

Half-wave σ = (0.318Vm)2

(0.5Vm)2 = 40.5% (10.18)

In the case of a full-wave rectifier, the rectification ratio
is obtained by substituting Eqs. (10.5), (10.15), (10.10), and
(10.16) into Eq. (10.17).

Full-wave σ = (0.636Vm)2

(0.707Vm)2 = 81% (10.19)

10.2.3.4 Form Factor
The form factor (FF) is defined as the ratio of the root-mean-
square value (heating component) of a voltage or current to
its average value,

FF = VL

Vdc
or

IL

Idc
(10.20)

In the case of a half-wave rectifier, the FF can be found by
substituting Eqs. (10.8) and (10.3) into Eq. (10.20).

Half-wave FF = 0.5Vm

0.318Vm
= 1.57 (10.21)

In the case of a full-wave rectifier, the FF can be found by
substituting Eqs. (10.16) and (10.15) into Eq. (10.20).

Full-wave FF = 0.707Vm

0.636Vm
= 1.11 (10.22)
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10.2.3.5 Ripple Factor
The ripple factor (RF), which is a measure of the ripple
content, is defined as

RF = Vac

Vdc
(10.23)

where Vac is the effective (rms) value of the ac component of
load voltage vL .

Vac =
√

V 2
L − V 2

dc (10.24)

Substituting Eq. (10.24) into Eq. (10.23), the RF can be
expressed as

RF =
√(

VL

Vdc

)2

− 1 =
√

FF2 − 1 (10.25)

In the case of a half-wave rectifier,

Half-wave RF =
√

1.572 − 1 = 1.21 (10.26)

In the case of a full-wave rectifier,

Full-wave RF =
√

1.112 − 1 = 0.482 (10.27)

10.2.3.6 Transformer Utilization Factor
The transformer utilization factor (TUF), which is a measure
of the merit of a rectifier circuit, is defined as the ratio of the
dc output power to the transformer volt–ampere (VA) rating
required by the secondary winding,

TUF = Pdc

VsIs
= Vdc Idc

VsIs
(10.28)

where Vs and Is are the rms voltage and rms current ratings of
the secondary transformer.

Vs = Vm√
2
= 0.707Vm (10.29)

The rms value of the transformer secondary current Is is the
same as that of the load current IL . For a half-wave rectifier, Is

can be found from Eq. (10.14).

Half-wave Is = 0.5Vm

R
(10.30)

For a full-wave rectifier, Is is found from Eq. (10.16).

Full-wave Is = 0.707Vm

R
(10.31)

Therefore, the TUF of a half-wave rectifier can be obtained
by substituting Eqs. (10.3), (10.13), (10.29), and (10.30) into
Eq. (10.28).

Half-wave TUF = 0.3182

0.707× 0.5
= 0.286 (10.32)

The poor TUF of a half-wave rectifier signifies that the trans-
former employed must have a 3.496 (1/0.286) VA rating in
order to deliver 1 W dc output power to the load. In addition,
the transformer secondary winding has to carry a dc current
that may cause magnetic core saturation. As a result, half-wave
rectifiers are used only when the current requirement is small.

In the case of a full-wave rectifier with center-tapped trans-
former, the circuit can be treated as two half-wave rectifiers
operating together. Therefore, the transformer secondary VA
rating, VsIs , is double that of a half-wave rectifier, but the out-
put dc power is increased by a factor of four due to higher
the rectification ratio as indicated by Eqs. (10.5) and (10.15).
Therefore, the TUF of a full-wave rectifier with center-tapped
transformer can be found from Eq. (10.32)

Full-wave TUF = 4× 0.3182

2× 0.707× 0.5
= 0.572 (10.33)

In the case of a bridge rectifier, it has the highest TUF
in single-phase rectifier circuits because the currents flowing
in both the primary and secondary windings are continuous
sinewaves. By substituting Eqs. (10.5), (10.15), (10.29), and
(10.31) into Eq. (10.28), the TUF of a bridge rectifier can be
found.

Bridge TUF = 0.6362

(0.707)2 = 0.81 (10.34)

The transformer primary VA rating of a full-wave rectifier
is equal to that of a bridge rectifier since the current flowing
in the primary winding is also a continuous sinewave.

10.2.3.7 Harmonics
Full-wave rectifier circuits with resistive load do not produce
harmonic currents in their transformers. In half-wave recti-
fiers, harmonic currents are generated. The amplitudes of the
harmonic currents of a half-wave rectifier with resistive load,
relative to the fundamental, are given in Table 10.1. The extra
loss caused by the harmonics in the resistive loaded rectifier
circuits is often neglected because it is not high compared with
other losses. However, with non-linear loads, harmonics can
cause appreciable loss and other problems such as poor power
factor and interference.
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TABLE 10.1 Harmonic percentages of a half-wave rectifier with
resistive load

Harmonic 2nd 3rd 4th 5th 6th 7th 8th

% 21.2 0 4.2 0 1.8 0 1.01

10.2.4 Design Considerations

In a practical design, the goal is to achieve a given dc output
voltage. Therefore, it is more convenient to put all the design
parameters in terms of Vdc . For example, the rating and turns
ratio of the transformer in a rectifier circuit can be easily deter-
mined if the rms input voltage to the rectifier is in terms of
the required output voltage Vdc .

Denote the rms value of the input voltage to the rectifier
as Vs , which is equal to 0.707Vm . Based on this relation and
Eq. (10.3), the rms input voltage to a half-wave rectifier is
found as

Half-wave Vs = 2.22Vdc (10.35)

Similarly, from Eqs. (10.5) and (10.29), the rms input
voltage per secondary winding of a full-wave rectifier is
found as

Full-wave Vs = 1.11Vdc (10.36)

Another important design parameter is the VRRM rating of
the diodes employed.

In the case of a half-wave rectifier, from Eq. (10.3),

Half-wave VRRM = Vm = Vdc

0.318
= 3.14Vdc (10.37)

TABLE 10.2 Important design parameters of basic single-phase rectifier circuits with resistive load

Half-wave
rectifier

Full-wave rectifier
with center-tapped
transformer

Full-wave bridge
rectifier

Peak repetitive reverse voltage VRRM 3.14Vdc 3.14Vdc 1.57Vdc
RMS input voltage per transformer leg Vs 2.22Vdc 1.11Vdc 1.11Vdc
Diode average current IF(AV) 1.00Idc 0.50Idc 0.50Idc
Peak repetitive forward current IFRM 3.14IF(AV) 1.57IF(AV) 1.57IF(AV)
Diode rms current IF(RMS) 1.57Idc 0.785Idc 0.785Idc
Form factor of diode current IF(RMS)/IF(AV) 1.57 1.57 1.57
Rectification ratio 0.405 0.81 0.81
Form factor 1.57 1.11 1.11
Ripple factor 1.21 0.482 0.482
Transformer rating primary VA 2.69Pdc 1.23Pdc 1.23Pdc
Transformer rating secondary VA 3.49Pdc 1.75Pdc 1.23Pdc
Output ripple frequency fr 1fi 2fi 2fi

In the case of a full-wave rectifier with center-tapped
transformer, from Eq. (10.5),

Full-wave VRRM = 2Vm = 2Vdc

0.636
= 3.14Vdc (10.38)

In the case of a bridge rectifier, also from Eq. (10.5),

Bridge VRRM = Vm = Vdc

0.636
= 1.57Vdc (10.39)

It is important to evaluate the IFRM rating of the employed
diodes in rectifier circuits.

In the case of a half-wave rectifier, from Eq. (10.13),

Half-wave IFRM = Vm

R
= Idc

0.318
= 3.41Idc (10.40)

In the case of full-wave rectifiers, from Eq. (10.15),

Full-wave IFRM = Vm

R
= Idc

0.636
= 1.57Idc (10.41)

The important design parameters of basic single-phase rec-
tifier circuits with resistive loads are summarized in Table 10.2.

10.3 Three-phase Diode Rectifiers

It has been shown in Section 10.2 that single-phase diode recti-
fiers require a rather high transformer VA rating for a given dc
output power. Therefore, these rectifiers are suitable only for
low to medium power applications. For power output higher
than 15 kW, three-phase or poly-phase diode rectifiers should
be employed. There are two types of three-phase diode rectifier
that convert a three-phase ac supply into a dc voltage, namely,
star rectifiers and bridge rectifiers. In the following subsections,
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the operations of these rectifiers are examined and their perfor-
mances are analyzed and compared in tabulated form. For the
sake of simplicity, the diodes and the transformers are consid-
ered to be ideal, i.e. the diodes have zero forward voltage drop
and reverse current, and the transformers possess no resistance
and no leakage inductance. Furthermore, it is assumed that the
load is purely resistive, such that the load voltage and the load
current have similar waveforms. In Section 10.5 Filtering Sys-
tems in Rectifier Circuits, the effects of inductive load and
capacitive load on a diode rectifier are considered in detail.

10.3.1 Three-phase Star Rectifiers

10.3.1.1 Basic Three-phase Star Rectifier Circuit
A basic three-phase star rectifier circuit is shown in Fig. 10.7.
This circuit can be considered as three single-phase half-wave
rectifiers combined together. Therefore it is sometimes referred
to as a three-phase half-wave rectifier. The diode in a particu-
lar phase conducts during the period when the voltage on that
phase is higher than that on the other two phases. The voltage
waveforms of each phase and the load are shown in Fig. 10.8.
It is clear that, unlike the single-phase rectifier circuit, the con-
duction angle of each diode is 2π/3, instead of π. This circuit
finds uses where the required dc output voltage is relatively
low and the required output current is too large for a practical
single-phase system.

2p
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FIGURE 10.8 Waveforms of voltage and current of the three-phase star rectifier shown in Fig. 10.7.
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FIGURE 10.7 Three-phase star rectifier.

Taking phase R as an example, diode D conducts from π/6
to 5π/6. Therefore, using Eq. (10.1) the average value of the
output can be found as

Vdc = 3

2π

∫ 5π/6

π/6
Vm sin θdθ (10.42)

or

Vdc = Vm
3

π

√
3

2
= 0.827Vm (10.43)

Similarly, using Eq. (10.6), the rms value of the output
voltage can be found as

VL =
√

3

2π

∫ 5π/6

π/6
(Vm sin θ)2 dθ (10.44)
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TABLE 10.3 Important design parameters of the three-phase rectifier circuits with the resistive load

Three-phase
star rectifier

Three-phase
double-star rectifier
with inter-phase
transformer

Three-phase
bridge rectifier

Peak repetitive reverse voltage VRRM 2.092Vdc 1.06Vdc 1.05Vdc
RMS input voltage per transformer leg Vs 0.855Vdc 0.855Vdc 0.428Vdc
Diode average current IF(AV) 0.333Idc 0.167Idc 0.333Idc
Peak repetitive forward current IFRM 3.63IF(AV) 3.15IF(AV) 3.14IF(AV)
Diode rms current IF(RMS) 0.587Idc 0.293Idc 0.579Idc
Form factor of diode current IF(RMS)/IF(AV) 1.76 1.76 1.74
Rectification ratio 0.968 0.998 0.998
Form factor 1.0165 1.0009 1.0009
Ripple factor 0.182 0.042 0.042
Transformer rating primary VA 1.23Pdc 1.06Pdc 1.05Pdc
Transformer rating secondary VA 1.51Pdc 1.49Pdc 1.05Pdc
Output ripple frequency fr 3fi 6fi 6fi

or

VL = Vm

√√√√ 3

2π

(
π

3
+
√

3

4

)
= 0.84Vm (10.45)

In addition, the rms current in each transformer secondary
winding can also be found as

Is = Im

√√√√ 1

2π

(
π

3
+
√

3

4

)
= 0.485Im (10.46)

where Im = Vm/R.
Based on the relationships stated in Eqs. (10.43), (10.45),

and (10.46), all the important design parameters of the three-
phase star rectifier can be evaluated, as listed in Table 10.3,
which is given at the end of Subsection 10.3.2. Note that, as
with a single-phase half-wave rectifier, the three-phase star rec-
tifier shown in Fig. 10.7 has direct currents in the secondary
windings that can cause a transformer core saturation prob-
lem. In addition, the currents in the primary do not sum

R

R’

B

B’Y

Y’

FIGURE 10.9 Three-phase inter-star rectifier.

to zero. Therefore it is preferable not to have star-connected
primary windings.

10.3.1.2 Three-phase Inter-star Rectifier Circuit
The transformer core saturation problem in the three-phase
star rectifier can be avoided by a special arrangement in its sec-
ondary windings, known as zig-zag connection. The modified
circuit is called the three-phase inter-star or zig-zag rectifier
circuit, as shown in Fig. 10.9. Each secondary phase voltage
is obtained from two equal-voltage secondary windings (with
a phase displacement of π/3) connected in series so that the
dc magnetizing forces due to the two secondary windings on
any limb are equal and opposite. At the expense of extra sec-
ondary windings (increasing the transformer secondary rating
factor from 1.51 to 1.74 VA/W), this circuit connection elimi-
nates the effects of core saturation and reduces the transformer
primary rating factor to the minimum of 1.05 VA/W. Apart
from transformer ratings, all the design parameters of this
circuit are the same as those of a three-phase star rectifier
(therefore not separately listed in Table 10.3). Furthermore, a
star-connected primary winding with no neutral connection
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is equally permissible because the sum of all primary phase
currents is zero at all times.

10.3.1.3 Three-phase Double-star Rectifier with
Inter-phase Transformer

This circuit consists essentially of two three-phase star rectifiers
with their neutral points interconnected through an inter-
phase transformer or reactor (Fig. 10.10). The polarities of the
corresponding secondary windings in the two interconnected
systems are reversed with respect to each other, so that the rec-
tifier output voltage of one three-phase unit is at a minimum
when the rectifier output voltage of the other unit is at a max-
imum as shown in Fig. 10.11. The function of the inter-phase
transformer is to cause the output voltage vL to be the aver-
age of the rectified voltages v1 and v2 as shown in Fig. 10.11.
In addition, the ripple frequency of the output voltage is now
six times that of the mains and therefore the component size
of the filter (if there is any) becomes smaller. In a balanced
circuit, the output currents of two three-phase units flowing
in opposite directions in the inter-phase transformer wind-
ing will produce no dc magnetization current. Similarly, the
dc magnetization currents in the secondary windings of two
three-phase units cancel each other out.

By virtue of the symmetry of the secondary circuits, the
three primary currents add up to zero at all times. Therefore,
a star primary winding with no neutral connection would be
equally permissible.

10.3.2 Three-phase Bridge Rectifiers

Three-phase bridge rectifiers are commonly used for high
power applications because they have the highest possible
transformer utilization factor for a three-phase system. The
circuit of a three-phase bridge rectifier is shown in Fig. 10.12.

vL

v1

v2

FIGURE 10.10 Three-phase double-star rectifier with inter-phase trans-
former.

The diodes are numbered in the order of conduction sequences
and the conduction angle of each diode is 2π/3.

The conduction sequence for diodes is 12, 23, 34, 45,
56, and 61. The voltage and the current waveforms of the
three-phase bridge rectifier are shown in Fig. 10.13. The line
voltage is 1.73 times the phase voltage of a three-phase star-
connected source. It is permissible to use any combination
of star- or delta-connected primary and secondary windings
because the currents associated with the secondary windings
are symmetrical.

Using Eq. (10.1) the average value of the output can be
found as

Vdc = 6

2π

∫ 2π/3

π/3

√
3Vm sin θdθ (10.47)

or

Vdc = Vm
3
√

3

π
= 1.654Vm (10.48)

Similarly, using Eq. (10.6), the rms value of the output
voltage can be found as

VL =
√

9

π

∫ 2π/3

π/3
(Vm sin θ)2 dθ (10.49)

or

VL = Vm

√
3

2
+ 9

√
3

4π
= 1.655Vm (10.50)

In addition, the rms current in each transformer secondary
winding can also be found as

Is = Im

√√√√ 2

π

(
π

6
+
√

3

4

)
= 0.78Im (10.51)

and the rms current through a diode is

ID = Im

√√√√ 1

π

(
π

6
+
√

3

4

)
= 0.552Im (10.52)

where Im = 1.73Vm/R.
Based on Eqs. (10.48), (10.50), (10.51), and (10.52), all the

important design parameters of the three-phase star rectifier
can be evaluated, as listed in Table 10.3. The dc output voltage
is slightly lower than the peak line voltage or 2.34 times the
rms phase voltage. The VRRM rating of the employed diodes
is 1.05 times the dc output voltage, and the IFRM rating of
the employed diodes is 0.579 times the dc output current.
Therefore, this three-phase bridge rectifier is very efficient and
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popular wherever both dc voltage and current requirements
are high. In many applications, no additional filter is required
because the output ripple voltage is only 4.2%. Even if a filter
is required, the size of the filter is relatively small because the
ripple frequency is increased to six times the input frequency.

10.3.3 Operation of Rectifiers with Finite Source
Inductance

It has been assumed in the preceding sections that the com-
mutation of current from one diode to the next takes place
instantaneously when the inter-phase voltage assumes the nec-
essary polarity. In practice this is hardly possible, because there
are finite inductances associated with the source. For the pur-
pose of discussing the effects of the finite source inductance,
a three-phase star rectifier with transformer leakage induc-
tances is shown in Fig. 10.14, where l1, l2, l3 denote the
leakage inductances associated with the transformer secondary
windings.

Refer to Fig. 10.15. At the time when vYN is about to become
larger than vRN , due to leakage inductance l1, the current in D1

cannot fall to zero immediately. Similarly, due to the leakage
inductance l2, the current in D2 cannot increase immediately
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FIGURE 10.14 Three-phase star rectifier with the transformer leakage
inductances.
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FIGURE 10.15 Waveforms during commutation in Fig. 10.14.

to the full value. The result is that both the diodes conduct for
a certain period, which is called the overlap (or commutation)
angle. The overlap reduces the rectified voltage vL as shown
in the upper voltage waveform of Fig. 10.15. If all the leakage
inductances are equal, i.e. l1 = l2 = l3 = lc , then the amount
of reduction of dc output voltage can be estimated as mfi lc Idc ,
where m is the ratio of the lowest-ripple frequency to the input
frequency.

For example, for a three-phase star rectifier operating from a
60-Hz supply with an average load current of 50 A, the amount
of reduction of the dc output voltage is 2.7 V if the leakage
inductance in each secondary winding is 300 μH.

10.4 Poly-phase Diode Rectifiers

10.4.1 Six-phase Star Rectifier

A basic six-phase star rectifier circuit is shown in Fig. 10.16.
The six-phase voltages on the secondary are obtained by means
of a center-tapped arrangement on a star-connected three-
phase winding. Therefore, it is sometimes referred to as a
three-phase full-wave rectifier. The diode in a particular phase
conducts during the period when the voltage on that phase is
higher than that on the other phases. The voltage waveforms
of each phase and the load are shown in Fig. 10.17. It is clear
that, unlike the three-phase star rectifier circuit, the conduc-
tion angle of each diode is π/3, instead of 2π/3. Currents flow
in only one rectifying element at a time, resulting in a low
average current, but a high peak to an average current ratio in
the diodes and poor transformer secondary utilization. Never-
theless, the dc currents in the secondary of the six-phase star
rectifier cancel in the secondary windings like a full-wave rec-
tifier and, therefore, core saturation is not encountered. This
six-phase star circuit is attractive in applications which require
a low ripple factor and a common cathode or anode for the
rectifiers.

By considering the output voltage provided by vRN between
π/3 and 2π/3, the average value of the output voltage can be
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FIGURE 10.16 Six-phase star rectifier.
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found as

Vdc = 6

2π

∫ 2π/3

π/3
Vm sin θdθ (10.53)

or

Vdc = Vm
6

π

1

2
= 0.955Vm (10.54)

Similarly, the rms value of the output voltage can be found
as

VL =
√

6

2π

∫ 2π/3

π/3
(Vm sin θ)2 dθ (10.55)

or

VL = Vm

√√√√ 6

2π

(
π

6
+
√

3

4

)
= 0.956Vm (10.56)

TABLE 10.4 Important design parameters of the six-phase rectifier circuits with resistive load

Six-phase star
rectifier

Six-phase series
bridge rectifier

Six-phase parallel
bridge rectifier (with
inter-phase
transformer)

Peak repetitive reverse voltage VRRM 2.09Vdc 0.524Vdc 1.05Vdc
RMS input voltage per transformer leg Vs 0.74Vdc 0.37Vdc 0.715Vdc
Diode average current IF(AV) 0.167Idc 0.333Idc 0.167Idc
Peak repetitive forward current IFRM 6.28IF(AV) 3.033IF(AV) 3.14IF(AV)
Diode rms current IF(RMS) 0.409Idc 0.576Idc 0.409Idc
Form factor of diode current IF(RMS)/IF(AV) 2.45 1.73 2.45
Rectification ratio 0.998 1.00 1.00
Form factor 1.0009 1.00005 1.00005
Ripple factor 0.042 0.01 0.01
Transformer rating primary VA 1.28Pdc 1.01Pdc 1.01Pdc
Transformer rating secondary VA 1.81Pdc 1.05Pdc 1.05Pdc
Output ripple frequency fr 6fi 12fi 12fi

In addition, the rms current in each transformer secondary
winding can also be found as

Is = Im

√√√√ 1

2π

(
π

6
+
√

3

4

)
= 0.39Im (10.57)

where Im = Vm/R.
Based on the relationships stated in Eqs. (10.55), (10.56),

and (10.57), all the important design parameters of the six-
phase star rectifier can be evaluated, as listed in Table 10.4
(given at the end of Subsection 10.4.3).

10.4.2 Six-phase Series Bridge Rectifier

The star- and delta-connected secondaries have an inherent
π/6-phase displacement between their output voltages. When
a star- and a delta-connected bridge rectifier are connected
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FIGURE 10.18 Six-phase series bridge rectifier.

in series as shown in Fig. 10.18, the combined output voltage
will have a doubled ripple frequency (12 times that of the
mains). The ripple of the combined output voltage will also
be reduced from 4.2% (for each individual bridge rectifier) to
1%. The combined bridge rectifier is referred to as a six-phase
series bridge rectifier.

In the six-phase series bridge rectifier shown in Fig. 10.18,
let V ∗

m be the peak voltage of the delta-connected secondary.
The peak voltage between the lines of the star-connected sec-
ondary is also V ∗

m . The peak voltage across the load, denoted
as Vm , is equal to 2V ∗

m × cos(π/12) or 1.932V ∗
m because there

is π/6-phase displacement between the secondaries. The rip-
ple frequency is twelve times the mains frequency. The average
value of the output voltage can be found as

Vdc = 12

2π

∫ 7π/12

5π/12
Vm sin θdθ (10.58)

or

Vdc = Vm
12

π

√
3−1

2
√

2
= 0.98862Vm (10.59)
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FIGURE 10.19 Six-phase parallel bridge rectifier.

The rms value of the output voltage can be found as

VL =
√

12

2π

∫ 7π/12

5π/12
(Vmsin θ)2 dθ (10.60)

or

VL = Vm

√
12

2π

(
π

12
+ 1

4

)
= 0.98867Vm (10.61)

The rms current in each transformer secondary winding is

Is = Im

√
4

π

(
π

12
+ 1

4

)
= 0.807Im (10.62)

The rms current through a diode is

Is = Im

√
2

π

(
π

12
+ 1

4

)
= 0.57Im (10.63)

where Im = Vm/R.
Based on Eqs. (10.59), (10.61), (10.62), and (10.63), all the

important design parameters of the six-phase series bridge rec-
tifier can be evaluated, as listed in Table 10.4 (given at the end
of Subsection 10.4.3).

10.4.3 Six-phase Parallel Bridge Rectifier

The six-phase series bridge rectifier described above is useful
for high output voltage applications. However, for high out-
put current applications, the six-phase parallel bridge rectifier
(with an inter-phase transformer) shown in Fig. 10.19 should
be used.

The function of the inter-phase transformer is to cause the
output voltage vL to be the average of the rectified voltages
v1 and v2 as shown in Fig. 10.20. As with the six-phase series
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FIGURE 10.20 Voltage waveforms of the six-phase bridge rectifier with inter-phase transformer.

bridge rectifier, the output ripple frequency of the six-phase
parallel bridge rectifier is also 12 times that of the mains. Fur-
ther filtering on the output voltage is usually not required.
Assuming a balanced circuit, the output currents of two three-
phase units (flowing in opposite directions in the inter-phase
transformer winding) produce no dc magnetization current.

All the important design parameters of the six-phase par-
allel rectifiers with inter-phase transformer are also listed in
Table 10.4.

10.5 Filtering Systems in Rectifier
Circuits

Filters are commonly employed in rectifier circuits for smooth-
ing out the dc output voltage of the load. They are classified
as inductor-input dc filters and capacitor-input dc filters.
Inductor-input dc filters are preferred in high-power applica-
tions because more efficient transformer operation is obtained
due to the reduction in the form factor of the rectifier current.
Capacitor-input dc filters can provide volumetrically efficient
operation, but they demand excessive turn-on and repetitive
surge currents. Therefore, capacitor-input dc filters are suit-
able only for lower-power systems where close regulation is
usually achieved by an electronic regulator cascaded with the
rectifier.

R RRectifier vL vL
vovo

LfLf

Cf
Rectifier

(a) (b)

FIGURE 10.21 Inductive-input dc filters.

10.5.1 Inductive-input DC Filters

The simplest inductive-input dc filter is shown in Fig. 10.21a.
The output current of the rectifier can be maintained at
a steady value if the inductance of Lf is sufficiently large
(ωLf � R). The filtering action is more effective in heavy
load conditions than in light load conditions. If the ripple
attenuation is not sufficient even with large values of induc-
tance, an L-section filter as shown in Fig. 10.21b can be used
for further filtering. In practice, multiple L-section filters can
also be employed if the requirement on the output ripple is
very stringent.

For a simple inductive-input dc filter shown in Fig. 10.21a,
the ripple is reduced by the factor

vo

vL
= R√

R2 + (2πfr Lf
)2 (10.64)

where vL is the ripple voltage before filtering, vo is the ripple
voltage after filtering, and fr is the ripple frequency.

For the inductive-input dc filter shown in Fig. 10.21b, the
amount of reduction in the ripple voltage can be estimated as

vo

vL
=
∣∣∣∣∣

1

1− (2πfr
)2

Lf Cf

∣∣∣∣∣ (10.65)

where fr is the ripple frequency, if R � 1/2πfr Cf .
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10.5.1.1 Voltage and Current Waveforms of Full-wave
Rectifier with Inductor-input DC Filter

Figure 10.22 shows a single-phase full-wave rectifier with an
inductor-input dc filter. The voltage and current waveforms
are illustrated in Fig. 10.23.

vL vo

vs

is

iL Lf

R

+
−

FIGURE 10.22 A full-wave rectifier with inductor-input dc filter.

When the inductance of Lf is infinite, the current through
the inductor and the output voltage are constant. When induc-
tor Lf is finite, the current through the inductor has a ripple
component, as shown by the dotted lines in Fig. 10.23. If
the input inductance is too small, the current decreases to
zero (becoming discontinuous) during a portion of the time
between the peaks of the rectifier output voltage. The mini-
mum value of inductance required to maintain a continuous
current is known as the critical inductance LC .

w t

w t

w t

w t

2p 3pp/2

vL

vs

is inductor with
infinite inductance

inductor with
finite inductance

iL,vo

Im

inductor with
infinite inductance

inductor with
finite inductance 

p

2p 3pp/2 p

2p 3pp/2 p

2p 3pp/2 p

FIGURE 10.23 Voltage and current waveforms of full-wave rectifier with inductor-input dc filter.

10.5.1.2 Critical inductance LC

In the case of single-phase full-wave rectifiers, the critical
inductance can be found as

Full-wave LC = R

6πfi
(10.66)

where fi is the input mains frequency.
In the case of poly-phase rectifiers, the critical inductance

can be found as

Poly-phase LC = R

3πm
(
m2 − 1

)
fi

(10.67)

where m is ratio of the lowest ripple frequency to the input
frequency, e.g. m = 6 for a three-phase bridge rectifier.

10.5.1.3 Determining the Input Inductance for a
Given Ripple Factor

In practice, the choice of the input inductance depends on the
required ripple factor of the output voltage. The ripple voltage
of a rectifier without filtering can be found by means of Fourier
Analysis. For example, the coefficient of the nth harmonic
component of the rectified voltage vL shown in Fig. 10.22 can
be expressed as:

vLn =
−4Vm

π
(
n2 − 1

) (10.68)

where n = 2, 4, 8, . . . etc.
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The dc component of the rectifier voltage is given by
Eq. (10.5). Therefore, in addition to Eq. (10.27), the ripple
factor can also be expressed as

RF =
√√√√2

∑
n=2,4,8,

(
1

n2 − 1

)2

(10.69)

Considering only the lowest-order harmonic (n = 2), the
output ripple factor of a simple inductor-input dc filter
(without Cf ) can be found, from Eqs. (10.64) and (10.69), as

Filtered RF = 0.4714√
1+ (4πfiLf /R

)2 (10.70)

10.5.1.4 Harmonics of the Input Current
In general, the total harmonic distortion (THD) of an input
current is defined as

THD =
√(

Is

Is1

)2

− 1 (10.71)

where Is is the rms value of the input current and Is1 and the
rms value of the fundamental component of the input current.
The THD can also be expressed as

THD =
√√√√ ∑

n=2,3,4,

(
Isn

Is1

)2

(10.72)

where Isn is the rms value of the nth harmonic component of
the input current.

Moreover, the input power factor is defined as

PF = Is1

Is
cos φ (10.73)

where φ is the displacement angle between the fundamental
components of the input current and voltage.

Assume that inductor Lf of the circuit shown in Fig. 10.22
has an infinitely large inductance. The input current is then
a square wave. This input current contains undesirable higher
harmonics that reduce the input power factor of the system.
The input current can be easily expressed as

is = 4Im

π

∑
n=1,3,5,

1

n
sin 2nπfi t (10.74)

The rms values of the input current and its fundamental
component are Im and 4Im/(π

√
2) respectively. Therefore, the

THD of the input current of this circuit is 0.484. Since the
displacement angle φ = 0, the power factor is 4/(π

√
2) = 0.9.

+
−

Li

Ci

FIGURE 10.24 Rectifier with input ac filter.

Li

Ci
IrnIsn

FIGURE 10.25 Equivalent circuit for input ac filter.

The power factor of the circuit shown in Fig. 10.22 can be
improved by installing an ac filter between the source and the
rectifier, as shown in Fig. 10.24.

Considering only the harmonic components, the equiva-
lent circuit of the rectifier given in Fig. 10.24 can be found as
shown in Fig. 10.25. The rms value of the nth harmonic cur-
rent appearing in the supply can then be obtained using the
current-divider rule,

Isn =
∣∣∣∣∣

1

1− (2nπfi
)2

LiCi

∣∣∣∣∣ Irn (10.75)

where Irn is the rms value of the nth harmonic current of the
rectifier.

Applying Eq. (10.73) and knowing Irn/Ir1 = 1/n from
Eq. (10.74), the THD of the rectifier with input filter shown in
Fig. 10.24 can be found as

Filtered THD =
√√√√∑

n=3,5

1

n2

∣∣∣∣∣
1

1− (2nπfi
)2

LiCi

∣∣∣∣∣
2

(10.76)

The important design parameters of typical single-phase
and three-phase rectifiers with inductor-input dc filter are
listed in Table 10.5. Note that, in a single-phase half-wave rec-
tifier, a freewheeling diode is required to be connected across
the input of the dc filters such that the flow of load current
can be maintained during the negative half-cycle of the supply
voltage.

10.5.2 Capacitive-input DC Filters

Figure 10.26 shows a full-wave rectifier with capacitor-input
dc filter. The voltage and current waveforms of this rectifier
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TABLE 10.5 Important design parameters of typical rectifier circuits with inductor-input dc filter

Full-wave rectifier
with
center-tapped
transformer

Full-wave
bridge rectifier

Three-phase
star rectifier

Three-phase
bridge rectifier

Three-phase
double-star rectifier
with inter-phase
transformer

Peak repetitive reverse voltage VRRM 3.14Vdc 1.57Vdc 2.09Vdc 1.05Vdc 2.42Vdc
RMS input voltage per transformer leg Vs 1.11Vdc 1.11Vdc 0.885Vdc 0.428Vdc 0.885Vdc
Diode average current IF(AV) 0.5Idc 0.5Idc 0.333Idc 0.333Idc 0.167Idc
Peak repetitive forward current IFRM 2.00IF(AV) 2.00IF(AV) 3.00IF(AV) 3.00IF(AV) 3.00IF(AV)
Diode rms current IF(RMS) 0.707Idc 0.707Idc 0.577Idc 0.577Idc 0.289Idc
Form factor of diode current IF(RMS)/IF(AV) 1.414 1.414 1.73 1.73 1.73
Transformer rating primary VA 1.11Pdc 1.11Pdc 1.21Pdc 1.05Pdc 1.05Pdc
Transformer rating secondary VA 1.57Pdc 1.11Pdc 1.48Pdc 1.05Pdc 1.48Pdc
Output ripple frequency fr 2fi 2fi 3fi 6fi 6fi
Ripple component Vr at
(a) fundamental, 0.667Vdc 0.667Vdc 0.250Vdc 0.057Vdc 0.057Vdc
(b) second harmonic, 0.133Vdc 0.133Vdc 0.057Vdc 0.014Vdc 0.014Vdc
(c) third harmonic of the ripple frequency 0.057Vdc 0.057Vdc 0.025Vdc 0.006Vdc 0.006Vdc

R

R inrush

CvL

vs

vs

vs= Vm sin wt

D1

D2

is+
−

FIGURE 10.26 Full-wave rectifier with capacitor-input dc filter.

are shown in Fig. 10.27. When the instantaneous voltage of the
secondary winding vs is higher than the instantaneous value
of capacitor voltage vL , either D1 or D2 conducts, and the
capacitor C is charged up from the transformer. When the
instantaneous voltage of the secondary winding vs falls below
the instantaneous value of capacitor voltage vL , both the diodes
are reverse biased and the capacitor C is discharged through
load resistance R. The resulting capacitor voltage vL varies
between a maximum value of Vm and a minimum value of
Vm−Vr(pp) as shown in Fig. 10.27. (Vr(pp) is the peak-to-peak
ripple voltage.) As shown in Fig. 10.27, the conduction angle
θc of the diodes becomes smaller when the output-ripple volt-
age decreases. Consequently, the power supply and the diodes
suffer from high repetitive surge currents. An LC ac filter, as
shown in Fig. 10.24, may be required to improve the input
power factor of the rectifier.

In practice, if the peak-to-peak ripple voltage is small, it can
be approximated as

Vr(pp) =
Vm

fr RC
(10.77)

where fr is the output ripple frequency of the rectifier.

vs

is

Vm

Vm

vL

 

D1 conductsD1 conducts

D2 conducts

Vr (pp)

qc

w t

w t

w t

2p

2p

3p

3p

p/2

p/2

p

p

2p 3pp/2 p

FIGURE 10.27 Voltage and current waveforms of the full-wave rectifier
with capacitor-input dc filter.

Therefore, the average output voltage Vdc is given by

Vdc = Vm

(
1− 1

2fr RC

)
(10.78)

The rms output ripple voltage Vac is approximately given
by

Vac = Vm

2
√

2fr RC
(10.79)
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The ripple factor RF can be found from

RF = 1√
2
(
2fr RC − 1

) (10.80)

10.5.2.1 Inrush Current
The resistor Rinrush in Fig. 10.26 is used to limit the inrush
current imposed on the diodes during the instant when the
rectifier is being connected to the supply. The inrush current
can be very large because capacitor C has zero charge initially.
The worst case occurs when the rectifier is connected to the
supply at its maximum voltage. The worst-case inrush current
can be estimated from

Iinrush = Vm

Rsec + RESR
(10.81)

where Rsec is the equivalent resistance looking from the sec-
ondary transformer and RESR is the equivalent series resistance
(ESR) of the filtering capacitor. Hence the employed diode
should be able to withstand the inrush current for a half cycle
of the input voltage. In other words, the Maximum Allow-
able Surge Current (IFSM ) rating of the employed diodes must
be higher than the inrush current. The equivalent resistance
associated with the transformer windings and the filtering
capacitor is usually sufficient to limit the inrush current to
an acceptable level. However, in cases where the transformer
is omitted, e.g. the rectifier of an off-line switch-mode sup-
ply, resistor Rinrush must be added for controlling the inrush
current.

Consider as an example, a single-phase bridge rectifier,
which is to be connected to a 120-V–60-Hz source (with-
out transformer). Assume that the IFSM rating of the diodes
is 150 A for an interval of 8.3 ms. If the ESR of the filter-
ing capacitor is zero, the value of the resistor for limiting
inrush current resistance can be estimated to be 1.13 �

using Eq. (10.81).

10.6 High-frequency Diode Rectifier
Circuits

In high-frequency converters, diodes perform various func-
tions, such as rectifying, flywheeling, and clamping. One
special quality a high-frequency diode must possess is a fast
switching speed. In technical terms, it must have a short reverse
recovery time and a short forward recovery time.

The reverse recovery time of a diode may be understood as
the time a forwardly conducting diode takes to recover to a
blocking state when the voltage across it is suddenly reversed

(which is known as forced turn-off). The temporary short
circuit during the reverse recovery period may result in large
reverse current, excessive ringing, and large power dissipation,
all of which are highly undesirable.

The forward recovery time of a diode may be understood as
the time a non-conducting diode takes to change to the fully-
on state when a forward current is suddenly forced into it
(which is known as forced turn-on). Before the diode reaches
the fully-on state, the forward voltage drop during the for-
ward recovery time can be significantly higher than the normal
on-state voltage drop. This may cause voltage spikes in the
circuit.

It should be interesting to note that, as far as circuit opera-
tion is concerned, a diode with a long reverse recovery time is
similar to a diode with a large parasitic capacitance. A diode
with a long forward recovery time is similar to a diode with a
large parasitic inductance. (Spikes caused by the slow forward
recovery of diodes are often wrongly thought to be caused
by leakage inductance.) Comparatively, the adverse effect of a
long reverse recovery time is much worse than that of a long
forward recovery time.

Among commonly used diodes, the Schottky diode has the
shortest forward and reverse recovery times. Schottky diodes
are therefore most suitable for high-frequency applications.
However, Schottky diodes have relatively low reverse break-
down voltage (normally lower than 200 V) and large leakage
current. If, due to these limitations, Schottky diodes cannot
be used, ultra-fast diodes should be used in high-frequency
converter circuits.

Using the example of a forward converter, the operations
of a forward rectifier diode, a flywheel diode, and a clamping
diode will be studied in Subsection 10.6.1. Because of the dif-
ficulties encountered in the full analyses taking into account
parasitic/stray/leakage components, PSpice simulations are
extensively used here to study the following:

• The idealized operation of the converter.
• The adverse effects of relatively slow rectifiers (e.g. the so-

called ultra-fast diodes, which are actually much slower
than Schottky diodes).

• The improvement achievable by using high-speed recti-
fiers (Schottky diodes).

• The effects of leakage inductance of the transformer.
• The use of snubber circuits to reduce ringing.
• The operation of a practical converter with snubber

circuits.

Using the example of a flyback converter, the operations
of a flyback rectifier diode and a clamping diode will also be
studied in Subsection 10.6.2.

The design considerations for high-frequency diode rectifier
circuits will be discussed in Subsection 10.6.3. Some precau-
tions which must be taken in the interpretation of computer
simulation results are briefed in Subsection 10.6.4.
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10.6.1 Forward Rectifier Diode, Flywheel Diode,
and Magnetic-reset Clamping Diode in a
Forward Converter

10.6.1.1 Ideal Circuit
Figure 10.28 shows the basic circuit of a forward converter.
Figure 10.29 shows the idealized steady-state waveforms for
continuous-mode operation (the current in L1 being continu-
ous). These waveforms are obtained from PSpice simulations,
based on the following assumptions:

• Rectifier diode DR , flywheel diode DF , and magnetic-reset
clamping diode DM are ideal diodes with infinitely fast
switching speed.

• Electronic switch M1 is an idealized MOS switch with
infinitely fast switching speed and

On-state resistance = 0.067 �

Off-state resistance = 1 M�

It should be noted that PSpice does not allow a switch
to have zero on-state resistance and infinite off-state
resistance.

• Transformer T1 has a coupling coefficient of 0.99999999.
PSpice does not accept a coupling coefficient of 1.

• The switching operation of the converter has reached a
steady state.

Referring to the circuit shown in Fig. 10.28 and the wave-
forms shown in Fig. 10.29, the operation of the converter can
be explained as follows:

1. For 0 < t < DT (D is the duty cycle of the MOS switch
M1 and T is the switching period of the converter. M1

is turned on when V1(VPULSE) is 15 V, and turned off
when V1(VPULSE) is 0 V).

Notes:

VIN = 50 V

L1 = 8 mH

CL = 300 mF

LP = 0.576 mH

LM = 0.576 mH

LS = 0.036 mH

RL = 0.35 W

NP : NM : NS = 4 : 4 : 1

Pulse

6

0

991 

3

5

100

0

DM

DR

DF CL RL

VIN

LSNS
LPNP

LM

NM

M1

T1
L19I(DR)

I(L1)

Io

0V

0V

Vo

FIGURE 10.28 Basic circuit of forward converter.

The switch M1 is turned on at t = 0.
The voltage at node 3, denoted as V(3), is

V (3) = 0 for 0 < t < DT (10.82)

The voltage induced at node 6 of the secondary
winding LS is

V (6) = VIN
(
Ns /Np

)
(10.83)

This voltage drives a current I(DR) (current through
rectifier diode DR) into the output circuit to produce
the output voltage Vo . The rate of increase of I(DR) is
given by

d I (DR)

dt
=
[

VIN
NS

NP
− Vo

]
1

L1
(10.84)

where Vo is the dc output voltage of the converter.
The flywheel diode DF is reversely biased by V(9),

the voltage at node 9.

V (9) = VIN (NS/NP ) for 0 < t < DT (10.85)

The magnetic-rest clamping diode DM is reversely
biased by the negative voltage at node 100. Assuming
that LM and LP have the same number of turns, we
have

V (100) = −VIN for 0 < t < DT (10.86)

A magnetizing current builds up linearly in LP . This
magnetizing current reaches the maximum value of
(VIN DT )/LP at t = DT .
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FIGURE 10.29 Idealized steady-state waveforms of forward converter for continuous-mode operation.
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2. For DT < t < 2DT
The switch M1 is turned off at t = DT .
The collapse of magnetic flux induces a back emf

in LM , which is equal to LP , to turn-on the clamp-
ing diode DM . The magnetizing current in LM drops
(from the maximum value of (VIN DT )/LP , as men-
tioned above) at the rate of VIN /LP . It reaches zero at
t = 2DT .

The back emf induced across LP is equal to VIN . The
voltage at node 3 is

V (3) = 2VIN for DT < t < 2DT (10.87)

The back emf across LS forces DR to stop conducting.
The inductive current in L1 forces the flywheel diode

DF to conduct. I(L1) (current through L1) falls at the
rate of

d I (L1)

dt
= −Vo

L1
(10.88)

The voltage across DR , denoted as V(6,9) (the voltage
at node 6 with respect to node 9), is

V (DR) = V (6, 9)

= −VIN (NS/NP ) for DT < t < 2DT
(10.89)

3. For 2DT < t < T
DM stops conducting at t = 2DT . The voltage across

LM then falls to zero.
The voltage across LP is zero.

V (3) = VIN (10.90)

The voltage across LS is also zero.

V (6) = 0 (10.91)

Inductive current I(L1) continues to fall at the rate of

d I (L1)

dt
= −Vo

L1
(10.92)

The switching cycle restarts when the switch M1 is
turned on again at t = T .

From the waveforms shown in Fig. 10.29, the following
useful information (for continuous-mode operation) can be
found:

• The output voltage Vo is equal to the average value of
V(9).

Vo = D
NS

NP
VIN (10.93)

• The maximum current in the forward rectifying diode
DR and flywheel diode DF is

I (DR)max = I (DF)max

= Io + 1

2

Vo

L1
(1− D) T (10.94)

where Vo = DVIN (NS/NP ) and Io is the output loading
current.

• The maximum reverse voltage of DR and DF is

V (DR)max = V (DF)max

= V (6, 9)max = VIN
NS

NP
(10.95)

• The maximum reverse voltage of DM is

V (DM )max = VIN (10.96)

• The maximum current in DM is

I (DM )max = DT
VIN

LP
(10.97)

• The maximum current in the switch M1, denoted as
ID(M1), is

ID(M1)max =NS

NP
I (DR)max + I (DM )max

= NS

NP

[
Io + 1

2

Vo

L1
(1− D) T

]
+ DT

VIN

LP

(10.98)

It should, however, be understood that, due to the non-ideal
characteristics of practical components, the idealized wave-
forms shown in Fig. 10.29 cannot actually be achieved in the
real world. In the following, the effects of non-ideal diodes and
transformers will be examined.

10.6.1.2 Circuit Using Ultra-fast Diodes
Figure 10.30 shows the waveforms of the forward converter
(circuit given in Fig. 10.28) when ultra-fast diodes are used as
DM , DR , and DF . (Note that ultra-fast diodes are actually much
slower than Schottky diodes.) The waveforms are obtained by
PSpice simulations, based on the following assumptions:

• DM is an MUR460 ultra-fast diode. DR and DF are
MUR1560 ultra-fast diodes.

• M1 is an IRF640 MOS transistor.
• Transformer T1 has a coupling coefficient of 0.99999999

(which may be assumed to be 1).
• The switching operation of the converter has reached a

steady state.
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FIGURE 10.30 Waveforms of forward converter using “ultra-fast” diodes (which are actually much slower than Schottky diodes).
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It is observed that a large spike appears in the current wave-
forms of diodes DR and DF (denoted as I(DR) and I(DF)
in Fig. 10.30) whenever the MOS transistor M1 is turned
on. This is due to the relatively slow reverse recovery of the
flywheel diode DF . During the reverse recovery time, the pos-
itive voltage suddenly appearing across LS (which is equal to
VIN (NS/NP )) drives a large transient current through DR and
DF . This current spike results in large current stress and power
dissipation in DR , DF , and M1.

A method of reducing the current spikes is to use Schottky
diodes as DR and DF , as described below.

10.6.1.3 Circuit Using Schottky Diodes
In order to reduce the current spikes caused by the slow reverse
recovery of rectifiers, Schottky diodes are now used as DR and
DF .The assumptions made here are (referring to the circuit
shown in Fig. 10.28):

• DR and DF are MBR2540 Schottky diodes.
• DM is an MUR460 ultra-fast diode.
• M1 is an IRF640 MOS transistor.
• Transformer T1 has a coupling coefficient of 0.99999999.
• The switching operation of the converter has reached a

steady state.

The new simulated waveforms are given in Fig. 10.31. It is
found that, by employing Schottky diodes as DR and DF , the
amplitudes of the current spikes in ID(M1), I(DR), and I(DF)
can be reduced to practically zero. This solves the slow-speed
problem of ultra-fast diodes.

10.6.1.4 Circuit with Practical Transformer
The simulation results given above in Figs. 10.29–10.31 (for
the forward converter circuit shown in Fig. 10.28) are based
on the assumption that transformer T1 has effectively no leak-
age inductance (with coupling coefficient K = 0.99999999).
It is, however, found that when a practical transformer
(having a slightly lower K ) is used, severe ringings occur.
Figure 10.32 shows some simulation results to demonstrate
this phenomenon, where the following assumptions are made:

• DR and DF are MBR2540 Schottky diodes. DM is an
MUR460 ultra-fast diode.

• M1 is an IRF640 MOS transistor.
• Transformer T1 has a practical coupling coefficient of

0.996.
• The effective winding resistance of LP is 0.1 �. The effec-

tive winding resistance of LM is 0.4 �. The effective
winding resistance of LS is 0.01 �.

• The effective series resistance of the output filtering
capacitor is 0.05 �.

• The switching operation of the converter has reached a
steady state.

The resultant waveforms shown in Fig. 10.32 indicate that
there are large voltage and current ringings in the circuit.
These ringings are caused by the resonant circuits formed by
the leakage inductance of the transformer and the parasitic
capacitances of diodes and transistor.

A practical converter may therefore need snubber circuits to
damp these ringings, as described below.

10.6.1.5 Circuit with Snubber Across the
Transformer

In order to suppress the ringing voltage caused by the res-
onant circuit formed by transformer leakage inductance and
the parasitic capacitance of the MOS switch, a snubber circuit,
shown as R1 and C1 in Fig. 10.33, is now connected across the
primary winding of transformer T1. The new waveforms are
shown in Fig. 10.34. Here the drain-to-source voltage wave-
form of the MOS transistor, V(3), is found to be acceptable.
However, there are still large ringing voltages across the output
rectifiers (V(6,9) and V(9)).

In order to damp the ringing voltages across the output
rectifiers, additional snubber circuits across the rectifiers may
therefore also be required in a practical circuit, as described
below.

10.6.1.6 Practical Circuit
Figure 10.35 shows a practical forward converter with snubber
circuits added also to rectifiers (R2C2 for DR and R3C3

for DF ) to reduce the voltage ringing. Figures 10.36 and
10.37 show the resultant voltage and current waveforms.
Figure 10.36 is for continuous-mode operation (RL = 0.35 �),
where I(L1) (current in L1) is continuous. Figure 10.37 is
for discontinuous-mode operation (RL = 10 �), where I(L1)
becomes discontinuous due to an increased value of RL . These
waveforms are considered to be acceptable.

The design considerations of diode rectifier circuits in
high-frequency converters will be discussed later in Sub-
section 10.6.3.

10.6.2 Flyback Rectifier Diode and Clamping
Diode in a Flyback Converter

10.6.2.1 Ideal Circuit
Figure 10.38 shows the basic circuit of a flyback converter. Due
to its simple circuit, this type of converter is widely used in low-
cost low-power applications. Discontinuous-mode operation
(meaning that the magnetizing current in the transformer falls
to zero before the end of each switching cycle) is often used
because it offers the advantages of easy control and low diode
reverse-recovery loss. Figure 10.39 shows the idealized steady-
state waveforms for discontinuous-mode operation. These
waveforms are obtained from PSpice simulations, based on
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FIGURE 10.31 Waveforms of forward converter using Schottky (fast-speed) diodes as output rectifiers.
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FIGURE 10.32 Waveforms of forward converter with practical transformer and output filtering capacitor having non-zero series effective resistance.
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VIN = 50 V, DM = MUR460

DR = MBR2540, DF = MBR2540

M1 = IRF640, R1 = 24 W
C1 = 3000 pF, CL = 3500 mF

ESR of CL = 0.05 W, L1  = 8 mH 

LP = 0.576 mH, LM = 0.576 mH

LS = 0.036 mH, NP : NM : NS = 4 : 4 : 1

RL = 0.35 W
Effective winding resistance of LP =0.1 W
Effective winding resistance of LM =0.4 W
Effective winding resistance of LS = 0.01 W
Coupling coefficient K = 0.996
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FIGURE 10.33 Forward converter with snubber circuit (R1C1) across transformer.

the following assumptions:

• DR is an idealized rectifier diode with infinitely fast
switching speed.

• M1 is an idealized MOS switch with infinitely fast
switching speed and

On-state resistance = 0.067 �

Off-state resistance = 1 M �

• Transformer T1 has a coupling coefficient of 0.99999999.
• The switching operation of the converter has reached a

steady state.

Referring to the circuit shown in Fig. 10.38 and the wave-
forms shown in Fig. 10.39, the operation of the converter can
be explained as follows:

1. For 0 < t < DT
The switch M1 is turned on at t = 0.

V (3) = 0 for 0 < t < DT

The current in M1, denoted as ID(M1), increases at
the rate of

d ID(M1)

dt
= VIN

LP
(10.99)

The output rectifier DR is reversely biased.
2. For DT < t < (D + D2)T

The switching M1 is turned off at t = DT .
The collapse of magnetic flux induces a back emf

in LS to turn-on the output rectifier DR . The initial
amplitude of the rectifier current I(DR), which is also
denoted as I(LS), can be found by equating the energy
stored in the primary-winding current I(LP) just before

t = DT to the energy stored in the secondary-winding
current I(LS) just after t = DT :

1

2
LP [I (LP)]2 = 1

2
LS [I (LS)]2 (10.100)

1

2
LP

[
VIN

LP
DT

]2

= 1

2
LS [I (LS)]2 (10.101)

I (LS) =
√

LP

LS

VIN

LP
DT (10.102)

I (LS) = NP

NS

VIN

LP
DT (10.103)

The amplitude of I(LS) falls at the rate of

dI (LS)

dt
= −Vo

LS
(10.104)

and I(LS) falls to zero at t = (D + D2)T. Since D2Vo =
VIN (NS/NP )D

D2 = VIN

Vo

NS

NP
D (10.105)

D2 is effectively the duty cycle of the output rectifier
DR .

3. For (D + D2)T < t < T
The output rectifier DR is off.
The output capacitor CL provides the output current

to the load RL .
The switching cycle restarts when the switch M1 is

turned on again at t = T .

From the waveforms shown in Fig. 10.39, the fol-
lowing information (for discontinuous-mode operation)
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FIGURE 10.34 Waveforms of forward converter with snubber circuit across the transformer.
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VIN = 50 V, DM = MUR460

DR = MBR2540, DF = MBR2540

M1 = IRF640, R1 = 24 W
R2 = 10 W, R3 = 10 W
C1 = 3000 pF, C2 = 10 nF, C3 = 10 nF

CL = 3500 mF, ESR of CL = 0.05 W
L1 = 8 mH, LP = 0.576 mH

LM = 0.576 mH, LS = 0.036 mH

NP : NM : NS = 4: 4 : 1

Effective winding resistance of LP = 0.1 W
Effective winding resistance of LM = 0.4 W
Effective winding resistance of LS = 0.01 W
Coupling coefficient K = 0.996
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FIGURE 10.35 Practical forward converter with snubber circuits across the transformer and rectifiers.

can be obtained:

• The maximum value of the current in the switch M1 is

ID(M1)max = VIN

LP
DT (10.106)

• The maximum value of the current in the output rectifier
DR is

I (DR)max = NP

NS

VIN

LP
DT (10.107)

• The output voltage Vo can be found by equating the input
energy to the output energy within a switching cycle.

VIN×[Charge taken from VIN in a switching cycle]

= V 2
o

RL
T

VIN

[
1

2
DT

DT

LP
VIN

]
= V 2

o

RL
T (10.108)

Vo =
√

RLT

2LP
DVIN (10.109)

• The maximum reverse voltage of DR , V(6,9) (which is the
voltage at node 6 with respect to node 9), is

V (DR)max = V (6, 9)max = VIN
NS

NP
+ Vo (10.110)

10.6.2.2 Practical Circuit
When a practical transformer (with leakage inductance) is used
in the flyback converter circuit shown in Fig. 10.38, there will
be large ringings. In order to reduce these ringings to prac-
tically acceptable levels, snubber and clamping circuits have
to be added. Figure 10.40 shows a practical flyback converter
circuit where a resistor–capacitor snubber (R2C2) is used to

damp the ringing voltage across the output rectifier DR , and
a resistor–capacitor-diode clamping (R1C1DS) is used to clamp
the ringing voltage across the switch M1. What the diode DS

does here is to allow the energy stored by the current in the
leakage inductance to be converted to the form of a dc voltage
across the clamping capacitor C1. The energy transferred to
C1 is then dissipated slowly in the parallel resistor R1, without
ringing problems.

The simulated waveforms of the flyback converter (circuit
given in Fig. 10.40) for discontinuous-mode operation are
shown in Fig. 10.41, where the following assumptions are
made:

• DR and DS are MUR460 ultra-fast diodes.
• M1 is an IRF640 MOS transistor.
• Transformer T1 has a practical coupling coefficient of

0.992.
• The effective winding resistance of LP is 0.025 �. The

effective winding resistance of LS is 0.1 �.
• The effective series resistance of the output filtering

capacitor CL is 0.05 �.
• The switching operation of the converter has reached a

steady state.

The waveforms shown in Fig. 10.40 are considered to be
acceptable.

10.6.3 Design Considerations

In the design of rectifier circuits, it is necessary for the designer
to determine the voltage and current ratings of the diodes.
The idealized waveforms and expressions for the maximum
diode voltages and currents given under the heading of “Ideal
circuit” above (for both forward and flyback converters) are
a good starting point. However, when parasitic/stray compo-
nents are also considered, the simulation results given under
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FIGURE 10.36 Waveforms of practical forward converter for continuous-mode operation.
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FIGURE 10.37 Waveforms of practical forward converter for discontinuous-mode operation.
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FIGURE 10.38 Basic circuit of flyback converter.

I(DR) or I(LS)

–2.0A

0A

2.0A
V(6,9)

–400V

0V

400V
V(9)

109.0V

109.1V

V(6)
–200V

0V

200V
V(3)

–200V

0V

200V
ID(M1)

–4.0A

0A

4.0A
V1(VPULSE)

0V

20V

Time

0s 4us
DT

5us 10us
T

15us 20us

ON OFF ON OFF

DT T

(D+D2)T

109.2V

FIGURE 10.39 Idealized steady-state waveforms of flyback converter for discontinuous-mode operation.
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VIN = 60 V, DS = MUR460

DR = MUR460,M1 = IRF640

R1 = 4.7 kW, R2  = 100 W
C1 = 0.1 mF, C2 = 680 pF

CL = 100 mF, ESR of CL = 0.05 W
LP = 100 mH, LS = 400 mH 

RL = 400 W
NP : NS = 1 : 2 

Effective winding resistance of LP = 0.025 W
Effective winding resistance of LS = 0.1 W
Coupling coefficient K = 0.992
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FIGURE 10.40 Practical flyback converter circuit.
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FIGURE 10.41 Waveforms of practical flyback converter for discontinuous-mode operation.
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“Practical circuit” are much more useful for the determina-
tion of the voltage and current ratings of the high-frequency
rectifier diodes.

Assuming that the voltage and current ratings have been
determined, proper diodes can be selected to meet the require-
ments. The following are some general guidelines on the
selection of diodes:

• For low-voltage applications, Schottky diodes should be
used because they have very fast switching speed and low
forward voltage drop. If Schottky diodes cannot be used,
either because of their low reverse breakdown voltage
or because of their large leakage current (when reversely
biased), ultra-fast diodes should be used.

• The reverse breakdown-voltage rating of the diode should
be reasonably higher (e.g. 10 or 20% higher) than
the maximum reverse voltage, the diode is expected to
encounter under the worst-case condition. However, an
overly-conservative design (using a diode with much
higher breakdown voltage than necessary) would result
in a lower rectifier efficiency, because a diode having
a higher reverse-voltage rating would normally have a
larger voltage drop when it is conducting.

• The current rating of the diode should be substan-
tially higher than the maximum current the diode is
expected to carry during normal operation. Using a diode
with a relatively large current rating has the following
advantages:

• It reduces the possibility of damage due to tran-
sients caused by start-up, accidental short circuit, or
random turning on and off of the converter.

• It reduces the forward voltage drop because the diode
is operated in the lower current region of the V–I
characteristic.

In some of the “high-efficiency” converter circuits, the cur-
rent rating of the output rectifier can be many times larger
than the actual current expected in the rectifier. In this way, a
higher efficiency is achieved at the expense of a larger silicon
area.

In the design of R–C snubber circuits for rectifiers, it should
be understood that a larger C (and a smaller R) will give

better damping. However, a large C (and a small R) will result
in a large switching loss (which is equal to 0.5CV 2f ). As
a guideline, a capacitor with five to ten times the junction
capacitance of the rectifier may be used as a starting point
for iterations. The value of the resistor should be chosen to
provide a slightly underdamped operating condition.

10.6.4 Precautions in Interpreting Simulation
Results

In using the simulated waveforms as references for design
purposes, attention should be paid to the following:

• The voltage/current spikes that appear in the practically
measured waveforms may not appear in the simulated
waveforms. This is due to the lack of a model in the com-
puter simulation to simulate unwanted coupling among
the practical components.

• Most of the computer models of diodes, including those
used in the simulations given above, do not take into
account the effects of the forward recovery time. (The
forward recovery time is not even mentioned in most
manufacturers’ data sheets.) However, it is also interest-
ing to note that in most cases the effect of the forward
recovery time of a diode is masked by that of the effec-
tive inductance in series with the diode (e.g. the leakage
inductance of a transformer).

Further Reading

1. Rectifier Applications Handbook, 3rd ed., Phoenix, Ariz.: Motorola, Inc.,
1993.

2. M. H. Rashid, Power Electronics: Circuits, Devices, and Applications,
2nd ed., Englewood Cliffs, NJ: Prentice Hall, Inc., 1993.

3. Y.-S. Lee, Computer-Aided Analysis and Design of Switch-Mode Power
Supplies, New York: Marcel Dekker, Inc., 1993.

4. J. W. Nilsson, Introduction to PSpice Manual, Electric Circuits Using
OrCAD Release 9.1, 4th ed., Upper Saddle River, NJ: Prentice Hall, Inc.,
2000.

5. J. Keown, OrCAD PSpice and Circuit Analysis, 4th ed., Upper Saddle
River, NJ: Prentice Hall, Inc., 2001.



This page intentionally left blank



11
Single-phase Controlled Rectifiers

José Rodríguez, Ph.D.,
Pablo Lezana, Samir
Kouro, and Alejandro
Weinstein
Department of Electronics,

Universidad Técnica Federico
Santa María, Valparaíso, Chile

11.1 Introduction .......................................................................................... 183
11.2 Line-commutated Single-phase Controlled Rectifiers ..................................... 183

11.2.1 Single-phase Half-wave Rectifier • 11.2.2 Bi-phase Half-wave Rectifier
• 11.2.3 Single-phase Bridge Rectifier • 11.2.4 Analysis of the Input Current • 11.2.5 Power
Factor of the Rectifier • 11.2.6 The Commutation of the Thyristors • 11.2.7 Operation in the
Inverting Mode • 11.2.8 Applications

11.3 Unity Power Factor Single-phase Rectifiers .................................................. 192
11.3.1 The Problem of Power Factor in Single-phase Line-commutated Rectifiers
• 11.3.2 Standards for Harmonics in Single-phase Rectifiers • 11.3.3 The Single-phase Boost
Rectifier • 11.3.4 Voltage Doubler PWM Rectifier • 11.3.5 The PWM Rectifier in Bridge
Connection • 11.3.6 Applications of Unity Power Factor Rectifiers

References ............................................................................................. 203

11.1 Introduction

This chapter is dedicated to single-phase controlled rectifiers,
which are used in a wide range of applications. As shown in
Fig. 11.1, single-phase rectifiers can be classified into two big
categories:

(i) Topologies working with low switching frequency,
also known as line commutated or phase controlled
rectifiers.

(ii) Circuits working with high switching frequency, also
known as power factor correctors (PFCs).

Line-commutated rectifiers with diodes, covered in a pre-
vious chapter of this handbook, do not allow the control of
power being converted from ac to dc. This control can be
achieved with the use of thyristors. These controlled rectifiers
are addressed in the first part of this chapter.

In the last years, increasing attention has been paid to the
control of current harmonics present at the input side of the
rectifiers, originating from a very important development in
the so-called PFC. These circuits use power transistors work-
ing with high switching frequency to improve the waveform
quality of the input current, increasing the power factor. High
power factor rectifiers can be classified in regenerative and
non-regenerative topologies and they are covered in the second
part of this chapter.

11.2 Line-commutated Single-phase
Controlled Rectifiers

11.2.1 Single-phase Half-wave Rectifier

The single-phase half-wave rectifier uses a single thyristor to
control the load voltage as shown in Fig. 11.2. The thyristor
will conduct, on-state, when the voltage vT is positive and a
firing current pulse iG is applied to the gate terminal. The
control of the load voltage is performed by delaying the firing
pulse by an angle α. The firing angle α is measured from the
position where a diode would naturally conduct. In case of
Fig. 11.2 the angle α is measured from the zero-crossing point
of the supply voltage vs . The load in Fig. 11.2 is resistive and
therefore the current id has the same waveform of the load
voltage. The thyristor goes to the non-conducting condition,
off-state, when the load voltage, and consequently the current,
reaches a negative value.

The load average voltage is given by

Vdα = 1

2π

∫ π

α

Vmax sin(ωt )d(ωt ) = Vmax

2π
(1+ cos α)

(11.1)

where Vmax is the supply peak voltage. Hence, it can be seen
from Eq. (11.1) that changing the firing angle α controls
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FIGURE 11.1 Single-phase rectifier classification.
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FIGURE 11.2 Single-thyristor rectifier with resistive load.

both the load average voltage and the amount of transferred
power.

Figure 11.3a shows the rectifier waveforms for an R–L
load. When the thyristor is turned on, the voltage across the
inductance is

vL = vs − vR = L
did
dt

(11.2)

where vR is the voltage in the resistance R, given by vR = R·id .
If vs − vR > 0, from Eq. (11.2) holds that the load current
increases its value. On the other hand, id decreases its value
when vs− vR < 0. The load current is given by

id (ωt ) = 1

ωL

∫ ωt

α

vLdθ (11.3)

Graphically, Eq. (11.3) means that the load current id is equal
to zero when A1=A2, maintaining the thyristor in conduction
state even when vs < 0.

When an inductive–active load is connected to the rectifier,
as illustrated in Fig. 11.3b, the thyristor will be turned on
if the firing pulse is applied to the gate when vs > Ed . Again,
the thyristor will remain in the on-state until A1 = A2. When
the thyristor is turned off, the load voltage will be vd = Ed .

11.2.2 Bi-phase Half-wave Rectifier

The bi-phase half-wave rectifier, shown in Fig. 11.4, uses a
center-tapped transformer to provide two voltages v1 and v2.
These two voltages are 180◦ out of phase with respect to the
mid-point neutral N. In this scheme, the load is fed via thyris-
tors T1 and T2 during each positive cycle of voltages v1 and v2,
respectively, while the load current returns via the neutral N.

As illustrated in Fig. 11.4, thyristor T1 can be fired into the
on-state at any time while voltage vT 1 > 0. The firing pulses are
delayed by an angle α with respect to the instant where diodes
would conduct. Also the current paths for each conduction
state are presented in Fig. 11.4. Thyristor T1 remains in the on-
state until the load current tends to a negative value. Thyristor
T2 is fired into the on-state when vT 2 > 0, which corresponds
in Fig. 11.4 to the condition when v2 > 0.

The mean value of the load voltage with resistive load is
determined by

Vdiα = 1

π

∫ π

α

Vmax sin(ωt )d(ωt ) = Vmax

π
(1+ cos α)

(11.4)

The ac supply current is equal to iT 1(N2/N1) when T1 is in the
on-state and −iT 2(N2/N1) when T2 is in the on-state, where
N2/N1 is the transformer turns ratio.
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FIGURE 11.3 Single-thyristor rectifier with: (a) resistive-inductive load and (b) active load.

The effect of the load time constant TL = L/R, on the
normalized load current id (t)/îR(t) for a firing angle α = 0◦ is
shown in Fig. 11.5. The ripple in the load current reduces as
the load inductance increases. If the load inductance L →∞,
then the current is perfectly filtered.

11.2.3 Single-phase Bridge Rectifier

Figure 11.6a shows a fully controlled bridge rectifier, which
uses four thyristors to control the average load voltage. In addi-
tion, Fig. 11.6b shows the half-controlled bridge rectifier which
uses two thyristors and two diodes.

The voltage and current waveforms of the fully controlled
bridge rectifier for a resistive load are illustrated in Fig 11.7.
Thyristors T1 and T2 must be fired on simultaneously during
the positive half-wave of the source voltage vs , to allow the
conduction of current. Alternatively, thyristors T3 and T4 must
be fired simultaneously during the negative half-wave of the
source voltage. To ensure simultaneous firing, thyristors T1 and
T2 use the same firing signal. The load voltage is similar to
the voltage obtained with the bi-phase half-wave rectifier. The
input current is given by

iS = iT 1 − iT 4 (11.5)

and its waveform is shown in Fig. 11.7.
Figure 11.8 presents the behavior of the fully controlled rec-

tifier with resistive–inductive load (with L → ∞). The high
load inductance generates a perfectly filtered current and the

rectifier behaves like a current source. With continuous load
current, thyristors T1 and T2 remain in the on-state beyond the
positive half-wave of the source voltage vs . For this reason,
the load voltage vd can have a negative instantaneous value.
The firing of thyristors T3 and T4 has two effects:

(i) they turn-off thyristors T1 and T2 and
(ii) after the commutation, they conduct the load current.

This is the main reason why this type of converters are called
“naturally commutated” or “line commutated” rectifiers. The
supply current iS has the square waveform, as shown in
Fig. 11.9, for continuous conduction. In this case, the average
load voltage is given by

Vdiα = 1

π

∫ π+α

α

Vmax sin(ωt )d(ωt ) = 2Vmax

π
cos α (11.6)

11.2.4 Analysis of the Input Current

Considering a very high inductive load, the input current in
a bridge-controlled rectifier is filtered and presents a square
waveform. In addition, the input current is is shifted by the
firing angle α with respect to the input voltage vs , as shown
in Fig. 11.9a. The input current can be expressed as a Fourier
series, where the amplitude of the different harmonics are

Ismax , n = 4

π

Id

n
(n = 1, 3, 5, . . . ) (11.7)
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where n is the harmonic order. The root mean square (rms)
value of each harmonic can be expressed as

Isn = Ismax , n√
2

= 2
√

2

π

Id

n
(11.8)

Thus, the rms value of the fundamental current is1 is

Is1 = 2
√

2

π
Id = 0.9Id (11.9)

It can be observed from Fig. 11.9a that the displacement
angle φ1 of the fundamental current is1 corresponds to the
firing angle α. Figure 11.9b shows that in the harmonic spec-
trum of the input current, only odd harmonics are present with
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FIGURE 11.8 Waveforms of a fully controlled bridge rectifier with
resistive–inductive load (L →∞).
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decreasing amplitude while the frequency increases. Finally the
rms value of the input current is is

Is = Id (11.10)

The total harmonic distortion (THD) of the input current can
be determined by

THD =
√

I 2
s − I 2

s1

Is1
100 = 48.4% (11.11)

11.2.5 Power Factor of the Rectifier

The displacement factor of the fundamental current, obtained
from Fig. 11.9a is

cos φ1 = cos α (11.12)

In the case of non-sinusoidal currents, the active power
delivered by the sinusoidal single-phase supply is

P = 1

T

∫ T

0
vs(t )is(t )dt = VsIs1 cos φ1 (11.13)

where Vs is the rms value of the single-phase voltage vs .
The apparent power is given by

S = VsIs (11.14)

The power factor (PF) is defined by

PF = P

S
(11.15)

Substitution from Eqs. (11.12), (11.13), and (11.14) in
Eq. (11.15) yields

PF = Is1

Is
cos α (11.16)

This equation shows clearly that due to the non-sinusoidal
waveform of the input current, the power factor of the rectifier
is negatively affected both by the firing angle α and by the
distortion of the input current. In effect, an increase in the
distortion of the current produces an increase in the value
of Is in Eq. (11.16), which deteriorates the power factor.

11.2.6 The Commutation of the Thyristors

Until now, the current commutation between thyristors has
been considered to be instantaneous. This condition is not
valid in real cases due to the presence of the line induc-
tance L, as shown in Fig. 11.10a. During the commutation,
the current through the thyristors cannot change instanta-
neously, and for this reason, during the commutation angle μ,
all four thyristors are conducting simultaneously. Therefore,
during the commutation, the following relationship for the
load voltage holds

vd = 0 α ≤ ωt ≤ α+ μ (11.17)

The effect of the commutation on the supply current, volt-
age waveforms, and the thyristor current waveforms can be
observed in Fig. 11.10b.

During the commutation, the following expression holds

L
dis
dt

= vs = Vmax sin(ωt ) α ≤ ωt ≤ α+ μ (11.18)

Integrating Eq. (11.18) over the commutation interval yields

∫ Id

−Id

dis = Vmax

L

∫ α+μ/ω

α/ω
sin(ωt )dt (11.19)

From Eq. (11.19), the following relationship for the commu-
tation angle μ is obtained

cos(α+ μ) = cos α− 2ωL

Vmax
Id (11.20)

Equation (11.20) shows that an increase of the line induc-
tance L or an increase of the load current Id increases the
commutation angle μ. In addition, the commutation angle is
affected by the firing angle α. In effect, Eq. (11.18) shows that
with different values of α, the supply voltage vs has a different
instantaneous value, which produces different dis /dt, thereby
affecting the duration of the commutation.

Equation (11.17) and the waveform of Fig. 11.10b show that
the commutation process reduces the average load voltage Vdα.
When the commutation is considered, the expression for the
average load voltage is given by

Vdα = 1

π

∫ π+α

α+μ

sin(ωt )d(ωt ) = Vmax

π
[cos(α+ μ)+ cos α]

(11.21)

Substituting Eq. (11.20) into Eq. (11.21) yields

Vdα = 2

π
Vmax cos α− 2ωL

π
Id (11.22)
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11.2.7 Operation in the Inverting Mode

When the angle α > 90◦, it is possible to obtain a negative aver-
age load voltage. In this condition, the power is fed back to
the single-phase supply from the load. This operating mode
is called inverter or inverting mode, because the energy is
transferred from the dc to the ac side. In practical cases, this
operating mode is obtained when the load configuration is
as shown in Fig. 11.11a. It must be noticed that this rectifier
allows unidirectional load current flow.

Figure 11.11b shows the waveform of the load voltage
with the rectifier in the inverting mode, neglecting the source
inductance L.

Section 11.2.6 described how supply inductance increases
the conduction interval of the thyristors by the angle μ. As
shown in Fig. 11.11c, the thyristor voltage vT 1 has a negative
value during the extinction angle γ , defined by

γ = 180− (α+ μ) (11.23)

To ensure that the outgoing thyristor will recover its blocking
capability after the commutation, the extinction angle should
satisfy the following restriction

γ > ωtq (11.24)
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where ω is the supply frequency and tq is the thyristor turn-
off time. Considering Eqs. (11.23) and (11.24) the maximum
firing angle is, in practice,

αmax = 180− μ− γ (11.25)

If the condition of Eq. (11.25) is not satisfied, the commutation
process will fail, originating destructive currents.

11.2.8 Applications

Important application areas of controlled rectifiers include
uninterruptible power supplies (UPS), for feeding critical
loads. Figure 11.12 shows a simplified diagram of a single-
phase UPS configuration, typically rated for <10 kVA. A fully
controlled or half-controlled rectifier is used to generate the
dc voltage for the inverter. In addition, the input rectifier acts
as a battery charger. The output of the inverter is filtered before

it is fed to the load. The most important operation modes of
the UPS are:

(i) Normal mode. In this case the line voltage is present.
The critical load is fed through the rectifier-inverter
scheme. The rectifier keeps the battery charged.

(ii) Outage mode. During a loss of the ac main supply,
the battery provides the energy for the inverter.

(iii) Bypass operation. When the load demands an over-
current to the inverter, the static bypass switch is
turned on and the critical load is fed directly from
the mains.

The control of low power dc motors is another interesting
application of controlled single-phase rectifiers. In the circuit
of Fig. 11.13, the controlled rectifier regulates the armature
voltage and consequently controls the motor current id in
order to produce a required torque.

This configuration allows only positive current flow in
the load. However the load voltage can be both positive
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FIGURE 11.14 Single-phase dual-converter drive: (a) connection and (b) four-quadrant operation.

and negative. For this reason, this converter works in the
two-quadrant mode of operation in the plane id vs Vdα.

A better performance can be obtained with two rectifiers
in back-to-back connection at the dc terminals, as shown in
Fig. 11.14a. This arrangement, known as a dual converter
configuration, allows four-quadrant operation of the drive.

Rectifier I provides positive load current id , while rectifier II
provides negative load current. The motor can work in forward
powering, forward braking (regenerating), reverse powering,
and reverse braking (regenerating). These operating modes are
shown in Fig. 11.14b, where the torque T vs the rotor speed ωr

is illustrated.
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11.3 Unity Power Factor Single-phase
Rectifiers

11.3.1 The Problem of Power Factor in
Single-phase Line-commutated Rectifiers

The main disadvantages of the classical line-commutated rec-
tifiers are that (i) they produce a lagging displacement factor
with respect to the voltage of the utility; (ii) they generate an
important amount of input current harmonics.

These aspects have a negative influence on both power factor
and power quality. In the last several years, the massive use of
single-phase power converters has increased the problems of
power quality in electrical systems. In effect, modern commer-
cial buildings have 50% and even up to 90% of the demand,
originated by non-linear loads, which are composed mainly by
rectifiers [1]. Today it is not unusual to find rectifiers with total

harmonic distortion of the current THDi > 40%, originating
severe overloads in conductors and transformers.

Figure 11.15a shows a single-phase rectifier with a capacitive
filter, used in much of today’s low-power equipment. The input
current produced by this rectifier is illustrated in Fig. 11.15b, it
appears highly distorted due to the presence of the filter capac-
itor. This current has a harmonic content shown in Fig. 11.16
and Table 11.1, with a THDi = 197%.

The rectifier in Fig. 11.15 has a very low power factor of
PF = 0.45, due mainly to its large harmonic content.

TABLE 11.1 Harmonic content of the current of Fig. 11.15

n 3 5 7 9 11 13 15 17 19 21

In/I1 [%] 96.8 90.5 81.7 71.0 59.3 47.3 35.7 25.4 16.8 10.6
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11.3.2 Standards for Harmonics in Single-phase
Rectifiers

The relevance of the problems originated by harmonics in
single-phase line-commutated rectifiers has motivated some
agencies to introduce restrictions to these converters. The IEC
61000-3-2 Class D International Standard establishes limits to
all low-power single-phase equipment having an input cur-
rent with a “special wave shape” and an active input power
P ≤ 600 W. Class D equipment has an input current with
a special wave shape contained within the envelope given
in Fig. 11.15b. This class of equipment must satisfy certain
harmonic limits, shown in Fig. 11.16. It is clear that a single-
phase line-commutated rectifier with the parameters shown in
Fig. 11.15a is not able to comply with the standard IEC 61000-
3-2 Class D. The standard can be satisfied only by adding huge
passive filters, which increases the size, weight, and cost of the
rectifier. This standard has been the motivation for the devel-
opment of active methods to improve the quality of the input
current and, consequently, the power factor.

11.3.3 The Single-phase Boost Rectifier

One of the most important high power factor rectifiers, from
a theoretical and conceptual point of view, is the so-called
single-phase boost rectifier, shown in Fig. 11.17a, which is
obtained from a classical non-controlled bridge rectifier, with
the addition of transistor T, diode D, and inductor L.

11.3.3.1 Working Principle, Basic Concepts
In boost rectifiers, the input current is(t) is controlled
by changing the conduction state of transistor T. When

L
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FIGURE 11.17 Single-phase boost rectifier: (a) power circuit and equivalent circuit for transistor T in; (b) on-state; and (c) off-state.

transistor T is in the on-state, the single-phase power sup-
ply is short-circuited through the inductance L, as shown in
Fig. 11.17b; the diode D avoids the discharge of the filter capac-
itor C through the transistor. The current of the inductance iL
is given by the following equation

diL
dt

= vL

L
= |vs |

L
(11.26)

Due to the fact that |vs | > 0, the on-state of transistor T
always produces an increase in the inductance current iL and
consequently an increase in the absolute value of the source
current is .

When transistor T is turned off, the inductor current iL
cannot be interrupted abruptly and flows through diode D,
charging capacitor C. This is observed in the equivalent circuit
of Fig. 11.17c. In this condition, the behavior of the inductor
current is described by

diL
dt

= vL

L
= |vs | − vo

L
(11.27)

If vo > |vs |, which is an important condition for the correct
behavior of the rectifier, then |vs |−vo < 0, and this means that
in the off-state the inductor current decreases its instantaneous
value.

11.3.3.2 Continuous Conduction Mode (CCM)
With an appropriate firing pulse sequence is applied to transis-
tor T, the waveform of the input current is can be controlled to
follow a sinusoidal reference, as can be observed in the positive
half-wave of is in Fig. 11.18. This figure shows the reference
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FIGURE 11.18 Behavior of the inductor current iL : (a) waveforms and
(b) transistor T gate drive signal x.

inductor current iLref , the inductor current iL and the gate
drive signal x for transistor T. Transistor T is on when x = 1
and it is off when x = 0.

Figure 11.18 clearly shows that the on- (off-) state of
transistor T produces an increase (decrease) in the inductor
current iL .

Note that for low values of vs the inductor does not have
enough energy to increase the current value, for this reason it
presents a distortion in their current waveform as shown in
Fig. 11.18a.

Figure 11.19 presents a block diagram of the control system
for the boost rectifier, which includes a proportional-integral
(PI) controller, to regulate the output voltage vo . The reference
value iLref for the inner current control loop is obtained from
the multiplication between the output of the voltage controller
and the absolute value |vs(t )|. A hysteresis controller provides a
fast control for the inductor current iL , resulting in a practically
sinusoidal input current is .

Typically, the output voltage vo should be at least 10%
higher than the peak value of the source voltage vs(t), in order
to assure good dynamic control of the current. The control
works with the following strategy: a step increase in the refer-
ence voltage voref will produce an increase in the voltage error
voref − vo and an increase of the output of the PI controller,
which originates an increase in the amplitude of the reference

voref

vo

PI

vs
t

+

iLref x

iL

+ d

FIGURE 11.19 Control system of the boost rectifier.

current iLref . The current controller will follow this new ref-
erence and will increase the amplitude of the sinusoidal input
current is , which will increase the active power delivered by the
single-phase power supply, producing finally an increase in the
output voltage vo .

Figure 11.20a shows the waveform of the input current is
and the source voltage vs . The ripple of the input current can
be reduced by shortening the hysteresis width δ. The tradeoff
for this improvement is an increase in the switching frequency,
which is proportional to the commutation losses of the transis-
tors. For a given hysteresis width δ, a reduction of inductance L
also produces an increase in the switching frequency. As can be
seen, the input current presents a third-harmonic component.
This harmonic is generated by the second-harmonic compo-
nent present in vo , which is fed back through the voltage (PI)
controller and multiplied by the sinusoidal waveform, gener-
ating a third-harmonic component on iLref . This harmonic
contamination can be avoided by filtering the vo measure-
ment with a lowpass filter or a bandstop filter around 2ωs .
The input current obtained using the measurement filter is
shown in Fig. 11.20b. Figure 11.20d confirms the reduction of
the third-harmonic component.

However, in both cases, a drastic reduction in the harmonic
content of the input current is can be observed in the frequency
spectrum of Figs. 11.20c and 11.20d. This current fulfills
the restrictions established by standard IEC 61000-3-2. The
total harmonic distortion of the current in Fig. 11.20a is
THD = 7.46%, while the THD of the current of Fig. 11.20b
is 4.83%, in both cases a very high power factor, over 0.99,
is reached.

Figure 11.21 shows the dc voltage control loop dynamic
behavior for step changes in the load. An increase in the load,
at t = 0.3 [s], produces an initial reduction of the output
voltage vo , which is compensated by an increase in the input
current is . At t = 0.6 [s] a step decrease in the load is applied.
The dc voltage controller again adjusts the supply current in
order to balance the active power.

11.3.3.3 Discontinuous Conduction Mode (DCM)
This PFC method is based on an active current waveform-
shaping principle. There are two different approaches consid-
ering fixed and variable switching frequency, both operating
principles are illustrated in Fig. 11.22.
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FIGURE 11.22 Boost DCM operating principle: (a) with fixed switching frequency and (b) with variable switching frequency.

a) DCM with Fixed Switching Frequency
The current shaping strategy is achieved by combining three
different conduction modes, performed over a fixed switching
period Ts . At the beginning of each period the power semicon-
ductor is turned on. During the on-state, shown in Fig. 11.23a,
the power supply is short-circuited through the rectifier diodes,
the inductor L, and the boost switch T. Hence, the inductor
current iL increases at a rate proportional to the instantaneous
value of the supply voltage. As a result, during the on-state, the
average supply current is is proportional to the supply voltage
vs which yields to power factor correction.

When the switch is turned off, the current flows to the load
trough diode D, as shown in Fig. 11.23b. The instantaneous
current value decreases (since the load voltage vo is higher than
the supply peak voltage) at a rate proportional to the difference
between the supply and load voltage. Finally, the last mode,
illustrated in Fig. 11.23c, corresponds to the time in which the
current reaches zero value, completing the switching period Ts .
Therefore, the supply current is not proportional to the voltage
source during the whole control period, introducing distortion
and undesirable EMI in comparison to CCM.

The duty cycle D = ton/T s is determined by the control
loop, in order to obtain the desired output power and to
ensure operation in DCM, i.e. to reach zero current before
the new switching cycle starts. The control strategy can be
implemented with analog circuitry as shown in Fig. 11.24, or
digitally with modern computing devices. Generally, the duty
cycle is controlled with a slow control loop, maintaining the
output voltage and duty cycle constant over a half-source cycle.

A qualitative example of the supply voltage and current
obtained using DCM is illustrated in Fig. 11.25.

b) DCM with Variable Switching Frequency
The operating principle is similar to the one used in the pre-
vious case, the main difference is that mode 3 is avoided by
switching the transistor again to the on-state, immediately
after the inductor current reaches zero value. This reduces
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FIGURE 11.23 Boost DCM equivalent circuits: (a) mode 1: transistor
on, inductor current increasing; (b) mode 2: transistor off, inductor cur-
rent decreasing; and (c) mode 3: transistor off, inductor current reaches
zero.

the current distortion, with the tradeoff of introducing vari-
able switching frequency (Ts is variable) and consequently
lower-order harmonic content.

Both CCM and DCM achieve an improvement in the power
factor. The DCM is more efficient since reverse-recovery losses
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FIGURE 11.25 Boost DCM waveforms: supply voltage, transistor con-
trol signal, and supply current.

of the boost diode are eliminated, however this mode intro-
duces high-current ripple and considerable distortion and
usually an important fifth-order harmonic is obtained. There-
fore boost-DCM applications are limited to 300 W power
levels, to meet standards and regulations. The DCM with vari-
able switching frequency reduces this harmonic content, at
expends of a wide distributed current spectrum and all related
design problems.

11.3.3.4 Resonant Structures for the Boost Rectifiers
An important issue in power electronics is the power losses in
power semiconductors. These losses can be classified in two
groups: conduction losses and switching losses, as shown in
Fig. 11.26.

The conduction losses are produced by the current through
the semiconductor juncture, so these losses are unavoidable.

Switching
losses

Conduction
losses

CurrentVoltage CE

OFF OFFON

FIGURE 11.26 Conduction and switching losses on a power switch.

However, the switching losses, which are produced while the
power semiconductors work in linear state during the tran-
sition from on- to off- state or from off- to on-state, can be
reduced or even eliminated, if the switch (transition) occurs
when: (a) the current across the power semiconductor is zero;
(b) the voltage between the power terminals of the power
semiconductor is zero.

This operation mode is used in the so-called resonant or soft-
switched converters, which are discussed in detail in a different
chapter of this handbook.

Resonant operation can also be used with the boost con-
verter topology. In order to produce this condition, topology
of Fig. 11.17 needs to be modified, by including reactive
components and additional semiconductors.

In Fig. 11.27 a resonant structure for zero current switching
(ZCS) [2] is shown. As can be seen, additional resonant induc-
tors (Lr1, Lr2), capacitors (Cr ), diodes (Dr1, Dr2), and power
switch (Sr ) have been included.
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FIGURE 11.27 Boost rectifier with ZCS.
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FIGURE 11.28 Boost rectifier with ZVS.

In a similar way, in Fig. 11.28 a resonant structure for zero
voltage switching (ZVS) [3] is shown. Once again, additional
inductance (Lr ), capacitor (Cr ), and power switch (Sr ) are
added, note however, that diode D has been replaced by two
“resonant diodes,” Dr1 and Dr2.

In both cases, the ZVS or ZCS condition is reached through
a proper control of Sr . Other resonant topologies are described
in the literature [4–6] with similar behavior.
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FIGURE 11.29 (a) Power circuit of bridgless boost rectifier; equivalent circuit when; (b) vs >0; and (c) vs <0.

11.3.3.5 Bridgless Boost Rectifier
The bridgless boost rectifier [7] is shown in Fig. 11.29a. This
rectifier replaces the input diode rectifier by a combination
of two boost rectifiers which work alternately: (a) when vs is
positive, T1 and D1 operate as boost rectifier 1 (Fig. 11.29b);
(b) when vs is negative, T2 and D2 operate as boost rectifier 2
(Fig. 11.29c);

This topology reduces the conduction losses of the rectifier
[8, 9], but requires a slightly more complex control scheme,
also EMI and EMC aspects must be considered.

11.3.4 Voltage Doubler PWM Rectifier

Figure 11.30a shows the power circuit of the voltage doubler
pulse width modulated (PWM) rectifier, which uses two tran-
sistors T1 and T2 and two filter capacitors C1 and C2. The
transistors are switched complementary to control the wave-
form of the input current is and the output dc voltage vo .
Capacitor voltages VC1 and VC2 must be higher than the peak
value of the input voltage vs to ensure the control of the input
current.

The equivalent circuit of this rectifier with transistor T1 in
the on-state is shown in Fig. 11.30b. For this case, the inductor
voltage dynamic equation is

vL = L
dis
dt

= vs(t )− VC1 < 0 (11.28)

Equation (11.28) means that under this conduction state,
current is(t) decreases its value.
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FIGURE 11.30 Voltage doubler rectifier: (a) power circuit; (b) equiva-
lent circuit with T1 on; and (c) equivalent circuit with T2 on.

On the other hand, the equivalent circuit of Fig. 11.30c is
valid when transistor T2 is in the conduction state, resulting in
the following expression for the inductor voltage

vL = L
dis
dt

= vs(t )+ VC2 > 0 (11.29)

hence, for this condition, the input current is(t) increases.
Therefore the waveform of the input current can be con-

trolled by switching appropriately transistors T1 and T2 in a
similar way as shown in Fig. 11.18a for the single-phase boost
converter. Figure 11.31 shows a block diagram of the control
system for the voltage doubler rectifier, which is very similar
to the control scheme of the boost rectifier. This topology can
present an unbalance in the capacitor voltages VC1 and VC2,
which will affect the quality of the control. This problem is
solved by adding to the actual current value is an offset signal
proportional to the capacitor’s voltage difference.

Figure 11.32 shows the waveform of the input current.
The ripple amplitude of this current can be reduced by
decreasing the hysteresis width of the controller.

voref
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vo
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+
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isref
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0
+ _

+ +

d

FIGURE 11.31 Control system of the voltage doubler rectifier.
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vs,is
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FIGURE 11.32 Waveform of the input current in the voltage doubler
rectifier.

11.3.5 The PWM Rectifier in Bridge Connection

Figure 11.33a shows the power circuit of the fully controlled
single-phase PWM rectifier in bridge connection, which uses
four transistors with antiparallel diodes to produce a con-
trolled dc voltage vo . Using a bipolar PWM switching strategy,
this converter may have two conduction states: (i) Transistors
T1 and T4 in the on-state and T2 and T3 in the off-state;
(ii) Transistors T2 and T3 in the on-state and T1 and T4 in the
off-state.

In this topology, the output voltage vo must be higher than
the peak value of the ac source voltage vs , to ensure a proper
control of the input current.

Figure 11.33b shows the equivalent circuit with transistors
T1 and T4 on. In this case, the inductor voltage is given by

vL = L
dis
dt

= vs(t )− V0 < 0 (11.30)

Therefore, in this condition a reduction of the inductor current
is is produced.

Figure 11.33c shows the equivalent circuit with transistors
T2 and T3 on. Here, the inductor voltage has the following
expression

vL = L
dis
dt

= vs(t )+ V0 > 0 (11.31)

which means an increase in the instantaneous value of the
input current is .
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FIGURE 11.33 Single-phase PWM rectifier in bridge connection: (a) power circuit; (b) equivalent circuit with T1 and T4 on; (c) equivalent circuit
with T2 and T3 on; (d) equivalent circuit with T1 and T3 or T2 and T4 on; and (e) waveform of the input current during regeneration.

Finally, Fig. 11.33d shows the equivalent circuit with tran-
sistors T1 and T3 or T2 and T4 are in the on-state. In this case,
the input voltage source is short-circuited through inductor L,
which yields

vL = L
dis
dt

= vs(t )+ V0 > 0 (11.32)

Equation (11.32) implies that the current value will depend on
the sign of vs .

The waveform of the input current is can be controlled by
appropriately switching transistors T1–T4 or T2–T3, originat-
ing a similar shape to the one shown in Fig. 11.18a for the
single-phase boost rectifier.

The control strategy for the rectifier is similar to the one
illustrated in Fig. 11.31, for the voltage doubler topology. The
quality of the input current obtained with this rectifier is
the same as presented in Fig. 11.32 for the voltage doubler
configuration.

The input current waveform can be slightly improved if the
state of Fig. 11.33d is used. This can be done by replacing
the hysteresis current control with a more complex linear con-
trol plus a three-level PWM modulator. This method reduces

the semiconductor switching frequency and provides a more
defined current spectrum.

Finally, it must be said that one of the most attractive char-
acteristics of the fully controlled PWM converter in bridge
connection and the voltage doubler is their regeneration capa-
bility. In effect, these rectifiers can deliver power from the load
to the single-phase supply, operating with sinusoidal current
and a high power factor of PF > 0.99. Figure 11.33e shows that
during regeneration, the input current is is 180◦ out of phase
with respect to the supply voltage vs , which means operation
with power factor PF ≈ −1 (PF is approximately 1 because of
the small harmonic content in the input current).

11.3.6 Applications of Unity Power Factor
Rectifiers

11.3.6.1 Boost Rectifier Applications
The single-phase boost rectifier has become the most popular
topology for power factor correction (PFC) in general purpose
power supplies. To reduce the costs, the complete control sys-
tem shown in Fig. 11.19 and the gate drive circuit of the power
transistor have been included in a single integrated circuit (IC),
like the UC3854 [10] or MC33262, shown in Fig. 11.34.
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FIGURE 11.35 Functional block diagram of electronic ballast with power factor correction.

Today there is increased interest in developing high-
frequency electronic ballasts to replace the classical electro-
magnetic ballast present in fluorescent lamps. These electronic
ballasts require an ac–dc converter. To satisfy the harmonic
current injection from electronic equipment and to maintain
a high power quality, a high power factor rectifier can be used,
as shown in Fig. 11.35 [11].
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T2 T4 T6

FIGURE 11.36 Low-cost induction motor drive.

11.3.6.2 Voltage Doubler PWM Rectifier
The development of low-cost compact motor drive sys-
tems is a very relevant topic, particularly in the low-power
range. Figure 11.36 shows a low-cost converter for low-power
induction motor drives. In this configuration, a three-phase
induction motor is fed through the converter from a single-
phase power supply. Transistors T1, T2 and capacitors C1, C2
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constitute the voltage doubler single-phase rectifier, which con-
trols the dc link voltage and generates sinusoidal input current,
working with close-to-unity power factor [12]. On the other
hand, transistors T3, T4, T5, and T6 and capacitors C1 and C2

constitute the power circuit of an asymmetric inverter that
supplies the motor. An important characteristic of the power
circuit shown in Fig. 11.36 is the capability of regenerating
power to the single-phase mains.

11.3.6.3 PWM Rectifier in Bridge Connection
Distortion of the input current in the line-commutated recti-
fiers with capacitive filtering is particularly critical in the UPS
fed from motor-generator sets. In effect, due to the higher
value of the generator impedance, the current distortion can
originate an unacceptable distortion on the ac voltage, which
affects the behavior of the whole system. For this reason, it is
very attractive to use rectifiers with low distortion in the input
current.

Figure 11.37 shows the power circuit of a single-phase UPS,
which has a PWM rectifier in bridge connection at the input

Output
1f100 V

Input
1f100 V

InverterConverter

THY2

THY SW

THY1

TR1

FIGURE 11.37 Single-phase UPS with PWM rectifier.

3vs

is
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Vdc

Line +
transformer

4-quadrant
converter

DC - Link Inverter Motor

FIGURE 11.38 Typical power circuit of an ac drive for locomotive.

side. This rectifier generates a sinusoidal input current and
controls the charge of the battery [13].

Perhaps the most typical and widely accepted area of
application of high power factor single-phase rectifiers is in
locomotive drives [14]. An essential prerequisite for proper
operation of voltage source three-phase inverter drives in
modern locomotives is the use of four-quadrant line-side con-
verters, which ensure motoring and braking of the drive, with
reduced harmonics in the input current. Figure 11.38 shows
a simplified power circuit of a typical drive for a locomotive
connected to a single-phase power supply [14], which includes
a high power factor rectifier at the input.

Finally, Fig. 11.39 shows the main circuit diagram of the
300 series Shinkansen train [15]. In this application, ac power
from the overhead catenary is transmitted through a trans-
former to single-phase PWM rectifiers, which provide the dc
voltage for the inverters. The rectifiers are capable of control-
ling the input ac current in an approximate sine waveform
and in phase with the voltage, achieving power factor close to
unity on powering and on regenerative braking. Regenerative
braking produces energy savings and an important operational
flexibility.
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12.1 Introduction

Three-phase controlled rectifiers have a wide range of applica-
tions, from small rectifiers to large high voltage direct current
(HVDC) transmission systems. They are used for electrochem-
ical processes, many kinds of motor drives, traction equipment,
controlled power supplies and many other applications. From
the point of view of the commutation process, they can be
classified into two important categories: line-commutated con-
trolled rectifiers (thyristor rectifiers) and force-commutated pulse
width modulated (PWM) rectifiers.

12.2 Line-commutated Controlled
Rectifiers

12.2.1 Three-phase Half-wave Rectifier

Figure 12.1 shows the three-phase half-wave rectifier topol-
ogy. To control the load voltage, the half-wave rectifier uses
three common-cathode thyristor arrangement. In this figure,
the power supply and the transformer are assumed ideal. The
thyristor will conduct (ON state), when the anode-to-cathode
voltage vAK is positive and a firing current pulse iG is applied to
the gate terminal. Delaying the firing pulse by an angle α con-
trols the load voltage. As shown in Fig. 12.2, the firing angle α

is measured from the crossing point between the phase supply
voltages. At that point, the anode-to-cathode thyristor voltage
vAK begins to be positive. Figure 12.3 shows that the possi-
ble range for gating delay is between α = 0◦ and α = 180◦,
but because of commutation problems in actual situations, the
maximum firing angle is limited to around 160◦. As shown
in Fig. 12.4, when the load is resistive, current id has the
same waveform of the load voltage. As the load becomes more
and more inductive, the current flattens and finally becomes
constant. The thyristor goes to the non-conducting condition
(OFF state) when the following thyristor is switched ON, or
the current, tries to reach a negative value.

With the help of Fig. 12.2, the load average voltage can be
evaluated, and is given by:

VD = VMAX
2
3π

π/3+α∫
−π/3+α

cos ωt · d (ωt )

= VMAX
sin π

3
π
3

· cos α ≈ 1.17 · V rms
f −N · cos α (12.1)

where VMAX is the secondary phase-to-neutral peak voltage,
Vrms

f −N its root mean square (rms) value and ω is the angu-

lar frequency of the main power supply. It can be seen from
Eq. (12.1) that the load average voltage VD is modified by

Copyright © 2007, 2001, Elsevier Inc.
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FIGURE 12.1 Three-phase half-wave rectifier.
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changing firing angle α. When α < 90◦, VD is positive and
when α > 90◦, the average dc voltage becomes negative. In
such a case, the rectifier begins to work as an inverter and the
load needs to be able to generate power reversal by reversing
its dc voltage.

The ac currents of the half-wave rectifier are shown in
Fig. 12.5. This drawing assumes that the dc current is constant
(very large LD). Disregarding commutation overlap, each valve
conducts during 120◦ per period. The secondary currents (and
thyristor currents) present a dc component that is undesirable,
and makes this rectifier not useful for high power applications.

The primary currents show the same waveform, but with the
dc component removed. This very distorted waveform requires
an input filter to reduce harmonics contamination.

The current waveforms shown in Fig. 12.5 are useful for
designing the power transformer. Starting from:

VAprim = 3 · V rms
(prim)f−N · I rms

prim

VAsec = 3 · V rms
(sec)f−N · I rms

sec (12.2)

PD = VD · ID
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FIGURE 12.4 DC current waveforms.

where VAprim and VAsec are the ratings of the transformer for
the primary and secondary side respectively. Here PD is the
power transferred to the dc side. The maximum power transfer
is with α = 0◦ (or α = 180◦). Then, to establish a relation
between ac and dc voltages, Eq. (12.1) for α = 0◦ is required:

VD = 1.17 · V rms
(sec)f −N (12.3)

and:

VD = 1.17 · a · V rms
(prim)f −N (12.4)

where a is the secondary to primary turn relation of the trans-
former. On the other hand, a relation between the currents is
also possible to obtain. With the help of Fig. 12.5:

I rms
sec = ID√

3
(12.5)

I rms
prim = a · ID

√
2

3
(12.6)

Combining Eqs. (12.2) to (12.6), it yields:

VAprim = 1.21 · PD

VAsec = 1.48 · PD

(12.7)

Equation (12.7) shows that the power transformer has to be
oversized 21% at the primary side, and 48% at the secondary
side. Then, a special transformer has to be built for this recti-
fier. In terms of average VA, the transformer needs to be 35%
larger that the rating of the dc load. The larger rating of the
secondary with respect to primary is because the secondary
carries a dc component inside the windings. Furthermore, the
transformer is oversized because the circulation of current har-
monics does not generate active power. Core saturation, due to
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FIGURE 12.5 AC current waveforms for the half-wave rectifier.

FIGURE 12.6 Six-pulse rectifier.

the dc components inside the secondary windings, also needs
to be taken in account for iron oversizing.

12.2.2 Six-pulse or Double Star Rectifier

The thyristor side windings of the transformer shown in
Fig. 12.6 form a six-phase system, resulting in a six-pulse
starpoint (midpoint connection). Disregarding commutation
overlap, each valve conducts only during 60◦ per period. The
direct voltage is higher than that from the half-wave rectifier

and its average value is given by:

VD = VMAX
π
3

π/6+α∫
−π/6+α

cos ωt · d (ωt )

= VMAX
sin π

6
π
6

· cos α ≈ 1.35 · V rms
f−N · cos α (12.8)

The dc voltage ripple is also smaller than the one gener-
ated by the half-wave rectifier, due to the absence of the third
harmonic with its inherently high amplitude. The smoothing
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FIGURE 12.7 AC current waveforms for the six-pulse rectifier.

reactor LD is also considerably smaller than the one needed for
a three-pulse (half-wave) rectifier.

The ac currents of the six-pulse rectifier are shown in
Fig. 12.7. The currents in the secondary windings present a dc
component, but the magnetic flux is compensated by the dou-
ble star. As can be observed, only one valve is fired at a time
and then this connection in no way corresponds to a parallel
connection. The currents inside the delta show a symmetrical
waveform with 60◦ conduction. Finally, due to the particular
transformer connection shown in Fig. 12.6, the source currents
also show a symmetrical waveform, but with 120◦ conduction.

Evaluation of the the rating of the transformer is done in
similar fashion to the way the half-wave rectifier is evaluated:

VAprim = 1.28 · PD

VAsec = 1.81 · PD

(12.9)

Thus the transformer must be oversized 28% at the primary
side and 81% at the secondary side. In terms of size it has an
average apparent power of 1.55 times the power PD(55% over-
sized). Because of the short conducting period of the valves,
the transformer is not particularly well utilized.

12.2.3 Double Star Rectifier with Interphase
Connection

This topology works as two half-wave rectifiers in parallel, and
is very useful when high dc current is required. An optimal

way to reach both good balance and elimination of harmon-
ics is through the connection shown in Fig. 12.8. The two
rectifiers are shifted by 180◦, and their secondary neutrals
are connected through a middle-point autotransformer called
“interphase transformer.” The interphase transformer is con-
nected between the two secondary neutrals and the middle
point at the load return. In this way, both groups operate in
parallel. Half the direct current flows in each half of the inter-
phase transformer, and then its iron core does not become
saturated. The potential of each neutral can oscillate inde-
pendently, generating an almost triangular voltage waveform
(vT ) in the interphase transformer, as shown in Fig. 12.9.
As this converter work like two half-wave rectifiers connected
in parallel, the load average voltage is the same as in Eq. (12.1):

VD ≈ 1.17 · V rms
f−N · cos α (12.10)

where Vrms
f−N is the phase-to-neutral rms voltage at the valve

side of the transformer (secondary).
The Fig. 12.9 also shows the two half-wave rectifier voltages,

related to their respective neutrals. Voltage vD1 represents the
potential between the common cathode connection and the
neutral N1. The voltage vD2 is between the common cathode
connection and N2. It can be seen that the two instantaneous
voltages are shifted, which gives as a result, a voltage vD that is
smoother than vD1 and vD2.

Figure 12.10 shows how vD , vD1, vD2, and vT change when
the firing angle changes from α = 0◦ to 180◦.
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FIGURE 12.9 Operation of the interphase connection for α = 0◦.

The transformer rating in this case is:

VAprim = 1.05 · PD

VAsec = 1.48 · PD

(12.11)

And the average rating power will be 1.26 PD , which is better
than the previous rectifiers (1.35 for the half-wave rectifier and
1.55 for the six-pulse rectifier). Thus the transformer is well
utilized. Figure 12.11 shows ac current waveforms for a rectifier
with interphase transformer.

12.2.4 Three-phase Full-wave Rectifier or Graetz
Bridge

Parallel connection via interphase transformers permits the
implementation of rectifiers for high current applications.
Series connection for high voltage is also possible, as shown
in the full-wave rectifier of Fig. 12.12. With this arrangement,
it can be seen that the three common cathode valves generate
a positive voltage with respect to the neutral, and the three

common anode valves produce a negative voltage. The result
is a dc voltage, twice the value of the half-wave rectifier. Each
half of the bridge is a three-pulse converter group. This bridge
connection is a two-way connection and alternating currents
flow in the valve-side transformer windings during both half
periods, avoiding dc components into the windings, and satu-
ration in the transformer magnetic core. These characteristics
make the so-called Graetz bridge the most widely used line-
commutated thyristor rectifier. The configuration does not
need any special transformer and works as a six-pulse rectifier.
The series characteristic of this rectifier produces a dc volt-
age twice the value of the half-wave rectifier. The load average
voltage is given by:

VD = 2 · VMAX
2
3π

π/3+α∫
−π/3+α

cos ωt · d (ωt )

= 2 · VMAX
sin π

3
π
3

· cos α ≈ 2.34 · V rms
f −N · cos α (12.12)
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FIGURE 12.10 Firing angle variation from α = 0◦ to 180◦.

FIGURE 12.11 AC current waveforms for the rectifier with interphase transformer.

or

VD =
3 · √2 · V sec

f−f

π
cos α ≈ 1.35 · V sec

f−f · cos α (12.13)

where VMAX is the peak phase-to-neutral voltage at the
secondary transformer terminals, Vrms

f−N its rms value,

and Vsec
f−f the rms phase-to-phase secondary voltage, at the

valve terminals of the rectifier.
Figure 12.13 shows the voltages of each half-wave bridge of

this topology, v
pos
D and v

neg
D , the total instantaneous dc volt-

age vD , and the anode-to-cathode voltage vAK in one of the
bridge thyristors. The maximum value of vAK is

√
3 · VMAX ,
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FIGURE 12.12 Three-phase full-wave rectifier or Graetz bridge.

FIGURE 12.13 Voltage waveforms for the Graetz bridge.

which is the same as that of the half-wave converter and
the interphase transformer rectifier. The double star recti-
fier presents a maximum anode-to-cathode voltage of two
times VMAX . Figure 12.14 shows the currents of the rectifier,
which assumes that LD is large enough to keep the dc current
smooth. The example is for the same 
Y transformer connec-
tion shown in the topology of Fig. 12.12. It can be noted that
the secondary currents do not carry any dc component, thereby
avoiding overdesign of the windings and transformer satura-
tion. These two figures have been drawn for a firing angle, α

of approximately 30◦. The perfect symmetry of the currents in
all windings and lines is one of the reasons why this rectifier
is the most popular of its type. The transformer rating in this
case is

VAprim = 1.05 · PD

VAsec = 1.05 · PD

(12.14)

As can be noted, the transformer needs to be oversized
only 5%, and both primary and secondary windings have the
same rating. Again, this value can be compared with the pre-
vious rectifier transformers: 1.35PD for the half-wave rectifier,
1.55PD for the six-pulse rectifier, and 1.26PD for the interphase
transformer rectifier. The Graetz bridge makes excellent use of
the power transformer.

12.2.5 Half Controlled Bridge Converter

The fully controlled three-phase bridge converter shown in
Fig. 12.12 has six thyristors. As already explained here, this
circuit operates as a rectifier when each thyristor has a firing
angle α < 90◦ and functions as an inverter for α > 90◦. If
inverter operation is not required, the circuit may be simplified
by replacing three controlled rectifiers with power diodes, as
in Fig. 12.15a. This simplification is economically attractive
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FIGURE 12.15 One-quadrant bridge converter circuits: (a) half-controlled bridge and (b) free-wheeling diode bridge.

because diodes are considerably less expensive than thyristors
and they do not require firing angle control electronics.

The half controlled bridge, or “semiconverter,” is analyzed by
considering it as a phase-controlled half-wave circuit in series
with an uncontrolled half-wave rectifier. The average dc voltage
is given by the following equation

VD =
3 · √2 · V sec

f −f

2π
(1+ cos α) (12.15)

Then, the average voltage VD never reaches negative values.
The output voltage waveforms of half-controlled bridge are
similar to those of a fully controlled bridge with a free-
wheeling diode. The advantage of the free-wheeling diode
connection, shown in Fig. 12.15b is that there is always a
path for the dc current, independent of the status of the ac
line and of the converter. This can be important if the load is
inductive–resistive with a large time constant, and there is an
interruption in one or more of the line phases. In such a case,
the load current could commutate to the free-wheeling diode.
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12.2.6 Commutation

The description of the converters in the previous sections was
based upon assumption that the commutation was instanta-
neous. In practice this is not possible, because the transfer
of current between two consecutive valves in a commuta-
tion group takes a finite time. This time, called overlap time,
depends on the phase-to-phase voltage between the valves par-
ticipating in the commutation process, and the line inductance
LS between the converter and power supply. During the over-
lap time, two valves conduct, and the phase-to-phase voltage
drops entirely on the inductances LS . Assuming the dc current
ID to be smooth and with the help of Fig. 12.16, the following
relation is deduced

2LS · disc
dt

= √
2 · Vf −f sin ωt = vA − vB (12.16)

where isc is the current in the valve being fired during the
commutation process (thyristor T2 in Fig. 12.16). This current
can be evaluated, and it yields

isc = −
√

2

2LS
· Vf −f

cos ωt

ω
+ C (12.17)

The constant “C” is evaluated through initial conditions at
the instant when T2 is ignited. In terms of angle, when ωt = α

when ωt = α, isc = 0

∴ C =
V sec

f −f√
2 · ωLS

cos α (12.18)

Replacing Eq. (12.18) in (12.17):

isc =
Vf −f√
2 · ωLS

· (cos α− cos ωt ) (12.19)

Before commutation, the current ID was carried by thyristor
T1 (see Fig. 12.16). During the commutation time, the load
current ID remains constant, isc returns through T1, and T1
is automatically switched off when the current isc reaches the
value of ID . This happens because thyristors cannot conduct
in reverse direction. At this moment, the overlap time lasts
and the current ID is then conducted by T2. In terms of angle,
when ωt = α+μ, isc = ID , where μ is defined as the “overlap
angle.” Replacing this final condition in Eq. (12.19) yields

ID =
V sec

f −f√
2 · ωLS

· [cos α− cos (α+ μ)] (12.20)

To avoid confusion in a real analysis, it has to be remem-
bered that Vf −f corresponds to the secondary voltage in case of
transformer utilization. For this reason, the abbreviation “sec”
has been added to the phase-to-phase voltage in Eq. (12.20).

During commutation, two valves conduct at a time, which
means that there is an instantaneous short circuit between
the two voltages participating in the process. As the induc-
tances of each phase are the same, the current isc produces the
same voltage drop in each LS , but with opposite sign because
this current flows in reverse direction and with opposite slope
in each inductance. The phase with the higher instantaneous
voltage suffers a voltage drop −
v and the phase with the
lower voltage suffers a voltage increase +
v. This situation
affects the dc voltage VC , reducing its value an amount 
Vmed .
Figure 12.17 shows the meanings of 
v, 
Vmed , μ, and isc .

The area 
Vmed showed in Fig. 12.17, represents the loss of
voltage that affects the average voltage VC , and can be evaluated
through the integration of 
v during the overlap angle μ. The
voltage drop 
v can be expressed as


v =
(

vA − vB

2

)
=
√

2 · V sec
f −f sin ωt

2
(12.21)
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Integrating Eq. (12.21) into the corresponding period
(60◦) and interval (μ) and starting at the instant when the
commutation begins (α)


Vmed = 3

π
· 1

2

α+μ∫
α

√
2 · V sec

f −f sin ωt · dωt (12.22)


Vmed =
3 · V sec

f −f

π · √2
[cos α− cos (α+ μ)] (12.23)

Subtracting 
Vmed in Eq. (12.13)

VD =
3 · √2 · V sec

f −f

π
cos α−
Vmed (12.24)

VD =
3 · √2 · V sec

f −f

2π
[cos α+ cos (α+ μ)] (12.25)

or

VD =
3 · √2 · V sec

f −f

π

[
cos
(
α+ μ

2

)
cos

μ

2

]
(12.26)

Equations (12.20) and (12.25) can be written as a function
of the primary winding of the transformer, if there is any
transformer.

ID =
a · V

prim
f −f√

2 · ωLS
· [cos α− cos (α+ μ)] (12.27)

VD =
3 · √2 · a · V

prim
f −f

2π
[cos α+ cos (α+ μ)] (12.28)

where a = V sec
f −f /V

prim
f −f . With Eqs. (12.27) and (12.28) one gets

VD = 3 · √2

π
· a · V

prim
f −f cos α− 3IDωLS

π
(12.29)

Equation (12.29) allows a very simple equivalent circuit of
the converter to be made, as shown in Fig. 12.18. It is important
to note that the equivalent resistance of this circuit is not real,
because it does not dissipate power.

From the equivalent circuit, regulation curves for the rec-
tifier under different firing angles are shown in Fig. 12.19. It
should be noted that these curves correspond only to an ideal
situation, but helps in understanding the effect of voltage drop

v on dc voltage. The commutation process and the overlap
angle also affects the voltage va and anode-to-cathode thyristor
voltage, as shown in Fig. 12.20.
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+ 
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FIGURE 12.18 Equivalent circuit for the converter.
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12.2.7 Power Factor

The displacement factor of the fundamental current, obtained
from Fig. 12.14 is

cos φ1 = cos α (12.30)

In the case of non-sinusoidal current, the active power
delivered per phase by the sinusoidal supply is

P = 1

T

∫ T

0
va(t )ia(t )dt = V rms

a I rms
a1 cos φ1 (12.31)

where Vrms
a is the rms value of the voltage va and Irms

a1 the rms
value of ia1 (fundamental component of ia). Analog relations
can be obtained for vb and vc .

The apparent power per phase is given by

S = V rms
a I rms

a (12.32)

The power factor is defined by

PF = P

S
(12.33)
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FIGURE 12.20 Effect of the overlap angle on va and on thyristor voltage vAK .

By substituting Eqs. (12.30), (12.31), and (12.32) into
Eq. (12.33), the power factor can be expressed as follows

PF = I rms
a1

I rms
a

cos α (12.34)

This equation shows clearly that due to the non-sinusoidal
waveform of the currents, the power factor of the rectifier is
negatively affected by both the firing angle α and the distortion
of the input current. In effect, an increase in the distortion
of the current produces an increase in the value of Irms

a in
Eq. (12.34), which deteriorates the power factor.

12.2.8 Harmonic Distortion

The currents of the line-commutated rectifiers are far from
being sinusoidal. For example, the currents generated from the
Graetz rectifier (see Fig. 12.14b) have the following harmonic
content

iA = 2
√

3

π
ID(cos ωt − 1

5
cos 5ωt + 1

7
cos 7ωt

− 1

11
cos 11ωt + . . .) (12.35)

Some of the characteristics of the currents, obtained from
Eq. (12.35) include: (i) the absence of triple harmonics; (ii) the
presence of harmonics of order 6k ± 1 for integer values of k;
(iii) those harmonics of orders 6k+1 are of positive sequence;
(iv) those of orders 6k − 1 are of negative sequence; (v) the
rms magnitude of the fundamental frequency is

I1 =
√

6

π
ID (12.36)
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and (vi) the rms magnitude of the nth harmonic is

In = I1

n
(12.37)

If either, the primary or the secondary three-phase wind-
ings of the rectifier transformer are connected in delta, the
ac side current waveforms consist of the instantaneous differ-
ences between two rectangular secondary currents 120◦ apart
as shown in Fig. 12.14e. The resulting Fourier series for the
current in phase “a” on the primary side is

iA = 2
√

3

π
ID(cos ωt + 1

5
cos 5ωt − 1

7
cos 7ωt

− 1

11
cos 11ωt + . . .) (12.38)

This series differs from that of a star connected transformer
only by the sequence of rotation of harmonic orders 6k ± 1
for odd values of k, i.e. the 5th, 7th, 17th, 19th, etc.

12.2.9 Special Configurations for Harmonic
Reduction

A common solution for harmonic reduction is through the
connection of passive filters, which are tuned to trap a partic-
ular harmonic frequency. A typical configuration is shown in
Fig. 12.21.

However, harmonics also can be eliminated using special
configurations of converters. For example, 12-pulse configu-
ration consists of two sets of converters connected as shown
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FIGURE 12.22 12-pulse rectifier configuration.
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FIGURE 12.21 Typical passive filter for one phase.

in Fig. 12.22. The resultant ac current is given by the sum of
the two Fourier series of the star connection (Eq. (12.35)) and
delta connection transformers (Eq. (12.38))

iA = 2

(
2
√

3

π

)
ID(cos ωt − 1

11
cos 11ωt + 1

13
cos 13ωt

− 1

23
cos 23ωt + . . .) (12.39)

The series only contains harmonics of order 12k ± 1.
The harmonic currents of orders 6k ± 1 (with k odd), i.e.
5th, 7th, 17th, 19th, etc. circulate between the two converter
transformers but do not penetrate the ac network.

The resulting line current for the 12-pulse rectifier, shown
in Fig. 12.23, is closer to a sinusoidal waveform than previous
line currents. The instantaneous dc voltage is also smoother
with this connection.
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FIGURE 12.24 DC ripple reinjection technique for 48-pulse operation.

Higher pulse configuration using the same principle is also
possible. The 12-pulse rectifier was obtained with a 30◦ phase
shift between the two secondary transformers. The addition of
further, appropriately shifted, transformers in parallel provides
the basis for increasing pulse configurations. For instance,
24-pulse operation is achieved by means of four transform-
ers with 15◦ phase shift, and 48-pulse operation requires eight
transformers with 7.5◦ phase shift (transformer connections
in zig-zag configuration).

Although theoretically possible, pulse numbers above 48 are
rarely justified due to the practical levels of distortion found in
the supply voltage waveforms. Further, the converter topology
becomes more and more complicated.

An ingenious and very simple way to reach high pulse oper-
ation is shown in Fig. 12.24. This configuration is called dc
ripple reinjection. It consists of two parallel converters con-
nected to the load through a multistep reactor. The reactor
uses a chain of thyristor-controlled taps, which are connected
to symmetrical points of the reactor. By firing the thyristors
located at the reactor at the right time, high-pulse operation
is reached. The level of pulse operation depends on the num-
ber of thyristors connected to the reactor. They multiply the

basic level of operation of the two converters. The example,
is Fig. 12.24, shows a 48-pulse configuration, obtained by
the multiplication of basic 12-pulse operation by four reac-
tor thyristors. This technique also can be applied to series
connected bridges.

Another solution for harmonic reduction is the utilization of
active power filters. Active power filters are special pulse width
modulated (PWM) converters, able to generate the harmonics
the converter requires. Figure 12.25 shows a current controlled
shunt active power filter.

12.2.10 Applications of Line-commutated
Rectifiers in Machine Drives

Important applications for line-commutated three-phase con-
trolled rectifiers, are found in machine drives. Figure 12.26
shows a dc machine control implemented with a six-pulse
rectifier. Torque and speed are controlled through the arma-
ture current ID , and excitation current Iexc . Current ID is
adjusted with VD , which is controlled by the firing angle α

through Eq. (12.12). This dc drive can operate in two quad-
rants: positive and negative dc voltage. This two-quadrant
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operation allows regenerative braking when α > 90◦ and
Iexc < 0.

The converter of Fig. 12.26 can also be used to control
synchronous machines, as shown in Fig. 12.27. In this case,
a second converter working in the inverting mode operates
the machine as self-controlled synchronous motor. With this
second converter, the synchronous motor behaves like a dc
motor but has none of the disadvantages of mechanical com-
mutation. This converter is not line commutated, but machine
commutated.

The nominal synchronous speed of the motor on a 50 or
60 Hz ac supply is now meaningless and the upper speed
limit is determined by the mechanical limitations of the rotor
construction. There is disadvantage that the rotational emfs
required for load commutation of the machine side converter
are not available at standstill and low speeds. In such a case,
auxiliary force commutated circuits must be used.

The line-commutated rectifier controls the torque of the
machine through firing angle α. This approach gives direct
torque control of the commutatorless motor and is analogous
to the use of armature current control shown in Fig. 12.26 for
the converter-fed dc motor drive.

Line-commutated rectifiers are also used for speed con-
trol of wound rotor induction motors. Subsynchronous and
supersynchronous static converter cascades using a natu-
rally commutated dc link converter, can be implemented.
Figure 12.28 shows a supersynchronous cascade for a wound
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FIGURE 12.26 DC machine drive with a six-pulse rectifier.

rotor induction motor, using a naturally commutated dc link
converter.

In the supersynchronous cascade shown in Fig. 12.28, the
right hand bridge operates at slip frequency as a rectifier or
inverter, while the other operates at network frequency as
an inverter or rectifier. Control is difficult near synchronism
when slip frequency emfs are insufficient for natural com-
mutation and special circuit configuration employing forced
commutation or devices with a self-turn-off capability are
necessary for the passage through synchronism. This kind of
supersynchronous cascade works better with cycloconverters.

12.2.11 Applications in HVDC Power
Transmission

High voltage direct current (HVDC) power transmission is
the most powerful application for line-commutated convert-
ers that exist today. There are power converters with ratings
in excess of 1000 MW. Series operation of hundreds of valves
can be found in some HVDC systems. In high power and long
distance applications, these systems become more economi-
cal than conventional ac systems. They also have some other
advantages compared with ac systems:

1. they can link two ac systems operating unsynchronized
or with different nominal frequencies, that is 50 ↔
60 Hz;
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2. they can help in stability problems related with sub-
synchronous resonance in long ac lines;

3. they have very good dynamic behavior and can inter-
rupt short-circuit problems very quickly;

4. if transmission is by submarine or underground cable,
it is not practical to consider ac cable systems exceeding
50 km, but dc cable transmission systems are in service
whose length is in hundreds of kilometers and even
distances of 600 km or greater have been considered
feasible;

5. reversal of power can be controlled electronically by
means of the delay firing angles α; and

6. some existing overhead ac transmission lines can-
not be increased. If overbuilt with or upgraded to

dc transmission can substantially increase the power
transfer capability on the existing right-of-way.

The use of HVDC systems for interconnections of asyn-
chronous systems is an interesting application. Some continen-
tal electric power systems consist of asynchronous networks
such as those for the East, West, Texas, and Quebec networks
in North America, and islands loads such as that for the Island
of Gotland in the Baltic Sea make good use of the HVDC
interconnections.

Nearly all HVDC power converters with thyristor valves are
assembled in a converter bridge of 12-pulse configuration, as
shown in Fig. 12.29. Consequently, the ac voltages applied
to each six-pulse valve group which makes up the 12-pulse



12 Three-phase Controlled Rectifiers 221

Y

Y

ID

POWER
SYSTEM 2

POWER
SYSTEM 2

Simplified Unilinear Diagram:

VD

PD

Vf-f 
prim

I∠ϕ
VD

I
 

rD
PD

I

I I∠ϕ
Vf-f 

primI

ID
POWER

SYSTEM 1

POWER
SYSTEM 1

(a)

(b)

VD VD
I

D

D

FIGURE 12.29 Typical HVDC power system: (a) detailed circuit and (b) unilinear diagram.

valve group have a phase difference of 30◦ which is utilized to
cancel the ac side, 5th and 7th harmonic currents and dc side,
6th harmonic voltage, thus resulting in a significant saving in
harmonic filters.

Some useful relations for HVDC systems include:

a) Rectifier Side:

PD = VD · ID =
√

3 · V
prim
f −f · I rms

line cos ϕ (12.40)

VD

IDPD

Vf-f
prim

I∠j

IP = I cos ϕ

IQ = I sin ϕ

∴ PD = VD · ID =
√

3 · V
prim
f −f · IP (12.41)

IP = VD · ID√
3 · V

prim
f −f

(12.42)

IP =
a2
√

3 · V
prim
f −f

4π · ωLS
[cos 2α− cos 2 (α+ μ)] (12.43)

IQ =
a2
√

3 · V
prim
f −f

4π · ωLS
[sin 2(α+ μ)− sin 2α− 2μ] (12.44)

IP = ID
a
√

6

π

[
cos α+ cos (α+ μ)

2

]
(12.45)

Fundamental secondary component of I

I = a
√

6

π
ID (12.46)

Replacing Eq. (12.46) in (12.45)

IP = I ·
[

cos α+ cos (α+ μ)

2

]
(12.47)

as IP = I cos ϕ, it yields Fig. 12.30a

cos ϕ =
[

cos α+ cos (α+ μ)

2

]
(12.48)

b) Inverter Side:
The same equations are applied for the inverter side, but the
firing angle α is replaced by γ , where γ is

γ = 180◦ − (α+ μ) (12.49)
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As reactive power always goes in the converter direction,
Eq. (12.44) for inverter side becomes (Fig. 12.30b)

IQI = −
a2

I

√
3 · V

prim
f −f I

4π · ωI LI
[sin 2(γ + μI )− sin 2γ − 2μI ]

(12.50)

12.2.12 Dual Converters

In many variable-speed drives, four-quadrant operation is
required, and three-phase dual converters are extensively used
in applications up to 2 MW level. Figure 12.31 shows a three-
phase dual converter, where two converters are connected
back-to-back.

In the dual converter, one rectifier provides the positive
current to the load and the other the negative current. Due
to the instantaneous voltage differences between the output

voltages of the converters, a circulating current flows through
the bridges. The circulating current is normally limited by cir-
culating reactor, LD , as shown in Fig. 12.31. The two converters
are controlled in such a way that if α+ is the delay angle of
the positive current converter, the delay angle of the negative
current converter is α− = 180◦ − α+.

Figure 12.32 shows the instantaneous dc voltages of each
converter, v+D and v−D . Despite the average voltage VD is the
same in both the converters, their instantaneous voltage dif-
ferences shown as voltage vr , are producing the circulating
current ir , which is superimposed with the load currents i+D
and i−D .

To avoid the circulating current ir , it is possible to imple-
ment a “circulating current free” converter if a dead time of
a few milliseconds is acceptable. The converter section, not
required to supply current, remains fully blocked. When a cur-
rent reversal is required, a logic switch-over system determines
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FIGURE 12.32 Waveform of circulating current: (a) instantaneous dc voltage from positive converter: (b) instantaneous dc voltage from negative
converter; and (c) voltage difference between v+D and v−D , vr , and circulating current ir .

at first the instant at which the conducting converter’s cur-
rent becomes zero. This converter section is then blocked and
the further supply of gating pulses to it is prevented. After a
short safety interval (dead time), the gating pulses for the other
converter section are released.

12.2.13 Cycloconverters

A different principle of frequency conversion is derived from
the fact that a dual converter is able to supply an ac load with
a lower frequency than the system frequency. If the control
signal of the dual converter is a function of time, the output
voltage will follow this signal. If this control signal value alters
sinusoidally with the desired frequency, then the waveform
depicted in Fig. 12.33a consists of a single-phase voltage with
a large harmonic current. As shown in Fig. 12.33b, if the load is
inductive, the current will present less distortion than voltage.

The cycloconverter operates in all four quadrants during
a period. A pause (dead time) at least as small as the time
required by the switch-over logic occurs after the current
reaches zero, that is, between the transfer to operation in the
quadrant corresponding to the other direction of current flow.

Three single-phase cycloconverters may be combined to
build a three-phase cycloconverter. The three-phase cyclo-
converters find an application in low-frequency, high-power
requirements. Control speed of large synchronous motors in
the low-speed range is one of the most common applications

of three-phase cycloconverters. Figure 12.34 is a diagram for
this application. They are also used to control slip frequency
in wound rotor induction machines, for supersynchronous
cascade (Scherbius system).

12.2.14 Harmonic Standards and Recommended
Practices

In view of the proliferation of the power converter equipment
connected to the utility system, various national and inter-
national agencies have been considering limits on harmonic
current injection to maintain good power quality. As a conse-
quence, various standards and guidelines have been established
that specify limits on the magnitudes of harmonic currents and
harmonic voltages.

The Comité Européen de Normalisation Electrotechnique
(CENELEC), International Electrical Commission (IEC), and
West German Standards (VDE) specify the limits on the
voltages (as a percentage of the nominal voltage) at vari-
ous harmonics frequencies of the utility frequency, when the
equipment-generated harmonic currents are injected into a
network whose impedances are specified.

According with Institute of Electrical and Electronic
Engineers-519 standards (IEEE), Table 12.1 lists the limits on
the harmonic currents that a user of power electronics equip-
ment and other non-linear loads is allowed to inject into the
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TABLE 12.1 Harmonic current limits in percent of fundamental

Short circuit current (pu) h < 11 11 < h < 17 17 < h < 23 23 < h < 35 35 < h THD

<20 4.0 2.0 1.5 0.6 0.3 5.0
20–50 7.0 3.5 2.5 1.0 0.5 8.0
50–100 10.0 4.5 4.0 1.5 0.7 12.0
100–1000 12.0 5.5 5.0 2.0 1.0 15.0
>1000 15.0 7.0 6.0 2.5 1.4 20.0

TABLE 12.2 Harmonic voltage limits in percent of fundamental

Voltage level 2.3–69 kV 69–138 kV >138 kV

Maximum for individual harmonic 3.0 1.5 1.0
Total harmonic distortion (THD) 5.0 2.5 1.5

utility system. Table 12.2 lists the quality of voltage that the
utility can furnish the user.

In Table 12.1, the values are given at the point of connection
of non-linear loads. The THD is the total harmonic distortion
given by Eq. (12.51) and h is the number of the harmonic.

THD =

√
∞∑

h=2
I 2
h

I1
(12.51)

The total current harmonic distortion allowed in Table 12.1
increases with the value of short circuit current.

The total harmonic distortion in the voltage can be cal-
culated in a manner similar to that given by Eq. (12.51).
Table 12.2 specifies the individual harmonics and the THD
limits on the voltage that the utility supplies to the user at the
connection point.

12.3 Force-commutated Three-phase
Controlled Rectifiers

12.3.1 Basic Topologies and Characteristics

Force-commutated rectifiers are built with semiconductors
with gate-turn-off capability. The gate-turn-off capability
allows full control of the converter, because valves can be
switched ON and OFF whenever is required. This allows
the commutation of the valves, hundreds of times in one
period which is not possible with line-commutated rectifiers,
where thyristors are switched ON and OFF only once a cycle.
This feature has the following advantages: (a) the current or
voltage can be modulated (PWM), generating less harmonic
contamination; (b) power factor can be controlled and even

it can be made leading; and (c) they can be built as voltage
source or current source rectifiers; (d) the reversal of power
in thyristor rectifiers is by reversal of voltage at the dc link.
Instead, force-commutated rectifiers can be implemented for
both, reversal of voltage or reversal of current.

There are two ways to implement force-commutated three-
phase rectifiers: (a) as a current source rectifier, where power
reversal is by dc voltage reversal; and (b) as a voltage source
rectifier, where power reversal is by current reversal at the
dc link. Figure 12.35 shows the basic circuits for these two
topologies.

12.3.2 Operation of the Voltage Source Rectifier

The voltage source rectifier is by far the most widely used,
and because of the duality of the two topologies showed in
Fig. 12.35, only this type of force-commutated rectifier will be
explained in detail.

The voltage source rectifier operates by keeping the dc link
voltage at a desired reference value, using a feedback control
loop as shown in Fig. 12.36. To accomplish this task, the dc
link voltage is measured and compared with a reference VREF .
The error signal generated from this comparison is used to
switch the six valves of the rectifier ON and OFF. In this way,
power can come or return to the ac source according with the
dc link voltage requirements. The voltage VD is measured at
the capacitor CD .

When the current ID is positive (rectifier operation), the
capacitor CD is discharged, and the error signal ask the control
block for more power from the ac supply. The control block
takes the power from the supply by generating the appropriate
PWM signals for the six valves. In this way, more current flows
from the ac to the dc side and the capacitor voltage is recovered.
Inversely, when ID becomes negative (inverter operation), the
capacitor CD is overcharged and the error signal ask the control
to discharge the capacitor and return power to the ac mains.

The PWM control can manage not only the active power,
but also the reactive power, allowing this type of rectifier to
correct power factor. In addition, the ac current waveforms can
be maintained as almost sinusoidal, which reduces harmonic
contamination to the mains supply.
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The PWM consists of switching the valves ON and OFF,
following a pre-established template. This template could be
a sinusoidal waveform of voltage or current. For example,
the modulation of one phase could be as the one shown
in Fig. 12.37. This PWM pattern is a periodical waveform
whose fundamental is a voltage with the same frequency of
the template. The amplitude of this fundamental, called VMOD

in Fig. 12.37, is also proportional to the amplitude of the
template.

To make the rectifier work properly, the PWM pattern must
generate a fundamental VMOD with the same frequency as the
power source. Changing the amplitude of this fundamental
and its phase shift with respect to the mains, the rectifier can

be controlled to operate in the four quadrants: leading power
factor rectifier, lagging power factor rectifier, leading power
factor inverter, and lagging power factor inverter. Changing
the pattern of modulation, as shown in Fig. 12.38, modifies the
magnitude of VMOD . Displacing the PWM pattern changes the
phase shift.

The interaction between VMOD and V (source voltage) can
be seen through a phasor diagram. This interaction permits
understanding of the four-quadrant capability of this rectifier.
In Fig. 12.39, the following operations are displayed: (a) rec-
tifier at unity power factor; (b) inverter at unity power factor;
(c) capacitor (zero power factor); and (d) inductor (zero power
factor).
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In Fig. 12.39, IS is the rms value of the source current is . This
current flows through the semiconductors in the way shown
in Fig. 12.40. During the positive half cycle, the transistor TN ,
connected at the negative side of the dc link is switched ON,
and the current is begins to flow through TN (iTn). The cur-
rent returns to the mains and comes back to the valves, closing
a loop with another phase, and passing through a diode con-
nected at the same negative terminal of the dc link. The current
can also go to the dc load (inversion) and return through
another transistor located at the positive terminal of the dc
link. When the transistor TN is switched OFF, the current path
is interrupted and the current begins to flow through the diode
DP , connected at the positive terminal of the dc link. This cur-
rent, called iDp in Fig. 12.39, goes directly to the dc link, helping
in the generation of the current idc . The current idc charges the
capacitor CD and permits the rectifier to produce dc power.
The inductances LS are very important in this process, because
they generate an induced voltage which allows the conduction
of the diode DP . Similar operation occurs during the negative
half cycle, but with TP and DN (see Fig. 12.40).

Under inverter operation, the current paths are different
because the currents flowing through the transistors come
mainly from the dc capacitor, CD . Under rectifier operation,

the circuit works like a boost converter and under inverter, it
works as a buck converter.

To have full control of the operation of the rectifier, their
six diodes must be polarized negatively at all values of instan-
taneous ac voltage supply. Otherwise diodes will conduct, and
the PWM rectifier will behave like a common diode rectifier
bridge. The way to keep the diodes blocked is to ensure a dc
link voltage higher than the peak dc voltage generated by the
diodes alone, as shown in Fig. 12.41. In this way, the diodes
remain polarized negatively, and they will conduct only when
at least one transistor is switched ON, and favorable instan-
taneous ac voltage conditions are given. In the Fig. 12.41, VD

represents the capacitor dc voltage, which is kept higher than
the normal diode-bridge rectification value vBRIDGE . To main-
tain this condition, the rectifier must have a control loop like
the one displayed in Fig. 12.36.

12.3.3 PWM Phase-to-phase and
Phase-to-neutral Voltages

The PWM waveforms shown in the preceding figures are volt-
ages measured between the middle point of the dc voltage and
the corresponding phase. The phase-to-phase PWM voltages
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can be obtained with the help of Eq. (12.52), where the voltage
VAB

PWM is evaluated.

V AB
PWM = V A

PWM − V B
PWM (12.52)

where VA
PWM and VB

PWM are the voltages measured between
the middle point of the dc voltage, and the phases a and b
respectively. In a less straightforward fashion, the phase-to-
neutral voltage can be evaluated with the help of Eq. (12.53).

V AN
PWM = 1

3
(V AB

PWM − V CA
PWM ) (12.53)

where VAN
PWM is the phase-to-neutral voltage for phase a, and

V
jk
PWM is the phase-to-phase voltage between phase j and phase

k. Figure 12.42 shows the PWM patterns for the phase-to-phase
and phase-to-neutral voltages.

12.3.4 Control of the DC Link Voltage

Control of the dc link voltage requires a feedback control
loop. As already explained in Section 12.3.2, the dc voltage
VD is compared with a reference VREF , and the error signal
“e” obtained from this comparison is used to generate a tem-
plate waveform. The template should be a sinusoidal waveform
with the same frequency of the mains supply. This template
is used to produce the PWM pattern and allows controlling
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the rectifier in two different ways: (1) as a voltage-source
current-controlled PWM rectifier or (2) as a voltage-source
voltage-controlled PWM rectifier. The first method controls
the input current, and the second controls the magnitude and
phase of the voltage VMOD . The current-controlled method is
simpler and more stable than the voltage-controlled method,
and for these reasons it will be explained first.

12.3.4.1 Voltage-source Current-controlled PWM
Rectifier

This method of control is shown in the rectifier in Fig. 12.43.
Control is achieved by measuring the instantaneous phase

currents and forcing them to follow a sinusoidal current ref-
erence template, I_ref. The amplitude of the current reference
template, IMAX is evaluated using the following equation

IMAX = GC · e = GC · (VREF − vD) (12.54)

where GC is shown in Fig. 12.43 and represents a controller
such as PI, P, Fuzzy, or other. The sinusoidal waveform of the
template is obtained by multiplying IMAX with a sine function,
with the same frequency of the mains, and with the desired
phase-shift angle ϕ, as shown in Fig. 12.43. Further, the tem-
plate must be synchronized with the power supply. After that,
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the template has been created and is ready to produce the
PWM pattern.

However, one problem arises with the rectifier because the
feedback control loop on the voltage VC can produce instabil-
ity. Then it becomes necessary to analyze this problem during
rectifier design. Upon introducing the voltage feedback and
the GC controller, the control of the rectifier can be repre-
sented in a block diagram in Laplace dominion, as shown in
Fig. 12.44. This block diagram represents a linearization of the
system around an operating point, given by the rms value of
the input current, IS .

The blocks G1(s) and G2(s) in Fig. 12.44 represent the trans-
fer function of the rectifier (around the operating point) and
the transfer function of the dc link capacitor CD respectively.

G1 (s) = 
P1 (s)


IS (s)
= 3 · (V cos ϕ − 2RIS − LSISs) (12.55)

G2 (s) = 
VD (s)


P1 (s)−
P2 (s)
= 1

VD · CD · s
(12.56)

where 
P1(s) and 
P2(s) represent the input and output
power of the rectifier in Laplace dominion, V the rms value of
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FIGURE 12.44 Closed-loop rectifier transfer function.

the mains voltage supply (phase-to-neutral), IS the input cur-
rent being controlled by the template, LS the input inductance,
and R the resistance between the converter and power supply.
According to stability criteria, and assuming a PI controller,
the following relations are obtained

IS ≤ CD · VD

3KP · LS
(12.57)

IS ≤ KP · V · cos ϕ

2R · KP + LS · KI
(12.58)

These two relations are useful for the design of the current-
controlled rectifier. They relate the values of dc link capacitor,
dc link voltage, rms voltage supply, input resistance and induc-
tance, and input power factor, with the rms value of the input
current, IS . With these relations the proportional and integral
gains KP and KI can be calculated to ensure the stability of
the rectifier. These relations only establish limitations for rec-
tifier operation, because negative currents always satisfy the
inequalities.

With these two stability limits satisfied, the rectifier will keep
the dc capacitor voltage at the value of VREF (PI controller),
for all load conditions, by moving power from the ac to the
dc side. Under inverter operation, the power will move in the
opposite direction.

Once the stability problems have been solved and the sinu-
soidal current template has been generated, a modulation
method will be required to produce the PWM pattern for
the power valves. The PWM pattern will switch the power
valves to force the input currents I_line to follow the desired
current template I_ref. There are many modulation meth-
ods in the literature, but three methods for voltage-source
current-controlled rectifiers are the most widely used ones:
periodical sampling (PS), hysteresis band (HB), and triangular
carrier (TC).

The PS method switches the power transistors of the rec-
tifier during the transitions of a square wave clock of fixed
frequency: the periodical sampling frequency. In each transi-
tion, a comparison between I_ref and I_line is made, and
corrections take place. As shown in Fig. 12.45a, this type of
control is very simple to implement: only a comparator and
a D-type flip-flop are needed per phase. The main advantage
of this method is that the minimum time between switching
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FIGURE 12.45 Modulation control methods: (a) periodical sampling;
(b) hysteresis band; and (c) triangular carrier.

transitions is limited to the period of the sampling clock. This
characteristic determines the maximum switching frequency
of the converter. However, the average switching frequency is
not clearly defined.

The HB method switches the transistors when the error
between I_ref and I_line exceeds a fixed magnitude: the hys-
teresis band. As it can be seen in Fig. 12.45b, this type of
control needs a single comparator with hysteresis per phase.
In this case the switching frequency is not determined, but
its maximum value can be evaluated through the following
equation

f max
S = VD

4h · LS
(12.59)

where h is the magnitude of the hysteresis band.
The TC method, shown in Fig. 12.45c, compares the

error between I_ref and I_line with a triangular wave. This
triangular wave has fixed amplitude and frequency and is
called the triangular carrier. The error is processed through a
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proportional-integral (PI) gain stage before comparison with
the TC takes place. As can be seen, this control scheme is more
complex than PS and HB. The values for kp and ki deter-
mine the transient response and steady-state error of the TC
method. It has been found empirically that the values for kp

and ki shown in Eqs. (12.60) and (12.61) give a good dynamic
performance under several operating conditions.

kp = Ls · ωc

2 · VD
(12.60)

ki = ωc · KP (12.61)

where LS is the total series inductance seen by the rectifier,
ωc is the TC frequency, and VD is the dc link voltage of the
rectifier.

In order to measure the level of distortion (or undesired har-
monic generation) introduced by these three control methods,
Eq. (12.62) is defined

%Distortion = 100

Irms

√√√√ 1

T

∫
T

(I _line − I _ref )2dt (12.62)

In Eq. (12.62), the term Irms is the effective value of the
desired current. The term inside the square root gives the rms
value of the error current, which is undesired. This formula
measures the percentage of error (or distortion) of the gener-
ated waveform. This definition considers the ripple, amplitude,
and phase errors of the measured waveform, as opposed to the
THD, which does not take into account offsets, scalings, and
phase shifts.

Figure 12.46 shows the current waveforms generated by the
three aforementioned methods. The example uses an average
switching frequency of 1.5 kHz. The PS is the worst, but its
digital implementation is simpler. The HB method and TC
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FIGURE 12.46 Waveforms obtained using 1.5 kHz switching frequency
and LS = 13 mH: (a) PS method; (b) HB method; (c) TC method (KP +
KI ); and (d) TC method (KP only).

with PI control are quite similar, and the TC with only propor-
tional control gives a current with a small phase shift. However,
Fig. 12.47 shows that the higher the switching frequency, the
closer the results obtained with the different modulation meth-
ods. Over 6 kHz of switching frequency, the distortion is very
small for all methods.

12.3.4.2 Voltage-source Voltage-controlled PWM
Rectifier

Figure 12.48 shows a one-phase diagram from which the con-
trol system for a voltage-source voltage-controlled rectifier is
derived. This diagram represents an equivalent circuit of the
fundamentals, that is, pure sinusoidal at the mains side and
pure dc at the dc link side. The control is achieved by creat-
ing a sinusoidal voltage template VMOD , which is modified in
amplitude and angle to interact with the mains voltage V. In
this way the input currents are controlled without measuring
them. The template VMOD is generated using the differential
equations that govern the rectifier.
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FIGURE 12.48 One-phase fundamental diagram of the voltage source rectifier.

The following differential equation can be derived from
Fig. 12.48

v(t ) = LS
dis
dt
+ Ris + vMOD(t ) (12.63)

Assuming that v(t ) = V
√

2 sin ωt , then the solution for
is(t ), to acquire a template VMOD able to make the rectifier
work at constant power factor, should be of the form

is(t ) = Imax (t ) sin(ωt + ϕ) (12.64)

Equations (12.63), (12.64), and v(t) allows a function of
time able to modify VMOD in amplitude and phase that will
make the rectifier work at a fixed power factor. Combining
these equations with v(t) yields

vMOD (t ) =
[

V
√

2+ XS Imax sin ϕ −
(

RImax + LS
dImax

dt

)
cos ϕ

]
sin ωt

−
[

XS Imax cos ϕ +
(

RImax + LS
dImax

dt

)
sin ϕ

]
cos ωt

(12.65)

Equation (12.65) provides a template for VMOD , which is
controlled through variations of the input current amplitude
Imax . Substituting the derivatives of Imax into Eq. (12.65) make
sense, because Imax changes every time the dc load is modified.
The term XS in Eq. (12.65) is ωLS . This equation can also
be written for unity power factor operation. In such a case,
cos ϕ = 1 and sin ϕ = 0.

vMOD(t ) =
(

V
√

2− RImax − LS
dImax

dt

)
sin ωt

− XSImax cos ωt (12.66)

With this last equation, a unity power factor, voltage source,
voltage-controlled PWM rectifier can be implemented as
shown in Fig. 12.49. It can be observed that Eqs. (12.65) and
(12.66) have an in-phase term with the mains supply (sin ωt )
and an in-quadrature term (cos ωt ). These two terms allow

the template VMOD to change in magnitude and phase so as to
have full unity power factor control of the rectifier.

Compared with the control block of Fig. 12.43, in the
voltage-source voltage-controlled rectifier of Fig. 12.49, there
is no need to sense the input currents. However, to ensure
stability limits as good as the limits of the current-controlled
rectifier, the blocks “–R–sLS” and “–XS” in Fig. 12.49, have to
emulate and reproduce exactly the real values of R, XS , and LS

of the power circuit. However, these parameters do not remain
constant, and this fact affects the stability of this system, mak-
ing it less stable than the system showed in Fig. 12.43. In theory,
if the impedance parameters are reproduced exactly, the sta-
bility limits of this rectifier are given by the same equations
as used for the current-controlled rectifier seen in Fig. 12.43
(Eqs. (12.57) and (12.58)).

Under steady-state, Imax is constant, and Eq. (12.66) can be
written in terms of phasor diagram, resulting in Eq. (12.67).
As shown in Fig. 12.50, different operating conditions for the
unity power factor rectifier can be displayed with this equation

�VMOD = �V − R�IS − jXS�IS (12.67)

With the sinusoidal template VMOD already created, a mod-
ulation method to commutate the transistors will be required.
As in the case of current-controlled rectifier, there are many
methods to modulate the template, with the most well known
the so-called sinusoidal pulse width modulation (SPWM),
which uses a TC to generate the PWM as shown in Fig. 12.51.
Only this method will be described in this chapter.

In this method, there are two important parameters to
define: the amplitude modulation ratio or modulation index
m, and the frequency modulation ratio p. Definitions are
given by

m = V max
MOD

V max
TRIANG

(12.68)

p = fT
fS

(12.69)

where Vmax
MOD and Vmax

TRIANG are the amplitudes of VMOD and
VTRIANG respectively. On the other hand, fS is the frequency of
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the mains supply and fT the frequency of the TC. In Fig. 12.51,
m = 0.8 and p = 21. When m > 1 overmodulation is defined.

The modulation method described in Fig. 12.51 has a har-
monic content that changes with p and m. When p < 21, it is
recommended that synchronous PWM be used, which means
that the TC and the template should be synchronized. Fur-
thermore, to avoid subharmonics, it is also desired that p be
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FIGURE 12.52 Harmonic spectrum for SPWM modulation.

an integer. If p is an odd number, even harmonics will be elim-
inated. If p is a multiple of 3, then the PWM modulation of
the three phases will be identical. When m increases, the ampli-
tude of the fundamental voltage increases proportionally, but
some harmonics decrease. Under overmodulation (m > 1),
the fundamental voltage does not increase linearly, and more
harmonics appear. Figure 12.52 shows the harmonic spectrum
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FIGURE 12.53 Current waveforms for different values of p.

of the three-phase PWM voltage waveforms for different values
of m, and p = 3k where k is an odd number.

Due to the presence of the input inductance LS , the har-
monic currents that result are proportionally attenuated with
the harmonic number. This characteristic is shown in the cur-
rent waveforms of Fig. 12.53, where larger p numbers generate
cleaner currents. The rectifier that originated the currents of
Fig. 12.53 has the following characteristics: VD = 450 Vdc ,
Vrms

f −f = 220 Vac , LS = 2 mH, and input current IS = 80 Arms .

It can be observed that with p > 21 the current distortion
is quite small. The value of p = 81 in Fig. 12.53 produces
an almost pure sinusoidal waveform, and it means 4860 Hz of
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FIGURE 12.54 Voltage-source load-controlled PWM rectifier.

switching frequency at 60 Hz or only 4.050 Hz in a rectifier
operating in a 50 Hz supply. This switching frequency can be
managed by MOSFETs, IGBTs, and even Power Darlingtons.
Then a number p = 81, is feasible for today’s low and medium
power rectifiers.

12.3.4.3 Voltage-source Load-controlled PWM
Rectifier

A simple method of control for small PWM rectifiers (up
to 10–20 kW) is based on direct control of the dc current.
Figure 12.54 shows the schematic of this control system. The
fundamental voltage VMOD modulated by the rectifier is pro-
duced by a fixed and unique PWM pattern, which can be
carefully selected to eliminate most undesirable harmonics. As
the PWM does not change, it can be stored in a permanent
digital memory (ROM).

The control is based on changing the power angle δ between
the mains voltage V and fundamental PWM voltage VMOD .
When δ changes, the amount of power flow transferred from
the ac to the dc side also changes. When the power angle is
negative (VMOD lags V), the power flow goes from the ac to
the dc side. When the power angle is positive, the power flows
in the opposite direction. Then, the power angle can be con-
trolled through the current ID . The voltage VD does not need
to be sensed, because this control establishes a stable dc volt-
age operation for each dc current and power angle. With these
characteristics, it is possible to find a relation between ID and
δ so as to obtain constant dc voltage for all load conditions.



12 Three-phase Controlled Rectifiers 237

This relation is given by

ID = f (δ) =
V
(

cos δ− ωLS
R sin δ− 1

)

R

[
1+
(

ωLS
R

)2
] (12.70)

From Eq. (12.70) a plot and a reciprocal function δ = f(ID) is
obtained to control the rectifier. The relation between ID and δ

allows for leading power factor operation and null regulation.
The leading power factor operation is shown in the phasor
diagram of Fig. 12.54.

The control scheme of the voltage-source load-controlled
rectifier is characterized by the following: (i) there are neither
input current sensors nor dc voltage sensor; (ii) it works with a
fixed and predefined PWM pattern; (iii) it presents very good
stability; (iv) its stability does not depend on the size of the
dc capacitor; (v) it can work at leading power factor for all
load conditions; and (vi) it can be adjusted with Eq. (12.70)
to work at zero regulation. The drawback appears when R
in Eq. (12.70) becomes negligible, because in such a case the
control system is unable to find an equilibrium point for the dc
link voltage. That is why this control method is not applicable
to large systems.

12.3.5 New Technologies and Applications of
Force-commutated Rectifiers

The additional advantages of force-commutated rectifiers
with respect to line-commutated rectifiers, make them bet-
ter candidates for industrial requirements. They permit new
applications such as rectifiers with harmonic elimination capa-
bility (active filters), power factor compensators, machine
drives with four-quadrant operation, frequency links to con-
nect 50 Hz with 60 Hz systems, and regenerative converters for
traction power supplies. Modulation with very fast valves such
as IGBTs permit almost sinusoidal currents to be obtained.
The dynamics of these rectifiers is so fast that they can
reverse power almost instantaneously. In machine drives, cur-
rent source PWM rectifiers, like the one shown in Fig. 12.35a,
can be used to drive dc machines from the three-phase sup-
ply. Four-quadrant applications using voltage-source PWM
rectifiers, are extended for induction machines, synchronous
machines with starting control, and special machines such as
brushless-dc motors. Back-to-back systems are being used in
Japan to link power systems with different frequencies.

12.3.5.1 Active Power Filter
Force-commutated PWM rectifiers can work as active power
filters. The voltage-source current-controlled rectifier has the
capability to eliminate harmonics produced by other polluting
loads. It only needs to be connected as shown in Fig. 12.55.

The current sensors are located at the input terminals of the
power source and these currents (instead of the rectifier cur-
rents) are forced to be sinusoidal. As there are polluting loads
in the system, the rectifier is forced to deliver the harmonics
that loads need, because the current sensors do not allow the
harmonics going to the mains. As a result, the rectifier cur-
rents become distorted, but an adequate dc capacitor CD can
keep the dc link voltage in good shape. In this way the rectifier
can do its duty, and also eliminate harmonics to the source. In
addition, it also can compensate power factor and unbalanced
load problems.

12.3.5.2 Frequency Link Systems
Frequency link systems permit power to be transferred form
one frequency to another one. They are also useful for linking
unsynchronized networks. Line-commutated converters are
widely used for this application, but they have some drawbacks
that force-commutated converters can eliminate. For example,
the harmonic filters requirement, the poor power factor, and
the necessity to count with a synchronous compensator when
generating machines at the load side are absent. Figure 12.56
shows a typical line-commutated system in which a 60 Hz load
is fed by a 50 Hz supply. As the 60 Hz side needs excitation to
commutate the valves, a synchronous compensator has been
required.

In contrast, an equivalent system with force-commutated
converters is simpler, cleaner, and more reliable. It is imple-
mented with a dc voltage-controlled rectifier, and another
identical converter working in the inversion mode. The power
factor can be adjusted independently at the two ac ter-
minals, and filters or synchronous compensators are not
required. Figure 12.57 shows a frequency link system with
force-commutated converters.

12.3.5.3 Special Topologies for High
Power Applications

High power applications require series- and/or parallel-
connected rectifiers. Series and parallel operation with force-
commutated rectifiers allow improving the power quality
because harmonic cancellation can be applied to these
topologies. Figure 12.58 shows a series connection of force-
commutated rectifiers, where the modulating carriers of the
valves in each bridge are shifted to cancel harmonics. The
example uses sinusoidal PWM that are with TC shifted.

The waveforms of the input currents for the series connec-
tion system are shown in Fig. 12.59. The frequency modulation
ratio shown in this figure is for p = 9. The carriers are shifted
by 90◦ each, to obtain harmonics cancellation. Shifting of the
carriers δT depends on the number of converters in series (or
in parallel), and is given by

δT = 2π

n
(12.71)
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FIGURE 12.60 Four converters in series and p = 9 compared with one converter and p = 36.

where n is the number of converters in series or in parallel.
It can be observed that despite the low value of p, the total
current becomes quite clean and clear, better than the current
of one of the converters in the chain.

The harmonic cancellation with series- or parallel-
connected rectifiers, using the same modulation but the
carriers shifted, is quite effective. The resultant current is bet-
ter with n converters and frequency modulation p = p1 than
with one converter and p = n · p1. This attribute is verified in
Fig. 12.60, where the total current of four converters in series
with p = 9 and carriers shifted, is compared with the current
of only one converter and p = 36. This technique also allows
for the use of valves with slow commutation times, such as high
power GTOs. Generally, high power valves have low commuta-
tion times and hence the parallel and/or series options remain
very attractive.

Another special topology for high power was implemented
for Asea Brown Boveri (ABB) in Bremen. A 100 MW power
converter supplies energy to the railways at 16

2/3 Hz. It uses

basic “H” bridges like the one shown in Fig. 12.61, connected
to the load through power transformers. These transformers
are connected in parallel at the converter side, and in series at
the load side.

The system uses SPWM with TCs shifted, and depending on
the number of converters connected in the chain of bridges,
the voltage waveform becomes more and more sinusoidal.
Figure 12.62 shows a back-to-back system using a chain of
12 “H” converters connected as showed in Fig. 12.61b.

The ac voltage waveform obtained with the topology of
Fig. 12.62 is displayed in Fig. 12.63. It can be observed that
the voltage is formed by small steps that depend on the num-
ber of converters in the chain (12 in this case). The current is
almost perfectly sinusoidal.

Figure 12.64 shows the voltage waveforms for different num-
ber of converters connected in the bridge. It is clear that the
larger the number of converters, the better the voltage.

Another interesting result with this converter is that the
ac voltages become modulated by both PWM and amplitude
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modulation (AM). This is because when the pulse modulation
changes, the steps of the amplitude change. The maximum
number of steps of the resultant voltage is equal to the num-
ber of converters. When the voltage decreases, some steps
disappear, and then the AM becomes a discrete function.
Figure 12.65 shows the AM of the voltage.

12.3.5.4 Machine Drives Applications
One of the most important applications of force-commutated
rectifiers is in machine drives. Line-commutated thyristor con-
verters have limited applications because they need excitation
to extinguish the valves. This limitation do not allow the use
of line-commutated converters in induction machine drives.
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On the other hand, with force-commutated converters four-
quadrant operation is achievable. Figure 12.66 shows a
typical frequency converter with a force-commutated rectifier–
inverter link. The rectifier side controls the dc link, and the
inverter side controls the machine. The machine can be a syn-
chronous, brushless dc, or induction machine. The reversal of

both speed and power are possible with this topology. At the
rectifier side, the power factor can be controlled, and even
with an inductive load such as an induction machine, the
source can “see” the load as capacitive or resistive. Chang-
ing the frequency of the inverter controls the machine speed,
and the torque is controlled through the stator currents and
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torque angle. The inverter will become a rectifier during regen-
erative braking, which is possible by making slip negative in
an induction machine, or by making the torque angle negative
in synchronous and brushless dc machines.

A variation of the drive of Fig. 12.66 is found in electric
traction applications. Battery powered vehicles use the inverter
as a rectifier during regenerative braking, and sometimes the
inverter is also used as a battery charger. In this case, the
rectifier can be fed by a single-phase or three-phase system.

Figure 12.67 shows a battery-powered electric bus system. This
system uses the power inverter of the traction motor as rec-
tifier for two purposes: regenerative braking and as a battery
charger fed by a three-phase power source.

12.3.5.5 Variable Speed Power Generation
Power generation at 50 or 60 Hz requires constant speed
machines. In addition, induction machines are not currently
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used in power plants because of magnetization problems.
With the use of frequency-link force-commutated converters,
variable-speed constant-frequency generation becomes pos-
sible even with induction generators. The power plant in
Fig. 12.68 shows a wind generator implemented with an induc-
tion machine, and a rectifier–inverter frequency link connected
to the utility. The dc link voltage is kept constant with the
converter located at the mains side. The converter connected
at the machine side controls the slip of the generator and
adjusts it according to the speed of wind or power require-
ments. The utility is not affected by the power factor of the
generator, because the two converters keep the cos ϕ of the
machine independent of the mains supply. The converter at
the mains side can even be adjusted to operate at leading
power factor.

Varible-speed constant-frequency generation also can be
used in either hydraulic or thermal plants. This allows for
optimal adjustment of the efficiency-speed characteristics of
the machines. In many places, wound rotor induction gen-
erators working as variable speed synchronous machines are
being used as constant frequency generators. They operate in
hydraulic plants that are able to store water during low demand
periods. A power converter is connected at the slip rings of
the generator. The rotor is then fed with variable frequency

excitation. This allows the generator to generate at different
speeds around the synchronous rotating flux.

12.3.5.6 Power Rectifiers Using Multilevel
Topologies

Almost all voltage source rectifiers already described are two-
level configurations. Today, multilevel topologies are becoming
very popular, mainly three-level converters. The most popu-
lar three-level configuration is called diode clamped converter,
which is shown in Fig. 12.69. This topology is today the stan-
dard solution for high power steel rolling mills, which uses
back-to-back three-phase rectifier–inverter link configuration.
In addition, this solution has been recently introduced in high
power downhill conveyor belts which operate almost perma-
nently in the regeneration mode or rectifier operation. The
more important advantage of three-level rectifiers is that volt-
age and current harmonics are reduced due to the increased
number of levels.

Higher number of levels can be obtained using the same
diode clamped strategy, as shown in Fig. 12.70, where only
one phase of a general approach is displayed. However, this
topology becomes more and more complex with the increase
of number of levels. For this reason, new topologies are being
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studied to get a large number of levels with less power transis-
tors. One example of such of these topologies is the multistage,
27-level converter shown in Fig. 12.71. This special 27-level,
four-quadrant rectifier, uses only three H-bridges per phase
with independent input transformers for each H-bridge. The
transformers allow galvanic isolation and power escalation to
get high quality voltage waveforms, with THD of less than 1%.

The power scalation consists on increasing the voltage rates
of each transformer making use of the “three-level” character-
istics of H-bridges. Then, the number of levels is optimized
when transformers are scaled in power of three. Some advan-
tages of this 27-level topology are: (a) only one of the three
H-bridges, called “main converter,” manages more than 80%
of the total active power in each phase and (b) this main
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FIGURE 12.72 AC voltage waveform generated by the 27-level rectifier.

converter switches at fundamental frequency reducing the
switching losses at a minimum value. The rectifier of Fig. 12.71
is a current-controlled voltage source type, with a conventional
feedback control loop, which is being used as a rectifier in a
subway substation. It includes fast reversal of power and the
ability to produce clean ac and dc waveforms with negligible
ripple. This rectifier can also compensate power factor and
eliminate harmonics produced by other loads in the ac line.
Figure 12.72 shows the ac voltage waveform obtained with this
rectifier from an experimental prototype. If one more H-bridge
is added, 81 levels are obtained, because the number of levels
increases according with N = 3k , where N is the number of
levels or voltage steps and k the number of H-bridges used per
phase.

Many other high-level topologies are under study but this
matter is beyond the main topic of this chapter.
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13.1 Introduction

Modern electronic systems require high quality, small,
lightweight, reliable, and efficient power supplies. Linear power
regulators, whose principle of operation is based on a voltage
or current divider, are inefficient. They are limited to output
voltages smaller than the input voltage. Also, their power den-
sity is low because they require low-frequency (50 or 60 Hz)
line transformers and filters. Linear regulators can, however,
provide a very high quality output voltage. Their main area
of application is at low power levels as low drop-out volt-
age (LDO) regulators. Electronic devices in linear regulators
operate in their active (linear) modes. At higher power levels,
switching regulators are used. Switching regulators use power
electronic semiconductor switches in on and off states. Since
there is a small power loss in those states (low voltage across a
switch in the on state, zero current through a switch in the off
state), switching regulators can achieve high energy conversion
efficiencies. Modern power electronic switches can operate
at high frequencies. The higher the operating frequency, the
smaller and lighter the transformers, filter inductors, and
capacitors. In addition, dynamic characteristics of converters
improve with increasing operating frequencies. The bandwidth
of a control loop is usually determined by the corner frequency

of the output filter. Therefore, high operating frequencies allow
for achieving a faster dynamic response to rapid changes in the
load current and/or the input voltage.

High-frequency electronic power processors are used in
dc–dc power conversion. The functions of dc–dc convert-
ers are:

• to convert a dc input voltage VS into a dc output
voltage VO ;

• to regulate the dc output voltage against load and line
variations;

• to reduce the ac voltage ripple on the dc output voltage
below the required level;

• to provide isolation between the input source and the
load (isolation is not always required);

• to protect the supplied system and the input source from
electromagnetic interference (EMI);

• to satisfy various international and national safety
standards.

The dc–dc converters can be divided into two main types:
hard-switching pulse width modulated (PWM) converters, and
resonant and soft-switching converters. This chapter deals with
the former type of dc–dc converters. The PWM converters
have been very popular for the last three decades. They are
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widely used at all power levels. Topologies and properties of
PWM converters are well understood and described in litera-
ture. Advantages of PWM converters include low component
count, high efficiency, constant frequency operation, relatively
simple control and commercial availability of integrated circuit
controllers, and ability to achieve high conversion ratios for
both step-down and step-up application. A disadvantage of
PWM dc–dc converters is that PWM rectangular voltage and
current waveforms cause turn-on and turn-off losses in semi-
conductor devices which limit practical operating frequencies
to a megahertz range. Rectangular waveforms also inherently
generate EMI.

This chapter starts from a section on dc choppers which are
used primarily in dc drives. The output voltage of dc chop-
pers is controlled by adjusting the on time of a switch which
in turn adjusts the width of a voltage pulse at the output.
This is so called pulse-width modulation (PWM) control. The
dc choppers with additional filtering components form PWM
dc–dc converters. Four basic dc–dc converter topologies are
presented in Sections 13.3–13.6: buck, boost, buck–boost, and
C̀uk converters. Popular isolated versions of these conver-
ters are also discussed. Operation of converters is explained
under ideal component and semiconductor device assump-
tions. Section 13.7 discusses effects of non-idealities in PWM
converters. Section 13.8 presents topologies for increased
efficiency at low output voltage and for bidirectional power
flow. Section 13.9 reviews control principles of PWM dc–dc
converters. Two main control schemes, voltage-mode control
and current-mode control, are described. Summary of applica-
tion areas of PWM dc–dc converters is given in Section 13.10.
Finally, a list of modern textbooks on power electronics
is provided. These books are excellent resources for deeper
exploration of the area of dc–dc power conversion.

13.2 DC Choppers

A step-down dc chopper with a resistive load is shown in
Fig. 13.1a. It is a series connection of a dc input voltage
source VS , controllable switch S, and load resistance R. In most
cases, switch S has a unidirectional voltage blocking capabilities
and unidirectional current conduction capabilities. Power elec-
tronic switches are usually implemented with power MOSFETs,
IGBTs, MCTs, power BJTs, or GTOs. If an antiparallel diode is
used or embedded in a switch, a switch exhibits a bidirectional
current conduction property. Figure 13.1b depicts waveforms
in a step-down chopper. The switch is being operated with a
duty ratio D defined as a ratio of the switch on time to the sum
of the on the off times. For a constant frequency operation,

D ≡ ton

ton + toff
= ton

T
(13.1)

+

vo

vo

–

S

0 DT T t

VS

Vs

| |
(1–D)T

S closed S open

(a)

(b)

FIGURE 13.1 DC chopper with resistive load: (a) circuit diagram and
(b) output voltage waveform.

where T= 1/f is the period of the switching frequency f. The
average value of the output voltage is

VO = DVS (13.2)

and can be regulated by adjusting duty ratio D. The average
output voltage is always smaller than the input voltage, hence,
the name of the converter.

The dc step-down choppers are commonly used in dc drives.
In such a case, the load is presented as a series combination
of inductance L, resistance R, and back emf E as shown in
Fig. 13.2a. To provide a path for a continuous inductor current
flow when the switch is in the off state, an antiparallel diode
D must be connected across the load. Since the chopper of
Fig. 13.2a provides a positive voltage and a positive current to
the load, it is called a first-quadrant chopper. The load voltage
and current are graphed in Fig. 13.2b under assumptions that
the load current never reaches zero and the load time constant
τ = L/R is much greater than the period T. Average values of
the output voltage and current can be adjusted by changing
the duty ratio D.
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FIGURE 13.2 DC chopper with RLE load: (a) circuit diagram and
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FIGURE 13.3 The dc step-up chopper.

The dc choppers can also provide peak output voltages
higher than the input voltage. Such a step-up configuration is
presented in Fig. 13.3. It consists of dc input source VS , induc-
tor L connected in series with the source, switch S connecting
the inductor to ground, and a series combination of diode D
and load. If the switch operates with a duty ratio D, the output
voltage is a series of pulses of duration (1−D)T and amplitude
VS/(1− D). Neglecting losses, the average value of the output
voltage is VS . To obtain an average value of the output voltage
greater than VS , a capacitor must be connected in parallel with

the load. This results in a topology of a boost dc–dc converter
that is described in Section 13.4.

13.3 Step-down (Buck) Converter

13.3.1 Basic Converter

The step-down dc–dc converter, commonly known as a buck
converter, is shown in Fig. 13.4a. It consists of dc input voltage
source VS , controlled switch S, diode D, filter inductor L,
filter capacitor C, and load resistance R. Typical waveforms
in the converter are shown in Fig. 13.4b under assumption
that the inductor current is always positive. The state of the
converter in which the inductor current is never zero for any
period of time is called the continuous conduction mode
(CCM). It can be seen from the circuit that when the switch S
is commanded to the on state, the diode D is reverse biased.
When the switch S is off, the diode conducts to support an
uninterrupted current in the inductor.

The relationship among the input voltage, output voltage,
and the switch duty ratio D can be derived, for instance,
from the inductor voltage vL waveform (see Fig. 13.4b).
According to Faraday’s law, the inductor volt–second product
over a period of steady-state operation is zero. For the buck
converter

(VS − VO)DT = −VO(1− D)T (13.3)

Hence, the dc voltage transfer function, defined as the ratio of
the output voltage to the input voltage, is

MV ≡ VO

VS
= D (13.4)

It can be seen from Eq. (13.4) that the output voltage is always
smaller than the input voltage.

The dc–dc converters can operate in two distinct modes
with respect to the inductor current iL . Figure 13.4b depicts
the CCM in which the inductor current is always greater than
zero. When the average value of the input current is low
(high R) and/or the switching frequency f is low, the con-
verter may enter the discontinuous conduction mode (DCM).
In the DCM, the inductor current is zero during a portion
of the switching period. The CCM is preferred for high effi-
ciency and good utilization of semiconductor switches and
passive components. The DCM may be used in applications
with special control requirements, since the dynamic order of
the converter is reduced (the energy stored in the inductor is
zero at the beginning and at the end of each switching period).
It is uncommon to mix these two operating modes because of
different control algorithms. For the buck converter, the value
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FIGURE 13.4 Buck converter: (a) circuit diagram and (b) waveforms.

of the filter inductance that determines the boundary between
CCM and DCM is given by

Lb = (1− D)R

2f
(13.5)

For typical values of D = 0.5, R = 10 �, and f = 100 kHz, the
boundary is Lb = 25 μH. For L > Lb , the converter operates
in the CCM.

The filter inductor current iL in the CCM consists of a dc
component IO with a superimposed triangular ac component.

Almost all of this ac component flows through the filter capac-
itor as a current ic . Current ic causes a small voltage ripple
across the dc output voltage VO . To limit the peak-to-peak
value of the ripple voltage below certain value Vr , the filter
capacitance C must be greater than

Cmin = (1− D) VO

8Vr Lf 2
(13.6)

At D = 0.5, Vr /VO = 1%, L = 25 μH, and f = 100 kHz,
the minimum capacitance is Cmin = 25 μF.

Equations (13.5) and (13.6) are the key design equations for
the buck converter. The input and output dc voltages (hence,
the duty ratio D), and the range of load resistance R are usually
determined by preliminary specifications. The designer needs
to determine values of passive components L and C, and of
the switching frequency f. The value of the filter inductor L is
calculated from the CCM/DCM condition using Eq. (13.5).
The value of the filter capacitor C is obtained from the
voltage ripple condition Eq. (13.6). For the compactness and
low conduction losses of a converter, it is desirable to use small
passive components. Equations (13.5) and (13.6) show that it
can be accomplished by using a high switching frequency f. The
switching frequency is limited, however, by the type of semi-
conductor switches used and by switching losses. It should
be also noted that values of L and C may be altered by
effects of parasitic components in the converter, especially
by the equivalent series resistance of the capacitor. The issue
of parasitic components in dc–dc converters is discussed in
Section 13.7.

13.3.2 Transformer Versions of Buck Converter

In many dc power supplies, a galvanic isolation between the
dc or ac input and the dc output is required for safety and
reliability. An economical mean of achieving such an isola-
tion is to employ a transformer version of a dc–dc converter.
High-frequency transformers are of a small size and weight and
provide high efficiency. Their turns ratio can be used to addi-
tionally adjust the output voltage level. Among buck-derived
dc–dc converters, the most popular are: forward converter,
push–pull converter, half-bridge converter, and full-bridge
converter.

A. Forward Converter
The circuit diagram of a forward converter is depicted in
Fig. 13.5. When the switch S is on, diode D1 conducts and diode
D2 is off. The energy is transferred from the input, through
the transformer, to the output filter. When the switch is off, the
state of diodes D1 and D2 is reversed. The dc voltage transfer
function of the forward converter is

MV = D

n
(13.7)

where n = N1/N2.
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FIGURE 13.5 Forward converter.

In the forward converter, the energy-transfer current flows
through the transformer in one direction. Hence, an additional
winding with diode D3 is needed to bring the magnetizing
current of the transformer to zero. This prevents transformer
saturation. The turns ratio N1/N3 should be selected in such
a way that the magnetizing current decreases to zero during a
fraction of the time interval when the switch is off.

Equations (13.5) and (13.6) can be used to design the filter
components. The forward converter is very popular for low
power applications. For medium power levels, converters with
bidirectional transformer excitation (push–pull, half-bridge,
and full-bridge) are preferred due to better utilization of
magnetic components.

B. Push–Pull Converter
The PWM dc–dc push–pull converter is shown in Fig. 13.6.
The switches S1 and S2 operate shifted in phase by T/2 with the
same duty ratio D. The duty ratio must be smaller than 0.5.
When switch S1 is on, diode D1 conducts and diode D2 is
off. Diode states are reversed when switch S2 is on. When both
controllable switches are off, the diodes are on and share equally
the filter inductor current. The dc voltage transfer function of
the push–pull converter is

MV = 2D

n
(13.8)

where n = N1/N2. The boundary value of the filter inductor is

Lb = (1− 2D)R

4f
(13.9)
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FIGURE 13.7 Half-bridge converter.

The filter capacitor can be obtained from

Cmin = (1− 2D)VO

32Vr Lf 2
(13.10)

C. Half-bridge Converter
Figure 13.7 shows the dc–dc half-bridge converter. The opera-
tion of the PWM half-bridge converter is similar to that of the
push–pull converter. In comparison to the push–pull converter,
the primary of the transformer is simplified at the expense
of two voltage-sharing input capacitors. The half-bridge con-
verter dc voltage transfer function is

MV ≡ VD

VS
= D

n
(13.11)

where D ≤ 0.5. Equations (13.9) and (13.10) apply to the filter
components.

D. Full-bridge Converter
Comparing the PWM dc–dc full-bridge converter of Fig. 13.8
to the half-bridge converter, it can be seen that the input
capacitors have been replaced by two controllable switches.
The controllable switches are operated in pairs. When S1 and
S4 are on, voltage VS is applied to the primary of the trans-
former and diode D1 conducts, With S2 and S3 on, there is
voltage −VS across the primary transformer and diode D2

N2N1

S2

S4

VS

D1

D2

L

C R

+

VO

–

S1

S3

·
··

FIGURE 13.8 Full-bridge converter.
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is on. With all controllable switches off, both diodes conduct,
similarly as in the push–pull and half-bridge converters. The
dc voltage transfer function of the full-bridge converter is

MV ≡ VO

VS
= 2D

n
(13.12)

where D ≤ 0.5. Values of filter components can be obtained
from Eqs. (13.9) and (13.10).

It should be stressed that the full-bridge topology is a very
versatile one. With different control algorithms, it is very pop-
ular in dc–ac conversion (square-wave and PWM single-phase
inverters). It is also used in four-quadrant dc drives.

13.4 Step-up (Boost) Converter

Figure 13.9a depicts a step-up or a PWM boost converter. It is
comprised of dc input voltage source VS , boost inductor L,
controlled switch S, diode D, filter capacitor C, and load resis-
tance R. The converter waveforms in the CCM are presented in
Fig. 13.9b. When the switch S is in the on state, the current in
the boost inductor increases linearly. The diode D is off at the
time. When the switch S is turned off, the energy stored in the
inductor is released through the diode to the input RC circuit.

Using the Faraday’s law for the boost inductor

VSDT = (VO − VS)(1− D)T (13.13)

from which the dc voltage transfer function turns out to be

MV ≡ VO

VS
= 1

1− D
(13.14)

As the name of the converter suggests, the output voltage is
always greater than the input voltage.

The boost converter operates in the CCM for L > Lb where

Lb = (1− D)2DR

2f
(13.15)

For D = 0.5, R = 10 �, and f = 100 kHz, the boundary value
of the inductance is Lb = 6.25 μH.

As shown in Fig. 13.9b, the current supplied to the output
RC circuit is discontinuous. Thus, a larger filter capacitor is
required in comparison to that in the buck-derived converters
to limit the output voltage ripple. The filter capacitor must
provide the output dc current to the load when the diode D
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FIGURE 13.9 Boost converter: (a) circuit diagram and (b) waveforms.

is off. The minimum value of the filter capacitance that results
in the voltage ripple Vr is given by

Cmin = DVO

Vr Rf
(13.16)

At D = 0.5, Vr /VO = 1%, R = 10 �, and f = 100 kHz, the
minimum capacitance for the boost converter is Cmin = 50 μF.

The boost converter does not have a popular transformer
(isolated) version.
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13.5 Buck–Boost Converter

13.5.1 Basic Converter

A non-isolated (transformerless) topology of the buck–boost
converter is shown in Fig. 13.10a. The converter consists of
dc input voltage source VS , controlled switch S, inductor L,
diode D, filter capacitor C, and load resistance R. With the
switch on, the inductor current increases while the diode is
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FIGURE 13.10 Buck–boost converter: (a) circuit diagram and (b)
waveforms.

maintained off. When the switch is turned off, the diode pro-
vides a path for the inductor current. Note the polarity of the
diode which results in its current being drawn from the output.

The buck–boost converter waveforms are depicted in
Fig. 13.10b. The condition of a zero volt–second product for
the inductor in steady state yields

VSDT = −VO(1− D)T (13.17)

Hence, the dc voltage transfer function of the buck–boost
converter is

MV ≡ VO

VS
= − D

1− D
(13.18)

The output voltage VO is negative with respect to the ground.
Its magnitude can be either greater or smaller (equal at D =
0.5) than the input voltage as the converter’s name implies.

The value of the inductor that determines the boundary
between the CCM and DCM is

Lb = (1− D)2R

2f
(13.19)

The structure of the output part of the converter is similar
to that of the boost converter (reversed polarities being the
only difference). Thus, the value of the filter capacitor can be
obtained from Eq. (13.16).

13.5.2 Flyback Converter

A PWM flyback converter is a very practical isolated ver-
sion of the buck–boost converter. The circuit of the flyback
converter is presented in Fig. 13.11a. The inductor of the
buck–boost converter has been replaced by a flyback trans-
former. The input dc source VS and switch S are connected
in series with the primary transformer. The diode D and the
RC output circuit are connected in series with the secondary
of the flyback transformer. Figure 13.11b shows the converter
with a simple flyback transformer model. The model includes
a magnetizing inductance Lm and an ideal transformer with
a turns ratio n = N1/N2. The flyback transformer leakage
inductances and losses are neglected in the model. It should
be noted that leakage inductances, although not important
from the principle of operation point of view, affect adversely
switch and diode transitions. Snubbers are usually required in
flyback converters.

Refer to Fig. 13.11b for the converter operation. When the
switch S is on, the current in the magnetizing inductance
increases linearly. The diode D is off and there is no current
in the ideal transformer windings. When the switch is turned
off, the magnetizing inductance current is diverted into the
ideal transformer, the diode turns on, and the transformed
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FIGURE 13.11 Flyback converter: (a) circuit diagram and (b) circuit
with a transformer model showing the magnetizing inductance Lm .

magnetizing inductance current is supplied to the RC load.
The dc voltage transfer function of the flyback converter is

MV ≡ VO

VS
= D

n(1− D)
(13.20)

It differs from the buck–boost converter voltage transfer
function by the turns ratio factor n. A positive sign has
been obtained by an appropriate coupling of the transformer
windings.

Unlike in transformer buck-derived converters, the mag-
netizing inductance Lm of the flyback transformer is an
important design parameter. The value of the magnetizing
inductance that determines the boundary between the CCM
and DCM is given by

Lmb = n2(1− D)2R

2f
(13.21)

The value of the filter capacitance can be calculated using
Eq. (13.16).

13.6 C̀uk Converter

The circuit of the C̀uk converter is shown in Fig. 13.12a.
It consists of dc input voltage source VS , input inductor L1,
controllable switch S, energy transfer capacitor C1, diode D,
filter inductor L2, filter capacitor C, and load resistance R.
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FIGURE 13.12 C̀uk converter: (a) circuit diagram and (b) waveforms.

An important advantage of this topology is a continuous
current at both the input and the output of the converter.
Disadvantages of the C̀uk converter include a high number of
reactive components and high current stresses on the switch,
the diode, and the capacitor C1. Main waveforms in the con-
verter are presented in Fig. 13.12b. When the switch is on, the
diode is off and the capacitor C1 is discharged by the inductor
L2 current. With the switch in the off state, the diode conducts
currents of the inductors L1 and L2 whereas capacitor C1 is
charged by the inductor L1 current.

To obtain the dc voltage transfer function of the converter,
we shall use the principle that the average current through a
capacitor is zero for steady-state operation. Let us assume that
inductors L1 and L2 are large enough that their ripple current
can be neglected. Capacitor C1 is in steady state if

IL2DT = IL1(1− D)T (13.22)
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For a lossless converter

PS = VSIL1 = −VOIL2 = PO (13.23)

Combining these two equations, the dc voltage transfer
function of the C̀uk converter is

MV ≡ VO

VS
= − D

1− D
(13.24)

This voltage transfer function is the same as that for the
buck–boost converter.

The boundaries between the CCM and DCM are deter-
mined by

Lb1 = (1− D)R

2Df
(13.25)

for L1 and

Lb2 = (1− D)R

2f
(13.26)

for L2.
The output part of the C̀uk converter is similar to that

of the buck converter. Hence, the expression for the filter
capacitor C is

Cmin = (1− D)VO

8Vr L2f 2
(13.27)

The peak-to-peak ripple voltage in the capacitor C1 can be
estimated as

Vr1 = DVO

C1Rf
(13.28)

A transformer (isolated) version of the C̀uk converter can
be obtained by splitting capacitor C1 and inserting a high-
frequency transformer between the split capacitors.

13.7 Effects of Parasitics

The analysis of converters in Sections 13.2 through 13.6 has
been performed under ideal switch, diode, and passive com-
ponent assumptions. Non-idealities or parasitics of practical
devices and components may, however, greatly affect some
performance parameters of dc–dc converters. In this section,
effects of parasitics on output voltage ripple, efficiency, and
voltage transfer function of converters will be illustrated.

A more realistic model of a capacitor than just a
capacitance C, consists of a series connection of capacitance
C and resistance rC . The resistance rC is called an equiva-
lent series resistance (ESR) of the capacitor and is due to

losses in the dielectric and physical resistance of leads and
connections. Recall Eq. (13.6) which provided a value of the
filter capacitance in a buck converter that limits the peak-to-
peak output voltage ripple to Vr . The equation was derived
under an assumption that the entire triangular ac component
of the inductor current flows through a capacitance C. It is,
however, closer to reality to maintain that this triangular com-
ponent flows through a series connection of capacitance C and
resistance rC .

The peak-to-peak ripple voltage is independent of the
voltage across the filter capacitor and is determined only by
the ripple voltage of the ESR if the following condition is
satisfied,

C ≥ Cmin = max

{
1− Dmin

2rCf
,

Dmax

2rCf

}
(13.29)

If condition (13.29) is satisfied, the peak-to-peak ripple voltage
of the buck and forward converters is

Vr = rC
iLmax = rC VO(1− Dmin)

f L
(13.30)

For push–pull, half-bridge, and full-bridge converters,

C ≥ Cmin = max

{
0.5− Dmin

2rC f
,

Dmax

2rC f

}
(13.31)

where Dmax ≤ 0.5. If condition (13.31) is met, the peak-to-
peak ripple voltage Vr of these converters is given by

Vr = rC
iLmax = rC VO(0.5− Dmin)

f L
(13.32)

Waveforms of voltage across the ESR VrC , voltage across
the capacitance VC , and total ripple voltage Vr are depicted in
Fig. 13.13 for three values of the filter capacitances. For the case
of the top graph in Fig. 13.13, the peak-to-peak value of Vr is
higher than the peak-to-peak value of VrC because C < Cmin .
Middle and bottom graphs in Fig. 13.13 show the waveforms
for C = Cmin and C > Cmin , respectively. For both these cases,
the peak-to-peak voltages of Vr and VrC equal to each other.

Note that when the resistance rC sets the ripple voltage Vr ,
the minimum value of inductance L is determined either by the
boundary between the CCM and DCM according to Eq. (13.5)
(buck and forward converters) or Eq. (13.9) (push–pull, half-
bridge, and full-bridge converters), or by the voltage ripple
condition (13.30) or (13.32).

In buck–boost and boost converters, the peak-to-peak
capacitor current ICpp is equal to the peak-to-peak diode
current and is given by

ICpp = IO

1− D
(13.33)
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FIGURE 13.13 Voltage ripple waveforms VrC , VC , and Vr for a buck
converter at VO = 12 V, f = 100 kHz, L = 40 μH, rC = 0.05 �, and
various values of C: C = 33 μF (top graph), C = Cmin = 65 μF (middle
graph), and C = 100 μF (bottom graph).

under condition that the inductor current ripple is much lower
than the average value of the inductor current. The peak-to-
peak voltage across the ESR is

VrC = rC ICpp = rC IO

1− D
(13.34)

Assuming that the total ripple voltage Vr is approximately
equal to the sum of the ripple voltages across the ESR and the
capacitance, the maximum value of the peak-to-peak ripple
voltage across the capacitance is

VCmax ≈ Vr − VrC (13.35)

Finally, by analogy to Eq. (13.16), when the ESR of the filter
capacitor is taken into account in the boost-type output filter,
the filter capacitance should be greater than

Cmin = DVO

VCmax Rf
(13.36)

Parasitic resistances, capacitances, and voltage sources affect
also an energy conversion efficiency of dc–dc converters.
The efficiency η is defined as a ratio of output power to the
input power

η ≡ PO

PS
= VOIO

VSIS
(13.37)

Efficiencies are usually specified in percent. Let us consider the
boot converter as an example. Under low ripple assumption,
the boost converter efficiency can be estimated as

η= R(1−D)2

R(1−D)2(1+(VD /VO )+ fCoR)+rL+DrS+(1−D)rD+D(1−D)rC

(13.38)

where VD is the forward conduction voltage drop of the diode,
Co is the output capacitance of the switch, rL is the ESR
of the inductor, and rD is the forward on resistance of the
diode. The term fCoR in Eq. (13.38) represents switching losses
in the converter. Other terms account for conduction losses.
Losses in a dc–dc converter also contribute to a decrease in
the dc voltage transfer function. The non-ideal dc voltage
transfer function MVn is a product of the ideal one and the
efficiency

MVn = ηMV (13.39)

Sample graphs for the boost converter that corre-
spond to Eqs. (13.38) and (13.39) are presented in
Fig. 13.14.

13.8 Synchronous and Bidirectional
Converters

It can be observed in Eq. (13.38) that the forward voltage
of a diode VD contributes to a decrease in efficiency. This
contribution is especially significant in low output voltage
power supplies, e.g. 3.3 V power supplies for microprocessors
or power supplies for portable telecommunication equipment.
Even with a Schottky diode, which has VD in the range of
0.4 V, the power loss in the diode can easily exceed 10% of
the total power delivered to the load. To reduce conduction
losses in the diode, a low on-resistance switch can be added
in parallel as shown in Fig. 13.15 for a buck converter. The
input switch and the switch parallel to the diode must be
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turned on and off alternately. The arrangement of Fig. 13.15
is called a synchronous converter or a synchronous rectifier.
Modern low-voltage MOSFETs have on resistances of only sev-
eral milliohms. Hence, a synchronous converter may exhibit
higher efficiency than a conventional one at output currents
as large as tens of amperes. The efficiency is increased at an
expense of more complicated driving circuitry for the switches.
In particular, a special can must be exercised to avoid hav-
ing both switches on at the same time as this would short
the input voltage source. Since power semiconductor devices

+

VO

−

C R

LS1

VS DS2

FIGURE 13.15 Synchronous buck converter.
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FIGURE 13.16 Bidirectional flyback converter.

usually have longer turn-off times than turn-on times, a dead
time (sometimes called a blanking time) must be introduced
in PWM driving signals.

The parallel combination of a controllable switch and a
diode is also used in converters which allow for a current
flow in both directions: from the input source to the load
and from the load back to the input source. Such convert-
ers are called bidirectional power flow or simply bidirectional
converters. As an example, a flyback bidirectional converter
is shown in Fig. 13.16. It contains unipolar voltage and bidi-
rectional current switch–diode combinations at both primary
and secondary of the flyback transformer. When the primary
switch and secondary diode operate, the current flows from the
input source to the load. The converter current can also flow
from the output to the input through the secondary switch
and primary diode. Bidirectional arrangements can be made
for buck and boost converters. A bidirectional buck converter
operates as a boost converter when the current flow is from the
output to the input. A bidirectional boost converter operates as
a buck converter with a reversed current flow. If for any reason
(for instance to avoid the DCM) the controllable switches are
driven at the same time, they must be driven alternately with
a sufficient dead time to avoid a shot-through current.

13.9 Control Principles

A dc–dc converter must provide a regulated dc output
voltage under varying load and input voltage conditions.



260 D. Czarkowski

The converter component values are also changing with time,
temperature, pressure, etc. Hence, the control of the output
voltage should be performed in a closed-loop manner using
principles of negative feedback. Two most common closed-
loop control methods for PWM dc–dc converters, namely,
the voltage-mode control and the current-mode control, are
presented schematically in Fig. 13.17.

In the voltage-mode control scheme shown in Fig. 13.17a,
the converter output voltage is sensed and subtracted from
an external reference voltage in an error amplifier. The error
amplifier produces a control voltage that is compared to a
constant-amplitude sawtooth waveform. The comparator pro-
duces a PWM signal which is fed to drivers of controllable
switches in the dc–dc converter. The duty ratio of the PWM
signal depends on the value of the control voltage. The fre-
quency of the PWM signal is the same as the frequency
of the sawtooth waveform. An important advantage of the
voltage-mode control is its simple hardware implementation
and flexibility.

Error
Amplifier

Comparator
And

Latch
dc-dc Converter

dc-dc Converter

Voltage
reference

Voltage
reference

Control
voltage

Control
voltage

Switch or inductor current

Output voltage

Output voltage

Comparator

Sawtooth
waveform

PWM signal

PWM signal

(a)

(b)

Error
Amplifier

FIGURE 13.17 Main control schemes for dc–dc converters: (a) voltage-mode control and (b) current-mode control.

The error amplifier in Fig. 13.17a reacts fast to changes in the
converter output voltage. Thus, the voltage-mode control pro-
vides good load regulation, that is, regulation against variations
in the load. Line regulation (regulation against variations in the
input voltage) is, however, delayed because changes in the input
voltage must first manifest themselves in the converter output
before they can be corrected. To alleviate this problem, the
voltage-mode control scheme is sometimes augmented by so-
called voltage feedforward path. The feedforward path affects
directly the PWM duty ratio according to variations in the
input voltage. As will be explained below, the input voltage
feedforward is an inherent feature of current-mode control
schemes.

The current-mode control scheme is presented in
Fig. 13.17b. An additional inner control loop feeds back an
inductor current signal. This current signal, converted into its
voltage analog, is compared to the control voltage. This modifi-
cation of replacing the sawtooth wavefrom of the voltage-mode
control scheme by a converter current signal significantly alters
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the dynamic behavior of the converter. The converter takes on
some characteristics of a current source. The output current
in PWM dc–dc converters is either equal to the average value
of the output inductor current (buck-derived and C̀uk con-
verters) or is a product of an average inductor current and
a function of the duty ratio. In practical implementations
of the current-mode control, it is feasible to sense the peak
inductor current instead of the average value. Since the peak
inductor current is equal to the peak switch current, the lat-
ter can be used in the inner loop which often simplifies the
current sensor. Note that the peak inductor (switch) current
is proportional to the input voltage. Hence, the inner loop
of the current-mode control naturally accomplishes the input
voltage feedforward technique. Among several current-mode
control versions, the most popular is the constant-frequency
one which requires a clock signal. Advantages of the current-
mode control include: input voltage feedforward, limit on the
peak switch current, equal current sharing in modular convert-
ers, and reduction in the converter dynamic order. The main
disadvantage of the current-mode control is its complicated
hardware which includes a need to compensate the control
voltage by ramp signals (to avoid converter instability).

Among other control methods of dc–dc converters, a hys-
teretic (or bang-bang) control is very simple for hard-
ware implementation. The hysteretic control results, however,
in variable frequency operation of semiconductor switches.
Generally, a constant switching frequency is preferred in
power electronic circuits for easier elimination of electro-
magnetic interference and better utilization of magnetic
components.

Application specific integrated circuits (ASICs) are com-
mercially available that contain main elements of voltage- or
current-mode control schemes. On a single 14 or 16-pin chip,
there is error amplifier, comparator, sawtooth generator or
sensed current input, latch, and PWM drivers. The switch-
ing frequency is usually set by an external RC network and
can be varied from tens of kilohertz to a few megahertz.
The controller has an oscillator output for synchronization
with other converters in modular power supply systems. A
constant voltage reference is generated on the chip as well.
Additionally, the ASIC controller may be equipped in various
diagnostic and protection features: current limiting, overvolt-
age and undervoltage protection, soft start, dead time in case
of multiple PWM outputs, and duty ratio limiting. In several
dc–dc converter topologies, e.g. buck and buck–boost, neither
control terminal of semiconductor switches is grounded (so-
called high-side switches). The ASIC controllers are usually
designed for a particular topology and their PWM drivers may
be able to drive high-side switches in low voltage applications.
In high voltage applications, external PWM drivers must be
used. External PWM drivers are also used for switches with
high input capacitances. To take a full advantage of the input–
output isolation in transformer versions of dc–dc converters,
such an isolation must be also provided in the control loop.

Signal transformers or optocouplers are used for isolating
feedback signals.

Dynamic characteristic of closed-loop dc–dc converters
must fulfill certain requirements. To simply analysis, these
requirements are usually translated into desired properties of
the open loop. The open loop should provide a sufficient (typ-
ically, at least 45◦) phase margin for stability, high bandwidth
(about one-tenth of the switching frequency) for good tran-
sient response, and high gain (several tens of decibels) at low
frequencies for small steady-state error.

The open loop dynamic characteristics are shaped by com-
pensating networks of passive components around the error
amplifier. Second or third order RC networks are commonly
used. Since the converter itself is a part of the control loop,
the design of compensating networks requires a knowledge of
small-signal characteristics of the converter. There are several
methods of small-signal characterization of PWM dc–dc con-
verters. The most popular methods provide average models
of converters under high switching frequency assumption.
The averaged models are then linearized at an operating point
to obtain small-signal transfer functions. Among analytical
averaging methods, state-space averaging has been popular
since late 1970s. Circuit-based averaging is usually performed
using PWM switch or direct replacement of semiconductor
switches by controlled current and voltage sources. All these
methods can take into account converter parasitics.

The most important small-signal characteristic is the
control-to-output transfer function Tp . Other converter char-
acteristics that are investigated include the input-to-output
(or line-to-output) voltage transfer function, also called the
open-loop dynamic line regulation or the audio susceptibility,
which describes the input–output disturbance transmission;
the open-loop input impedance; and the open-loop dynamic
load regulation. Buck-derived, boost, and buck–boost convert-
ers are second order dynamic systems; the C̀uk converter is a
fourth-order system. Characteristics of buck and buck-derived
converters are similar to each other. Another group of con-
verters with similar small-signal characteristics is formed by
boost, buck–boost, and flyback converters. Among parasitic
components, the ESR of the filter capacitor rC introduces
additional dynamic terms into transfer functions. Other par-
asitic resistances usually modify slightly the effective value of
the load resistance. Sample characteristics below are given for
non-zero rC , neglecting other parasitics.

The control-to-output transfer function of the forward
converter is

Tp(s) ≡ vo(s)

d(s)
|vs (s)=0 = VI RrC

nL(R + rC )

× s + (1/CrC )

s2 + s(CRrC + L/LC(R + rC ))+ R/(LC(R + rC ))
(13.40)
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It can be seen that this transfer function has two poles and one
zero. The zero is due to the filter capacitor ESR. Buck-derived
converters can be easily compensated for stability with second-
order controllers.

The control-to-output transfer function of the boost con-
verter is given by

Tp(s)=− VO rC

(1−D)(R+rC )

×
[
s+(1/CrC )

][
s−((1−D)2R)/L

]
s2+s

[
((1−D)2CRrC+L)/(LC(R+rC ))

]+[((1−D)2R)/(LC(R+rC ))
]

(13.41)

The zero − (1−D)2R/L is located in the right half of the
s-plane. Therefore, the boost converter (as well as buck–boost
and flyback converters) is a non-minimum phase system.
Non-minimum phase dc–dc converters are typically compen-
sated with third-order controllers. Step-by-step procedures
for a design of compensating networks are usually given by
manufacturers of ASIC controllers in application notes.

The final word of this section is on the behavior of dc–dc
converters in distributed power supply systems. An important
feature of closed-loop regulated dc–dc converters is that they
exhibit a negative input resistance. As the load voltage is kept
constant by the controller, the output power changes with the
load. With slow load changes, an increase (decrease) in the
input voltage results in a decrease (increase) in the input power.
This negative resistance property must be carefully examined
during the system design to avoid resonances.

13.10 Applications of DC–DC
Converters

Step-down choppers find most of their applications in high-
performance dc drive systems, e.g. electric traction, electric
vehicles, and machine tools. The dc motors with their winding
inductances and mechanical inertia act as filters resulting in
high-quality armature currents. The average output voltage
of step-down choppers is a linear function of the switch
duty ratio. Step-up choppers are used primarily in radar
and ignition systems. The dc choppers can be modified for
two-quadrant and four-quadrant operation. Two-quadrant
choppers may be a part of autonomous power supply system
that contain battery packs and such renewable dc sources as
photovoltaic arrays, fuel cells, or wind turbines. Four-quadrant
choppers are applied in drives in which regenerative breaking
of dc motors is desired, e.g. transportation systems with fre-
quent stops. The dc choppers with inductive outputs serve as
inputs to current-driven inverters.

An addition of filtering reactive components to dc choppers
results in PWM dc–dc converters. The dc–dc converters can
be viewed as dc transformers that deliver to the load as

dc voltage or current at a different level than the input
source. This dc transformation is performed by electronic
switching means, not by electromagnetic means like in con-
ventional transformers. Output voltages of dc–dc converters
range from a volt for special VLSI circuits to tens of kilo-
volts in X-ray lamps. The most common output voltages are:
3.3 V for modern microprocessors, 5 and 12 V for logic circuits,
48 V for telecommunication equipment, and 270 V for main
dc bus on airplanes. Typical input voltages include 48 V, 170 V
(the peak value of a 120 V rms line), and 270 V.

Selection of a topology of dc–dc converters is determined
not only by input/output voltages, which can be addition-
ally adjusted with the turns ratio in isolated converters, but
also by power levels, voltage and current stresses of semi-
conductor switches, and utilization of magnetic components.
The low part-count flyback converter is popular in low power
applications (up to 200 W). Its main deficiencies are the large
size of the flyback transformer core and high voltage stress
on the semiconductor switch. The forward converter is also
a single switch converter. Since its core size requirements are
smaller, it is popular in low/medium (up to several hundreds of
watts) power applications. Disadvantages of the forward con-
verter are in a need for demagnetizing winding and in a high
voltage stress on the semiconductor switch. The push–pull
converter is also used at medium power levels. Due to bidirec-
tional excitation, the transformer size is small. An advantage
of the push–pull converter is also a possibility to refer driving
terminals of both switches to the ground which greatly sim-
plifies the control circuitry. A disadvantage of the push–pull
converter is a potential core saturation in a case of asymmetry.
The half-bridge converter has similar range of applications as
the push–pull converter. There is no danger of transformer sat-
uration in the half-bridge converter. It requires, however, two
additional input capacitors to split in half the input dc source.
The full-bridge converter is used at high (several kilowatts)
power and voltage levels. The voltage stress on power switches
is limited to the input voltage source value. A disadvantage of
the full-bridge converter is a high number of semiconductor
devices.

The dc–dc converters are building blocks of distributed
power supply systems in which a common dc bus voltage
is converted to various other voltage according to require-
ments of particular loads. Such distributed dc systems are
common in space stations, ships and airplanes, as well as in
computer and telecommunication equipment. It is expected
that modern portable wireless communication and signal
processing systems will use variable supply voltages to min-
imize power consumption and extend battery life. Low output
voltage converters in these applications utilize the synchronous
rectification arrangement.

Another big area of dc–dc converter applications is related
to the utility ac grid. For critical loads, if the utility grid fails,
there must be a backup source of energy, e.g. a battery pack.
This need for continuous power delivery gave rise to various
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types of uninterruptible power supplies (UPSs). The dc–dc
converters are used in UPSs to adjust the level of a rectified grid
voltage to that of the backup source. Since during normal oper-
ation, the energy flows from the grid to the backup source and
during emergency conditions the backup source must supply
the load, bidirectional dc–dc converters are often used. The
dc–dc converters are also used in dedicated battery chargers.

Power electronic loads, especially those with front-end rec-
tifiers, pollute the ac grid with odd harmonics. The dc–dc
converters are used as intermediate stages, just after a rectifier
and before the load-supplying dc–dc converter, for shaping
the input ac current to improve power factor and decrease the
harmonic content. The boost converter is especially popular in
such power factor correction (PFC) applications. Another util-
ity grid related application of dc–dc converters is in interfaces
between ac networks and dc renewable energy sources such as
fuel cells and photovoltaic arrays.

In isolated dc–dc converters, multiple outputs are possi-
ble with additional secondary windings of transformers. Only
one output is regulated with a feedback loop. Other out-
puts depend on the duty ratio of the regulated one and on
their loads. A multiple-output dc–dc converter is a convenient
solution in application where there is a need for one closely

regulated output voltage and for one or more non-critical
other output voltage levels.
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14.1 Introduction

DC/DC converters are widely used in industrial applications
and computer hardware circuits. DC/DC conversion tech-
nique has been developed very quickly. Since 1920s there
have been more than 500 DC/DC converters’ topologies
developed. Professor Luo and Dr. Ye have systematically
sorted them in six generations in 2001. They are the first-
generation (classical) converters, second-generation (multi-
quadrant) converters, third-generation (switched-component)
converters, fourth-generation (soft-switching) converters,
fifth-generation (synchronous-rectifier) converters and sixth-
generation (multi-element resonant power) converters.

The first-generation converters perform in a single quad-
rant mode with low power range (up to around 100 W), such
as buck converter, boost converter and buck–boost converter.
Because of the effects of parasitic elements, the output volt-
age and power transfer efficiency of all these converters are
restricted.

The voltage-lift (VL) technique is a popular method that
is widely applied in electronic circuit design. Applying this
technique effectively overcomes the effects of parasitic ele-
ments and greatly increases the output voltage. Therefore, these
DC/DC converters can convert the source voltage into a higher
output voltage with high power efficiency, high power density,
and a simple structure.

The VL converters have high voltage transfer gains, which
increase in arithmetical series stage-by-stage. Super-lift (SL)
technique is more powerful to increase the converters voltage
transfer gains in geometric series stage-by-stage. Even higher,
ultra-lift (UL) technique is most powerful to increase the
converters voltage transfer gain.

The second-generation converters perform in two- or
four-quadrant operation with medium output power range
(say hundreds watts or higher). Because of high power con-
version, these converters are usually applied in industrial
applications with high power transmission. For example, DC
motor drives with multi-quadrant operation. Since most of
second-generation converters are still made of capacitors and
inductors, they are large.

The third-generation converters are called switched-
component DC/DC converters, and made of either inductor
or capacitors, which are so-called switched-inductor and
switched-capacitors. They usually perform in two- or four-
quadrant operation with high output power range (say
thousands watts). Since they are made of only inductor or
capacitors, they are small.

Switched-capacitor (SC) DC/DC converters are made of
only switched-capacitors. Since switched-capacitors can be
integrated into power semiconductor integrated circuits (IC)
chips, they have limited size and work in high switching
frequency. They have been successfully employed in the induc-
torless DC/DC converters and opened the way to build the
converters with high power density. Therefore, they have

drawn much attention from the research workers and man-
ufacturers. However, most of these converters in the literature
perform single-quadrant operation. Some of them work in
the push–pull status. In addition, their control circuit and
topologies are very complex, especially, for the large difference
between input and output voltages.

Switched-inductor (SI) DC/DC converters are made of only
inductor, and have been derived from four-quadrant choppers.
They usually perform multi-quadrant operation with very sim-
ple structure. The significant advantage of these converters is
its simplicity and high power density. No matter how large
the difference between the input and output voltages, only one
inductor is required for each SI DC/DC converter. Therefore,
they are widely required for industrial applications.

The fourth-generation converters are called soft-switching
converters. Soft-switching technique involves many meth-
ods implementing resonance characteristics. Popular method
is resonant-switching. There are three main groups: zero-
current-switching (ZCS), zero-voltage-switching (ZVS), and
zero-transition (ZT) converters. They usually perform in sin-
gle quadrant operation in the literature. We have developed
this technique in two- and four-quadrant operation with high
output power range (say thousands watts).

Multi-quadrant ZCS/ZVS/ZT converters implement ZCS/
ZVS technique in four-quadrant operation. Since switches turn
on and off at the moment that the current/voltage is equal to
zero, the power losses during switching on and off become
zero. Consequently, these converters have high power den-
sity and transfer efficiency. Usually, the repeating frequency
is not very high and the converters work in a mono-resonance
frequency, the components of higher order harmonics is very
low. Using fast fourier transform (FFT) analysis, we obtain that
the total harmonic distortion (THD) is very small. Therefore,
the electromagnetic interference (EMI) is weaker, electro-
magnetic sensitivity (EMS) and electromagnetic compatibility
(EMC) are reasonable.

The fifth-generation converters are called synchronous rec-
tifier (SR) DC/DC Converters. Corresponding to the develop-
ment of the microelectronics and computer science, the power
supplies with low output voltage (5 V, 3.3 V, and 1.8∼ 1.5 V)
and strong output current (30 A, 50 A, 100 A up to 200 A)
are widely required in industrial applications and computer
peripheral equipment. Traditional diode bridge rectifiers are
not available for this requirement. Many prototypes of SR
DC/DC converters with soft-switching technique have been
developed. The SR DC/DC converters possess the technical
feathers with very low voltage and strong current and high
power transfer efficiency η (90%, 92% up to 95%) and high
power density (22–25 W/in3).

The sixth-generation converters are called multi-element
resonant power converters (RPCs). There are eight topolo-
gies of 2-E RPC, 38 topologies of 3-E RPC, and 98 topologies
of 4-E RPC. The RPCs have very high current transfer gain,
purely harmonic waveform, low power losses and EMI since
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they are working in resonant operation. Usually, the sixth-
generation RPCs used in large power industrial applications
with high output power range (say thousands watts).

The DC/DC converter family tree is shown in Fig. 14.1.
Professor F. L. Luo and Dr. H. Ye have devoted in the sub-

ject area of DC/DC conversion technique for a long time
and harvested outstanding achievements. They have created
twelve (12) series converters namely Luo-converters and more
knowledge which are listed below:

Positive output Luo-converters;

Negative output Luo-converters;

Double output Luo-converters;

Positive/Negative output super-lift Luo-converters;

Ultra-lift Luo-converter;

Multiple-quadrant Luo-converters;

Switched capacitor multi-quadrant Luo-converters;

Multiple-lift push-pull switched-capacitor Luo-converters;

Switched-inductor multi-quadrant Luo-converters;

Multi-quadrant ZCS quasi-resonant Luo-converters;

Multi-quadrant ZVS quasi-resonant Luo-converters;

Synchronous-rectifier DC/DC Luo-converters;

Multi-element resonant power converters;

Energy factor and mathematical modeling for power DC/DC
converters.

All of their research achievements have been published
in the international top-journals and conferences. Many
experts, including Prof. Rashid of West Florida University,
Prof. Kassakian of MIT, and Prof. Rahman of Memorial
University of Newfoundland are very interested in their work,
and acknowledged their outstanding achievements.

In this handbook, we only show the circuit diagram and list
a few parameters of each converter for readers, such as the
output voltage and current, voltage transfer gain and output
voltage variation ratio, and the discontinuous condition and
output voltage.

After a well discussion of steady-state operation, we prepare
one section to investigate the dynamic transient process of
DC/DC converters. Energy storage in DC/DC converters have
been paid attention long time ago, but it was not well inves-
tigated and defined. Professor Fang Lin Luo and Dr. Hong Ye
have theoretically defined it and introduced new parameters:
energy factor (EF) and other variables. They have also funda-
mentally established the mathematical modeling and discussed
the characteristics of all power DC/DC converters. They have
successfully solved the traditional problems.

In this chapter, the input voltage is VI or V1 and load volt-
age is VO or V2. Pulse width modulated (PWM) pulse train
has repeating frequency f, the repeating period is T = 1/f .
Conduction duty is k, the switching-on period is kT, and
switching-off period is (1− k)T. All average values are in cap-
ital letter, and instantaneous values in small letter, e.g. V1 and
v1(t) or v1. The variation ratio of the free-wheeling diode’s

current is ζ. Voltage transfer gain is M and power transfer
efficiency is η.

14.2 Fundamental, Developed,
Transformer-type, and Self-lift
Converters

The first-generation converters are called classical converters
which perform in a single-quadrant mode and in low. Histori-
cally, the development of the first generation converters covers
very long time. Many prototypes of these converters have been
created. We can sort them in six categories:

• Fundamental topologies: buck converter, boost converter,
and buck–boost converter.

• Developed topologies: positive output Luo-converter,
negative output Luo-converter, double output Luo-
converter, Cúk-converter, and single-ended primary
inductance converter (SEPIC).

• Transformer-type topologies: forward converter, push–
pull converter, fly-back converter, half-bridge converter,
bridge converter, and ZETA.

• Voltage-lift topologies: self-lift converters, positive output
Luo-converters, negative output Luo-converters, double
output Luo-converters.

• Super-lift topologies: positive/negative output super-lift
Luo-converters, positive/negative output cascade boost-
converters.

• Ultra-lift topologies: ultra-lift Luo-converter.

14.2.1 Fundamental Topologies

Buck converter is a step-down converter, which is shown in
Fig. 14.2a, the equivalent circuits during switch-on and -off
periods are shown in Figs. 14.2b and c. Its output voltage and
output current are

V2 = kV1 (14.1)

and

I2 = 1

k
I1 (14.2)

This converter may work in discontinuous mode if the fre-
quency f is small, conduction duty k is small, inductance L is
small, and load current is high.

Boost converter is a step-up converter, which is shown in
Fig. 14.3a, the equivalent circuits during switch-on and -off
periods are shown in Figs. 14.3b and c. Its output voltage and
current are

V2 = 1

1− k
V1 (14.3)
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FIGURE 14.3 Boost converter: (a) circuit diagram; (b) switch-on equivalent circuit; and (c) switch-off equivalent circuit.

and

I2 = (1− k)I1 (14.4)

The output voltage is higher than the input voltage. This
converter may work in discontinuous mode if the frequency f
is small, conduction duty k is small, inductance L is small, and
load current is high.

Buck–boost converter is a step–down/up converter, which is
shown in Fig. 14.4a, the equivalent circuits during switch-on
and -off periods are shown in Figs. 14.4b and c. Its output

voltage and current are

V2 = k

1− k
V1 (14.5)

and

I2 = 1− k

k
I1 (14.6)

When k is greater than 0.5, the output voltage can be
higher than the input voltage. This converter may work in
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FIGURE 14.4 Buck-boost converter: (a) circuit diagram; (b) switch-on equivalent circuit; and (c) switch-off equivalent circuit.

discontinuous mode if the frequency f is small, conduction
duty k is small, inductance L is small, and load current is high.

14.2.2 Developed Topologies

For convenient applications, all developed converters have
output voltage and current as

V2 = k

1− k
V1 (14.7)

and

I2 = 1− k

k
I1 (14.8)

Positive output (P/O) Luo-converter is a step-down/up
converter, and is shown in Fig. 14.5. This converter may work
in discontinuous mode if the frequency f is small, k is small,
and inductance L is small.
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FIGURE 14.5 Positive output Luo-converter.
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FIGURE 14.6 Negative output Luo-converter.

Negative output (N/O) Luo-converter is shown in Fig. 14.6.
This converter may work in discontinuous mode if the fre-
quency f is small, k is small, inductance L is small, and load
current is high.

Double output Luo-converter is a double output step-
down/up converter, which is derived from P/O Luo-converter
and N/O Luo-converter. It has two conversion paths and two
output voltages VO+ and VO−. It is shown in Fig. 14.7. If
the components are carefully selected the output voltages and
currents (concentrate the absolute value) obtained are

V+
2 = |V−

2 | =
k

1− k
V1 (14.9)

and

I+2 = 1− k

k
I+1 and I−2 = 1− k

k
I−1 (14.10)

When k is greater than 0.5, the output voltage can be higher
than the input voltage. This converter may work in discontin-
uous mode if the frequency f is small, k is small, inductance L
is small, and load current is high.
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Cúk-converter is a negative output step-down/up converter,
which is derived from boost and buck converters. It is shown
in Fig. 14.8.

Single-ended primary inductance converter is a positive
output step-down/up converter, which is derived from boost
converters. It is shown in Fig. 14.9.
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FIGURE 14.9 SEPIC.

14.2.3 Transformer-type Topologies

All transformer-type converters have transformer(s) to isolate
the input and output voltages. Therefore, it is easy to obtain the
high or low output voltage by changing the turns ratio N, the
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1:N

T1Control

Vin

+

D1

D2

−

FIGURE 14.10 Forward converter.

positive or negative polarity by changing the winding direction,
and multiple output voltages by setting multiple secondary
windings.

Forward converter is a step-up/down converter, which is
shown in Fig. 14.10. The transformer turns ratio is N (usually
N > 1). If the transformer has never been saturated during
operation, it works as a buck converter. The output voltage
and current are

VO = kNVI (14.11)

and

IO = 1

kN
II (14.12)

This converter may work in discontinuous mode if the fre-
quency f is small, conduction duty k is small, inductance L is
small, and load current is high.

To avoid the saturation of transformer applied in forward
converters, a tertiary winding is applied. The corresponding
circuit diagram is shown in Fig. 14.11.

To obtain multiple output voltages we can set multiple sec-
ondary windings. The corresponding circuit diagram is shown
in Fig. 14.12.
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Push–pull converter is a step-up/down converter, which
is shown in Fig. 14.13. It is not necessary to set the tertiary
winding. The transformer turns ratio is N (usually N > 1).
If the transformer has never been saturated during operation,
it works as a buck converter with the conduction duty cycle
k < 0.5. The output voltage and current are

VO = 2kNVI (14.13)

and

IO = 1

2kN
II (14.14)

This converter may work in discontinuous mode if the fre-
quency f is small, conduction duty k is small, inductance L is
small, and load current is high.

Fly-back converter is a high step-up converter, which is
shown in Fig. 14.14. The transformer turns ratio is N (usually
N > 1). It effectively uses the transformer leakage inductance
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FIGURE 14.14 Fly-back converter.

in fly-back operation to obtain high surge voltage induced,
then get high output voltage. It works likely in buck–boost
operation as a buck–boost converter. Its output voltage and
current are

VO = kN

1− k
VI (14.15)

and

IO = 1− k

kN
II (14.16)

Half-bridge converter is a step-up converter, which is shown
in Fig. 14.15. There are two switches and one double secondary
coils transformer required. The transformer turns ratio is N.
It works as a half-bridge rectifier (half of V1 inputs to primary
winding) plus a buck converter circuit in secondary side. The
conduction duty cycle k is set in 0.1 < k < 0.5. Its output
voltage and current are

VO = 2kN
VI

2
= kNVI (14.17)

and

IO = 1

kN
II (14.18)

This converter may work in discontinuous mode if the fre-
quency f is small, conduction duty k is small, inductance L is
small, and load current is high.
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FIGURE 14.15 Half-bridge converter.
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Bridge converter is a step-up converter, which is shown in
Fig. 14.16. There are four switches and one double secondary
coils transformer required. The transformer turns ratio is N.
It works as a full-bridge rectifier (full V1 inputs to primary
winding) plus a buck-converter circuit in secondary side. The
conduction duty cycle k is set in 0.1 < k < 0.5. Its output
voltage and current are

VO = 2kNVI (14.19)

and

IO = 1

2kN
II (14.20)

ZETA (zeta) converter is a step-up converter, which is
shown in Fig. 14.17. The transformer turns ratio is N. The
transformer functions as a inductor (L1) plus a buck–boost
converter plus a low-pass filter (L2–C2). Its output voltage
and current are

VO = k

1− k
NVI (14.21)

and

IO = 1− k

kN
II (14.22)
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14.2.4 Seven (7) Self-lift DC/DC Converters

Because of the effect of the parasitic elements, the voltage
conversion gain is limited. Especially, when the conduction
duty k is towards unity, the output voltage is sharply reduced.

Voltage-lift technique is a popular method used in electronic
circuit design. Applying this technique can effectively over-
come the effect of the parasitic elements, and largely increase
the voltage transfer gain. In this section, we introduce seven
self-lift converters which are working in continuous mode.

• Positive output (P/O) self-lift Luo-converter;
• Reverse P/O self-lift Luo-converter;
• Negative output (N/O) self-lift Luo-converter;
• Reverse N/O self-lift Luo-converter;
• Self-lift Cúk-converter;
• Self-lift SEPIC;
• Enhanced self-lift Luo-converter.

All self-lift converters (except enhanced self-lift circuit) have
the output voltage and current to be

VO = 1

1− k
VI (14.23)

and

IO = (1− k)II (14.24)

The voltage transfer gain in continuous mode is

MS = VO

VI
= II

IO
= 1

1− k
(14.25)

P/O self-lift Luo-converter is shown in Fig. 14.18. The vari-
ation ratio of the output voltage vO in continuous conduction
mode (CCM) is

ε = 
vO/2

VO
= k

8MS

1

f 2COL2
(14.26)

Reverse P/O self-lift Luo-converter is shown in Fig. 14.19.
The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

16MS

1

f 2COL2
(14.27)
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FIGURE 14.20 N/O self-lift Luo-converter.

N/O self-lift Luo-converter is shown in Fig. 14.20. The
variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.28a)

Reverse N/O self-lift Luo-converter is shown in Fig. 14.21.
The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.28b)

Self-lift Cúk-converter is shown in Fig. 14.22. The variation
ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.28c)
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FIGURE 14.21 Reverse N/O self-lift Luo-converter.
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FIGURE 14.23 Self-lift SEPIC.

Self-lift SEPIC is shown in Fig. 14.23. The variation ratio
of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.28d)

Enhanced self-lift Luo-converter is shown in Fig. 14.24. Its
output voltage and current are

VO = 2− k

1− k
VI (14.29)

and

IO = 1− k

2− k
II (14.30)

The voltage transfer gain in continuous mode is

MS = VO

VI
= II

IO
= 1

1− k
+ 1 = 2− k

1− k
(14.31)
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FIGURE 14.24 Enhanced self-lift Luo-converter.



14 DC/DC Conversion Technique and 12 Series Luo-converters 275

TABLE 14.1 The circuit diagrams of the tapped inductor fundamental converters

Standard converter Switch tap Diode to tap Rail to tap

Buck

C

L

VIN VOD

S

VO
VIN C

N2

D

S

N1
VOVIN C

N1

D

S N2

VOVIN
C

N1

D

S

N2

Boost

VIN VOC

L D

S VO
VIN C

N1 D

S

N2

VOVIN C

N1 D

S

N2

VOVIN CN1

D

S

N2

Buck–Boost

VIN VOCL

DS

VO
VIN

C
N2

D

S N1
VO

VIN

C

N1 D

S

N2

VO

VIN
C

N1

D

S

N2

The variation ratio of the output voltage vO in CCM is as
in Eq. (14.26)

ε = 
vO/2

VO
= k

8MS

1

f 2COL2

14.2.5 Tapped Inductor (Watkins–Johnson)
Converters

Tapped inductor (Watkins–Johnson) converters have been
derived from fundamental converters, which circuit diagrams
are shown in Table 14.1. The voltage transfer gains are shown
in Table 14.2. Here the tapped inductor ratio is n = n1/
(n1+ n2).

14.3 Voltage-lift Luo-converters

Voltage-lift (VL) technique is very popular for electronic circuit
design. Professor Luo and Dr. Ye have successfully applied this
technique in the design of DC/DC converters, and created a

TABLE 14.2 The voltage transfer gains of the tapped inductor
fundamental converters

Converter No tap Switched to tap Diode to tap Rail to tap

Buck k
k

n + k(1− n)

nk

1+ k(n − 1)

k − n

k(1− n)

Boost
1

1− k

n + k(1− n)

n(1− k)

1+ k(n − 1)

1− k

n − k

n(1− k)

Buck–Boost
k

1− k

k

n(1− k)

nk

1− k

k

1− k

number of up-to-date converters. There are three series of
Luo-converters introduced in this section:

• Positive output Luo-converters;
• Simplified positive output Luo-converters;
• Negative output Luo-converters.

14.3.1 Positive Output Luo-converters

Positive output (P/O) Luo-converters perform the voltage
conversion from positive to positive voltages using the volt-
age lift technique. They work in the first-quadrant with large
voltage amplification. Their voltage transfer gains are high.
Five circuits are introduced in the literature. They are:

• Elementary circuit;
• Self-lift circuit;
• Re-lift circuit;
• Triple-lift circuit;
• Quadruple-lift circuit.

Further lift circuits can be derived from the above circuits.
In all P/O Luo-Converters, we define normalized inductance
L = L1L2/(L1 + L2) and normalized impedance zN = R/fL.

P/O Luo-converter elementary circuit is shown in
Fig. 14.25a. The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.25b and c. Its output voltage and
current are

VO = k

1− k
VI

and

IO = 1− k

k
II
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FIGURE 14.25 P/O Luo-converter elementary circuit; (a) circuit diagram; (b) switch on; and (c) switch off.

The voltage transfer gain in continuous mode is

ME = VO

VI
= II

IO
= k

1− k
(14.32)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

16ME

1

f 2COL2
(14.33)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
discontinuous conduction mode (DCM) is

ME ≤ k

√
zN

2
(14.34)

The output voltage in DCM is

VO = k(1− k)
R

2fL
VI with

√
R

2fL
≥ 1

1− k
(14.35)

P/O Luo-converter self-lift circuit is shown in Fig. 14.26a.
The equivalent circuits during switch-on and -off periods are
shown in Figs. 14.26b and c. Its output voltage and current are

VO = 1

1− k
VI

and

IO = (1− k)II

The voltage transfer gain in continuous mode is

MS = VO

VI
= II

IO
= 1

1− k
(14.36)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

16MS

1

f 2COL2
(14.37)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MS ≤
√

k

√
zN

2
(14.38)

The output voltage in DCM is

VO =
[

1+ k2(1− k)
R

2fL

]
VI with

√
k

√
R

2fL
≥ 1

1− k

(14.39)

P/O Luo-converter re-lift circuit is shown in Fig. 14.27a.
The equivalent circuits during switch-on and -off periods are
shown in Figs. 14.27b and c. Its output voltage and current are

VO = 2

1− k
VI
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FIGURE 14.26 P/O Luo-converter self-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.
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FIGURE 14.27 P/O Luo-converter re-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.
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and

IO = 1− k

2
II

The voltage transfer gain in CCM is

MR = VO

VI
= II

IO
= 2

1− k
(14.40)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

16MR

1

f 2COL2
(14.41)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MR ≤
√

kzN (14.42)

The output voltage in DCM is

VO =
[

2+ k2(1− k)
R

2fL

]
VI with

√
k

√
R

fL
≥ 2

1− k

(14.43)
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FIGURE 14.28 P/O Luo-converter triple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

P/O Luo-converter triple-lift circuit is shown in Fig. 14.28a.
The equivalent circuits during switch-on and -off periods
are shown in Figs. 14.28b and c. Its output voltage and
current are

VO = 3

1− k
VI

and

IO = 1− k

3
II

The voltage transfer gain in CCM is

MT = VO

VI
= II

IO
= 3

1− k
(14.44)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

16MT

1

f 2COL2
(14.45)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is
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MT ≤
√

3kzN

2
(14.46)

The output voltage in DCM is

VO =
[

3+ k2(1− k)
R

2fL

]
VI with

√
k

√
3R

2fL
≥ 3

1− k

(14.47)

P/O Luo-converter quadruple-lift circuit is shown in
Fig. 14.29a. The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.29b and c. Its output voltage and
current are

VO = 4

1− k
VI

and

IO = 1− k

4
II

The voltage transfer gain in CCM is

MQ = VO

VI
= II

IO
= 4

1− k
(14.48)
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FIGURE 14.29 P/O Luo-converter quadruple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

16MQ

1

f 2COL2
(14.49)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MQ ≤
√

2kzN (14.50)

The output voltage in DCM is

VO =
[

4+ k2(1− k)
R

2fL

]
VI with

√
k

√
2R

fL
≥ 4

1− k

(14.51)

Summary for all P/O Luo-converters:

M = VO

VI
= II

IO
; L = L1L2

L1 + L2
; zN = R

fL
; R = VO

IO

To write common formulas for all circuits parameters, we
define that subscript j = 0 for the elementary circuit, j = 1
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for the self-lift circuit, j = 2 for the re-lift circuit, j = 3 for
the triple-lift circuit, j = 4 for the quadruple-lift circuit, and
so on. The voltage transfer gain is

Mj = kh(j)[j + h(j)]
1− k

(14.52)

The variation ratio of the output voltage is

εj = 
vO/2

VO
= k

16Mj

1

f 2COL2
(14.53)

The condition for discontinuous conduction mode is

k[1+h(j)]

M 2
j

j + h(j)

2
zN ≥ 1 (14.54)

The output voltage in discontinuous conduction mode is

VO−j =
{

j + k[2−h(j)] 1− k

2
zN

}
VI (14.55)

where

h(j) =
{

0 if j ≥ 1

1 if j = 0
(14.56)

is the Hong function.
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FIGURE 14.30 S P/O Luo-converter self-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

14.3.2 Simplified Positive Output (S P/O)
Luo-converters

Carefully check P/O Luo-converters, we can see that there are
two switches required from re-lift circuit. In order to use only
one switch in all P/O Luo-converters, we modify the circuits.
In this section we introduce following four circuits:

• Simplified self-lift circuit;
• Simplified re-lift circuit;
• Simplified triple-lift circuit;
• Simplified quadruple-lift circuit.

Further lift circuits can be derived from the above circuits.
In all S P/O Luo-converters, we define normalized impedance
zN = R/fL.

S P/O Luo-converter self-lift circuit is shown in Fig. 14.30a.
The equivalent circuits during switch-on and -off periods are
shown in Figs. 14.30b and c. Its output voltage and current are

VO = 1

1− k
VI

and

IO = (1− k)II

The voltage transfer gain in CCM is

MS = VO

VI
= II

IO
= 1

1− k
(14.57)
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The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.58)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MS ≤
√

k

√
zN

2
(14.59)

The output voltage in DCM is

VO =
[

1+ k2(1− k)
R

2fL

]
VI with

√
k

√
R

2fL
≥ 1

1− k

(14.60)

S P/O Luo-converter re-lift circuit is shown in Fig. 14.31a.
The equivalent circuits during switch-on and -off periods
are shown in Figs. 14.31b and c. Its output voltage and
current are

VO = 2

1− k
VI

and

IO = 1− k

2
II
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FIGURE 14.31 S P/O Luo-converter re-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

The voltage transfer gain in CCM is

MR = VO

VI
= II

IO
= 2

1− k
(14.61)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.62)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MR ≤
√

kzN (14.63)

The output voltage in DCM is

VO =
[

2+ k2(1− k)
R

2fL

]
VI with

√
k

√
R

fL
≥ 2

1− k

(14.64)

S P/O Luo triple-lift circuit is shown in Fig. 14.32a. The
equivalent circuits during switch-on and -off periods are
shown in Figs. 14.32b and c. Its output voltage and current are

VO = 3

1− k
VI
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FIGURE 14.32 S P/O Luo-converter triple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

and

IO = 1− k

3
II

The voltage transfer gain in CCM is

MT = VO

VI
= II

IO
= 3

1− k
(14.65)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.66)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MT ≤
√

3kzN

2
(14.67)

The output voltage in DCM is

VO =
[

3+ k2(1− k)
R

2fL

]
VI with

√
k

√
3R

2fL
≥ 3

1− k

(14.68)

S P/O Luo quadruple-lift circuit is shown in Fig. 14.33a.
The equivalent circuits during switch-on and -off periods are
shown in Figs. 14.33b and c. Its output voltage and current are

VO = 4

1− k
VI

and

IO = 1− k

4
II

The voltage transfer gain in CCM is

MQ = VO

VI
= II

IO
= 4

1− k
(14.69)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.70)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MQ ≤
√

2kzN (14.71)
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FIGURE 14.33 S P/O Luo-converter quadruple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

The output voltage in DCM is

VO =
[

4+ k2(1− k)
R

2fL

]
VI with

√
k

√
2R

fL
≥ 4

1− k

(14.72)

Summary for all S P/O Luo-converters:

M = VO

VI
= II

IO
; zN = R

fL
; R = VO

IO

To write common formulas for all circuits parameters, we
define that subscript j = 1 for the self-lift circuit, j = 2 for
the re-lift circuit, j = 3 for the triple-lift circuit, j = 4 for the
quadruple-lift circuit, and so on. The voltage transfer gain is

Mj = j

1− k
(14.73)

The variation ratio of the output voltage is

εj = 
vO/2

VO
= k

128

1

f 3LOC1COR
(14.74)

The condition for discontinuous mode is

Mj ≤
√

jkzN

2
(14.75)

The output voltage in discontinuous mode is

VO−j =
[

j + k2(1− k)
zN

2

]
VI (14.76)

14.3.3 Negative Output Luo-converters

Negative output (N/O) Luo-converters perform the voltage
conversion from positive to negative voltages using the voltage-
lift technique. They work in the third-quadrant with large
voltage amplification. Their voltage transfer gains are high.
Five circuits are introduced in the literature. They are:

• Elementary circuit;
• Self-lift circuit;
• Re-lift circuit;
• Triple-lift circuit;
• Quadruple-lift circuit.

Further lift circuits can be derived from above circuits.
In all N/O Luo-converters, we define normalized impedance
zN = R/fL.

N/O Luo-converter elementary circuit is shown in
Fig. 14.34a. The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.34b and c. Its output voltage and
current (the absolute value) are

VO = k

1− k
VI
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FIGURE 14.34 N/O Luo-converter elementary circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

and

IO = 1− k

k
II

When k is greater than 0.5, the output voltage can be higher
than the input voltage.

The voltage transfer gain in CCM is

ME = VO

VI
= II

IO
= k

1− k
(14.77)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3CCOLOR
(14.78)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

ME ≤ k

√
zN

2
(14.79)

The output voltage in DCM is

VO = k(1− k)
R

2fL
VI with

√
R

2fL
≥ 1

1− k
(14.80)

N/O Luo-converter self-lift circuit is shown in Fig. 14.35a.
The equivalent circuits during switch-on and -off periods are

shown in Figs. 14.35b and c. Its output voltage and current
(the absolute value) are

VO = 1

1− k
VI

and

IO = (1− k)II

The voltage transfer gain in CCM is

MS = VO

VI
= II

IO
= 1

1− k
(14.81)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3CCOLOR
(14.82)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MS ≤
√

k

√
zN

2
(14.83)

The output voltage in DCM is

VO =
[

1+ k2(1− k)
R

2fL

]
VI with

√
k

√
R

2fL
≥ 1

1− k

(14.84)
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FIGURE 14.35 N/O Luo-converter self-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

N/O Luo-converter re-lift circuit is shown in Fig. 14.36a.
The equivalent circuits during switch-on and -off periods are
shown in Figs. 14.36b and c. Its output voltage and current
(the absolute value) are

VO = 2

1− k
VI

and

IO = 1− k

2
II

The voltage transfer gain in CCM is

MR = VO

VI
= II

IO
= 2

1− k
(14.85)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3CCOLOR
(14.86)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MR ≤
√

kzN (14.87)

The output voltage in DCM is

VO =
[

2+ k2(1− k)
R

2fL

]
VI with

√
k

√
R

fL
≥ 2

1− k

(14.88)

N/O Luo-converter triple-lift circuit is shown in
Fig. 14.37a. The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.37b and c. Its output voltage and
current (the absolute value) are

VO = 3

1− k
VI

and

IO = 1− k

3
II

The voltage transfer gain in CCM is

MT = VO

VI
= II

IO
= 3

1− k
(14.89)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3CCOLOR
(14.90)

This converter may work in discontinuous conduction
mode if the frequency f is small, conduction duty k is small,
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FIGURE 14.36 N/O Luo-converter re-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.
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inductance L is small, and load current is high. The condition
for DCM is

MT ≤
√

3kzN

2
(14.91)

The output voltage in DCM is

VO =
[

3+ k2(1− k)
R

2fL

]
VI with

√
k

√
3R

2fL
≥ 3

1− k

(14.92)

N/O Luo-converter quadruple-lift circuit is shown in
Fig. 14.38a. The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.38b and c. Its output voltage and
current (the absolute value) are

VO = 4

1− k
VI

and

IO = 1− k

4
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FIGURE 14.38 N/O Luo-converter quadruple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

The voltage transfer gain in CCM is

MQ = VO

VI
= II

IO
= 4

1− k
(14.93)

The variation ratio of the output voltage vO in CCM is

ε = 
vO/2

VO
= k

128

1

f 3CCOLOR
(14.94)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MQ ≤
√

2kzN (14.95)

The output voltage in DCM is

VO =
[

4+ k2(1− k)
R

2fL

]
VI with

√
k

√
2R

fL
≥ 4

1− k

(14.96)
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Summary for all N/O Luo-converters:

M = VO

VI
= II

IO
; zN = R

fL
; R = VO

IO

To write common formulas for all circuits parameters, we
define that subscript j = 0 for the elementary circuit, j = 1
for the self-lift circuit, j = 2 for the re-lift circuit, j = 3 for
the triple-lift circuit, j = 4 for the quadruple-lift circuit, and
so on. The voltage transfer gain is

Mj = kh(j)[j + h(j)]
1− k

(14.97)

The variation ratio of the output voltage is

ε = 
vO/2

VO
= k

128

1

f 3CCOLOR
(14.98)

The condition for discontinuous conduction mode is

k[1+h(j)]

M 2
j

j + h(j)

2
zN ≥ 1 (14.99)

The output voltage in discontinuous conduction mode is

VO−j =
{

j + k[2−h(j)] 1− k

2
zN

}
VI (14.100)

where

h(j) =
{

0 if j ≥ 1

1 if j = 0

is the Hong function.

14.4 Double Output Luo-converters

Double output (D/O) Luo-converters perform the voltage
conversion from positive to positive and negative voltages
simultaneously using the voltage-lift technique. They work in
the first- and third-quadrants with high voltage transfer gain.
There are five circuits introduced in this section:

• D/O Luo-converter elementary circuit;
• D/O Luo-converter self-lift circuit;
• D/O Luo-converter re-lift circuit;
• D/O Luo-converter triple-lift circuit;
• D/O Luo-converter quadruple-lift circuit.

Further lift circuits can be derived from above circuits.
In all D/O Luo-converters, each circuit has two conversion
paths – positive conversion path and negative conversion path.
The positive path likes P/O Luo-converters, and the nega-
tive path likes N/O Luo-converters. We define normalized
impedance zN+ =R/fL for positive path, and normalized
impedance zN− =R1/fL11. We usually purposely select R = R1

and L = L11, so that we have zN = zN+ = zN−.
D/O Luo-converter elementary circuit is shown in

Fig. 14.7. Its output voltages and currents (absolute values)
are

VO+ = |VO−| = k

1− k
VI

IO+ = 1− k

k
II+

and

IO− = 1− k

k
II−

When k is greater than 0.5, the output voltage can be higher
than the input voltage.

The voltage transfer gain in CCM is

ME = VO+
VI

= |VO−|
VI

= k

1− k
(14.101)

The variation ratio of the output voltage vO+ in CCM is

ε+ = 
vO+/2

VO+
= k

16ME

1

f 2COL2
(14.102)

The variation ratio of the output voltage vO− in CCM is

ε− = 
vO−/2

VO−
= k

128

1

f 3C11C10L12R1
(14.103)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

ME ≤ k

√
zN

2
(14.104)

The output voltages in DCM are

VO = VO+ = |VO−| = k(1− k)
zN

2
VI with

√
zN

2
≥ 1

1− k
(14.105)
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FIGURE 14.39 Double output Luo-converter self-lift circuit.

D/O Luo-converter self-lift circuit is shown in Fig. 14.39.
Its output voltages and currents (absolute values) are

VO+ = |VO−| = 1

1− k
VI

IO+ = (1− k)II+

and

IO− = (1− k)II−

The voltage transfer gain in CCM is

MS = VO+
VI

= |VO−|
VI

= 1

1− k
(14.106)

The variation ratio of the output voltage vO+ in CCM is

ε+ = 
vO+/2

VO+
= k

128

1

f 3L2COC2R
(14.107)

The variation ratio of the output voltage vO− in CCM is

ε− = 
vO−/2

VO−
= k

128

1

f 3C11C10L12R1
(14.108)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MS ≤
√

k

√
zN

2
(14.109)

The output voltages in DCM are

VO = VO+ = |VO−| =
[

1+ k2(1− k)
zN

2

]
VI

with

√
kzN

2
≥ 1

1− k
(14.110)

D/O Luo-converter re-lift circuit is shown in Fig. 14.40. Its
output voltages and currents (absolute values) are

VO+ = |VO−| = 2

1− k
VI

IO+ = 1− k

2
II+

and

IO− = 1− k

2
II−

The voltage transfer gain in CCM is

MR = VO+
VI

= |VO−|
VI

= 2

1− k
(14.111)

The variation ratio of the output voltage vO+ in CCM is

ε+ = 
vO+/2

VO+
= k

128

1

f 3L2COC2R
(14.112)

The variation ratio of the output voltage vO− in CCM is

ε− = 
vO−/2

VO−
= k

128

1

f 3C11C10L12R1
(14.113)

This converter may work in discontinuous conduction
mode if the frequency f is small, conduction duty k is small,
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FIGURE 14.40 D/O Luo-converter re-lift circuit.

inductance L is small, and load current is high. The condition
for DCM is

MR ≤
√

kzN (14.114)

The output voltages in DCM are

VO = VO+ = |VO−| =
[

2+ k2(1− k)
zN

2

]
VI

with
√

kzN ≥ 2

1− k
(14.115)
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FIGURE 14.41 D/O Luo-converter triple-lift circuit.

D/O Luo-converter triple-lift circuit is shown in Fig. 14.41.
Its output voltages and currents (absolute values) are

VO+ = |VO−| = 3

1− k
VI

IO+ = 1− k

3
II+

and

IO− = 1− k

3
II−
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FIGURE 14.42 D/O Luo-converter quadruple-lift circuit.

The voltage transfer gain in CCM is

MT = VO+
VI

= |VO−|
VI

= 3

1− k
(14.116)

The variation ratio of the output voltage vO+ in CCM is

ε+ = 
vO+/2

VO+
= k

128

1

f 3L2COC2R
(14.117)

The variation ratio of the output voltage vO− in CCM is

ε− = 
vO−/2

VO−
= k

128

1

f 3C11C10L12R1
(14.118)

This converter may work in discontinuous conduction mode
if the frequency f is small, conduction duty k is small, induc-
tance L is small, and load current is high. The condition for
DCM is

MT ≤
√

3kzN

2
(14.119)

The output voltages in DCM are

VO = VO+ = |VO−| =
[

3+ k2(1− k)
zN

2

]
VI

with

√
3kzN

2
≥ 3

1− k
(14.120)

D/O Luo-converter quadruple-lift circuit is shown in
Fig. 14.42. Its output voltages (absolute values) are

VO+ = |VO−| = 4

1− k
VI

IO+ = 1− k

4
II+

and

IO− = 1− k

4
II−

The voltage transfer gain in CCM is

MQ = VO+
VI

= |VO−|
VI

= 4

1− k
(14.121)

The variation ratio of the output voltage vO+ in CCM is

ε+ = 
vO+/2

VO+
= k

128

1

f 3L2COC2R
(14.122)

The variation ratio of the output voltage vO− in CCM is

ε− = 
vO−/2

VO−
= k

128

1

f 3C11C10L12R1
(14.123)

This converter may work in discontinuous conduction
mode if the frequency f is small, conduction duty k is small,
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inductance L is small, and load current is high. The condition
for DCM is

MQ ≤
√

2kzN (14.124)

The output voltages in DCM are

VO = VO+ = |VO−| =
[

4+ k2(1− k)
zN

2

]
VI

with
√

2kzN ≥ 4

1− k
(14.125)

Summary for all D/O Luo-converters:

M = VO+
VI

= |VO−|
VI

; L = L1L2

L1 + L2
; L = L11; R = R1;

zN+ = R

fL
; zN− = R1

fL11

so that

zN = zN+ = zN−

To write common formulas for all circuits parameters, we
define that subscript j = 0 for the elementary circuit, j = 1
for the self-lift circuit, j = 2 for the re-lift circuit, j = 3 for
the triple-lift circuit, j = 4 for the quadruple-lift circuit, and
so on. The voltage transfer gain is

Mj = kh(j)[j + h(j)]
1− k

(14.126)

The variation ratio of the output voltage vO+ in CCM is

ε+j = 
vO+/2

VO+
= k

128

1

f 3L2COC2R
(14.127)

The variation ratio of the output voltage vO− in CCM is

ε−j = 
vO−/2

VO−
= k

128

1

f 3C11C10L12R1
(14.128)

The condition for DCM is

k[1+h(j)]

M 2
j

j + h(j)

2
zN ≥ 1 (14.129)

The output voltage in DCM is

VO−j =
{

j + k[2−h(j)] 1− k

2
zN

}
VI (14.130)

where

h(j) =
{

0 if j ≥ 1

1 if j = 0

is the Hong function.

14.5 Super-lift Luo-converters

Voltage-lift (VL) technique has been successfully applied in
DC/DC converter’s design. However, the output voltage of
all VL converters increases in arithmetic progression stage-
by-stage. Super-lift (SL) technique is more powerful than VL
technique. The output voltage of all SL converters increases in
geometric progression stage-by-stage. All super-lift converters
are outstanding contributions in DC/DC conversion technol-
ogy, and invented by Professor Luo and Dr. Ye in 2000–2003.
There are four series SL Converters introduced in this section:

1. Positive output (P/O) super-lift Luo-converters;
2. Negative output (N/O) super-lift Luo-converters;
3. Positive output (P/O) cascade boost-converter;
4. Negative output (N/O) cascade boost-converter;

14.5.1 P/O Super-lift Luo-converters

There are several sub-series of P/O super-lift Luo-converters:

• Main series;
• Additional series;
• Enhanced series;
• Re-enhanced series;
• Multi-enhanced series.

We only introduce three circuits of main series and addi-
tional series.

P/O SL Luo-converter elementary circuit is shown in
Fig. 14.43a. The equivalent circuits during switch on and
switch off are shown in Figs. 14.43b and c. Its output voltage
and current are

VO = 2− k

1− k
VI

and

IO = 1− k

2− k
II

The voltage transfer gain is

ME = VO

VI
= 2− k

1− k
(14.131)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC2
(14.132)

P/O SL Luo-converter re-lift circuit is shown in Fig. 14.44a.
The equivalent circuits during switch on and switch off are
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FIGURE 14.43 P/O SL Luo-converter elementary circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

L1

R

D1

S

C1

D2

C2

Iin

Vin

+

−

VC1

+

−

VC2

+

−

VO

+

−

IO

D3

L2

D4

C3

D5

VC3

+

−

C4 VC4

+

−

V1

(a)

L1 C1 C2Vin

+

−

Vin

+

−
VC2

+

−
R VO

+

−

IO

L2
C3 V1

+

−

C4
VC4

+

−

V1 L1

RC2

Iin

Vin

+

−

Vin
+−

V1

+

−
VO

+

−

IO
C1

VL1

L2

C4

V1
+−

VC4

+

−

C3

VL2

V1

(b) (c)

FIGURE 14.44 P/O SL Luo-converter re-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

shown in Figs. 14.44b and c. Its output voltage and current are

VO =
(

2− k

1− k

)2

VI

and

IO =
(

1− k

2− k

)2

II

The voltage transfer gain is

MR = VO

VI
=
(

2− k

1− k

)2

(14.133)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC4
(14.134)
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FIGURE 14.45 P/O SL Luo-converter triple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

P/O SL Luo-converter triple-lift circuit is shown in
Fig. 14.45a. The equivalent circuits during switch on and
switch off are shown in Figs. 14.45b and c. Its output voltage
and current are

VO =
(

2− k

1− k

)3

VI

and

IO =
(

1− k

2− k

)3

II

The voltage transfer gain is

MT = VO

VI
=
(

2− k

1− k

)3

(14.135)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC6
(14.136)

P/O SL Luo-converter additional circuit is shown in
Fig. 14.46a. The equivalent circuits during switch on and
switch off are shown in Figs. 14.46b and c. Its output voltage
and current are

VO = 3− k

1− k
VI

and

IO = 1− k

3− k
II

The voltage transfer gain is

MA = VO

VI
= 3− k

1− k
(14.137)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.138)

P/O SL Luo-converter additional re-lift circuit is shown
in Fig. 14.47a. The equivalent circuits during switch on and
switch off are shown in Figs. 14.47b and c. Its output voltage
and current are

VO = 2− k

1− k

3− k

1− k
VI

and

IO = 1− k

2− k

1− k

3− k
II

The voltage transfer gain is

MAR = VO

VI
= 2− k

1− k

3− k

1− k
(14.139)
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FIGURE 14.46 P/O SL Luo-converter additional circuit: (a) circuit diagram; (b) switch on; and (c) switch off.
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FIGURE 14.47 P/O SL Luo-converter additional re-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.140)

P/O SL Luo-converter additional triple-lift circuit is shown
in Fig. 14.48a. The equivalent circuits during switch on and
switch off are shown in Figs. 14.48b and c. Its output voltage

and current are

VO =
(

2− k

1− k

)2 3− k

1− k
VI

and

IO =
(

1− k

2− k

)2 1− k

3− k
II
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FIGURE 14.48 P/O SL Luo-converter additional triple-lift circuit: (a) circuit diagram; (b) switch on; and (c) switch off.

The voltage transfer gain is

MAT = VO

VI
=
(

2− k

1− k

)2 3− k

1− k
(14.141)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.142)

14.5.2 N/O Super-lift Luo-converters

There are several subseries of N/O Super-lift Luo-converters:

• Main series;
• Additional series;
• Enhanced series;
• Re-enhanced series;
• Multi-enhanced series.

We only introduce three circuits of main series and addi-
tional series.

N/O SL Luo-converter elementary circuit is shown in
Fig. 14.49. Its output voltage and current are

VO =
[

2− k

1− k
− 1

]
= 1

1− k
VI

C1

C2
VC2

VC1

D1

S +

−

+

−
R

Vin
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−

Iin

L1

IO

D2

FIGURE 14.49 N/O SL Luo-converter elementary circuit.
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and

IO = (1− k)II

The voltage transfer gain is

ME = VO

VI
= 1

1− k
(14.143)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC2
(14.144)

N/O SL Luo-converter re-lift circuit is shown in Fig. 14.50.
Its output voltage and current are

VO =
[(

2− k

1− k

)2

− 1

]
VI

and

IO = II(
(2− k)/(1− k)

)2 − 1

The voltage transfer gain is

MR = VO

VI
=
(

2− k

1− k

)2

− 1 (14.145)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC4
(14.146)

N/O SL Luo-converter triple-lift circuit is shown in
Fig. 14.51. Its output voltage and current are

VO =
[(
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]
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and

IO = II(
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FIGURE 14.50 N/O SL Luo-converter re-lift circuit.
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FIGURE 14.51 N/O SL Luo-converter triple-lift circuit.

The voltage transfer gain is

MT = VO

VI
=
(

2− k

1− k

)3

− 1 (14.147)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC6
(14.148)

N/O SL Luo-converter additional circuit is shown in
Fig. 14.52. Its output voltage and current are

VO =
[

3− k

1− k
− 1

]
VI = 2

1− k
VI

and

IO = 1− k

2
II

The voltage transfer gain is

MA = VO

VI
= 3− k

1− k
− 1 = 2

1− k
(14.149)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.150)
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FIGURE 14.52 N/O SL Luo-converter additional circuit.
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FIGURE 14.53 N/O SL Luo-converter additional re-lift circuit.

NO SL Luo-converter additional re-lift circuit is shown in
Fig. 14.53. Its output voltage and current are

VO =
[

2− k

1− k

3− k

1− k
− 1

]
VI

and

IO = II(
(2− k)/(1− k)

) (
(3− k)/(1− k)

)− 1

The voltage transfer gain is

MAR = VO

VI
= 2− k

1− k

3− k

1− k
− 1 (14.151)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.152)

N/O SL Luo-converter additional triple-lift circuit is
shown in Fig. 14.54. Its output voltage and current are

VO =
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FIGURE 14.54 N/O SL Luo-converter additional triple-lift circuit.

and

IO = II(
(2− k)/(1− k)

)2 (
(3− k)/(2− k)

)− 1

The voltage transfer gain is

MAT = VO

VI
=
(

2− k

1− k

)2 3− k

1− k
− 1 (14.153)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.154)

14.5.3 P/O Cascade Boost-converters

There are several subseries of P/O cascade boost-converters
(CBC):

• Main series;
• Additional series;
• Double series;
• Triple series;
• Multiple series.

We only introduce three circuits of main series and addi-
tional series.
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FIGURE 14.55 P/O CBC elementary circuit.

P/O CBC elementary circuit is shown in Fig. 14.55. Its
output voltage and current are

VO = 1

1− k
VI

and

IO = (1− k)II

The voltage transfer gain is

ME = VO

VI
= 1

1− k
(14.155)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC1
(14.156)
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FIGURE 14.56 P/O CBC two-stage circuit.
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FIGURE 14.57 P/O CBC three-stage circuit.

P/O CBC two-stage circuit is shown in Fig. 14.56. Its output
voltage and current are

VO =
(

1

1− k

)2

VI

and

IO = (1− k)2II

The voltage transfer gain is

M2 = VO

VI
=
(

1

1− k

)2

(14.157)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC2
(14.158)

P/O CBC three-stage circuit is shown in Fig. 14.57. Its
output voltage and current are

VO =
(

1

1− k

)3

VI

and

IO = (1− k)3II
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FIGURE 14.58 P/O CBC additional circuit.

The voltage transfer gain is

M3 = VO

VI
=
(

1

1− k

)3

(14.159)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC3
(14.160)

P/O CBC additional circuit is shown in Fig. 14.58. Its
output voltage and current are

VO = 2

1− k
VI

and

IO = 1− k

2
II

The voltage transfer gain is

MA = VO

VI
= 2

1− k
(14.161)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.162)
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FIGURE 14.59 P/O CBC additional two-stage circuit.

P/O CBC additional two-stage circuit is shown in
Fig. 14.59. Its output voltage and current are

VO = 2

(
1

1− k

)2

VI

and

IO = (1− k)2

2
II

The voltage transfer gain is

MA2 = VO

VI
= 2

(
1

1− k

)2

(14.163)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.164)

P/O CBC additional three-stage circuit is shown in
Fig. 14.60. Its output voltage and current are

VO = 2

(
1

1− k

)3

VI

and

IO = (1− k)3

2
II

The voltage transfer gain is

MA3 = VO

VI
= 2

(
1

1− k

)3

(14.165)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.166)
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FIGURE 14.60 P/O CBC additional three-stage circuit.

14.5.4 N/O Cascade Boost-converters

There are several subseries of N/O CBC:

• Main series;
• Additional series;
• Double series;
• Triple series;
• Multiple series.

We only introduce three circuits of main series and addi-
tional series.

N/O CBC elementary circuit is shown in Fig. 14.61. Its
output voltage and current are

VO =
[

1

1− k
− 1

]
VI = k

1− k
VI

and

IO = 1− k

k
II

The voltage transfer gain is

ME = VO

VI
= k

1− k
(14.167)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC1
(14.168)
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FIGURE 14.61 N/O CBC elementary circuit.
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FIGURE 14.62 N/O CBC two-stage circuit.

N/O CBC two-stage circuit is shown in Fig. 14.62. Its output
voltage and current are

VO =
[(

1

1− k

)2

− 1

]
VI

and

IO = II(
1/(1− k)

)2 − 1

The voltage transfer gain is

M2 = VO

VI
=
(

1

1− k

)2

− 1 (14.169)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC2
(14.170)

N/O CBC three-stage circuit is shown in Fig. 14.63. Its
output voltage and current are

VO =
[(

1

1− k

)3

− 1

]
VI
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FIGURE 14.63 N/O CBC three-stage circuit.

and

IO = II(
1/(1− k)

)3 − 1

The voltage transfer gain is

M3 = VO

VI
=
(

1

1− k

)3

− 1 (14.171)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC3
(14.172)

N/O CBC additional circuit is shown in Fig. 14.64. Its
output voltage and current are

VO =
[

2

1− k
− 1

]
VI = 1+ k

1− k
VI

and

IO = 1− k

1+ k
II
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FIGURE 14.64 N/O CBC additional circuit.

The voltage transfer gain is

MA = VO

VI
= 1+ k

1− k
(14.173)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.174)

N/O CBC additional two-stage circuit is shown in
Fig. 14.65. Its output voltage and current are

VO =
[

2

(
1

1− k

)2

− 1

]
VI

and

IO = II

2
(
1/(1− k)

)2 − 1

The voltage transfer gain is

MA2 = VO

VI
= 2

(
1

1− k

)2

− 1 (14.175)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.176)

N/O CBC additional three-stage circuit is shown in
Fig. 14.66. Its output voltage and current are

VO =
[

2

(
1

1− k

)3

− 1

]
VI

and

IO = II

2
(
1/(1− k)

)3 − 1
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FIGURE 14.65 N/O CBC additional two-stage circuit.
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FIGURE 14.66 N/O CBC additional three-stage circuit.

The voltage transfer gain is

MA3 = VO

VI
= 2

(
1

1− k

)3

− 1 (14.177)

The variation ratio of the output voltage vO is

ε = 
vO/2

VO
= k

2RfC12
(14.178)

14.6 Ultra-lift Luo-converters

Ultra-lift (UL) Luo-converter performs very high voltage
transfer gain conversion. Its voltage transfer gain is the product
of those of VL Luo-converter and SL Luo-converter.

We know that the gain of P/O VL Luo-converters (as in
Eq. (14.52)) is

M = VO

VI
= kh(n)[n + h(n)]

1− k

where n is the stage number, h(n) (as in Eq. (14.56)) is the
Hong function.

h(n) =
{

1 n = 0

0 n > 0

(from Eq. (14.32)) n = 0 for the elementary circuit with the

voltage transfer gain

ME = VO

VI
= k

1− k

The voltage transfer gain of P/O SL Luo-converters is

M = VO

VI
=
(

j + 2− k

1− k

)n

(14.179)

where n is the stage number, j is the multiple-enhanced num-
ber. n = 1 and j = 0 for the elementary circuit with gain (as
in Eq. (14.131))

ME = VO

VI
= 2− k

1− k

The circuit diagram of UL Luo-converter is shown in
Fig. 14.67a, which consists of one switch S, two inductors L1

and L2, two capacitors C1 and C2, three diodes, and the
load R. Its switch-on equivalent circuit is shown in Fig. 14.67b.
Its switch-off equivalent circuit for the continuous conduc-
tion mode is shown in Fig. 14.67c and switch-off equivalent
circuit for the discontinuous conduction mode is shown in
Fig. 14.67d.

14.6.1 Continuous Conduction Mode

Referring to Figs. 14.67b and c, we have got the current iL1

increases with the slope +VI /L1 during switch on, and
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FIGURE 14.67 Ultra-lift (UL) Luo-converter: (a) circuit diagram; (b) switch on; (c) switch off in CCM; and (d) switch off in DCM.

decreases with the slope −V1/L1 during switch off. In the
steady state, the current increment is equal to the decrement
in a whole period T. The relation below is obtained

kT
VI

L1
= (1− k)T

V1

L1
(14.180)

Thus,

VC1 = V1 = k

1− k
VI (14.181)

The current iL2 increases with the slope +(VI −V1)/L2 dur-
ing switch on, and decreases with the slope −(V1 − VO)/L2

during switch off. In the steady state, the current increment
is equal to the decrement in a whole period T. We obtain the
relation below

kT
VI + V1

L2
= (1− k)T

VO − V1

L2
(14.182)

VO = VC2 = 2− k

1− k
V1 = k

1− k

2− k

1− k
VI = k(2− k)

(1− k)2
VI

(14.183)

IO = (1− k)2

k(2− k)
II (14.184)

The voltage transfer gain is

M = VO

VI
= k(2− k)

(1− k)2
= k

1− k

2− k

1− k
= ME−VL ×ME−SL

(14.185)

From Eq. (14.185) we can see that the voltage transfer gain
of UL Luo-converter is very high which is the product of those

TABLE 14.3 Comparison of various converters gains

k 0.2 0.33 0.5 0.67 0.8 0.9
Buck 0.2 0.33 0.5 0.67 0.8 0.9
Boost 1.25 1.5 2 3 5 10
Buck–Boost 0.25 0.5 1 2 4 9
VL Luo-converter 0.25 0.5 1 2 4 9
SL Luo-converter 2.25 2.5 3 4 6 11
UL Luo-converter 0.56 1.25 3 8 24 99

of VL Luo-converter and SL Luo-converter. We list the transfer
gains of various converters in Table 14.3 for reference.

The variation of inductor current iL1 is


iL1 = kT
VI

L1
(14.186)

and its variation ratio is

ξ1 = 
iL1/2

IL1
= k(1− k)2TVI

2L1I2
= k(1− k)2TR

2L1M
= (1− k)4TR

2(2− k)fL1

(14.187)

The variation of inductor current iL2 is


iL2 = kTVI

(1− k)L2
(14.188)

and its variation ratio is

ξ2 = 
iL2/2

IL2
= kTVI

2L2I2
= kTR

2L2M
= (1− k)2TR

2(2− k)fL2
(14.189)
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The variation of capacitor voltage vC1 is


vC1 = 
QC1

C1
= kTIL2

C1
= kTIO

(1− k)C1
(14.190)

and its variation ratio is

σ1 = 
vC1/2

VC1
= kTIO

2(1− k)V1C1
= k(2− k)

2(1− k)2fC1R
(14.191)

The variation of capacitor voltage vC2 is


vC2 = 
QC2

C2
= kTIO

C2
(14.192)

and its variation ratio is

ε = σ2 = 
vC2/2

VC2
= kTIO

2VOC2
= k

2fC2R
(14.193)

From the analysis and calculations, we can see that all vari-
ations are very small. A design example is that VI = 10 V,
L1 = L2 = 1 mH, C1 = C2 = 1 μF, R = 3000 �, f = 50 kHz,
and conduction duty cycle k varies from 0.1 to 0.9. We then
obtain the output voltage variation ratio ε, which is less than
0.003. The output voltage is very smooth DC voltage nearly no
ripple.

14.6.2 Discontinuous Conduction Mode

Referring to Fig. 14.67d, we have got the current iL1 decreases
to zero before t = T , i.e. the current becomes zero before next
time the switch turns on. The DCM operation condition is
defined as

ξ ≥ 1

or

ξ1 = k(1− k)2TR

2L1M
= (1− k)4TR

2(2− k)fL1
≥ 1 (14.194)

The normalized impedance ZN is,

ZN = R

fL1
(14.195)

We define the filling factor m to describe the current exists
time. For DCM operation, 0 < m ≤ 1,

m = 1

ξ1
= 2L1G

k(1− k)2TR
= 2(2− k)

(1− k)4ZN
(14.196)

kT
VI

L1
= (1− k)mT

V1

L1

Thus,

VC1 = V1 = k

(1− k)m
VI (14.197)

We finally obtain the relation below

kT
VI + V1

L2
= (1− k)T

VO − V1

L2
(14.198)

VO = VC2 = 2− k

1− k
V1 = k(2− k)

m(1− k)2
VI (14.199)

The voltage transfer gain in DCM is higher than that in
CCM.

MDCM = VO

VI
= k(2− k)

m(1− k)2
= MCCM

m
with m < 1

(14.200)

14.7 Multiple-quadrant Operating
Luo-converters

Multiple-quadrant operating converters are the second-
generation converters. These converters usually perform
between two voltage sources: V1 and V2. Voltage source V1

is proposed positive voltage and voltage V2 is the load voltage.
In the investigation both voltages are proposed constant volt-
age. Since V1 and V2 are constant values, voltage transfer gain
is constant. Our interesting research will concentrate the work-
ing current, minimum conduction duty kmin , and the power
transfer efficiency η.

Multiple-quadrant operating Luo-converters are the second-
generation converters and they have three modes:

• Two-quadrant DC/DC Luo-converter in forward opera-
tion;

• Two-quadrant DC/DC Luo-converter in reverse opera-
tion;

• Four-quadrant DC/DC Luo-converter.

The two-quadrant DC/DC Luo-converter in forward opera-
tion has been derived from the positive output Luo-converter.
It performs in the first-quadrant QI and the second-quadrant
QII corresponding to the DC motor forward operation in
motoring and regenerative braking states.

The two-quadrant DC/DC Luo-converter in reverse opera-
tion has been derived from the N/O Luo-converter. It performs
in the third-quadrant QIII and the fourth-quadrant QIV corre-
sponding to the DC motor reverse operation in motoring and
regenerative braking states.

The four-quadrant DC/DC Luo-converter has been derived
from the double output Luo-converter. It performs four-
quadrant operation corresponding to the DC motor forward
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and reverse operation in motoring and regenerative braking
states.

In the following analysis the input source and output load
are usually constant voltages as shown, V1 and V2. Switches
S1 and S2 in this diagram are power metal oxide semicon-
ductor field effect transistor (MOSFET) devices, and they are
driven by a PWM switching signal with repeating frequency
f and conduction duty k. In this paper the switch repeating
period is T = 1/f , so that the switch-on period is kT and
switch-off period is (1 − k)T . The equivalent resistance is R
for each inductor. During switch-on the voltage drop across
the switches and diodes are VS and VD respectively.

14.7.1 Forward Two-quadrant DC/DC
Luo-converter

Forward Two-quadrant (F 2Q) Luo-converter is shown in
Fig. 14.68. The source voltage (V1) and load voltage (V2) are
usually considered as constant voltages. The load can be a
battery or motor back electromotive force (EMF). For example,
the source voltage is 42 V and load voltage is +14 V. There are
two modes of operation:

1. Mode A (Quadrant I): electrical energy is transferred
from source side V1 to load side V2;

2. Mode B (Quadrant II): electrical energy is transferred
from load side V2 to source side V1.

Mode A: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.69a and b. The typical output
voltage and current waveforms are shown in Fig. 14.69c. We
have the output current I2 as

I2 = 1− k

k
I1 (14.201)

and

I2 = V1 − VS − VD − V2((1− k)/k)

R
(
(k/(1− k))+ ((1− k)/k)

) (14.202)
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FIGURE 14.68 Forward two-quadrant operating Luo-converter.

The minimum conduction duty k corresponding to I2 = 0 is

kmin = V2

V1 + V2 − VS − VD
(14.203)

The power transfer efficiency is

ηA= PO

PI
= V2I2

V1I1

= 1

1+((VS+VD)/V2
)
(k/(1−k))+(RI2/V2)

[
1+((1−k)/k)2

]
(14.204)

The variation ratio of capacitor voltage vC is

ρ = 
vC /2

VC
= (1− k)I2

2fC(V1 − RI2(1/(1− k)))
(14.205)

The variation ratio of inductor current iL1 is

ξ1 = 
iL1/2

IL1
= k

V1 − VS − RI1

2fL1I1
(14.206)

The variation ratio of inductor current iL2 is

ξ2 = 
iL2/2

IL2
= k

V1 − VS − RI1

2fL2I2
(14.207)

The variation ratio of diode current iD2 is

ζD2 = 
iD2/2

IL1 + IL2
= k

V1 − VS − RI1

2fL(I1 + I2)
= k2 V1 − VS − RI1

2fLI1

(14.208)

If the diode current becomes zero before S1 switch on again,
the converter works in discontinuous region. The condition is

ζD2 = 1, i.e. k2 = 2fLI1

V1 − VS − RI1
(14.209)

Mode B: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.70a and b. The typical output
voltage and current waveforms are shown in Fig. 14.70c. We
have the output current I1 as

I1 = 1− k

k
I2 (14.210)

and

I1 = V2 − (V1 + VS + VD)((1− k)/k)

R
(
(k/(1− k))+ ((1− k)/k)

) (14.211)

The minimum conduction duty k corresponding to I1 = 0 is

kmin = V1 + VS + VD

V1 + V2 + VS + VD
(14.212)
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FIGURE 14.69 Mode A: (a) switch on; (b) switch off; and (c) waveforms.
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FIGURE 14.70 Mode B: (a) switch on; (b) switch off; and (c) waveforms.

The power transfer efficiency

ηB = PO

PI
= V1I1

V2I2

= 1

1+ ((VS + VD)/V1)+ (RI1/V1)[1+ ((1− k)/k)2]
(14.213)

The variation ratio of capacitor voltage vC is

ρ = 
vC /2

VC
= kI1

2fC[(V2/(1− k))− V1 − RI1(k/(1− k)2)]
(14.214)

The variation ratio of inductor current iL1 is

ξ1 = 
iL1/2

IL1
= k

V2 − VS − RI2

2fL1I1
(14.215)

The variation ratio of inductor current iL2 is

ξ2 = 
iL2/2

IL2
= k

V2 − VS − RI2

2fL2I2
(14.216)

The variation ratio of diode current iD1 is

ζD1 = 
iD2/2

IL1 + IL2
= k

V2 − VS − RI2

2fL(I1 + I2)
= k2 V2 − VS − RI2

2fLI2

(14.217)

If the diode current becomes zero before S2 switch on again,
the converter works in discontinuous region. The condition is

ζD1 = 1, i.e. k2 = 2fLI2

V2 − VS − RI2
(14.218)

14.7.2 Two-quadrant DC/DC Luo-converter in
Reverse Operation

Reverse two-quadrant operating (R 2Q) Luo-converter is
shown in Fig. 14.71, and it consists of two switches with two
passive diodes, two inductors and one capacitor. The source
voltage (V1) and load voltage (V2) are usually considered as
constant voltages. The load can be a battery or motor back
EMF. For example, the source voltage is 42 V and load voltage
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FIGURE 14.71 Reverse two-quadrant operating Luo-converter.

is −14 V. There are two modes of operation:

1. Mode C (Quadrant III): electrical energy is transferred
from source side V1 to load side −V2;

2. Mode D (Quadrant IV): electrical energy is transferred
from load side −V2 to source side V1.

Mode C: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.72a and b. The typical output
voltage and current waveforms are shown in Fig. 14.72c. We
have the output current I2 as

I2 = 1− k

k
I1 (14.219)

and

I2 = V1 − VS − VD − V2((1− k)/k)

R [(1/(k(1− k)))+ ((1− k)/k)]
(14.220)

The minimum conduction duty k corresponding to I2 = 0 is

kmin = V2

V1 + V2 − VS − VD
(14.221)
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FIGURE 14.72 Mode C: (a) switch on; (b) switch off; and (c) waveforms.

The power transfer efficiency is

ηC = PO

PI
= V2I2

V1I1

= 1

1+ ((VS + VD )/V2)(k/(1− k))+ (RI2/V2)[1+ (1/(1− k))2]
(14.222)

The variation ratio of capacitor voltage vC is

ρ = 
vC /2

VC
= kI2

2fC
[
(k/(1− k))V1 − ((RI2)/(1− k)2)

]
(14.223)

The variation ratio of inductor current iL1 is

ξ1 = 
iL1/2

IL1
= k

V1 − VS − RI1

2fL1I1
(14.224)

The variation ratio of inductor current iD2 is

ζD2 = ξ1 = 
iD2/2

IL1
= k

V1 − VS − RI1

2fL1I1
(14.225)

The variation ratio of inductor current iL2 is

ξ2 = 
iL2/2

I2
= k

16f 2CL2
(14.226)

If the diode current becomes zero before S1 switch on again,
the converter works in discontinuous region. The condition is

ζD2 = 1, i.e. k = 2fL1I1

V1 − VS − RI1
(14.227)
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FIGURE 14.73 Mode D: (a) switch on; (b) switch off; and (c) waveforms.

Mode D: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.73a and b. The typical output
voltage and current waveforms are shown in Fig. 14.73c. We
have the output current I1 as

I1 = 1− k

k
I2 (14.228)

and

I1 = V2 − (V1 + VS + VD)((1− k)/k)

R[(1/(k(1− k)))+ (k/(1− k))] (14.229)

The minimum conduction duty k corresponding to I1 = 0 is

kmin = V1 + VS + VD

V1 + V2 + VS + VD
(14.230)

The power transfer efficiency is

ηD = PO

PI
= V1I1

V2I2

= 1

1+ ((VS + VD )/V1)+ (RI1/V1)[(1/(1− k)2)+ (k/(1− k))2]
(14.231)

The variation ratio of capacitor voltage vC is

ρ = 
vC /2

VC
= kI1

2fC [((1− k)/k)V1 + ((RI1)/(k(1− k)))]
(14.232)

The variation ratio of inductor current iL1 is

ξ1 = 
iL1/2

IL1
= (1− k)

V2 − VS − RI2

2fL1I1
(14.233)

And the variation ratio of inductor current iD1 is

ζD1 = ξ1 = 
iD1/2

IL1
= k

V2 − VS − RI2

2fL1I2
(14.234)

The variation ratio of inductor current iL2 is

ξ2 = 
iL2/2

I2
= 1− k

16f 2CL2
(14.235)

If the diode current becomes zero before S2 switch on again,
the converter works in discontinuous region. The condition is

ζD1 = 1, i.e. k = 2fL1I2

V2 − VS − RI2
(14.236)

14.7.3 Four-quadrant DC/DC Luo-converter

Four-quadrant DC/DC Luo-converter is shown in Fig. 14.74,
which consists of two switches with two passive diodes, two
inductors, and one capacitor. The source voltage (V1) and load
voltage (V2) are usually considered as constant voltages. The
load can be a battery or motor back EMF. For example, the
source voltage is 42 V and load voltage is±14 V. There are four
modes of operation:

1. Mode A (Quadrant I): electrical energy is transferred
from source side V1 to load side V2;

2. Mode B (Quadrant II): electrical energy is transferred
from load side V2 to source side V1;

3. Mode C (Quadrant III): electrical energy is transferred
from source side V1 to load side −V2;

4. Mode D (Quadrant IV): electrical energy is transferred
from load side −V2 to source side V1.

Each mode has two states: “on” and “off.” Usually, each
state is operating in different conduction duty k. The switches
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FIGURE 14.74 Four-quadrant operating Luo-converter: (a) circuit 1 and (b) circuit 2.

are the power MOSFET devices. The circuit 1 in Fig. 14.74
implements Modes A and B, and the circuit 2 in Fig. 14.74
implements Modes C and D. Circuits 1 and 2 can changeover
by auxiliary switches (not in the figure).

Mode A: During state-on switch S1 is closed, switch S2 and
diodes D1 and D2 are not conducted. In this case inductor
currents iL1 and iL2 increase, and i1 = iL1 + iL2. During state-
off switches S1, S2, and diode D1 are off and diode D2 is
conducted. In this case current iL1 flows via diode D2 to charge
capacitor C, in the meantime current iL2 is kept to flow through
load battery V2. The free-wheeling diode current iD2 = iL1 +
iL2. Mode A implements the characteristics of the buck–boost
conversion.

Mode B: During state-on switches S2 is closed, switch S1 and
diodes D1 and D2 are not conducted. In this case inductor cur-
rent iL2 increases by biased V2, inductor current iL1 increases
by biased VC . Therefore capacitor voltage VC reduces. During
state-off switches S1, S2, and diode D2 are not on, and only
diode D1 is on. In this case source current i1 = iL1+ iL2 which
is a negative value to perform the regenerative operation.
Inductor current iL2 flows through capacitor C, it is charged
by current iL2. After capacitor C, iL2 then flows through the
source V1. Inductor current iL1 flows through the source V1 as
well via diode D1. Mode B implements the characteristics of
the boost conversion.

Mode C: During state-on switch S1 is closed, switch S2 and
diodes D1 and D2 are not conducted. In this case inductor

TABLE 14.4 Switch’s status (the blank status means OFF)

Switch or diode Mode A (QI) Mode B (QII) Mode C (QIII) Mode D (QIV)

State-on State-off State-on State-off State-on State-off State-on State-off

Circuit Circuit 1 Circuit 2

S1 ON ON
D1 ON ON
S2 ON ON
D2 ON ON

currents iL1 and iL2 increase, and i1 = iL1. During state-off
switches S1, S2, and diode D1 are off and diode D2 is con-
ducted. In this case current iL1 flows via diode D2 to charge
capacitor C and the load battery V2 via inductor L2. The
free-wheeling diode current iD2 = iL1 = iC + i2. Mode C
implements the characteristics of the buck–boost conversion.

Mode D: During state-on switches S2 is closed, switch S1

and diodes D1 and D2 are not conducted. In this case induc-
tor current iL1 increases by biased V2, inductor current iL2

decreases by biased (V2−VC ). Therefore capacitor voltage VC

reduces. Current iL1 = iC−on + i2. During state-off switches
S1, S2, and diode D2 are not on, and only diode D1 is on. In
this case source current i1 = iL1 which is a negative value
to perform the regenerative operation. Inductor current i2
flows through capacitor C that is charged by current i2, i.e.
iC−off = i2. Mode D implements the characteristics of the
boost conversion.

Summary: The switch status is shown in Table 14.4.
The operation of all modes A, B, C, and D is same to the
description in Sections 14.7.1 and 14.7.2.

14.8 Switched-capacitor Multi-quadrant
Luo-converters

Switched-component converters are the third-generation
converters. These converters are made of only inductor
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FIGURE 14.75 Two-quadrant switched-capacitor DC/DC Luo-converter.

or capacitors. They usually perform in the systems between
two voltage sources: V1 and V2. Voltage source V1 is proposed
positive voltage and voltage V2 is the load voltage that can
be positive or negative. In the investigation both voltages are
proposed constant voltage. Since V1 and V2 are constant val-
ues, so that voltage transfer gain is constant. Our interesting
research will concentrate on the working current and the
power transfer efficiency η. The resistance R of the capacitors
and inductor has to be considered for the power transfer
efficiency η calculation.

Reviewing the papers in the literature, we can find that
almost of the papers investigating the switched-component
converters are working in single-quadrant operation. Profes-
sor Luo and colleagues have developed this technique into
multi-quadrant operation. We describe these in this and next
sections.

Switched-capacitor multi-quadrant Luo-converters are the
third-generation converters, and they are made of only capac-
itors. Because these converters implement voltage-lift and
current-amplification techniques, they have the advantages of
high power density, high power transfer efficiency, and low
EMI. They have two modes:

• Two-quadrant switched-capacitor DC/DC Luo-converter;
• Four-quadrant switched-capacitor DC/DC Luo-converter.

The two-quadrant switched-capacitor DC/DC Luo-converter
in forward operation has been derived for the energy transmis-
sion of a dual-voltage system in two-quadrant operation. The
both, source and load voltages are positive polarity. It performs
in the first-quadrant QI and the second-quadrant QII corre-
sponding to the DC motor forward operation in motoring and
regenerative braking states.

The four-quadrant switched-capacitor DC/DC Luo-
converter has been derived for the energy transmission of a
dual-voltage system in four-quadrant operation. The source
voltage is positive and load voltage can be positive or negative

polarity. It performs four-quadrant operation corresponding
to the DC motor forward and reverse operation in motoring
and regenerative braking states.

From the analysis and calculation, the conduction duty k
does not affect the power transfer efficiency. It affects the input
and output power in a small region. The maximum output
power corresponds at k = 0.5.

14.8.1 Two-quadrant Switched-capacitor
DC/DC Luo-converter

This converter is shown in Fig. 14.75. It consists of nine
switches, seven diodes, and three capacitors. The high source
voltage VH and low load voltage VL are usually considered
as constant voltages, e.g. the source voltage is 48 V and load
voltage is 14 V. There are two modes of operation:

• Mode A (Quadrant I): electrical energy is transferred
from VH side to VL side;

• Mode B (Quadrant II): electrical energy is transferred
from VL side to VH side.

Each mode has two states: “on” and “off.” Usually, each state
is operating in different conduction duty k. The switching
period is T where T = 1/f , where f is the switching frequency.
The switches are the power MOSFET devices. The parasitic
resistance of all switches is rS . The equivalent resistance of all
capacitors is rC and the equivalent voltage drop of all diodes
is VD . Usually we select the three capacitors having same capac-
itance C = C1 = C2 = C3. Some reference data are useful:
rS = 0.03 �, rC = 0.02 �, and VD = 0.5 V, f = 5 kHz, and
C = 5000 μF. The switch’s status is shown in Table 14.5.

For Mode A, state-on is shown in Fig. 14.76a: switches
S1 and S10 are closed and diodes D5 and D5 are con-
ducted. Other switches and diodes are open. In this case
capacitors C1, C2, and C3 are charged via the circuit VH –
S1–C1–D5–C2–D6–C3–S10, and the voltage across capacitors
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TABLE 14.5 Switch’s status (the blank status means OFF)

Switch or diode Mode A Mode B

State-on State-off State-on State-off

S1 ON
D1 ON
S2,S3,S4 ON
D2,D3,D4 ON
S5,S6,S7 ON
D5,D6 ON
S8,S9 ON
S10 ON ON
D8,D9,D10 ON

C1, C2, and C3 is increasing. The equivalent circuit resistance
is RAN = (2rS + 3rC ) = 0.12 �, and the voltage deduction is
2VD = 1 V. State-off is shown in Fig. 14.76b: switches S2, S3,
and S4 are closed and diodes D8, D9, and D10 are conducted.
Other switches and diodes are open. In this case capacitor
C1(C2 and C3) is discharged via the circuit S2(S3 and S4)–
VL–D8(D9 and D10)–C1(C2 and C3), and the voltage across
capacitor C1(C2 and C3) is decreasing. Mode A implements
the current-amplification technique. The voltage and cur-
rent waveforms are shown in Fig. 14.76c. All three capacitors
are charged in series during state-on. The input current flows
through three capacitors and the charges accumulated on the
three capacitors should be the same. These three capacitors are
discharged in parallel during state-off. Therefore, the output
current is amplified by three times.
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FIGURE 14.76 Mode A operation: (a) state-on; (b) state-off; and (c) voltage and current waveforms.

The variation of the voltage across capacitor C1 is:


vC1 = k(VH − 3VC1 − 2VD)

fCRAN

= 2.4k(1− k)(VH − 3VL − 5VD)

(2.4+ 0.6k)fCRAN
(14.237)

After calculation,

VC1 = k(VH − 2VD)+ 2.4(1− k)(VL + VD)

2.4+ 0.6k
(14.238)

The average output current is

IL = 3

T

T∫
kT

iC1(t )dt ≈ 3(1− k)
VC1 − VL − VD

RAF
(14.239)

The average input current is

IH = 1

T

kT∫
0

iC1(t )dt ≈ k
VH − 3VC1 − 2VD

RAN
(14.240)

Therefore, we have 3IH = IL .
Output power is

PO = VLIL = 3(1− k)VL
VC1 − VL − VD

RAF
(14.241)
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Input power

PI = VH IH = kVH
VH − 3VC1 − VD

RAN
(14.242)

The transfer efficiency is

ηA = PO

PI
= 1− k

k

3VL

VH

VC1 − VL − VD

VH − 3VC1 − VD

RAN

RAF
= 3VL

VH
(14.243)

For Mode B, state-on is shown in Fig. 14.77a: switches S8,
S9, and S10 are closed and diodes D2, D3, and D4 are con-
ducted. Other switches and diodes are off. In this case all three
capacitors are charged via each circuit VL–D2(and D3, D4)–
C1(and C2, C3)–S8(and S9, S10), and the voltage across three
capacitors are increasing. The equivalent circuit resistance is
RBN = rS+ rC and the voltage deduction is VD in each circuit.
State-off is shown in Fig. 14.77b: switches S5, S6, and S7 are
closed and diode D1 is on. Other switches and diodes are open.
In this case all capacitors is discharged via the circuit VL–S7–
C3–S6–C2–S5–C1–D1–VH , and the voltage across all capacitors
is decreasing. Mode B implements the voltage-lift technique.
The voltage and current waveforms are shown in Fig. 14.77c.
All three capacitors are charged in parallel during state-on.
The input voltage is applied to the three capacitors symmetri-
cally, so that the voltages across these three capacitors should be
same. They are discharged in series during state-off. Therefore,
the output voltage is lifted by three times.

The variation of the voltage across capacitor C is:


vC1 = k(1− k)[4(VL − VD)− VH ]
fCRBN

(14.244)
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FIGURE 14.77 Mode B operation: (a) state-on; (b) state-off; and (c) voltage and current waveforms.

After calculation

VC1 = k(VL − VD)+ 1− k

3
(VH − VL + VD) (14.245)

The average input current is

IL = 1

T

⎡
⎣3

kT∫
0

iC1(t )dt +
T∫

kT

iC1(t )dt

⎤
⎦

≈ 3k
VL − VC1 − VD

RBN
+ (1− k)

3VC1 + VL − VH − VD

RBF
(14.246)

The average output current is

IH = 1

T

T∫
kT

iC1(t )dt ≈ (1− k)
3VC1 + VL − VH − VD

RBF

(14.247)

From this formula, we have 4IH = IL .
Input power is

PI =VLIL

=VL

[
3k

VL−VC−VD

RBN
+(1−k)

3VC+VL−VH −VD

RBF

]

(14.248)

Output power is

PO = VH IH = VH (1− k)
3VC + VL − VH − VD

RBF
(14.249)
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The efficiency is

ηB = PO

PI
= VH

4VL
(14.250)

14.8.2 Four-quadrant Switched-capacitor
DC/DC Luo-converter

Four-quadrant switched-capacitor DC/DC Luo-converter is
shown in Fig. 14.78. Since it performs the voltage-lift technique,
it has a simple structure with four-quadrant operation. This
converter consists of eight switches and two capacitors. The
source voltage V1 and load voltage V2 (e.g. a battery or DC
motor back EMF) are usually constant voltages. In this paper
they are supposed to be ±21 V and ±14 V. Capacitors C1 and
C2 are same and C1 = C2 = 2000 μF. The circuit equivalent
resistance R = 50 m�. Therefore, there are four modes of
operation for this converter:

1. Mode A: energy is converted from source to positive
voltage load; the first-quadrant operation, QI;

2. Mode B: energy is converted from positive voltage load
to source; the second-quadrant operation, QII;

3. Mode C: energy is converted from source to negative
voltage load; the third-quadrant operation, QIII;

4. Mode D: energy is converted from negative voltage load
to source; the fourth-quadrant operation, QIV.

The first-quadrant (Mode A) is so called the forward motor-
ing (Forw. Mot.) operation. V1 and V2 are positive, and
I1 and I2 are positive as well. The second-quadrant (Mode
B) is so called the forward regenerative (Forw. Reg.) braking
operation. V1 and V2 are positive, and I1 and I2 are negative.
The third-quadrant (Mode C) is so-called the reverse motor-
ing (Rev. Mot.) operation. V1 and I1 are positive, and V2 and
I2 are negative. The fourth-quadrant (Mode D) is so-called the
reverse regenerative (Rev. Reg.) braking operation. V1 and I2

are positive, and I1 and V2 are negative.
Each mode has two conditions: V1 > V2 and V1 < V2 (or

|V2| for QIII and QIV). Each condition has two states: “on” and
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S2

S5

S4

V2V1

i1 i2

C1 C2

S6

S7

S8

iC1
+

+
VC1

−
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+
_

FIGURE 14.78 Four-quadrant sc DC/DC Luo-converter.

TABLE 14.6 Switch’s status (mentioned switches are not open)

Quadrant No.
and mode

Condition State Source side Load side

ON OFF

QI, Mode A V1 > V2 S1,4,6,8 S2,4,6,8 V1+ V2+
Forw. Mot. V1 < V2 S1,4,6,8 S2,4,7 I1+ I2+
QII, Mode B V1 > V2 S2,4,6,8 S1,4,7 V1+ V2+
Forw. Reg. V1 < V2 S2,4,6,8 S1,4,6,8 I1− I2−
QIII, Mode C V1 > |V2| S1,4,6,8 S3,5,6,8 V1+ V2−
Rev. Mot. V1 < |V2| S1,4,6,8 S3,5,7 I1+ I2−
QIV Mode D V1 > |V2| S3,5,6,8 S1,4,7 V1+ V2−
Rev. Reg. V1 < |V2| S3,5,6,8 S1,4,6,8 I1− I2+

“off.” Usually, each state is operating in various conduction
duty k for different currents. As usual, the efficiency of all SC
DC/DC converters is independent from the conduction duty
cycle k. The switching period is T where T = 1/f . The switch
status is shown in Table 14.6.

As usual, the transfer efficiency only relies on the ratio of
the source and load voltages, and it is independent on R, C, f,
and k. We select k = 0.5 for our description. Other values for
the reference are f = 5 kHz, V1 = 21 V, V2 = 14 V, and total
C = 4000 μF, R = 50 m�.

For Mode A1, condition V1 > V2 is shown in Fig. 14.78a.
Since V1 > V2, two capacitors C1 and C2 are connected in
parallel. During switch-on state, switches S1, S4, S6, and S8

are closed and other switches are open. In this case, capaci-
tors C1//C2 are charged via the circuit V1–S1–C1//C2–S4, and
the voltage across capacitors C1 and C2 is increasing. During
switch-off state, switch S2, S4, S6, and S8 are closed and other
switches are open. In this case capacitors C1//C2 are discharged
via the circuit S2–V2–S4–C1//C2, and the voltage across capac-
itors C1 and C2 is decreasing. Capacitors C1 and C2 transfer
the energy from the source to the load.

The average capacitor voltage

VC = kV1 + (1− k)V2 (14.251)
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FIGURE 14.78a Mode A1 (QI): forward motoring with V1 > V2: (i) switch on: S1, S4, S6, and S8 on; (ii) switch off: S2, S4, S6, and S8, on; and
(iii) waveforms.

The average current is

I2 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
VC − V2

R
(14.252)

and

I1 = 1

T

kT∫
0

iC (t )dt ≈ k
V1 − VC

R
(14.253)

The transfer efficiency is

ηA1 = PO

PI
= 1− k

k

V2

V1

VC − V2

V1 − VC
= V2

V1
(14.254)

For Mode A2, condition V1 < V2 is shown in Fig. 14.78b.
Since V1 < V2, two capacitors C1 and C2 are connected in
parallel during switch on and in series during switch off. This
is so-called the voltage-lift technique. During switch-on state,
switches S1, S4, S6, and S8 are closed and other switches are
open. In this case, capacitors C1//C2 are charged via the circuit
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FIGURE 14.78b Mode A2 (QI): forward motoring with V1 < V2: (i) switch on: S1, S4, S6, and S8, on; (ii) switch off: S2, S4, and S7, on; and
(iii) waveforms.

V1–S1–C1//C2–S4, and the voltage across capacitors C1 and C2

is increasing. During switch-off state, switches S2, S4, and S7

are closed and other switches are open. In this case, capacitors
C1 and C2 are discharged via the circuit S2–V2–S4–C1–S7–C2,
and the voltage across capacitor C1 and C2 is decreasing.
Capacitors C1 and C2 transfer the energy from the source to
the load.

The average capacitor voltage is

VC = 0.5V1 + V2

2.5
= 11.2 (14.255)

The average current is

I2 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
2VC − V2

R
(14.256)

and

I1 = 1

T

kT∫
0

iC (t )dt ≈ k
V1 − VC

R
(14.257)
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FIGURE 14.78c Mode B1 (QII): forward regenerative braking with V1 > V2: (i) switch on: S2, S4, S6, and S8, on; (ii) switch off; S1, S4(S5), and S7

on; and (iii) waveforms.

The transfer efficiency is

ηA2 = PO

PI
= 1− k

k

V2

V1

2VC − V2

V1 − VC
= V2

2V1
(14.258)

For Mode B1, condition V1 > V2 is shown in Fig. 14.78c.
Since V1 > V2, two capacitors C1 and C2 are connected in
parallel during switch on and in series during switch off.
The voltage-lift technique is applied. During switch-on state,
switches S2, S4, S6, and S8 are closed. In this case, capaci-
tors C1//C2 are charged via the circuit V2–S2–C1//C2–S4, and
the voltage across capacitors C1 and C2 is increasing. During
switch-off state, switches S1, S4, and S7 are closed. In this case,
capacitors C1 and C2 are discharged via the circuit S1–V1–
S4–C2–S7–C1, and the voltage across capacitor C1 and C2 is
decreasing. Capacitors C1 and C2 transfer the energy from the
load to the source. Therefore, we have I2 = 2I1.

The average capacitor voltage is

VC = 0.5V2 + V1

2.5
= 11.2 (14.259)
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FIGURE 14.78d Mode B2 (QII): forward regenerative braking with V1 < V2: (i) switch on: S2, S4, S6, and S8, on; (ii) switch off: S1, S4(S5), S6, and
S8 on; and (iii) waveforms.

The average current is

I1 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
2VC − V1

R
(14.260)

and

I2 = 1

T

kT∫
0

iC (t )dt ≈ k
V2 − VC

R
(14.261)

The transfer efficiency is

ηB1 = PO

PI
= 1− k

k

V1

V2

2VC − V1

V2 − VC
= V1

2V2
(14.262)

For Mode B2, condition V1 < V2 is shown in Fig. 14.78d.
Since V1 < V2, two capacitors C1 and C2 are connected in
parallel. During switch-on state, switches S2, S4, S6, and S8 are
closed. In this case, capacitors C1//C2 are charged via the circuit
V2–S2–C1//C2–S4, and the voltage across capacitors C1 and C2



14 DC/DC Conversion Technique and 12 Series Luo-converters 317

is increasing. During switch-off state, switches S1, S4, S6, and
S8 are closed. In this case capacitors C1//C2 is discharged via the
circuit S1–V1–S4–C1//C2, and the voltage across capacitors C1

and C2 is decreasing. Capacitors C1 and C2 transfer the energy
from the load to the source. Therefore, we have I2 = I1.

The average capacitor voltage is

VC = kV2 + (1− k)V1 (14.263)

The average current is

I1 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
VC − V1

R
(14.264)

and

I2 = 1

T

kT∫
0

iC (t )dt ≈ k
V2 − VC

R
(14.265)

The transfer efficiency is

ηB2 = PO

PI
= 1− k

k

V1

V2

VC − V1

V2 − VC
= V1

V2
(14.266)

For Mode C1, condition V1 > |V2| is shown in Fig. 14.78e.
Since V1 > |V2|, two capacitors C1 and C2 are connected in
parallel. During switch-on state, switches S1, S4, S6, and S8

are closed. In this case, capacitors C1//C2 are charged via the
circuit V1–S1–C1//C2–S4, and the voltage across capacitors C1

and C2 is increasing. During switch-off state, switches S3, S5,
S6, and S8 are closed. Capacitors C1 and C2 are discharged via
the circuit S3–V2–S5–C1//C2, and the voltage across capacitors
C1 and C2 is decreasing. Capacitors C1 and C2 transfer the
energy from the source to the load. We have I1 = I2.
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FIGURE 14.78e Mode C1 (QIII): reverse motoring with V1 > |V2|: (i) switch on: S1, S4, S6, and S8 on; (ii) switch off: S3, S5, S6, and S8 on; and
(iii) waveforms.

The average capacitor voltage is

VC = kV1 + (1− k)|V2| (14.267)

The average current (absolute value) is

I2 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
VC − |V2|

R
(14.268)

and the average input current is

I1 = 1

T

kT∫
0

iC (t )dt ≈ k
V1 − VC

R
(14.269)

The transfer efficiency is

ηC1 = PO

PI
= 1− k

k

|V2|
V1

VC − |V2|
V1 − VC

= |V2|
V1

(14.270)

For Mode C2, condition V1 < |V2| is shown in Fig. 14.78f.
Since V1 < |V2|, two capacitors C1 and C2 are connected in
parallel during switch on and in series during switch off, apply-
ing the voltage-lift technique. During switch-on state, switches
S1, S4, S6, and S8, are closed. Capacitors C1 and C2 are charged
via the circuit V1–S1–C1//C2–S4, and the voltage across capac-
itors C1 and C2 is increasing. During switch-off state, switches
S3, S5, and S7 are closed. Capacitors C1 and C2 is discharged via
the circuit S3–V2–S5–C1–S7–C2, and the voltage across capaci-
tor C1 and C2 is decreasing. Capacitors C1 and C2 transfer the
energy from the source to the load. We have I1 = 2I2.

The average capacitor voltage is

VC = 0.5V1 + |V2|
2.5

= 11.2 (14.271)
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FIGURE 14.78f Mode C2 (QIII): reverse motoring with V1 < |V2|: (i) switch on: S1, S4, S6, and S8, on; (ii) switch off: S3, S5, and S7, on; and
(iii) waveforms.

The average currents are

I2 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
2VC − |V2|

R
(14.272)

and

I1 = 1

T

kT∫
0

iC (t )dt ≈ k
V1 − VC

R
(14.273)

The transfer efficiency is

ηC2 = PO

PI
= 1− k

k

|V2|
V1

2VC − |V2|
V1 − VC

= |V2|
2V1

(14.274)

For Mode D1, condition V1 > |V2| is shown in Fig. 14.78g.
Since V1 > |V2|, two capacitors C1 and C2 are connected in
parallel during switch on and in series during switch off, apply-
ing the voltage-lift technique. During switch-on state, switches
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FIGURE 14.78g Mode D1 (QIV): reverse regenerative braking with V1 > |V2|: (i) switch on: S3, S4, S6, and S8, on; (ii) switch off: S1, S4, and S7 on;
and (iii) waveforms.

S3, S5, S6, and S8 are closed. In this case, capacitors C1//C2

are charged via the circuit V2–S3–C1//C2–S5, and the voltage
across capacitors C1 and C2 is increasing. During switch-off
state, switches S1, S4, and S7 are closed. Capacitors C1 and
C2 are discharged via the circuit S1–V1–S4–C2–S7–C1, and the
voltage across capacitor C1 and C2 is decreasing. Capacitors
C1 and C2 transfer the energy from the load to the source. We
have I2 = 2I1.

The average capacitor voltage is

VC = 0.5|V2| + V1

2.5
= 11.2 (14.275)

The average currents are

I1 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
2VC − V1

R
(14.276)

and

I2 = 1

T

kT∫
0

iC (t )dt ≈ k
|V2| − VC

R
(14.277)
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FIGURE 14.78h Mode D2 (QIV): reverse regenerative braking with V1 < |V2|: (i) switch on: S3, S5, S6, and S8, on; (ii) switch off: S1, S4, S6, and S8

on; and (iii) waveforms.

The transfer efficiency is

ηD1 = PO

PI
= 1− k

k

V1

|V2|
2VC − V1

|V2| − VC
= V1

2|V2| (14.278)

For Mode D2, condition V1 < |V2| is shown in Fig. 14.78h.
Since V1 < |V2|, two capacitors C1 and C2 are connected in
parallel. During switch-on state, switches S3, S5, S6, and S8

are closed. In this case, capacitors C1//C2 are charged via the
circuit V2–S3–C1//C2–S5, and the voltage across capacitors C1

and C2 is increasing. During switch-off state, switches S1, S4,
S6, and S8 are closed. Capacitors C1 and C2 are discharged via
the circuit S1–V1–S4–C1//C2, and the voltage across capacitors
C1 and C2 is decreasing. Capacitors C1 and C2 transfer the
energy from the load to the source. We have I2 = I1.

The average capacitor voltage is

VC = k|V2| + (1− k)V1 (14.279)

The average currents are

I1 = 1

T

T∫
kT

iC (t )dt ≈ (1− k)
VC − V1

R
(14.280)

and

I2 = 1

T

kT∫
0

iC (t )dt ≈ k
|V2| − VC

R
(14.281)

The transfer efficiency is

ηD2 = PO

PI
= 1− k

k

V1

|V2|
VC − V1

|V2| − VC
= V1

|V2| (14.282)

14.9 Multiple-lift Push–Pull
Switched-capacitor Luo-converters

Micro-power-consumption technique requires high power
density DC/DC converters and power supply source. Voltage-
lift (VL) technique is a popular method to apply in electronic
circuit design. Since switched-capacitor can be integrated
into power integrated circuit (IC) chip, its size is small.
Combining switched-capacitor and VL techniques the DC/DC
converters with small size, high power density, high voltage
transfer gain, high power efficiency, and low EMI can be
constructed. This section introduces a new series DC/DC con-
verters – multiple-lift push–pull switched-capacitor DC/DC
Luo-converters. There are two subseries:

• P/O multiple-lift (ML) push–pull (PP) switched-
capacitor (SC) DC/DC Luo-converter;

• N/O multiple-lift push–pull switched-capacitor DC/DC
Luo-converter.

14.9.1 P/O Multiple-lift Push–Pull
Switched-capacitor DC/DC
Luo-converter

P/O ML-PP SC DC/DC Luo-converters have several subseries:

• Main series;
• Additional series;
• Enhanced series;
• Re-enhanced series;
• Multiple-enhanced series.

We only introduce three circuits of main series and addi-
tional series in this section.

P/O ML-PP SC Luo-converter elementary circuit is shown
in Fig. 14.79a. Its output voltage and current are

VO = 2VI
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FIGURE 14.79 P/O ML-PP SC Luo-converter: (a) elemental; (b) re-lift; and (c) triple-lift circuits.

and

IO = 1

2
II

The voltage transfer gain is

ME = VO

VI
= 2 (14.283)

P/O ML-PP SC Luo-converter re-lift circuit is shown in
Fig. 14.79b. Its output voltage and current are

VO = 4VI

and

IO = 1

4
II

The voltage transfer gain is

MR = 4 (14.284)

P/O ML-PP SC Luo-converter triple-lift circuit is shown in
Fig. 14.79c. Its output voltage and current are

VO = 8VI

and

IO = 1

8
II

The voltage transfer gain is

MT = 8 (14.285)

P/O ML-PP SC Luo-converter additional circuit is shown
in Fig. 14.80a. Its output voltage and current are

VO = 3VI

and

IO = 1

3
II

The voltage transfer gain is

MA = VO

VI
= 3 (14.286)

P/O ML-PP SC Luo-converter additional re-lift circuit is
shown in Fig. 14.80b. Its output voltage and current are

VO = 6VI

and

IO = 1

6
II

The voltage transfer gain is

MAR = VO

VI
= 6 (14.287)
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FIGURE 14.80 P/O ML-PP SC Luo-converter re-lift circuit: (a) additional; (b) re-lift; and (c) triple-lift circuits.

P/O ML-PP SC Luo-converter additional triple-lift circuit
is shown in Fig. 14.80c. Its output voltage and current are

VO = 12VI

and

IO = 1

12
II

The voltage transfer gain is

MAT = VO

VI
= 12 (14.288)

14.9.2 N/O Multiple-lift Push–Pull
Switched-capacitor DC/DC
Luo-converter

N/O ML-PP SC DC/DC Luo-converters have several subseries:

• Main series;
• Additional series;
• Enhanced series;
• Re-enhanced series;
• Multiple-enhanced series.

We only introduce three circuits of main series and addi-
tional series in this section.

N/O ML-PP SC Luo-converter elementary circuit is shown
in Fig. 14.81a. Its output voltage and current are

VO = VI

and

IO = II

The voltage transfer gain is

ME = VO

VI
= 1 (14.289)

N/O ML-PP SC Luo-converter re-lift circuit is shown in
Fig. 14.81b. Its output voltage and current are

VO = 3VI

and

IO = 1

3
II

The voltage transfer gain is

MR = 3 (14.290)

N/O ML-PP SC Luo-converter triple-lift circuit is shown
in Fig. 14.81c. Its output voltage and current are

VO = 7VI

and

IO = 1

7
II
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FIGURE 14.81 N/O ML-PP SC Luo-converter: (a) elemental; (b) re-lift; and (c) triple-lift circuits.

The voltage transfer gain is

MT = 7 (14.291)

N/O ML-PP SC Luo-converter additional circuit is shown
in Fig. 14.82a. Its output voltage and current are

VO = 2VI

and

IO = 1

2
II

The voltage transfer gain is

MA = VO

VI
= 2 (14.292)

N/O ML-PP SC Luo-converter additional re-lift circuit is
shown in Fig. 14.82b. Its output voltage and current are

VO = 5VI

and

IO = 1

5
II

The voltage transfer gain is

MAR = VO

VI
= 5 (14.293)

N/O ML-PP SC Luo-converter additional triple-lift circuit
is shown in Fig. 14.82c. Its output voltage and current are

VO = 11VI

and

IO = 1

11
II

The voltage transfer gain is

MAT = VO

VI
= 11 (14.294)

14.10 Switched-inductor Multi-quadrant
Operation Luo-converters

Switched-capacitor converters usually have many switches and
capacitors, especially for the system with high ratio between
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FIGURE 14.82 N/O ML-PP SC Luo-converter re-lift circuit: (a) additional; (b) re-lift; and (c) triple-lift circuits.

source and load voltages. Switched-inductor converter usually
has only one inductor even if it works in single-, two-, and/or
four-quadrant operation. Simplicity is the main advantage of
all switched inductor converters.

Switched-inductor multi-quadrant Luo-converters are the
third-generation converters, and they are made of only induc-
tor. These converters have been derived from chopper circuits.
They have three modes:

• Two-quadrant switched-inductor DC/DC Luo-converter
in forward operation;

• Two-quadrant switched-inductor DC/DC Luo-converter
in reverse operation;

• Four-quadrant switched-inductor DC/DC Luo-converter.

The two-quadrant switched-inductor DC/DC Luo-converter
in forward operation has been derived for the energy trans-
mission of a dual-voltage system. The both, source and
load voltages are positive polarity. It performs in the first-
quadrant QI and the second-quadrant QII corresponding to
the DC motor forward operation in motoring and regenerative
braking states.

The two-quadrant switched-inductor DC/DC Luo-converter
in reverse operation has been derived for the energy trans-
mission of a dual-voltage system. The source voltage is
positive and load voltage is negative polarity. It performs

in the third-quadrant QIII and the fourth-quadrant QIV

corresponding to the DC motor reverse operation in motoring
and regenerative braking states.

The four-quadrant switched-inductor DC/DC Luo-converter
has been derived for the energy transmission of a dual-voltage
system. The source voltage is positive and load voltage can be
positive or negative polarity. It performs four-quadrant oper-
ation corresponding to the DC motor forward and reverse
operation in motoring and regenerative braking states.

14.10.1 Two-quadrant Switched-inductor
DC/DC Luo-converter in
Forward Operation

Forward operation (F) 2Q SI Luo-converter is shown in
Fig. 14.83, and it consists of two switches with two passive
diodes, two inductors, and one capacitor. The source voltage
(V1) and load voltage (V2) are usually considered as constant
voltages. The load can be a battery or motor back EMF. For
example, the source voltage is 42 V and load voltage is +14 V.
There are two modes of operation:

1. Mode A (QI): electrical energy is transferred from
source side V1 to load side V2;
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FIGURE 14.83 Switched-inductor QI and II DC/DC Luo-converter.

2. Mode B (QII): electrical energy is transferred from load
side V2 to source side V1.

Mode A: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.84a and b. The typical output
voltage and current waveforms are shown in Fig. 14.84c.

We have the average inductor current IL as

IL = kV1 − V2

R
(14.295)

The variation ratio of the inductor current iL is

ζ = 
iL/2

IL
= k(1− k)V1

kV1 − V2

R

2fL
(14.296)
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FIGURE 14.84 Mode A of F 2Q SI Luo-converter: (a) state-on: S1 on; (b) state-off: D2 on, S1, off; and (c) input and output current waveforms.
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FIGURE 14.85 Mode B of F 2Q SI Luo-converter: (a) state-on: S2 on; (b) state-off: D1 on, S2 off; and (c) input and output current waveforms.

The power transfer efficiency is

ηA = PO

PI
= V2

kV1
(14.297)

The boundary between continuous and discontinuous
regions is defined as

ζ ≥ 1 i.e.

k(1− k)V1

kV1 − V2

R

2fL
≥ 1 or k ≤ V2

V1
+ k(1− k)

R

2fL
(14.298)

Average inductor current IL in discontinuous region is

IL = V1

V2 + RIL

V1 − V2 − RIL

2fL
k2 (14.299)

The power transfer efficiency is

ηA−dis = PO

PI
= V2

V2 + RIL
with k ≤ V2

V1
+ k(1− k)

R

2fL
(14.300)

Mode B: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.85a and b. The typical output
voltage and current waveforms are shown in Fig. 14.85c.

The average inductor current IL is

IL = V2 − (1− k)V1

R
(14.301)
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The variation ratio of the inductor current iL is

ζ = 
iL/2

IL
= k(1− k)V1

V2 − (1− k)V1

R

2fL
(14.302)

The power transfer efficiency

ηB = PO

PI
= (1− k)V1

V2
(14.303)

The boundary between continuous and discontinuous
regions is defined as

ζ ≥ 1, i.e.

k(1−k)V1

V2−(1−k)V1

R

2fL
≥1 or k≤

(
1− V2

V1

)
+k(1−k)

R

2fL
(14.304)

Average inductor current IL in discontinuous region is

IL = V1

V1 − V2 + RIL

V2 − RIL

2fL
k2 (14.305)

The power transfer efficiency is

ηB−dis = PO

PI
= V2 − RIL

V2

with k ≤
(

1− V2

V1

)
+ k(1− k)

R

2fL
(14.306)

14.10.2 Two-quadrant Switched-inductor
DC/DC Luo-converter in Reverse
Operation

Reverse operation (R) 2Q SI Luo-converter is shown in
Fig. 14.86, and it consists of two switches with two passive
diodes, two inductors, and one capacitor. The source voltage
(V1) and load voltage (V2) are usually considered as constant

S1

Vhigh Vlow
L1

R1

i1

iI
Vhigh Vlow

L1

R1

i2

io

kT T

kT T

t

t

iI

io

i1

i2

D2

(a) (b) (c)

+
−

+
−+

−
+
−

FIGURE 14.87 Mode C of F 2Q SI Luo-converter: (a) state-on; S1 on; (b) state-off: D2 on, S1 off; and (c) input and output current waveforms.
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FIGURE 14.86 Switched-inductor QIII and IV DC/DC Luo-converter.

voltages. The load can be a battery or motor back EMF. For
example, the source voltage is 42 V and load voltage is −14 V.
There are two modes of operation:

1. Mode C (QIII): electrical energy is transferred from
source side V1 to load side −V2;

2. Mode D (QIV): electrical energy is transferred from
load side −V2 to source side V1.

Mode C: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.87a and b. The typical output
voltage and current waveforms are shown in Fig. 14.87c.

We have the average inductor current IL as

IL = kV1 − (1− k)V2

R
(14.307)

The variation ratio of the inductor current iL is

ζ = 
iL/2

IL
= k(1− k)(V1 + V2)

kV1 − (1− k)V2

R

2fL
(14.308)

The power transfer efficiency is

ηC = PO

PI
= (1− k)V2

kV1
(14.309)
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The boundary between continuous and discontinuous
regions is defined as

ζ≥1, i.e.

k(1−k)(V1+V2)

kV1−(1−k)V2

R

2fL
≥1 or k≤ V2

V1+V2
+k(1−k)

R

2fL
(14.310)

Average inductor current IL in discontinuous region is

IL = V1 + V2

V2 + RIL

V1 − RIL

2fL
k2 (14.311)

The power transfer efficiency is

ηC−dis = PO

PI
= V2

V1

V1 − RIL

V2 + RIL

with k ≤ V2

V1 + V2
+ k(1− k)

R

2fL
(14.312)

Mode D: The equivalent circuits during switch-on and -off
periods are shown in Figs. 14.88a and b. The typical output
voltage and current waveforms are shown in Fig. 14.88c.

The average inductor current IL is

IL = kV2 − (1− k)V1

R
(14.313)

The variation ratio of the inductor current iL is

ζ = 
iL/2

IL
= k(1− k)(V1 + V2)

kV2 − (1− k)V1

R

2fL
(14.314)

The power transfer efficiency is

ηD = PO

PI
= (1− k)V1

kV2
(14.315)
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FIGURE 14.88 Mode D of F 2Q SI Luo-converter: (a) state-on: S2 on; (b) state-off: D1 on, S2 off; and (c) input and output waveforms.

The boundary between continuous and discontinuous
regions is defined as

ζ≥1, i.e.

k(1−k)(V1+V2)

kV2−(1−k)V1

R

2fL
≥1 or k≤ V1

V1+V2
+k(1−k)

R

2fL
(14.316)

Average inductor current IL in discontinuous region is

IL =
t4∫

0

= V1 + V2

V1 + RIL

V2 − RIL

2fL
k2 (14.317)

The power transfer efficiency is

ηD−dis = PO

PI
= V1

V2

V2 − RIL

V1 + RIL

with k ≤ V1

V1 + V2
+ k(1− k)

R

2fL
(14.318)

14.10.3 Four-quadrant Switched-inductor
DC/DC Luo-converter

Switched-inductor DC/DC converters successfully overcome
the disadvantage of switched-capacitor converters. Usually,
only one inductor is required for each converter with one-
or two- or four-quadrant operation, no matter how large the
difference between the input and output voltage is. There-
fore, switched-inductor converter has very simple topology
and circuit. Consequently, it has high power density. This
paper introduces a switched-inductor four-quadrant DC/DC
Luo-converter.

This converter, shown in Fig. 14.89, consists of three
switches, two diodes, and only one inductor L. The source volt-
age V1 and load voltage V2 (e.g. a battery or DC motor back
EMF) are usually constant voltages. R is the equivalent resis-
tance of the circuit, it is usually small. In this paper, V1 > |V2|,
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FIGURE 14.89 Four-quadrant switched-inductor DC/DC Luo-converter.

they are supposed as +42 V and±14 V, respectively. Therefore,
there are four-quadrants (modes) of operation:

1. Mode A: energy is transferred from source to positive
voltage load; the first-quadrant operation, QI;

2. Mode B: energy is transferred from positive voltage
load to source; the second-quadrant operation, QII;

3. Mode C: energy is transferred from source to negative
voltage load; the third-quadrant operation, QIII;

4. Mode C: energy is transferred from negative voltage
load to source; the fourth-quadrant operation, QIV.

The first-quadrant is so-called the forward motoring (Forw.
Mot.) operation. V1 and V2 are positive, and I1 and I2 are
positive as well. The second-quadrant is so-called the forward
regenerative (Forw. Reg.) braking operation. V1 and V2 are
positive, and I1 and I2 are negative. The third-quadrant is
so-called the reverse motoring (Rev. Mot.) operation. V1 and I1

are positive, and V2 and I2 are negative. The fourth-quadrant
is so-called the reverse regenerative (Rev. Reg.) braking oper-
ation. V1 and I2 are positive, and I1 and V2 are negative. Each
mode has two states: “on” and “off.” Usually, each state is oper-
ating in different conduction duty k. The switching period is T,
where T = 1/f . The switch status is shown in Table 14.7.

Mode A is shown in Fig. 14.84. During switch-on state,
switch S1 is closed. In this case the source voltage V1 sup-
plies the load V2 and inductor L, inductor current iL increases.

TABLE 14.7 Switch’s status (mentioned switches are not off)

Q no. State S1 D1 S2 D2 S3 Source Load

QI, Mode A ON ON ON 1/2 V1+ V2+
Forw. Mot. OFF ON ON 1/2 I1+ I2+
QII, Mode B ON ON ON 1/2 V1+ V2+
Forw. Reg. OFF ON ON 1/2 I1− I2−
QIII, Mode C ON ON ON 3/4 V1+ V2−
Rev. Mot. OFF ON ON 3/4 I1+ I2−
QIV, Mode D ON ON ON 3/4 V1+ V2−
Rev. Reg. OFF ON ON 3/4 I1− I2+

During switch-off state, diode D2 is on. In this case current iL
flows through the load V2 via the free-wheeling diode D2, and
it decreases.

Mode B is shown in Fig. 14.85. During switch-on state,
switch S2 is closed. In this case the load voltage V2 supplies the
inductor L, inductor current iL increases. During switch-off
state, diode D1 is on, current iL flows through the source V1

and load V2 via the diode D1, and it decreases.
Mode C is shown in Fig. 14.87. During switch-on state,

switch S1 is closed. The source voltage V1 supplies the induc-
tor L, inductor current iL increases. During switch-off state,
diode D2 is on. Current iL flows through the load V2 via the
free-wheeling diode D2, and it decreases.

Mode D is shown in Fig. 14.88. During switch-on state,
switch S2 is closed. The load voltage V2 supplies the inductor L,
inductor current iL increases. During switch-off state, diode D1

is on. Current iL flows through the source V1 via the diode D1,
and it decreases.

All description of the Modes A, B, C, and D is same as in
Sections 14.10.1 and 14.10.2.

14.11 Multi-quadrant ZCS
Quasi-resonant Luo-converters

Soft-switching converters are the fourth-generation converters.
These converters are made of only inductor or capacitors. They
usually perform in the systems between two voltage sources:
V1 and V2. Voltage source V1 is proposed positive voltage and
voltage V2 is the load voltage that can be positive or negative.
In the investigation, both voltages are proposed constant volt-
age. Since V1 and V2 are constant value, the voltage transfer
gain is constant. Our interesting research will concentrate on
the working current and the power transfer efficiency η. The
resistance R of the inductor has to be considered for the power
transfer efficiency η calculation.

Reviewing the papers in the literature, we can find that most
of the papers investigating the switched-component converters
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are working in single-quadrant operation. Professor Luo and
colleagues have developed this technique into multi-quadrant
operation. We describe these in this section and the next
sections.

Multi-quadrant ZCS quasi-resonant Luo-converters are the
fourth-generation converters. Because these converters imple-
ment ZCS technique, they have the advantages of high
power density, high power transfer efficiency, low EMI, and
reasonable EMC. They have three modes:

• Two-quadrant ZCS quasi-resonant DC/DC Luo-converter
in forward operation;

• Two-quadrant ZCS quasi-resonant DC/DC Luo-converter
in reverse operation;

• Four-quadrant ZCS quasi-resonant DC/DC Luo-
converter.

The two-quadrant ZCS quasi-resonant DC/DC Luo-
converter in forward operation is derived for the energy
transmission of a dual-voltage system. Both, the source and
load voltages are positive polarity. It performs in the first-
quadrant QI and the second-quadrant QII corresponding to
the DC motor forward operation in motoring and regenerative
braking states.

The two-quadrant ZCS quasi-resonant DC/DC Luo-
converter in reverse operation is derived for the energy
transmission of a dual-voltage system. The source voltage is
positive and load voltage is negative polarity. It performs in
the third-quadrant QIII and the fourth-quadrant QIV corre-
sponding to the DC motor reverse operation in motoring and
regenerative braking states.

The four-quadrant ZCS quasi-resonant DC/DC Luo-
converter is derived for the energy transmission of a dual-
voltage system. The source voltage is positive, and load voltage
can be positive or negative polarity. It performs four-quadrant
operation corresponding to the DC motor forward and reverse
operation in motoring and regenerative braking states.

14.11.1 Two-quadrant ZCS Quasi-resonant
Luo-converter in Forward Operation

Since both voltages are low, this converter is designed as
a ZCS quasi-resonant converter (ZCS-QRC). It is shown in
Fig. 14.90. This converter consists of one main inductor L and

V1 V2

S1

S2

D1

Lr1

Lr2Cr

L

iLi1

+ +

– –D2

Sa

1

2

FIGURE 14.90 Two-quadrant (QI+QII) DC/DC ZCS quasi-resonant
Luo-converter.

TABLE 14.8 Switch’s status (the blank status means off)

Switch or diode Mode A (QI) Mode B (QII)

State-on State-off State-on State-off

S1 ON
D1 ON
S2 ON
D2 ON

two switches with their auxiliary components. A switch Sa is
used for two-quadrant operation. Assuming the main induc-
tance is sufficiently large, the current iL is constant. The source
voltage V1 and load voltage V2 are usually constant, V1 = 42 V
and V2 = 14 V. There are two modes of operation:

1. Mode A (Quadrant I): electrical energy is transferred
from V1 side to V2 side, switch Sa links to D2;

2. Mode B (Quadrant II): electrical energy is transferred
from V2 side to V1 side, switch Sa links to D1.

Each mode has two states: “on” and “off.” The switch status
of each state is shown in Table 14.8.

Mode A is a ZCS buck converter. The equivalent circuit,
current, and voltage waveforms are shown in Fig. 14.91. There
are four time regions for the switching on and off period. The
conduction duty cycle is k = (t1+ t2) when the input current
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V1 VC

+

−

+
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−
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iLr1 V1/Z1

V1

0

0
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t1 t2 t3 t4

t1 t2 t3 t4

vc0

FIGURE 14.91 Mode A operation: (a) equivalent circuit and
(b) waveforms.
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flows through the switch S1 and inductor L. The whole period
is T = (t1 + t2 + t3 + t4). Some formulas are listed below

ω1 = 1√
Lr1Cr

; Z1 =
√

Lr1

Cr
; i1−peak = IL + V1

Z1

(14.319)

t1 = ILLr1

V1
; α1 = sin−1

(
ILZ1

V1

)
(14.320)

t2 = 1

ω1
(π + α1); vCO = V1(1+ cos α1) (14.321)

t3 = vCOCr

IL
;

ILV2

V1
= t1 + t2

T

(
IL + V1

Z1

cos α1

π/2+ α1

)

(14.322)

t4 = V1(t1 + t2)

V2IL

(
IL + V1

Z1

cos α1

π/2+ α1

)
− (t1 + t2 + t3);

(14.323)

k = t1 + t2

t1 + t2 + t3 + t4
; T = t1 + t2 + t3 + t4; f = 1/T

(14.324)

Mode B is a ZCS boost converter. The equivalent circuit,
current, and voltage waveforms are shown in Fig. 14.92. There
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FIGURE 14.92 Mode B operation: (a) equivalent circuit and (b) wave-
forms.

are four time regions for the switching on and off period. The
conduction duty cycle is k = (t1+ t2), but the output current
only flows through the source V1 in the period t4. The whole
period is T = (t1 + t2 + t3 + t4). Some formulas are listed
below

ω2= 1√
Lr2Cr

; Z2=
√

Lr2

Cr
; i2−peak= IL+ V1

Z2
(14.325)

t1= ILLr2

V1
; α2= sin−1

(
ILZ2

V1

)
(14.326)

t2= 1

ω2
(π+α2); vCO=−V1 cosα2 (14.327)

t3= (V1−vCO)Cr

IL
;

ILV2

V1
= t4

T
IL (14.328)

V2

V1
= t4

T
= t4

t1+t2+t3+t4
; t4= t1+t2+t3

(V1/V2)−1
(14.329)

k= t1+t2

t1+t2+t3+t4
; T = t1+t2+t3+t4; f =1/T (14.330)

14.11.2 Two-quadrant ZCS Quasi-resonant
Luo-converter in Reverse Operation

Two-quadrant ZCS quasi-resonant Luo-converter in reverse
operation is shown in Fig. 14.93. It is a new soft-switching tech-
nique with two-quadrant operation, which effectively reduces
the power losses and largely increases the power transfer effi-
ciency. It consists of one main inductor L and two switches
with their auxiliary components. A switch Sa is used for
two-quadrant operation. Assuming the main inductance L is
sufficiently large, the current iL is constant. The source voltage
V1 and load voltage V2 are usually constant, e.g. V1 = 42 V
and V2 = −28 V. There are two modes of operation:

1. Mode C (Quadrant III): electrical energy is transferred
from V1 side to −V2 side, switch Sa links to D2;

2. Mode D (Quadrant IV): electrical energy is transferred
from −V2 side to V1 side, switch Sa links to D1.

S1 S2 Lr2
Lr1

Cr L

D1

i1

V1

+

–

V2
+

–

D2
Sa

4 3

FIGURE 14.93 Two-quadrant (QIII+IV) DC/DC ZCS quasi-resonant
Luo-converter.
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Each mode has two states: “on” and “off.” The switch status
of each state is shown in Table 14.9.

Mode C is a ZCS buck–boost converter. The equivalent cir-
cuit, current, and voltage waveforms are shown in Fig. 14.94.
There are four time regions for the switching on and off period.
The conduction duty cycle is kT = (t1 + t2) when the input
current flows through the switch S1 and the main inductor L.
The whole period is T = (t1 + t2 + t3 + t4). Some formulas
are listed below

ω1 = 1√
Lr1Cr

; Z1 =
√

Lr1

Cr
; i1−peak = IL + V1

Z1

(14.331)

TABLE 14.9 Switch’s status (the blank status means off)

Switch or diode Mode C (QIII) Mode D (QIV)

State-on State-off State-on State-off

S1 ON
D1 ON
S2 ON
D2 ON

S1 D2Lr1
iLr1

IL
CrV1 VC

+

−

+

−
V2

−

+

(a)

(b)

V1−V2

V2 V1
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vc
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FIGURE 14.94 Mode C operation: (a) equivalent circuit and (b)
waveforms.

t1 = ILLr1

V1 + V2
; α1 = sin−1

(
ILZ1

V1 + V2

)
(14.332)

t2 = 1

ω1
(π + α1); vCO = (V1 − V2)+ V1 sin(π/2+ α1)

= V1(1+ cos α1)− V2 (14.333)

t3 = (vCO + V2)Cr

IL
= V1(1+ cos α1)Cr

IL
;

I1 = t1 + t2

T

(
IL + V1 + V2

Z1

cos α1

π/2+ α1

)
; I2 = t4

T
IL

(14.334)

t4 = V1(t1 + t2)

V2IL

(
IL + V1 + V2

Z1

cos α1

π/2+ α1

)
(14.335)

k = t1 + t2

t1 + t2 + t3 + t4
; T = t1 + t2 + t3 + t4; f = 1/T

(14.336)

Mode D is a cross ZCS buck–boost converter. The equivalent
circuit, current, and voltage waveforms are shown in Fig. 14.95.
There are four time regions for the switching on and off period.
The conduction duty cycle is kT = (t1 + t2), but the output
current only flows through the source V1 in the period t4. The
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FIGURE 14.95 Mode D operation: (a) equivalent circuit and (b)
waveforms.
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whole period is T = (t1 + t2 + t3 + t4). Some formulas are
listed below

ω2 = 1√
Lr2Cr

; Z2 =
√

Lr2

Cr
; i2−peak = IL + V2

Z2

(14.337)

t1 = ILLr2

V1 + V2
; α2 = sin−1

(
ILZ2

V2 + V2

)
(14.338)

t2 = 1

ω2
(π + α2); vCO = (V1 − V2)− V2 sin(π/2+ α2)

= V1 − V2(1+ cos α2) (14.339)

t3 = (V1 − vCO)Cr

IL
= V2(1+ cos α2)Cr

IL
;

I2 = t1 + t2

T

(
IL + V1 + V2

Z2

cos α2

π/2+ α2

)
; I1 = t4

T
IL

(14.340)

t4 = V2(t1 + t2)

V1IL

(
IL + V1 + V2

Z2

cos α2

π/2+ α2

)
(14.341)

k = t1 + t2

t1 + t2 + t3 + t4
; T = t1 + t2 + t3 + t4; f = 1/T

(14.342)

14.11.3 Four-quadrant ZCS Quasi-resonant
Luo-converter

Four-quadrant ZCS quasi-resonant Luo-converter is shown
in Fig. 14.96. Circuit 1 implements the operation in quadrants I
and II, circuit 2 implements the operation in quadrants III and
IV. Circuit 1 and 2 can be converted to each other by auxi-
liary switch. Each circuit consists of one main inductor L and
two switches. A switch Sa is used for four-quadrant operation.
Assuming that the main inductance L is sufficiently large, the
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FIGURE 14.96 Four-quadrant DC/DC ZCS quasi-resonant Luo-
converter.

current iL remains constant. The source and load voltages are
usually constant, e.g. V1 = 42 V and V2 = ±28 V [7–9]. There
are four modes of operation:

1. Mode A (Quadrant I): electrical energy is transferred
from V1 side to V2 side, switch Sa links to D2;

2. Mode B (Quadrant II): electrical energy is transferred
from V2 side to V1 side, switch Sa links to D1;

3. Mode C (Quadrant III): electrical energy is transferred
from V1 side to −V2 side, switch Sa links to D2;

4. Mode D (Quadrant IV): electrical energy is transferred
from −V2 side to V1 side, switch Sa links to D1.

Each mode has two states: “on” and “off.” The switch status
of each state is shown in Table 14.10.

The operation of Mode A, B, C, and D is same as in the
previous Sections 14.11.1 and 14.11.2.

14.12 Multi-quadrant ZVS
Quasi-resonant Luo-converters

Multi-quadrant ZVS quasi-resonant Luo-converters are the
fourth-generation converters. Because these converters imple-
ment ZCS technique, they have the advantages of high
power density, high power transfer efficiency, low EMI, and
reasonable EMC. They have three modes:

• Two-quadrant ZVS quasi-resonant DC/DC Luo-converter
in forward operation;

• Two-quadrant ZVS quasi-resonant DC/DC Luo-converter
in reverse operation;

• Four-quadrant ZVS quasi-resonant DC/DC Luo-
converter.

The two-quadrant ZVS quasi-resonant DC/DC Luo-
converter in forward operation is derived for the energy
transmission of a dual-voltage system. Both, the source and
load voltages are positive polarity. It performs in the first-
quadrant QI and the second-quadrant QII corresponding to
the DC motor forward operation in motoring and regenerative
braking states.

The two-quadrant ZVS quasi-resonant DC/DC Luo-
converter in reverse operation is derived for the energy
transmission of a dual-voltage system. The source voltage is
positive and load voltage is negative polarity. It performs in
the third-quadrant QIII and the fourth-quadrant QIV corre-
sponding to the DC motor reverse operation in motoring and
regenerative braking states.

The four-quadrant ZVS quasi-resonant DC/DC Luo-
converter is derived for the energy transmission of a dual-
voltage system. The source voltage is positive, and load voltage
can be positive or negative polarity. It performs four-quadrant
operation corresponding to the DC motor forward and reverse
operation in motoring and regenerative braking states.
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TABLE 14.10 Switch’s status (the blank status means off)

Circuit//switch or diode Mode A (QI) Mode B (QII) Mode C (QIII) Mode D (QIV)

State-on State-off State-on State-off State-on State-off State-on State-off

Circuit Circuit 1 Circuit 2

S1 ON ON
D1 ON ON
S2 ON ON
D2 ON ON

14.12.1 Two-quadrant ZVS Quasi-resonant
DC/DC Luo-converter in Forward
Operation

Two-quadrant ZVS quasi-resonant Luo-converter in forward
operation is shown in Fig. 14.97. It consists of one main
inductor L and two switches with their auxiliary components.

Assuming the main inductance L is sufficiently large, the
current iL is constant. The source voltage V1 and load voltage
V2 are usually constant, e.g. V1 = 42 V and V2 = 14 V. There
are two modes of operation:

1. Mode A (Quadrant I): electrical energy is transferred
from V1 side to V2 side;

2. Mode B (Quadrant II): electrical energy is transferred
from V2 side to V1 side.

Each mode has two states: “on” and “off.” The switch status
of each state is shown in Table 14.11.

Mode A is a ZVS buck converter shown in Fig. 14.98. There
are four time regions for the switching on and off period.
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FIGURE 14.97 Two-quadrant (QI+QII) DC/DC ZVS quasi-resonant
Luo-converter.

TABLE 14.11 Switch’s status (the blank status means off)

Switch Mode A (QI) Mode B (QII)

State-on State-off State-on State-off

S1 ON
D1 ON
S2 ON
D2 ON

V1

S1

D2

Lr

IL

ir+ −
vc1
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Cr1

+
+
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FIGURE 14.98 Mode A operation: (a) equivalent circuit and (b)
waveforms.

The conduction duty cycle is kT = (t3 + t4) when the input
current flows through the switch S1 and the main inductor L.
The whole period is T = (t1 + t2 + t3 + t4). Some relevant
formulas are listed below

ω1= 1√
Lr Cr1

; Z1=
√

Lr

Cr1
; vc1−peak=V1+Z1IL (14.343)

t1= V1Cr1

IL
; α1= sin−1

(
V1

Z1IL

)
(14.344)

t2= 1

ω1
(π+α1); irO1=−IL cosα1 (14.345)
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t3= (IL− irO1)Lr

V1
; I1= ILV2

V1
= 1

T

t4∫
t3

ir dt≈ 1

T
(ILt4)= t4

T
IL

(14.346)

t4= t1+t2+t3

(V1/V2)−1
(14.347)

k= t3+t4

t1+t2+t3+t4
; T = t1+t2+t3+t4; f =1/T (14.348)

Mode B is a ZVS boost converter shown in Fig. 14.99. There
are four time regions for the switching on and off period. The
conduction duty cycle is kT = (t3+ t4), but the output current
only flows through the source V1 in the period (t1 + t2). The
whole period is T = (t1+ t2+ t3+ t4). Some relevant formulas
are listed below

ω2 = 1√
Lr Cr2

; Z2 =
√

Lr

Cr2
; vC2−peak = V1 + Z2IL

(14.349)

t1 = V1Cr2

IL
; α2 = sin−1

(
V1

Z2IL

)
(14.350)
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FIGURE 14.99 Mode B operation: (a) equivalent circuit and (b) wave-
forms.

t2 = 1

ω2
(π + α2); irO2 = IL(1+ cos α2) (14.351)

t3 = irO2Lr

V1
;

I1 = ILV2

V1
= 1

T

t3∫
t1

ir dt ≈ 1

T

[
IL
(
t2 + t3

)] = t2 + t3

T
IL ;

or
V2

V1
= 1

T
(t2 + t3) = t2 + t3

t1 + t2 + t3 + t4
(14.352)

t4 =
(

V1

V2
− 1

)
(t2 + t3)− t1; (14.353)

k = t3 + t4

t1 + t2 + t3 + t4
; T = t1 + t2 + t3 + t4; f = 1/T

(14.354)

14.12.2 Two-quadrant ZVS Quasi-resonant
DC/DC Luo-converter in Reverse
Operation

Two-quadrant ZVS quasi-resonant Luo-converter in reverse
operation is shown in Fig. 14.100. It consists of one main
inductor L and two switches with their auxiliary components.
Assuming the main inductance L is sufficiently large, the cur-
rent iL is constant. The source voltage V1 and load voltage V2

are usually constant, e.g. V1 = +42 V and V2 = −28 V. There
are two modes of operation:

1. Mode C (Quadrant III): electrical energy is transferred
from V1 side to −V2 side;

2. Mode D (Quadrant IV): electrical energy is transferred
from −V2 side to V1 side.

Each mode has two states: “on” and “off.” The switch status
of each state is shown in Table 14.12.

Mode C is a ZVS buck–boost converter shown in Fig. 14.101.
There are four time regions for the switching on and off
period. The conduction duty cycle is kT = (t3 + t4) when
the input current flows through the switch S1 and the main
inductor L. The whole period is T = (t1 + t2 + t3 + t4).

V1 V2

S1 S2

D1 D2

Lr

Cr1 L

ir
+

−

−

+
iL

Cr2

FIGURE 14.100 Two-quadrant (QIII+IV) DC/DC ZVS quasi-resonant
Luo-converter.
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TABLE 14.12 Switch’s status (the blank status means off)

Switch Mode C (QIII) Mode D (QIV)

State-on State-off State-on State-off

S1 ON
D1 ON
S2 ON
D2 ON

V1

S1 D2Lr

Cr1

IL

ir
Vc1

+

−
V2

−

+

+ −

D1

(a)

(b)

V1+V2

vC1 Z1IL

IL

0

0

ir

t1 t2 t3 t4

t1 t2 t3 t4

ir01

IL

t3' IL

FIGURE 14.101 Mode C operation: (a) equivalent circuit and (b)
waveforms.

Some formulas are listed below

ω1= 1√
Lr Cr1

; Z1=
√

Lr

Cr1
; vc1−peak=V1+V2+Z1IL

(14.355)

t1= (V1+V2)Cr1

IL
; α1= sin−1

(
V1+V2

Z1IL

)
(14.356)

t2= 1

ω1
(π+α1); irO1=−IL sin(π/2+α1) (14.357)

t3= (IL− irO1)Lr

V1+V2
= IL(1+cosα1)Lr

V1+V2
;

I1= ILV2

V1
= 1

T

t4∫
t3

ir dt≈ 1

T
(ILt4)= t4

T
IL (14.358)

t4= t1+t2+t3

(V1/V2)−1
; I2= 1

T

t3∫
t1

(IL− ir )dt≈ t1+t2+t3

T
IL

(14.359)

k= t3+t4

t1+t2+t3+t4
; T = t1+t2+t3+t4; f =1/T (14.360)

Mode D is a cross ZVS buck–boost converter shown in
Fig. 14.102. There are four time regions for the switching on
and off period. The conduction duty cycle is kT = (t3 + t4),
but the output current only flows through the source V1 in the
period (t1 + t2). The whole period is T = (t1 + t2 + t3 + t4).
Some formulae are listed below

ω2 = 1√
Lr Cr2

; Z2 =
√

Lr

Cr2
; vC2−peak = V1 + V2 + Z2IL

(14.361)

t1 = (V1 + V2)Cr2

IL
; α2 = sin−1

(
V1 + V2

Z2IL

)
(14.362)

+ −

V1

Cr2

IL

D1 S2

Vc2

ir
+

−

Lr

V2

−

+

D2

(a)

(b)

V1+V2

vC2 Z2IL

IL

0

0

ir

t1 t2 t3 t4

t1 t2 t3 t4

ir02

t3'

IL

FIGURE 14.102 Mode D operation: (a) equivalent circuit and (b)
waveforms.
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t2 = 1

ω2
(π + α2); irO2 = IL[1+ sin(π/2+ α2)] (14.363)

t3 = irO2Lr

V1 + V2
= IL(1+ cos α2)Lr

V1 + V2
;

I1 = 1

T

t3∫
t1

ir dt ≈ t1 + t2 + t3

T
IL ;

I2 = 1

T

t4∫
t3

ir dt ≈ 1

T
(ILt4) = t4

T
IL ;

V2

V1
= 1

T
(t1 + t2 + t3) = t1 + t2 + t3

t1 + t2 + t3 + t4
(14.364)

t4 =
(

V1

V2
− 1

)
(t1 + t2 + t3) (14.365)

k = t3 + t4

t1 + t2 + t3 + t4
; T = t1 + t2 + t3 + t4; f = 1/T

(14.366)

14.12.3 Four-quadrant ZVS Quasi-resonant
DC/DC Luo-converter

Four-quadrant ZVS quasi-resonant Luo-converter is shown in
Fig. 14.103. Circuit 1 implements the operation in quadrants
I and II, circuit 2 implements the operation in quadrants III
and IV. Circuit 1 and 2 can be converted to each other by aux-
iliary switch. Each circuit consists of one main inductor L and
two switches. Assuming that the main inductance L is suffi-
ciently large, the current iL is constant. The source and load
voltages are usually constant, e.g. V1 = 42 V and V2 = ±28 V.
There are four modes of operation:

V1

S1

S2

D1

D2

Lr

Cr2
L

iL
ir

Cr1

+

−

V2−
+

ab ab cdcd

S3

FIGURE 14.103 Four-quadrant DC/DC ZVS quasi-resonant Luo-
converter.

• Mode A (Quadrant I): electrical energy is transferred
from V1 side to V2 side;

• Mode B (Quadrant II): electrical energy is transferred
from V2 side to V1 side;

• Mode C (Quadrant III): electrical energy is transferred
from V1 side to −V2 side;

• Mode D (Quadrant IV): electrical energy is transferred
from −V2 side to V1 side.

Each mode has two states: “on” and “off.” The switch status
of each state is shown in Table 14.13.

The description of Modes A, B, C, and D is same as in the
previous Sections 14.12.1 and 14.12.2.

14.13 Synchronous-rectifier DC/DC
Luo-converters

Synchronous-rectifier (SR) DC/DC converters are called the
fifth-generation converters. The development of the micro-
electronics and computer science requires the power supplies
with low output voltage and strong current. Traditional diode
bridge rectifiers are not available for this requirement. Soft-
switching technique can be applied in SR DC/DC converters.
We have created few converters with very low voltage (5 V, 3.3 V,
and 1.8∼ 1.5 V) and strong current (30 A, 60 A up to 200 A)
and high power transfer efficiency (86%, 90% up to 93%). In
this section, few new circuits, different from the ordinary SR
DC/DC converters, are introduced:

• Flat transformer synchronous-rectifier DC/DC Luo-
converter;

• Double current synchronous-rectifier DC/DC Luo-
converter with active clamp circuit;

• Zero-current-switching synchronous-rectifier DC/DC
Luo-converter;

• Zero-voltage-switching synchronous-rectifier DC/DC
Luo-converter.

14.13.1 Flat Transformer Synchronous-rectifier
DC/DC Luo-converter

Flat transformer SR DC/DC Luo-converter is shown in
Fig. 14.104. The switches S1, S2, and S3 are the low-resistance
MOSFET devices with very low resistance RS (7–8 m�). Since
we use a flat transformer, the leakage inductance Lm and
resistance RL are small. Other parameters are C = 1 μF,
Lm = 1 nH, RL = 2 m�, L = 5 μH, CO = 10 μF. The input
voltage is V1 = 30 VDC and output voltage is V2, the output
current is IO . The transformer term’s ratio is N = 12 : 1. The
repeating period is T = 1/f and conduction duty is k. There
are four working modes.
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TABLE 14.13 Switch’s status (the blank status means off)

Circuit//switch or diode Mode A (QI) Mode B (QII) Mode C (QIII) Mode D (QIV)

State-on State-off State-on State-off State-on State-off State-on State-off

Circuit Circuit 1 Circuit 2

S1 ON ON
D1 ON ON
S2 ON ON
D2 ON ON

PWM

C Lm

T

N  :  1

CO

V1

R v2

L RL

v3

S3

S2

S1

D3

D2

FIGURE 14.104 Flat transformer SR Luo-converter.

The natural resonant frequency is

ω = 1√
LmC

(14.367)

The intervals are

t1 = Lm

V1

IO

N
; t2 ≈ kT ; (14.368)

t3 =
√

LmC

⎡
⎢⎢⎣π

2
+ V1√

V 2
1 + Lm

C

(
IO
N

)2

⎤
⎥⎥⎦ ; t4 ≈ (1− k)T

(14.369)

Average output voltage V2 and input current I1 are

V2 = kV1

N
−
(

RL + RS + Lm

TN 2

)
IO ; I1 = k

IO

N
(14.370)

The power transfer efficiency is

η = V2IO

V1I1
= 1− RL + RS + (Lm/TN 2)

kV1/N
IO (14.371)

When we set the frequency f = 150–200 kHz, we obtained
the V2= 1.8 V, N= 12, IO = 0–30 A, Volume= 2.5 in3. The
average power transfer efficiency is 92.3% and the maximum
power density (PD) is 21.6 W/in3.

14.13.2 Double Current SR DC/DC
Luo-converter with Active
Clamp Circuit

The converter in Fig. 14.104 resembles a half-wave rectifier.
Double current (DC) SR DC/DC Luo-converter with active
clamp circuit is shown in Fig. 14.105. The switches S1–S4 are
the low-resistance MOSFET devices with very low resistance
RS (7–8 m�). Since S3 and S4 plus L1 and L2 form a double
current circuit and S2 plus C is the active clamp circuit, this
converter resembles a full-wave rectifier and obtains strong
output current. Other parameters are C = 1 μF, Lm = 1 nH,
RL = 2 m�, L = 5 μH, CO = 10 μF. The input voltage is
V1 = 30 VDC and output voltage is V2, the output current is
IO . The transformer term’s ratio is N = 12 : 1. The repeating
period is T = 1/f and conduction duty is k. There are four
working modes.

The natural resonant frequency is

ω = 1√
LmC

; VC = k

1− k
V1 (14.372)

The interval of t1 is

t1 = Lm

V1

IO

N
; t2 ≈ kT ; (14.373)
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PWM
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C Lm

FT

S2

S1 D1

D2
N:1

S4

S3 D3

D4

L2

L1

R

CO

V2

+_

FIGURE 14.105 Double current SR Luo-converter.

t3 =
√

LmC

⎡
⎢⎢⎣π

2
+ V1√

V 2
1 + Lm

C

(
IO
N

)2

⎤
⎥⎥⎦ ; t4 ≈ (1− k)T

(14.374)

Average output voltage V2 and input current I1 are

V2 = kV1

N
−
(

RL + RS + Lm

TN 2

)
IO ; I1 = k

IO

N
(14.375)

The power transfer efficiency

η = V2IO

V1I1
= 1− RL + RS + (Lm/TN 2)

kV1/N
IO (14.376)

When we set the frequency f = 200–250 kHz, we obtained
the V2 = 1.8 V, N = 12, IO = 0–35 A, Volume= 2.5 in3. The
average power transfer efficiency is 94% and the maximum
power density (PD) is 25 W/in3.

14.13.3 Zero-current-switching
Synchronous-rectifier DC/DC
Luo-converter

Since the power loss across the main switch S1 is high in DC
SR DC/DC Luo-converter, we designed ZCS SR DC/DC Luo-
converter shown in Fig. 14.106. This converter is based on the
DC SR DC/DC Luo-converter plus ZCS technique. It employs
a double core flat transformer.

The ZCS resonant frequency is

ωr = 1√
Lr Cr

(14.377)

The normalized impedance is

Zr =
√

Lr

Cr
and α = sin−1

(
I1Zr

V1

)
(14.378)

The intervals are

t1 = I1Lr

V1
; t2 = 1

ωr
(π + α); (14.379)

t3 = V1(1+ cos α)Cr

I1
;

t4 = V1(t1 + t2)

V2I1

(
IL + V1

Zr

cos α

π/2+ α

)
− (t1 + t2 + t3)

(14.380)

Average output voltage V2 and input current I1 are

V2 = kV1

N
−
(

RL + RS + Lm

TN 2

)
IO ; I1 = k

IO

N
(14.381)

The power transfer efficiency

η = V2IO

V1I1
= 1− RL + RS + (Lm/TN 2)

kV1/N
IO (14.382)

When we set the V1 = 60 V and frequency f = 200–250 kHz,
we obtained the V2= 1.8 V, N = 12, IO = 0–60 A, Volume=
4 in3. The average power transfer efficiency is 94.5% and the
maximum power density (PD) is 27 W/in3.

14.13.4 Zero-voltage-switching
Synchronous-rectifier DC/DC
Luo-converter

ZVS SR DC/DC Luo-converter is shown in Fig. 14.107. This
converter is based on the DC SR DC/DC Luo-converter plus
ZVS technique. It employs a double core flat transformer.

The ZVS resonant frequency is

ωr = 1√
Lr Cr

(14.383)
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FIGURE 14.106 ZCS DC SR Luo-converter.
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FIGURE 14.107 ZVS DC SR Luo-converter.
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The normalized impedance is

Zr =
√

Lr

Cr
; α = sin−1

(
V1

Zr I1

)
(14.384)

The intervals are

t1 = V1Cr

I1
; t2 = 1

ωr
(π + α); (14.385)

t3 = I1(1+ cos α)Lr

V1
; t4 = t1 + t2 + t3

(V1/V2)− 1
(14.386)

Average output voltage V2 and input current I1 are

V2 = kV1

N
−
(

RL + RS + Lm

TN 2

)
IO ; I1 = k

IO

N
(14.387)

The power transfer efficiency

η = V2IO

V1I1
= 1− RL + RS + (Lm/TN 2)

kV1/N
IO (14.388)

When we set the V1 = 60 V and frequency f = 200–250 kHz,
we obtained the V2 = 1.8 V, N = 12, IO = 0–60 A, Vol-
ume= 4 in3. The average power transfer efficiency is 94.5%
and the maximum power density (PD) is 27 W/in3.

14.14 Multiple-element Resonant Power
Converters

Multiple energy-storage elements resonant power converters
(x-Element RPC) are the sixth-generation converters. Accord-
ing to the transferring, power becomes higher and higher,
traditional methods are hardly satisfied to deliver large power
from source to final actuators with high efficiency. In order
to reduce the power losses during the conversion process the
sixth-generation converters – multiple energy-storage elements
resonant power converters (x-Element RPC) – are created.
They can be sorted into two main groups:

• DC/DC resonant converters;
• DC/AC resonant inverters.

Both groups converters consist of multiple energy-storage
elements: two elements, three elements, or four elements.
These energy-storage elements are passive parts: inductors and
capacitors. They can be connected in series or parallel in var-
ious methods. In full statistics, the circuits of the multiple
energy-storage elements converters are:

• 8 topologies of 2-element RPC;
• 38 topologies of 3-element RPC;
• 98 topologies of 4-element (2L-2C) RPC.

How to investigate the large quantity converters is a vital
task. This problem was addressed in the last decade of last
century. Unfortunately, much attention was not paid to it. This
generation converters were not well discussed, only limited
number of papers was published in the literature.

14.14.1 Two Energy-storage Elements Resonant
Power Converters

The 8 topologies of 2-element RPC are shown in Fig. 14.108.
These topologies have simple circuit structure and least com-
ponents. Consequently, they can transfer the power from
source to end-users with higher power efficiency and lower
power losses.

Usually, the 2-Element RPC has very narrow response fre-
quency bands, which is defined as the frequency width between
the two half-power points. The working point must be selected
in the vicinity of the natural resonant frequency ω0 = 1/

√
LC .

Another drawback is that the transferred waveform is usu-
ally not a perfect sinusoidal, i.e. the output waveform THD is
not zero.

Since total power losses are mainly contributed by the
power losses across the main switches. As resonant conversion
technique, the 2-Element RPC has high power transferring
efficiency.

(1)

(3)

(5)

(7)

(2)

(4)

(6)

(8)

FIGURE 14.108 8 topologies of 2-element RPC.
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14.14.2 Three Energy-storage Elements
Resonant Power Converters

The 38 topologies of 3-element RPC are shown in Fig. 14.109.
These topologies have one more component when compared
to the 2-element RPC topologies. Consequently, they can
transfer the power from source to end-users with higher lower
power and lower power transfer efficiency.

Usually, the 3-element RPC has a much wider response
frequency bands, which is defined as the frequency width
between the two half-power points. If the circuit is a low-
pass filter, the frequency bands can cover the frequency range
from 0 to the natural resonant frequency ω0 = 1/

√
LC . The

working point can be selected from a much wider frequency

(2)

(9) 

(1)

(5)

(3) (4)

(6) (7) (8)

(10) (11) (12)

(13) (14) (15) (16)

(17) (18)

FIGURE 14.109 38 topologies of 3-element RPC.

width which is lower than the natural resonant frequency
ω0 = 1/

√
LC .

Another advantage, better than the 2-element RPC topolo-
gies, is that the transferred waveform can usually be a
perfect sinusoidal, i.e. the output waveform THD is nearly
zero. As well-known, mono-frequency waveform transferring
operation has very low EMI.

14.14.3 Four Energy-storage Elements Resonant
Power Converters

The 98 topologies of 4-element (2L-2C) RPC are shown in
Fig. 14.110. If no restriction such as 2L-2C for 4-element RPC,



14 DC/DC Conversion Technique and 12 Series Luo-converters 341

(2) (3) (4)

(5) (6)

(1)

(7)

c

(8)

(12)(9)

(13) (15)

(11)(10)

(14) (16)

(17) (18) (19) (20)

FIGURE 14.110 98 topologies of 4-element RPC.
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(21) (23) (24)(22)

(25) (26) (27) (28)

(29) (30) (31) (32)

(33) (34) (35) (36)

(37) (38) (40)(39)

FIGURE 14.110 continued.
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FIGURE 14.110 continued.

the number of the topologies of 4-element RPC can be much
larger. Although these topologies have comparably complex
circuit structure, they can still transfer the power from source
to end-users with higher power efficiency and lower power
losses.

Usually, the 4-element RPC has a wide response frequency
bands, which is defined as the frequency width between the
two half-power points. If the circuit is a low-pass filter, the

frequency bands can cover the frequency range from 0 to
the high half-power point which is definitely higher that
the natural resonant frequency ω0 = 1/

√
LC . The working

point can be selected from a wide area across (lower and
higher than) the natural resonant frequency ω0 = 1/

√
LC .

Another advantage is that the transferred waveform is usu-
ally a perfect sinusoidal, i.e. the output waveform THD is
very close to zero. As well-known, mono-frequency-waveform
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FIGURE 14.110 continued.
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( 94 )( 93 ) ( 95 ) ( 96)
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FIGURE 14.110 continued.

transferring operation has very low EMI and reasonable EMS
and EMC.

14.14.4 Bipolar Current and Voltage Sources

Depending on different applications, resonant network can be
low-pass filter, high-pass filter, or band-pass filter. For large
power transferring, low-pass filter is usually employed. In this
case, inductors are arranged in series arms and capacitors are
arranged in shunt arms. If the first component is inductor, only
voltage source can be applied since inductor current is continu-
ous. Vice versa, if the first component is capacitor, only current
source can be applied since capacitor voltage is continuous.

14.14.4.1 Bipolar Voltage Source
A bipolar voltage source using single voltage source is shown in
Fig. 14.111. Since only voltage source is applied, there are four
switches applied alternatively switching on or off to supply
positive and negative voltage to the network. In the figure, the
load is a resistance R.

The circuit of this voltage source is likely a four-quadrant
operational chopper. The conduction duty cycle for each
switch is 50%. For safety reason, the particular circuitry
design has to consider some small gap between the turn-
over (commutation) operation to avoid the short-circuit
incidence.

The repeating frequency is theoretically not restricted. For
industrial applications, the operating frequency is usually
arranged in the range between 10 kHz and 5 MHz, depending
on the application conditions.

14.14.4.2 Bipolar Current Source
A bipolar current voltage source using single voltage sources
is shown in Fig. 14.112. To obtain stable current, the voltage
source is connected in series by a large inductor. There are four
switches applied alternatively switching on or off to supply
positive and negative current to the network. In the figure, the
load is a resistance R.

The circuit of this current source is likely a two-quadrant
operational chopper. The conduction duty cycle for each
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FIGURE 14.111 A bipolar voltage source using single voltage source.
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FIGURE 14.112 A bipolar current voltage source using single voltage
source.

switch is 50%. For safety reason, the particular circuitry
design has to consider some small gap between the turn-
over (commutation) operation to avoid the short-circuit
incidence.

The repeating frequency is theoretically not restricted. For
industrial applications, the operating frequency is usually
arranged in the range between 10 kHz and 5 MHz, depending
on the application conditions.
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FIGURE 14.113 Luo-resonator.

14.15 Gate Control Luo-resonator

Luo-resonator is shown in Fig. 14.113. It generates the PWM
pulse train to drive the static switch S. Luo-resonator is a high
efficiency and simple structure circuit with easily adjusting
frequency f and conduction duty k. It consists of three opera-
tional amplifiers (OA) named OA1-3 and auxiliary. These three
741-type OA’s are integrated in a chip TL074 (which contains
four OA’s). Two potentiometers are applied to adjust the fre-
quency f and conduction duty k. The voltage waveforms are
shown in Fig. 14.114.

Type-741 OA can work at the power supply ±3 − ±18 V
that are marked V+, G, and V− with |V − | = V+. OA2 in
Fig. 14.113 acts as the integration operation, its output VC is
a triangle waveform with regulated frequency f = 1/T con-
trolled by potentiometer R4. OA1 acts as a resonant operation,
its output VB is a square-waveform with the frequency f. OA3
acts as a comparator, its output VD is a square-waveform pulse
train with regulated conduction duty k controlled by R7.

Firstly, assuming the voltage VB = V+ at t = 0 and feeds
positively back to OA1 via R2. This causes the OA1’s out-
put voltage maintained at VB = V+. In the meantime, VB

inputs to OA2 via R4, the output voltage VC of OA2, therefore,
decreases towards V− with the slope 1/R4C. Voltage VC feeds
negatively back to OA1 via R3. Voltage VA at point A changes
from (mV+) to 0 in the period of 2mR4C. Usually, R3 is set
slightly smaller than R2, the ratio is defined as m = R3/R2.
Thus, voltage VA intends towards negative. It causes the OA1’s
output voltage VB = V− at t = 2mR4C and voltage VA jumps
to mV−. Vice versa, the voltage VB = V− at t = 2mR4C and
feeds positively back to OA1 via R2. This causes the OA1’s
output voltage maintained at VB = V−. In the meantime,
VB inputs to OA2 via R4, the output voltage VC of OA2, there-
fore, increases towards V+ with the slope 1/R4C. Voltage VC

feeds negatively back to OA1 via R3. Voltage VA at point A
changes from (mV−) to 0 in the period of 2mR4C. Thus,
voltage VA intends towards positive. It causes the OA1’s out-
put voltage VB = V+ at t = 4mR4C and voltage VA jumps
to mV+.
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FIGURE 14.114 Voltage waveforms of Luo-resonator.

Then VC inputs to OA3 and compares with shift sig-
nal Voff -set regulated by the potentiometer R7 via R6. When
Voff -set = 0, OA3 yields its output voltage VD as a pulse
train with conduction duty k = 0.5. Positive Voff -set shifts
the zero-cross point of voltage VC downwards, hence, OA3
yields its output voltage VD as a pulse train with conduction
duty k > 0.5. Vice versa, negative Voff -set shifts the zero-cross
point of voltage VC upwards, hence, OA3 yields its output volt-
age VD as a pulse train with conduction duty k < 0.5 as shown
in Fig. 14.114. Conduction duty k is controlled by Voff -set via
the potentiometer R7.

The calculation formulas are

m = R3

R2
(14.389)

f = 1

4mR4C
(14.390)

k = 0.5+ R5Voff -set

2R6V+ (14.391)

This PWM pulse train VD is applied to the DC/DC converter
switch such as a transistor, MOSFET, or IGBT via a coupling
circuit.

A design example: A Luo-resonator was designed as shown
in Fig. 14.113 with the component values of R0 = 10 k�;
R1 = R2 = R5 = 100 k�, R3 = R6 = 95 k�; R4 = 510 �–
5.1 k� R7 = 20 k�; and C = 5.1 nF. The results are
m = 0.95, frequency f = 10–100 kHz and conduction duty
k = 0–1.0.

14.16 Applications

The DC/DC conversion technique has been rapidly developed
and has been widely applied in industrial applications and
computer peripheral equipment. Three examples are listed
below:

• 5000 V insulation test bench;
• MIT 42/14 V DC/DC converter;
• IBM 1.8 V/200 A power supply.

14.16.1 5000 V Insulation Test Bench

Insulation test bench is the necessary equipment for semi-
conductor manufacturing organizations. An adjustable DC
voltage power supply is the heart of this equipment. Tradi-
tional method to obtain the adjustable high DC voltage is a
diode rectifier via a setting up transformer. It is costly and
larger in size with poor efficiency.

Using a positive output super-lift Luo-converter triple-
lift circuit, which is shown in Fig. 14.115. This circuit is
small, effective, and low cost. The output voltage can be
determined by

VO =
(

2− k

1− k

)3

Vin (14.392)

The conduction duty cycle k is only adjusted in the
range 0–0.8 to carry out the output voltage in the range of
192–5184 V.

The experimental results are listed in Table 14.14. The
measured data verified the advantages of this power supply.

14.16.2 MIT 42/14 V–3 KW DC/DC Converter

MIT 42/14 V–3 KW DC/DC converter was requested to trans-
fer 3 kW energy between two battery sources with 42 and 14 V.
The circuit diagram is shown in Fig. 14.116. This is a
two-quadrant zero-voltage-switching (ZVS) quasi-resonant-
converter (QRC). The current in low voltage side can be up to
250 A. This is a typical low voltage strong current converter.
It is easier to carry out by ZVS-QRC.

This converter consists of two sources V1 and V2, one main
inductor L, two main switches S1 and S2, two reverse-paralleled
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FIGURE 14.115 5000 V Insulation test bench.

TABLE 14.14 The experimental results of the 5000 V test bench

Conduction duty, k 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.82

Output voltage VO (V) 192 226 273 244 455 648 1029 1953 5184 6760

V1 V2

S1

S2

D1

D2

Lr

Cr2

L

iL

ir
Cr1

+

−

+

−

FIGURE 14.116 MIT 42/14 V-3 kW DC/DC converter.

diodes D1 and D2, one resonant inductor Lr and two resonant
capacitors Cr1 and Cr2. The working condition is selected

V1 = 42 V; V2 = 14 V

L = 470 μH; Cr1 = Cr2 = Cr = 1 μF

Lr =
{

1 μH normal operation

9 μH low current operation

Therefore,

ωO = 1√
Lr Cr

= 106 rad/s (14.393)

ZO =
√

Lr

Cr
= 1 � (normal operation) (14.394)

α = sin−1 V1

ZOI2
(14.395)

It is easy to keep the quasi-resonance when the working cur-
rent I2 > 50 A. If the working current is too low, the resonant
inductor will take large value to guarantee the quasi-resonance
state. This converter performs two-quadrant operation:

• Mode A (Quadrant I): energy transferred from V1 side to
V2 side;

• Mode B (Quadrant II): energy transferred from V2 side
to V1 side.

Assuming the working current is I2= 100 A and the con-
verter works in Mode A, following calculations are obtained

ωO = 1√
Lr Cr

= 106 rad/s

ZO =
√

Lr

Cr
= 1 �

α = sin−1 V1

ZOI2
= 24.83◦ (14.396)

t1 = V1Cr

I2
= 0.42 μs (14.397)

t2 = π + α

ωO
= 3.58 μs (14.398)

t3 = 1+ cos α

V1
I2Lr = 1+ 0.908

42
100× 10−6 = 4.54 μs

(14.399)

t4 = t1 + t2 + t3

V1/V2 − 1
= 0.42+ 3.58+ 4.54

2
= 4.27 μs (14.400)
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TABLE 14.15 The experimental test results of MIT 42V/14 converter
(with the condition: Lr = 1 μH, Cr1 = Cr2 = 1 μF)

Mode f (kHz) I1 (A) I2 (A) IL (A) P1 (W) P2 (W) η (%) PD (W/in3)

A 78 77.1 220 220 3239 3080 95.1 23.40
A 80 78.3 220 220 3287 3080 93.7 23.58
A 82 81 220 220 3403 3080 90.5 24.01
B 68 220 69.9 220 3080 2939 95.3 22.28
B 70 220 68.3 220 3080 2871 93.2 22.04
B 72 220 66.6 220 3080 2797 90.8 21.77

T = t1 + t2 + t3 + t4 = 0.42+ 3.58+ 4.54+ 4.27 = 12.81 μs
(14.401)

f = 1

T
= 1

12.81
= 78.06 kHz (14.402)

k = t3 + t4

T
= 4.54+ 4.27

12.81
= 0.688 (14.403)

The volume of this converter is 270 in3. The experimen-
tal test results in full power 3 kW are listed in Table 14.15.
From the tested data, a high power density 22.85 W/in3 and
a high efficiency 93% are obtained. Because of soft-switching
operation, the EMI is low and EMS and EMC are reasonable.

14.16.3 IBM 1.8 V/200 A Power Supply

This equipment is suitable for IBM new generation computer
with power supply 1.8 V/200 A. This is a ZCS SR DC/DC
Luo-converter, and is shown in Fig. 14.117. This converter
is based on the double-current synchronous-rectifier DC/DC
converter plus ZCS technique. It employs a hixaploid-core flat-
transformer with the turns ratio N = 1/12. It has six-unit ZCS
synchronous-rectifier double-current DC/DC converter. The
six primary coils are connected in series, and six secondary cir-
cuits are connected in parallel. Each unit has particular input
voltage Vin to be about 33 V, and can offer 1.8 V/35 A individu-
ally. Total output current is 210 A. The equivalent primary full
current is I1 = 14.5 A and equivalent primary load voltage is
V2 = 200 V. The ZCS natural resonant frequency is

ωO = 1√
Lr Cr

(14.404)

ZO =
√

Lr

Cr
(14.405)

α = sin−1 ZOI1

V1
(14.406)

The main power supply is from public utility board (PUB)
via a diode rectifier. Therefore V1 is nearly 200 V, and the each

unit input voltage Vin is about 33 V. Other calculation formulas
are

t1 = I1Lr

V1
(14.407)

t2 = π + α

ωO
(14.408)

t3 = 1+ cos α

I1
V1Cr (14.409)

t4 = V1(t1 + t2)

I1V2

(
I1 + V

ZO

cos α

π/2+ α

)
− (t1 + t2 + t3)

(14.410)

T = t1 + t2 + t3 + t4 (14.411)

f = 1

T
(14.412)

k = t1 + t2

T
(14.413)

Real output voltage and input current are

VO = kNV1 −
(

RL + RS + Lm

T
N 2
)

IO (14.414)

Iin = kNIO (14.415)

The efficiency is

η = VOIO

VinIin
= 1− RL + RS + (Lm/T )N 2

kNVin
IO (14.416)

The commercial unit of this power supply works in voltage
closed loop control with inner current closed loop to keep
the output voltage constant. Applying frequency is arranged in
the band of 200–250 kHz. Whole volume of the power supply
is 14 in3. The transfer efficiency is about 88–92% and power
density is about 25.7 W/in3.

14.17 Energy Factor and Mathematical
Modeling for Power
DC/DC Converters

We have well discussed the various DC/DC converters oper-
ating in steady state in previous sections. We will investigate
the transient process of DC/DC converters. Furthermore, we
define a series of new parameters such as energy factor (EF)
and so on to establish the mathematical modeling of all power
DC/DC converters.

Energy storage in power DC/DC converters has been paid
attention long time ago. Unfortunately, there is no clear
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FIGURE 14.117 IBM 1.8 V/200 A power supply.

concept to describe the phenomena and reveal the relation-
ship between the stored energy and the characteristics of power
DC/DC converters. We have theoretically defined a new con-
cept – energy factor (EF) and researched the relations between
EF and the mathematical modeling of power DC/DC con-
verters. Energy factor is a new concept in power electronics
and conversion technology, which thoroughly differs from the
traditional concepts such as power factor (PF), power trans-
fer efficiency (η), total harmonic distortion (THD), and ripple
factor (RF). Energy factor and the other sub-sequential param-
eters can illustrate the system stability, reference response,
and interference recovery. This investigation is very help-
ful for system design and DC/DC converters characteristics
foreseeing.

14.17.1 Pumping Energy (PE)

All power DC/DC converters have pumping circuit to transfer
the energy from the source to some energy storage passive
elements, e.g. inductors and capacitors. The PE is used to
count the input energy in a switching period T. Its calculation
formula is

PE =
∫ T

0
Pin(t )dt =

∫ T

0
V1i1(t )dt = V1I1T (14.417)

where

I1 =
∫ T

0
i1(t )dt

is the average value of the input current if the input voltage V1

is constant. Usually the input average current I1 depends on
the conduction duty cycle.

14.17.2 Stored Energy (SE)

The stored energy in an inductor is

WL = 1

2
LI 2

L (14.418)

The stored energy across a capacitor is

WC = 1

2
CV 2

C (14.419)

Therefore, if there are nL inductors and nC capacitors the
total stored energy in a DC/DC converter is

SE =
nL∑

j=1

WLj +
nC∑
j=1

WCj (14.420)

Capacitor–inductor stored energy ratio (CIR) – Most
power DC/DC converters consist of inductors and capacitors.
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Therefore, we can define the capacitor–inductor stored energy
ratio (CIR).

CIR =

nC∑
j=1

WCj

nL∑
j=1

WLj

(14.421)

Energy losses (EL) – Usually, most analysis applied in
DC/DC converters is assuming no power losses, i.e. the input
power is equal to the output power, Pin = PO or V1I1 =
V2I2, so that pumping energy is equal to output energy in a
period, T.

Particularly, power losses always exist during the conversion
process. They are caused by the resistance of the connec-
tion cables, resistance of the inductor and capacitor wire, and
power losses across the semiconductor devices (diode, IGBT,
MOSFET, and so on). We can sort them as the resistance power
losses Pr , passive element power losses Pe , and device power
losses Pd . The total power losses are Ploss .

Ploss = Pr + Pe + Pd

and

Pin=PO+Ploss=PO+Pe+Pe+Pd=V2I2+Pe+Pe+Pd

Therefore,

EL = Ploss × T = (Pr + Pe + Pd )T

The energy losses (EL) is in a period T,

EL =
∫ T

0
Plossdt = PlossT (14.422)

14.17.3 Energy Factor (EF)

As described in previous section the input energy in a period T
is the pumping energy PE = Pin × T = VinIin × T . We now
define the EF, that is the ratio of the SE over the pumping
energy

EF = SE

PE
= SE

V1I1T
=

m∑
j=1

WLj +
n∑

j=1
WCj

V1I1T
(14.423)

Energy factor is a very important factor of a power DC/DC
converter. It is usually independent from the conduction duty
cycle k, and proportional to the switching frequency f (inversely
proportional to the period T ) since the pumping energy PE is
proportional to the switching period T.

14.17.4 Time Constant τ and Damping Time
Constant τd

The time constant τ of a power DC/DC converter is a
new concept to describe the transient process of a DC/DC
converter. If no power losses in the converter, it is defined

τ = 2T × EF

1+ CIR

(
1+ CIR

1− η

η

)
(14.424)

The damping time constant τd of a power DC/DC con-
verter is new concept to describe the transient process of a
DC/DC converter. If no power losses, it is defined

τd = 2T × EF

1+ CIR

CIR

η+ CIR(1− η)
(14.425)

The time constants ratio ξ of a power DC/DC converter
is new concept to describe the transient process of a DC/DC
converter. If no power losses, it is defined

ξ = τd

τ
= CIR

η
(

1+ CIR 1−η
η

)2 (14.426)

14.17.5 Mathematical Modeling for Power
DC/DC Converters

The mathematical modeling for all power DC/DC converters is

G(s) = M

1+ sτ + s2ττd
(14.427)

where M is the voltage transfer gain: M = VO/Vin , τ is the
time constant in Eq. (14.424), τd the damping time constant
in Eq. (14.425), τd = ξτ. Using this mathematical model of
power DC/DC converters, it is significantly easy to describe the
characteristics of power DC/DC converters. In order to verify
this theory, few converters are investigated to demonstrate the
characteristics of power DC/DC converters and applications
of the theory.

14.17.6 Buck Converter with Small Energy
Losses (rL= 1.5 �)

A buck converter shown in Fig. 14.118 has the components
values: V1 = 40 V, L = 250 μH with resistance rL = 1.5 �,
C = 60 μF, R = 10 �, the switching frequency f = 20 kHz
(T = 1/f = 50 μs) and conduction duty cycle k = 0.4. This
converter is stable and works in CCM.

Therefore, we have got the voltage transfer gain M = 0.35,
i.e. V2 = VC = MV 1 = 0.35 × 40 = 14 V. IL = I2 = 1.4 A,
Ploss = I 2

L × rL = 1.42 × 1.5 = 2.94 W, and I1 = 0.564 A. The
parameter EF and others are listed below

PE = V1I1T = 40× 0.564× 50 μ = 1.128 mJ;
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FIGURE 14.118 A buck converter.

WL = 1

2
LI 2

L = 0.5× 250 μ× 1.42 = 0.245 mJ

WC = 1

2
CV 2

C = 0.5× 60 μ× 142 = 5.88 mJ;

SE = WL +WC = 0.245+ 5.88 = 6.125 mJ

EF = SE

PE
= 6.125

1.128
= 5.43; CIR = WC

WL
= 5.88

0.245
= 24

EL = Ploss × T = 2.94× 50 = 0.147 mJ;

η = PO

PO + Ploss
= 0.87

τ = 2T × EF

1+ CIR
(1+ CIR

1− η

η
) = 99.6 μs;

τd = 2T × EF

1+ CIR

CIR

η+ CIR(1− η)
= 130.6 μs;

ξ = τd

τ
= CIR

η
(

1+ CIR 1−η
η

)2 = 1.31 � 0.25

By cybernetic theory, since the damping time constant τd

is larger than the time constant τ, the corresponding ratio ξ

is 1.31 � 0.25. The output voltage has heavy oscillation with
high overshot. The corresponding transfer function is

G(s) = M

1+ sτ + s2ττd
= M /ττd

(s + s1)(s + s2)
(14.428)

where

s1 = σ + jω and s2 = σ − jω

with

σ = 1

2τd
= 1

261.2 μs
= 3833 Hz

and

ω=
√

4ττd−τ2

2ττd
=
√

52,031−9920

26,015.5
= 205.2

26,015.5μ
=7888rad/s
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FIGURE 14.119 Buck converter unit-step response.

The unit-step function response is

v2(t ) = 14
[

1− e−(t /0.000261)(cos 7888t − 0.486 sin 7888t )
]

V

(14.429)

The unit-step function response (transient process) has
oscillation progress with damping factor σ and frequency ω.
The simulation result is shown in Fig. 14.119.

The impulse interference response is


v2(t ) = 0.975Ue−(t /0.000261) sin 7888t

where U is the interference signal. The impulse response
(interference recovery process) has oscillation progress with
damping factor σ and frequency ω. The simulation result is
shown in Fig. 14.120.

In order to verify the analysis, calculation and simulation
results, we constructed a test rig with same conditions. The
corresponding experimental results are shown in Figs. 14.121
and 14.122.
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FIGURE 14.120 Buck converter impulse response.



14 DC/DC Conversion Technique and 12 Series Luo-converters 353

FIGURE 14.121 Unit-step response (test).

FIGURE 14.122 Impulse response (test).

14.17.7 A Super-lift Luo-converter in CCM

Figure 14.123 shows a super-lift Luo-converter with the con-
duction duty k = 0.5. The components values are V1 = 20 V,
f = 50 kHz (T = 20 μs), L = 100 μH with resistance
rL = 0.12 �, C1 = 2500 μF, C2 = 800 μF, and R = 10 �.
This converter is stable and works in CCM.

Therefore, we have got the voltage transfer gain M = 2.863,
i.e. the output voltage V2 = VC2 = 57.25 V. VC1 = V1 = 20 V,
I1 = 14.145 A, I2 = 5.725 A, IL = 11.45 A, and Ploss = I 2

L ×
rL = 11.452 × 0.12 = 15.73 W. The parameter EF and others
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−
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−

Iin

L1

IO

D2

FIGURE 14.123 A super-lift Luo-converter.

are listed below

PE = V1I1T = 20× 17.175× 20 μ = 6.87 mJ;

WL = 1

2
LI 2

L = 0.5× 100 μ× 11.452 = 6.555 mJ;

WC1 = 1

2
C1V 2

C1 = 0.5× 2500 μ× 202 = 500 mJ;

WC2 = 1

2
C2V 2

C2 = 0.5× 800 μ× 57.252 = 1311 mJ

SE = WL +WC1 +WC2 = 6.555+ 500+ 1311 = 1817.6 mJ;

EF = SE

PE
= 1817.6

6.87
= 264.6;

CIR = WC1 +WC2

WL
= 1811

6.555
= 276.3

EL = PlossT = 15.73× 20 = 0.3146 mJ;

η = PO

PO + Ploss
= 327.76

343.49
= 0.9542

τ = 2T × EF

1+ CIR
(1+ CIR

1− η

η
)

= 40 μ× 264.6× 13.26

277.3
= 506 μs

τd = 2T × EF

1+ CIR

CIR

η+ CIR(1− η)

= 40× 264.6× 20.3

277.3
= 775 μs

By cybernetic theory, since the damping time constant τd is
much larger than the time constant τ, the corresponding ratio
ξ = 775/506 = 1.53 � 0.25. The output voltage has heavy
oscillation with high overshot. The transfer function of this
converter has two poles (−s1 and −s2) that are located in the
left-hand half plane (LHHP).

G(s) = M

1+ sτ + s2ττd
= M /ττd

(s + s1)(s + s2)
(14.430)

where
s1 = σ + jω and s2 = σ − jω

with

σ = 1

2τd
= 1

1.55 ms
= 645 Hz

ω =
√

4ττd − τ2

2ττd
=
√

16, 86, 400− 2, 95, 936

8, 43, 200

= 1197.2

8, 43, 200 μ
= 1398 rad/s
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FIGURE 14.124 SL Luo-converter unit-step response.

The unit-step function response is

v2(t )=57.25
[

1−e−(t /0.00155)(cos1398t−0.461sin1398t )
]

V

The unit-step function response (transient process) has
oscillation progress with damping factor σ and frequency ω.
The simulation is shown in Fig. 14.124.

The impulse interference response is


v2(t ) = 0.923Ue−(t /0.00155) sin 1398t

where U is the interference signal. The impulse response
(interference recovery process) has oscillation progress with
damping factor σ and frequency ω, and is shown in Fig. 14.125.

In order to verify the analysis, calculation and simula-
tion results, we constructed a test rig with same conditions.
The corresponding test results are shown in Figs. 14.126 and
14.127.
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FIGURE 14.125 SL Luo-converter impulse response.

FIGURE 14.126 SL Luo-converter unit-step response (test).

FIGURE 14.127 SL Luo-converter impulse response (test).
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15.1 Introduction

The main objective of static power converters is to pro-
duce an ac output waveform from a dc power supply. These
are the types of waveforms required in adjustable speed
drives (ASDs), uninterruptible power supplies (UPSs), static
var compensators, active filters, flexible ac transmission sys-
tems (FACTSs), and voltage compensators, which are only
a few applications. For sinusoidal ac outputs, the magni-
tude, frequency, and phase should be controllable. According
to the type of ac output waveform, these topologies can be
considered as voltage-source inverters (VSIs), where the inde-
pendently controlled ac output is a voltage waveform. These
structures are the most widely used because they naturally
behave as voltage sources as required by many industrial
applications, such as ASDs, which are the most popular

application of inverters (Fig. 15.1a). Similarly, these topolo-
gies can be found as current-source inverters (CSIs), where
the independently controlled ac output is a current waveform.
These structures are still widely used in medium-voltage indus-
trial applications, where high-quality voltage waveforms are
required.

Static power converters, specifically inverters, are con-
structed from power switches and the ac output waveforms
are therefore made up of discrete values. This leads to the
generation of waveforms that feature fast transitions rather
than smooth ones. For instance, the ac output voltage pro-
duced by the VSI of a three-level ASD is a, Pulse Width
Modulation (PWM) type of waveform (Fig. 15.1c). Although
this waveform is not sinusoidal as expected (Fig. 15.1b),
its fundamental component behaves as such. This behavior
should be ensured by a modulating technique that controls
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FIGURE 15.1 A three-level adjustable speed drive scheme and associated waveforms: (a) the electrical power conversion topology; (b) the ideal input
(ac mains) and output (load) waveforms; and (c) the actual input (ac mains) and output (load) waveforms.

the amount of time and the sequence used to switch the power
valves on and off. The modulating techniques most used are
the carrier-based technique (e.g. sinusoidal pulsewidth mod-
ulation, SPWM), the space-vector (SV) technique, and the
selective-harmonic-elimination (SHE) technique.

The discrete shape of the ac output waveforms generated
by these topologies imposes basic restrictions on the appli-
cations of inverters. The VSI generates an ac output voltage
waveform composed of discrete values (high dv/dt ); therefore,
the load should be inductive at the harmonic frequencies in
order to produce a smooth current waveform. A capacitive
load in the VSIs will generate large current spikes. If this is
the case, an inductive filter between the VSI ac side and the
load should be used. On the other hand, the CSI generates an
ac output current waveform composed of discrete values (high
di/dt ); therefore, the load should be capacitive at the harmonic
frequencies in order to produce a smooth voltage waveform.
An inductive load in CSIs will generate large voltage spikes.
If this is the case, a capacitive filter between the CSI ac side
and the load should be used.

A three-level voltage waveform is not recommended for
medium-voltage ASDs due to the high dv/dt that would apply
to the motor terminals. Several negative side effects of this
approach have been reported (bearing and isolation prob-
lems). As alternatives, to improve the ac output waveforms
in VSIs are the multistage topologies (multilevel and mul-
ticell). The basic principle is to construct the required ac
output waveform from various voltage levels, which achieves

medium-voltage waveforms at reduced dv/dt . Although these
topologies are well developed in ASDs, they are also suitable
for static var compensators, active filters, and voltage compen-
sators. Specialized modulating techniques have been developed
to switch the higher number of power valves involved in
these topologies. Among others, the carrier-based (SPWM)
and SV-based techniques have been naturally extended to these
applications.

In many applications, it is required to take energy from the
ac side of the inverter and send it back into the dc side. For
instance, whenever ASDs need to either brake or slow down
the motor speed, the kinetic energy is sent into the voltage dc
link (Fig. 15.1a). This is known as the regenerative operating
mode and, in contrast to the motoring mode, the dc link cur-
rent direction is reversed due to the fact that the dc link voltage
is fixed. If a capacitor is used to maintain the dc link voltage
(as in standard ASDs) the energy must either be dissipated or
fed back into the distribution system, otherwise, the dc link
voltage gradually increases. The first approach requires the dc
link capacitor be connected in parallel with a resistor, which
must be properly switched only when the energy flows from
the motor into the dc link. A better alternative is to feed back
such energy into the distribution system. However, this alterna-
tive requires a reversible-current topology connected between
the distribution system and the dc link capacitor. A modern
approach to such a requirement is to use the active front-end
rectifier technologies, where the regeneration mode is a natural
operating mode of the system.
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In this chapter, single- and three-phase inverters in their
voltage and current source alternatives will be reviewed. The
dc link will be assumed to be a perfect dc, either voltage or
current source that could be fixed as the dc link voltage in
standard ASDs, or variable as the dc link current in some
medium-voltage current source drives. Specifically, the topolo-
gies, modulating techniques and control aspects oriented
to standard applications, are analyzed. In order to simplify
the analysis, the inverters are considered lossless topologies,
which are composed of ideal power valves. Nevertheless, some
practical non-ideal conditions are also considered.

15.2 Single-phase Voltage Source
Inverters

Single-phase VSI can be found as half-bridge and full-bridge
topologies. Although, the power range they cover is the low
one, they are widely used in power supplies, single-phase
UPSs, and currently to form high-power static power topolo-
gies, such as the multicell configurations that are reviewed
in Section 15.7. The main features of both approaches are
reviewed and presented in the following.

15.2.1 Half-bridge VSI

Figure 15.2 shows the power topology of a half-bridge VSI,
where two large capacitors are required to provide a neu-
tral point N , such that each capacitor maintains a constant
voltage vi/2. Because the current harmonics injected by the
operation of the inverter are low-order harmonics, a set of
large capacitors (C+ and C−) is required. It is clear that both
switches S+ and S− cannot be on simultaneously because a
short circuit across the dc link voltage source vi would be
produced. There are two defined (states 1 and 2) and one unde-
fined (state 3) switch state as shown in Table 15.1. In order to
avoid the short circuit across the dc bus and the undefined
ac output-voltage condition, the modulating technique should
always ensure that at any instant either the top or the bottom
switch of the inverter leg is on.

N

+
−vi

ii
S+

a

S−

+

−
vi /2

+

−
vi /2

D+

D−

io +

−
vo

C+

C−

FIGURE 15.2 Single-phase half-bridge VSI.

TABLE 15.1 Switch states for a half-bridge single-phase VSI

State State # vo Components conducting

S+ is on and S− is off 1 vi /2
S+ if io > 0
D+ if io < 0

S− is on and S+ is off 2 −vi /2
D− if io > 0
S− if io < 0

S+ and S− are all off 3
−vi /2 D− if io > 0
vi /2 D+ if io < 0

Figure 15.3 shows the ideal waveforms associated with the
half-bridge inverter shown in Fig. 15.2. The states for the
switches S+ and S− are defined by the modulating technique,
which in this case is a carrier-based PWM.

A. The Carrier-based Pulse Width Modulation
(PWM) Technique
As mentioned earlier, it is desired that the ac output volt-
age, vo = vaN , follow a given waveform (e.g. sinusoidal) on a
continuous basis by properly switching the power valves. The
carrier-based PWM technique fulfills such a requirement as it
defines the on- and off-states of the switches of one leg of a
VSI by comparing a modulating signal vc (desired ac output
voltage) and a triangular waveform v
 (carrier signal). In prac-
tice, when vc > v
 the switch S+ is on and the switch S− is
off; similarly, when vc < v
 the switch S+ is off and the switch
S− is on.

A special case is when the modulating signal vc is a sinu-
soidal at frequency fc and amplitude v̂c , and the triangular
signal v
 is at frequency f
 and amplitude v̂
. This is the
sinusoidal PWM (SPWM) scheme. In this case, the modula-
tion index ma (also known as the amplitude-modulation ratio)
is defined as

ma = v̂c

v̂


(15.1)

and the normalized carrier frequency mf (also known as the
frequency-modulation ratio) is

mf = f

fc

(15.2)

Figure 15.3e clearly shows that the ac output voltage
vo = vaN is basically a sinusoidal waveform plus harmonics,
which features: (a) the amplitude of the fundamental com-
ponent of the ac output voltage v̂o1 satisfying the following
expression:

v̂o1 = v̂aN 1 = vi

2
ma (15.3)

for ma ≤ 1, which is called the linear region of the modulating
technique (higher values of ma leads to overmodulation that
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FIGURE 15.3 The half-bridge VSI. Ideal waveforms for the SPWM (ma = 0.8, mf = 9): (a) carrier and modulating signals; (b) switch S+ state;
(c) switch S− state; (d) ac output voltage; (e) ac output voltage spectrum; (f) ac output current; (g) dc current; (h) dc current spectrum; (i) switch S+
current; and (j) diode D+ current.

will be discussed later); (b) for odd values of the normalized
carrier frequency mf the harmonics in the ac output voltage
appear at normalized frequencies fh centered around mf and
its multiples, specifically,

h = l mf ± k l = 1, 2, 3, . . . (15.4)

where k = 2, 4, 6, . . . for l = 1, 3, 5, . . .; and k = 1, 3, 5, . . .
for l = 2, 4, 6,…; (c) the amplitude of the ac output volt-
age harmonics is a function of the modulation index ma and
is independent of the normalized carrier frequency mf for
mf > 9; (d) the harmonics in the dc link current (due to

the modulation) appear at normalized frequencies fp centered
around the normalized carrier frequency mf and its multiples,
specifically,

p = l mf ± k ± 1 l = 1, 2, . . . (15.5)

where k = 2, 4, 6, . . . for l = 1, 3, 5, . . .; and k = 1, 3, 5, . . . for
l = 2, 4, 6, . . .. Additional important issues are: (a) for small
values of mf (mf < 21), the carrier signal v
 and the signal
vc should be synchronized to each other (mf integer), which
is required to hold the previous features; if this is not the
case, subharmonics will be present in the ac output voltage;



15 Inverters 361

(b) for large values of mf (mf > 21), the subharmonics are
negligible if an asynchronous PWM technique is used, how-
ever, due to potential very low-order subharmonics, its use
should be avoided; finally (c) in the overmodulation region
(ma > 1) some intersections between the carrier and the
modulating signal are missed, which leads to the generation of
low-order harmonics but a higher fundamental ac output volt-
age is obtained; unfortunately, the linearity between ma and v̂o1

achieved in the linear region does not hold in the overmod-
ulation region, moreover, a saturation effect can be observed
(Fig. 15.4).

The PWM technique allows an ac output voltage to be gener-
ated that tracks a given modulating signal. A special case is the
SPWM technique (the modulating signal is a sinusoidal) that
provides, in the linear region, an ac output voltage that varies
linearly as a function of the modulation index, and the har-
monics are at well-defined frequencies and amplitudes. These
features simplify the design of filtering components. Unfortu-
nately, the maximum amplitude of the fundamental ac voltage
is vi/2 in this operating mode. Higher voltages are obtained
by using the overmodulation region (ma > 1); however, low-
order harmonics appear in the ac output voltage. Very large
values of the modulation index (ma > 3.24) lead to a totally
square ac output voltage that is considered as the square-wave
modulating technique.

B. Square-wave Modulating Technique
Both switches S+ and S− are on for one half-cycle of the
ac output period. This is equivalent to the SPWM technique
with an infinite modulation index ma . Figure 15.5 shows the
following: (a) the normalized ac output voltage harmonics are
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2
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FIGURE 15.4 Normalized fundamental ac component of the output
voltage in a half-bridge VSI SPWM modulated.
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FIGURE 15.5 The half-bridge VSI. Ideal waveforms for the square-wave
modulating technique: (a) ac output voltage and (b) ac output voltage
spectrum.

at frequencies h = 3, 5, 7, 9, . . ., and for a given dc link voltage;
(b) the fundamental ac output voltage features an amplitude
given by

v̂o1 = v̂aN 1 = 4

π

vi

2
(15.6)

and the harmonics feature an amplitude given by

v̂oh = v̂o1

h
(15.7)

It can be seen that the ac output voltage cannot be changed
by the inverter. However, it could be changed by controlling the
dc link voltage vi . Other modulating techniques that are appli-
cable to half-bridge configurations (e.g., selective harmonic
elimination) are reviewed here as they can easily be extended
to modulate other topologies.

C. Selective Harmonic Elimination
The main objective is to obtain a sinusoidal ac output volt-
age waveform where the fundamental component can be
adjusted arbitrarily within a range and the intrinsic harmon-
ics selectively eliminated. This is achieved by mathematically
generating the exact instant of the turn-on and turn-off of
the power valves. The ac output voltage features odd half-
and quarter-wave symmetry; therefore, even harmonics are
not present (voh = 0, h = 2, 4, 6, . . .). Moreover, the phase
voltage waveform (vo = vaN in Fig. 15.2), should be chopped
N times per half-cycle in order to adjust the fundamental and
eliminate N − 1 harmonics in the ac output voltage wave-
form. For instance, to eliminate the third and fifth harmonics
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and to perform fundamental magnitude control (N = 3), the
equations to be solved are the following:

cos(1α1)− cos(1α2)+ cos(1α3) = (2+ πv̂o1/vi)/4

cos(3α1)− cos(3α2)+ cos(3α3) = 1/2

cos(5α1)− cos(5α2)+ cos(5α3) = 1/2

(15.8)

where the angles α1, α2 and α3 are defined as shown in
Fig. 15.6a. The angles are found by means of iterative
algorithms as no analytical solutions can be derived. The angles
α1, α2, and α3 are plotted for different values of v̂o1/vi in
Fig. 15.7a. The general expressions to eliminate an even N − 1
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FIGURE 15.6 The half-bridge VSI. Ideal waveforms for the SHE technique: (a) ac output voltage for third and fifth harmonic elimination;
(b) spectrum of (a); (c) ac output voltage for third, fifth, and seventh harmonic elimination; and (d) spectrum of (c).
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(N − 1 = 2, 4, 6, . . .) number of harmonics are

−
N∑

k=1

(−1)k cos(αk ) = (2+ πv̂o1)/vi

4

−
N∑

k=1

(−1)k cos(nαk ) = 1

2
for n = 3, 5, . . . , 2N − 1

(15.9)

where α1, α2,…, αN should satisfy α1 <α2 < · · ·<αN <π/2.
Similarly, to eliminate an odd number of harmonics, for
instance the third, fifth, and seventh, and to perform the
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fundamental magnitude control (N −1 = 3), the equations to
be solved are:

cos(1α1)−cos(1α2)+cos(1α3)−cos(1α4)=(2−πv̂o1/vi)/4

cos(3α1)−cos(3α2)+cos(3α3)−cos(3α4)=1/2

cos(5α1)−cos(5α2)+cos(5α3)−cos(5α4)=1/2

cos(7α1)−cos(7α2)+cos(7α3)−cos(7α4)=1/2
(15.10)

where the angles α1, α2, α3, and α4 are defined as shown in
Fig. 15.6b. The angles α1, α2, and α3 are plotted for different
values of v̂o1/vi in Fig. 15.7b. The general expressions to elimi-
nate an odd N − 1 (N − 1 = 3, 5, 7, . . .) number of harmonics
are given by

−
N∑

k=1

(−1)k cos(nαk ) = (2− πv̂o1)/vi

4

−
N∑

k=1

(−1)k cos(nαk ) = 1

2
for n = 3, 5, . . . , 2N − 1

(15.11)

where α1, α2, . . ., αN should satisfy α1 <α2 < · · ·<αN <π/2.
To implement the SHE modulating technique, the modula-

tor should generate the gating pattern according to the angles
as shown in Fig. 15.7. This task is usually performed by digital
systems that normally store the angles in look-up tables.

D. DC Link Current
The split capacitors are considered a part of the inverter and
therefore an instantaneous power balance cannot be consid-
ered due to the storage energy components (C+ and C−).
However, if a lossless inverter is assumed, the average power
absorbed in one period by the load must be equal to the average
power supplied by the dc source. Thus, we can write

T∫
0

vi(t ) · ii(t ) · dt =
T∫

0

vo(t ) · io(t ) · dt (15.12)

where T is the period of the ac output voltage. For an inductive
load and a relatively high switching frequency, the load current
io is nearly sinusoidal and therefore, only the fundamental
component of the ac output voltage provides power to the
load. On the other hand, if the dc link voltage remains constant

vi(t ) = Vi , Eq. (15.12) can be simplified to

T∫
0

ii(t )·dt= 1

Vi

T∫
0

√
2Vo1sin(ωt )·√2Iosin(ωt−φ)·dt= Ii

(15.13)

where Vo1 is the fundamental rms ac output voltage, Io is the
rms load current, φ is an arbitrary inductive load power factor,
and Ii is the dc link current that can be further simplified to

Ii = Vo1

Vi
Io cos(φ) (15.14)

15.2.2 Full-bridge VSI

Figure 15.8 shows the power topology of a full-bridge VSI.
This inverter is similar to the half-bridge inverter; however,
a second leg provides the neutral point to the load. As expected,
both switches S1+ and S1− (or S2+ and S2−) cannot be on
simultaneously because a short circuit across the dc link voltage
source vi would be produced. There are four defined (states 1,
2, 3, and 4) and one undefined (state 5) switch state as shown
in Table 15.2.

The undefined condition should be avoided so as to be
always capable of defining the ac output voltage always. In
order to avoid the short circuit across the dc bus and the unde-
fined ac output voltage condition, the modulating technique
should ensure that either the top or the bottom switch of each
leg is on at any instant. It can be observed that the ac output
voltage can take values up to the dc link value vi , which is twice
that obtained with half-bridge VSI topologies.

Several modulating techniques have been developed that
are applicable to full-bridge VSIs. Among them are the PWM
(bipolar and unipolar) techniques.

A. Bipolar PWM Technique
States 1 and 2 (Table 15.2) are used to generate the ac output
voltage in this approach. Thus, the ac output voltage waveform
features only two values, which are vi and −vi . To generate the
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FIGURE 15.8 Single-phase full-bridge VSI.
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TABLE 15.2 Switch states for a full-bridge single-phase VSI

State State # vaN vbN vo Components conducting

S1+ and S2− are on and S1− and S2+ are off 1 vi /2 −vi /2 vi
S1+ and S2− if io > 0
D1+ and D2− if io < 0

S1− and S2+ are on and S1+ and S2− are off 2 −vi /2 vi /2 −vi
D1− and D2+ if io > 0
S1− and S2+ if io < 0

S1+ and S2+ are on and S1− and S2− are off 3 vi /2 vi /2 0
S1+ and D2+ if io > 0
D1+ and S2+ if io < 0

S1− and S2− are on and S1+ and S2+ are off 4 −vi /2 −vi /2 0
D1− and S2− if io > 0
S1− and D2− if io < 0

S1−, S2−, S1+, and S2+ are all off 5
−vi /2 vi /2 vi D1− and D2+ if io > 0
vi /2 −vi /2 −vi D1+ and D2− if io < 0

states, a carrier-based technique can be used as in half-bridge
configurations (Fig. 15.3), where only one sinusoidal modulat-
ing signal has been used. It should be noted that the on-state in
switch S+ in the half-bridge corresponds to both switches S1+
and S2− being in the on-state in the full-bridge configuration.
Similarly, S− in the on-state in the half-bridge corresponds
to both switches S1− and S2+ being in the on-state in the
full-bridge configuration. This is called bipolar carrier-based
SPWM. The ac output voltage waveform in a full-bridge VSI
is basically a sinusoidal waveform that features a fundamental
component of amplitude v̂o1 that satisfies the expression

v̂o1 = v̂ab1 = vima (15.15)

in the linear region of the modulating technique (ma ≤ 1),
which is twice that obtained in the half-bridge VSI. Iden-
tical conclusions can be drawn for the frequencies and the
amplitudes of the harmonics in the ac output voltage and dc
link current, and for operations at smaller and larger values
of odd mf (including the overmodulation region (ma > 1)),
than in half-bridge VSIs, but considering that the maximum
ac output voltage is the dc link voltage vi . Thus, in the over-
modulation region the fundamental component of amplitude
v̂o1 satisfies the expression

vi < v̂o1 = v̂ab1 <
4

π
vi (15.16)

B. Unipolar PWM Technique
In contrast to the bipolar approach, the unipolar PWM tech-
nique uses the states 1, 2, 3, and 4 (Table 15.2) to generate the
ac output voltage. Thus, the ac output voltage waveform can
instantaneously take one of the three values, namely vi , −vi ,
and 0. To generate the states, a carrier-based technique can be
used as shown in Fig. 15.9, where two sinusoidal modulating
signals (vc and −vc ) are used. The signal vc is used to generate
vaN , and −vc is used to generate vbN ; thus vbN 1 = −vaN 1. On
the other hand, vo1 = vaN 1 − vbN 1,= 2 · vaN 1; thus v̂o1 =
2 · v̂aN 1 = ma · vi This is called unipolar carrier-based SPWM.

Identical conclusions can be drawn for the amplitude of
the fundamental component and harmonics in the ac out-
put voltage and dc link current, and for operations at smaller
and larger values of mf (including the overmodulation region
(ma > 1)) than in full-bridge VSIs modulated by the bipolar
SPWM. However, because the phase voltages (vaN and vbN )
are identical but 180◦ out of phase, the output voltage (vo =
vab = vaN −vbN ) will not contain even harmonics. Thus, if mf

is taken even, the harmonics in the ac output voltage appear
at normalized odd frequencies fh centered around twice the
normalized carrier frequency mf and its multiples. Specifically,

h = l mf ± k l = 2, 4, . . . (15.17)

where k = 1, 3, 5, . . . and the harmonics in the dc link current
appear at normalized frequencies fp centered around twice the
normalized carrier frequency mf and its multiples. Specifically,

p = l mf ± k ± 1 l = 2, 4, . . . (15.18)

where k = 1, 3, 5, . . . This feature is considered to be an advan-
tage because it allows the use of smaller filtering components
to obtain high-quality voltage and current waveforms while
using the same switching frequency as in VSIs modulated by
the bipolar approach.

C. Selective Harmonic Elimination
In contrast to half-bridge VSIs, this approach is applied in a
per-line fashion for full-bridge VSIs. The ac output voltage
features odd half- and quarter-wave symmetry; therefore, even
harmonics are not present (v̂oh = 0, h = 2, 4, 6, . . .). More-
over, the ac output voltage waveform (vo = vab in Fig. 15.8),
should feature N pulses per half-cycle in order to adjust the
fundamental component and eliminate N − 1 harmonics. For
instance, to eliminate the third, fifth, and the seventh harmon-
ics and to perform fundamental component magnitude control
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(N = 4), the equations to be solved are:

cos(1α1)− cos(1α2)+ cos(1α3)− cos(1α4) = πv̂o1/(vi4)

cos(3α1)− cos(3α2)+ cos(3α3)− cos(3α4) = 0

cos(5α1)− cos(5α2)+ cos(5α3)− cos(5α4) = 0

cos(7α1)− cos(7α2)+ cos(7α3)− cos(7α4) = 0
(15.19)

where the angles α1, α2, α3, and α4 are defined as shown
in Fig. 15.10a. The angles α1, α2, α3, and α4 are plotted for

different values of v̂o1/vi in Fig. 15.11a. The general expres-
sions to eliminate an arbitrary N − 1 (N − 1 = 3, 5, 7, . . .)
number of harmonics are given by

−
N∑

k=1

(−1)k cos(nαk ) = π

4

(
v̂o1

vi

)

−
N∑

k=1

(−1)k cos(nαk ) = 0 for n = 3, 5, . . . , 2N − 1

(15.20)

where α1, α2, . . ., αN should satisfy α1 < α2 < · · · < αN <π/2.
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harmonic elimination and (b) fundamental control.

Figure 15.10c shows a special case where only the fundamen-
tal ac output voltage is controlled. This is known as output
control by voltage cancellation, which derives from the fact
that its implementation is easily attainable by using two phase-
shifted square-wave switching signals as shown in Fig. 15.12.
The phase-shift angle becomes 2 · α1 (Fig. 15.11b). Thus, the
amplitude of the fundamental component and harmonics in
the ac output voltage are given by

v̂oh = 4

π
vi

(−1)(h−1)/2

h
cos (hα1) h = 1, 3, 5, . . . (15.21)

It can also be observed in Fig. 15.12c that for α1 = 0 square-
wave operation is achieved. In this case, the fundamental

ac output voltage is given by

v̂o1 = 4

π
vi (15.22)

where the fundamental load voltage can be controlled by the
manipulation of the dc link voltage.

D. DC Link Current
Due to the fact that the inverter is assumed lossless and
constructed without storage energy components, the instan-
taneous power balance indicates that,

vi(t ) · ii(t ) = vo(t ) · io(t ) (15.23)
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For inductive load and relatively high switching frequencies,
the load current io is nearly sinusoidal. As a first approxima-
tion, the ac output voltage can also be considered sinusoidal.
On the other hand, if the dc link voltage remains constant
vi(t ) = Vi , Eq. (15.23) can be simplified to

ii(t ) = 1

Vi

√
2Vo1sin(ωt ) · √2Iosin(ωt − φ) (15.24)

where Vo1 is the fundamental rms ac output voltage, Io is the
rms load current, and φ is an arbitrary inductive load power
factor. Thus, the dc link current can be further simplified to

ii(t ) = Vo1

Vi
Io cos(φ)− Vo1

Vi
Io cos(2ωt − φ) (15.25)

The preceding expression reveals an important issue, that is,
the presence of a large second-order harmonic in the dc link
current (its amplitude is similar to the dc link current). This
second harmonic is injected back into the dc voltage source,
thus its design should consider it in order to guarantee a nearly

+
−vi

S1

a

S4

D1

D4

S3

b

S6

D3

D6

ioa +

−
vab

S5

c

S2

D5

D2

N

ii
+

−
vi /2

+

−
vi /2

C+

C−

FIGURE 15.13 Three-phase VSI topology.

constant dc link voltage. In practical terms, the dc voltage
source is required to feature large amounts of capacitance,
which is costly and demands space, both undesired features,
especially in medium- to high-power supplies.

15.3 Three-phase Voltage Source
Inverters

Single-phase VSIs cover low-range power applications and
three-phase VSIs cover medium- to high-power applications.
The main purpose of these topologies is to provide a three-
phase voltage source, where the amplitude, phase, and fre-
quency of the voltages should always be controllable. Although
most of the applications require sinusoidal voltage waveforms
(e.g. ASDs, UPSs, FACTS, var compensators), arbitrary voltages
are also required in some emerging applications (e.g. active
filters, voltage compensators).

The standard three-phase VSI topology is shown in
Fig. 15.13 and the eight valid switch states are given
in Table 15.3. As in single-phase VSIs, the switches of any leg
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TABLE 15.3 Valid switch states for a three-phase VSI

State State # vab vbc vca Space vector

S1, S2, and S6 are on and
S4, S5, and S3 are off

1 vi 0 −vi �v1 = 1+ j0.577

S2, S3, and S1 are on and
S5, S6, and S4 are off

2 0 vi −vi �v2 = j1.155

S3, S4, and S2 are on and
S6, S1, and S5 are off

3 −vi vi 0 �v3 = −1+ j0.577

S4, S5, and S3 are on and
S1, S2, and S6 are off

4 −vi 0 vi �v4 = −1− j0.577

S5, S6, and S4 are on and
S2, S3, and S1 are off

5 0 −vi vi �v5 = −j1.155

S6, S1, and S5 are on and
S3, S4, and S2 are off

6 vi −vi 0 �v6 = 1− j0.577

S1, S3, and S5 are on and
S4, S6, and S2 are off

7 0 0 0 �v7 = 0

S4, S6, and S2 are on and
S1, S3, and S5 are off

8 0 0 0 �v8 = 0

of the inverter (S1 and S4, S3 and S6, or S5 and S2) cannot be
switched on simultaneously because this would result in a short
circuit across the dc link voltage supply. Similarly, in order to
avoid undefined states in the VSI, and thus undefined ac out-
put line voltages, the switches of any leg of the inverter cannot
be switched off simultaneously as this will result in voltages
that will depend upon the respective line current polarity.

Of the eight valid states, two of them (7 and 8 in Table 15.3)
produce zero ac line voltages. In this case, the ac line currents
freewheel through either the upper or lower components. The
remaining states (1 to 6 in Table 15.3) produce non-zero ac
output voltages. In order to generate a given voltage waveform,
the inverter moves from one state to another. Thus the result-
ing ac output line voltages consist of discrete values of voltages
that are vi , 0, and −vi for the topology shown in Fig. 15.13.
The selection of the states in order to generate the given wave-
form is done by the modulating technique that should ensure
the use of only the valid states.

15.3.1 Sinusoidal PWM

This is an extension of the one introduced for single-phase
VSIs. In this case and in order to produce 120◦ out-of-phase
load voltages, three modulating signals that are 120◦ out-of-
phase are used. Figure 15.14 shows the ideal waveforms of
three-phase VSI SPWM. In order to use a single carrier sig-
nal and preserve the features of the PWM technique, the
normalized carrier frequency mf should be an odd multiple
of 3. Thus, all phase voltages (vaN , vbN , and vcN ) are identi-
cal, but 120◦ out-of-phase without even harmonics; moreover,
harmonics at frequencies, a multiple of 3, are identical in
amplitude and phase in all phases. For instance, if the ninth
harmonic in phase aN is

vaN 9(t ) = v̂9sin(9ωt ) (15.26)

the ninth harmonic in phase bN will be

vbN 9(t ) = v̂9sin
[
9(ωt − 120◦)

]
= v̂9sin(9ωt − 1080◦) = v̂9sin(9ωt ) (15.27)

Thus, the ac output line voltage vab = vaN − vbN will not
contain the ninth harmonic. Therefore, for odd multiple of 3
values of the normalized carrier frequency mf , the harmonics
in the ac output voltage appear at normalized frequencies fh
centered around mf and its multiples, specifically, at

h = l mf ± k l = 1, 2, . . . (15.28)

where l = 1, 3, 5, . . . for k = 2, 4, 6, . . . and l = 2, 4, . . . for
k = 1, 5, 7, . . . such that h is not a multiple of 3. Therefore,
the harmonics will be at mf ± 2, mf ± 4, . . ., 2mf ± 1, 2mf ±
5, . . ., 3mf ± 2, 3mf ± 4, . . ., 4mf ± 1, 4mf ± 5, . . .. For nearly
sinusoidal ac load current, the harmonics in the dc link current
are at frequencies given by

h = l mf ± k ± 1 l = 1, 2, . . . (15.29)

where l = 0, 2, 4, . . . for k = 1, 5, 7, . . . and l = 1, 3, 5, . . .
for k = 2, 4, 6, . . . such that h = l · mf ± k is positive and
not a multiple of 3. For instance, Fig. 15.14h shows the sixth
harmonic (h = 6), which is due to h = 1 · 9− 2− 1 = 6.

The identical conclusions can be drawn for the operation
at small and large values of mf as for the single-phase con-
figurations. However, because the maximum amplitude of the
fundamental phase voltage in the linear region (ma ≤ 1) is
vi/2, the maximum amplitude of the fundamental ac output
line voltage is

√
3vi/2. Therefore, one can write

v̂ab1 = ma

√
3

vi

2
0 < ma ≤ 1 (15.30)

To further increase the amplitude of the load voltage, the
amplitude of the modulating signal v̂c can be made higher
than the amplitude of the carrier signal v̂
, which leads to
overmodulation. The relationship between the amplitude of
the fundamental ac output line voltage and the dc link volt-
age becomes non-linear as in single-phase VSIs. Thus, in the
overmodulation region, the line voltages range is

√
3

vi

2
< v̂ab1 = v̂bc1 = v̂ca1 <

4

π

√
3

vi

2
(15.31)

15.3.2 Square-wave Operation of
Three-phase VSIs

Large values of ma in the SPWM technique lead to full
overmodulation. This is known as square-wave operation as
illustrated in Fig. 15.15, where the power valves are on for 180◦.
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(c) switch S3 state; (d) ac output voltage; (e) ac output voltage spectrum; (f) ac output current; (g) dc current; (h) dc current spectrum; (i) switch S1

current; and (j) diode D1 current.

In this operation mode, the VSI cannot control the load volt-
age except by means of the dc link voltage vi . This is based on
the fundamental ac line-voltage expression

v̂ab 1 = 4

π

√
3

vi

2
(15.32)

The ac line output voltage contains the harmonics fh , where
h = 6 · k ± 1 (k = 1, 2, 3, . . .) and they feature amplitudes
that are inversely proportional to their harmonic order

(Fig. 15.15d). Their amplitudes are

v̂ab h = 1

h

4

π

√
3

vi

2
(15.33)

15.3.3 Sinusoidal PWM with Zero Sequence
Signal Injection

The restriction for ma (ma ≤ 1) can be relaxed if a zero
sequence signal is added to the modulating signals before
they are compared to the carrier signal. Figure 15.16 shows
the block diagram of the technique. Clearly, the addition of
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the zero sequence reduces the peak amplitude of the result-
ing modulating signals (uca , ucb , ucc ), while the fundamental
components remain unchanged. This approach expands the
range of the linear region as it allows the use of mod-
ulation indexes ma up to 2/

√
3 without getting into the

overmodulating region.
The maximum amplitude of the fundamental phase voltage

in the linear region
(
ma ≤ 2/

√
3
)

is vi/2, thus, the maximum

amplitude of the fundamental ac output line voltage is vi .
Therefore, one can write

v̂ab1 = ma

√
3

vi

2

(
0 < ma ≤ 2/

√
3
)

(15.34)

Figure 15.17 shows the ideal waveforms of a three-phase VSI
SPWM with zero injection for ma = 0.8.
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15.3.4 Selective Harmonic Elimination in
Three-phase VSIs

As in single-phase VSIs, the SHE technique can be applied
to three-phase VSIs. In this case, the power valves of each
leg of the inverter are switched so as to eliminate a given
number of harmonics and to control the fundamental phase-
voltage amplitude. Considering that in many applications, the
required line output voltages should be balanced and 120◦ out
of phase, the harmonics multiples of 3 (h = 3, 9, 15, . . .), which

could be present in the phase voltages (vaN , vbN , and vcN ), will
not be present in the load voltages (vab , vbc , and vca). Therefore,
these harmonics are not required to be eliminated, thus the
chopping angles are used to eliminate only the harmonics at
frequencies h = 5, 7, 11, 13, . . . as required.

The expressions to eliminate a given number of harmon-
ics are the same as those used in single-phase inverters. For
instance, to eliminate the fifth and seventh harmonics and per-
form fundamental magnitude control (N = 3), the equations
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to be solved are:

cos(1α1)− cos(1α2)+ cos(1α3) = (2+ πv̂aN 1/vi)/4

cos(5α1)− cos(5α2)+ cos(5α3) = 1/2

cos(7α1)− cos(7α2)+ cos(7α3) = 1/2
(15.35)

where the angles α1, α2, and α3 are defined as shown in
Fig. 15.18a and plotted in Fig. 15.19. Figure 15.18b shows
that the third, ninth, fifteenth, . . . harmonics are all present
in the phase voltages; however, they are not in the line voltages
(Fig. 15.18d).
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FIGURE 15.19 Chopping angles for SHE and fundamental voltage
control in three-phase VSIs: fifth and seventh harmonic elimination.

15.3.5 Space-vector (SV)-based Modulating
Techniques

At present, the control strategies are implemented in digital
systems, and therefore digital modulating techniques are also
available. The SV-based modulating technique is a digital tech-
nique in which the objective is to generate PWM load line
voltages that are on average equal to given load line voltages.
This is done in each sampling period by properly selecting the
switch states from the valid ones of the VSI (Table 15.3) and
by proper calculation of the period of times they are used.
The selection and calculation times are based upon the SV
transformation.

A. Space-vector Transformation
Any three-phase set of variables that add up to zero in the
stationary abc frame can be represented in a complex plane
by a complex vector that contains a real (α) and an imagi-
nary (β) component. For instance, the vector of three-phase
line-modulating signals vabc

c = [vcavcbvcc ]T can be represented

by the complex vector �vc = vαβ
c = [vcαvcβ]T by means of the

following transformation:

vcα = 2

3
[vca − 0.5 (vcb + vcc )] (15.36)

vcβ =
√

3

3
(vcb − vcc ) (15.37)

If the line-modulating signals vabc
c are three balanced sinu-

soidal waveforms that feature an amplitude v̂c and an angular
frequency ω, the resulting modulating signals in the αβ station-

ary frame become a vector �vc = vαβ
c of fixed module v̂c , which

rotates at frequency ω (Fig. 15.20). Similarly, the SV transfor-
mation is applied to the line voltages of the eight states of the
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VSI normalized with respect to vi (Table 15.3), which gener-
ates the eight space vectors (�vi , i = 1, 2, . . . , 8) in Fig. 15.20.
As expected, �v1 to �v6 are non-null line-voltage vectors and
�v7 and �v8 are null line-voltage vectors.

The objective of the SV technique is to approximate the
line-modulating signal space vector �vc with the eight space
vectors (�vi , i = 1, 2, . . . , 8) available in VSIs. However, if the
modulating signal �vc is laying between the arbitrary vectors �vi

and �vi+1, only the nearest two non-zero vectors (�vi and �vi+1)
and one zero SV (�vz = �v7 or �v8) should be used. Thus, the
maximum load line voltage is maximized and the switching
frequency is minimized. To ensure that the generated voltage
in one sampling period Ts (made up of the voltages provided
by the vectors �vi , �vi+1, and �vz used during times Ti , Ti+1, and
Tz ) is on average equal to the vector �vc the following expression
should hold:

�vc · Ts = �vi · Ts + �vi+1 · Ti+1 + �vz · Tz (15.38)

The solution of the real and imaginary parts of Eq. (15.37)
for a line-load voltage that features an amplitude restricted to
0 ≤ v̂c ≤ 1 gives

Ti = Ts · v̂c · sin(π/3− θ) (15.39)

Ti+1 = Ts · v̂c · sin(θ) (15.40)

Tz = Ts − Ti − Ti+1 (15.41)

The preceding expressions indicate that the maximum
fundamental line-voltage amplitude is unity as 0 ≤ θ ≤
π/3. This is an advantage over the SPWM technique which
achieves a

√
3/2 maximum fundamental line-voltage ampli-

tude in the linear operating region. Although, the space vector

modulation (SVM) technique selects the vectors to be used
and their respective on-times, the sequence in which they are
used, the selection of the zero space vector, and the normalized
sampled frequency remain undetermined.

For instance, if the modulating line-voltage vector is in sec-
tor 1 (Fig. 15.20), the vectors �v1, �v2, and �vz should be used
within a sampling period by intervals given by T1, T2, and Tz ,
respectively. The question that remains is whether the sequence
(i) �v1 − �v2 − �vz , (ii) �vz − �v1 − �v2 − �vz , (iii) �vz − �v1 − �v2 −
�v1 − �vz , (iv) �vz − �v1 − �v2 − �vz − �v2 − �v1 − �vz , or any other
sequence should actually be used. Finally, the technique does
not indicate whether �vz should be �v7, �v8, or a combination
of both.

B. Space-vector Sequences and Zero Space-vector Selection
The sequence to be used should ensure load line-voltages that
feature quarter-wave symmetry in order to reduce unwanted
harmonics in their spectra (even harmonics). Additionally, the
zero SV selection should be done in order to reduce the switch-
ing frequency. Although there is not a systematic approach to
generate a SV sequence, a graphical representation shows that
the sequence �vi , �vi+1, �vz (where �vz is alternately chosen among
�v7 and �v8) provides high performance in terms of minimizing
unwanted harmonics and reducing the switching frequency.

C. The Normalized Sampling Frequency
The normalized carrier frequency mf in three-phase carrier-
based PWM techniques is chosen to be an odd integer number
multiple of 3 (mf = 3 · n, n = 1, 3, 5, . . .). Thus, it is pos-
sible to minimize parasitic or non-intrinsic harmonics in the
PWM waveforms. A similar approach can be used in the SVM
technique to minimize uncharacteristic harmonics. Hence, it is
found that the normalized sampling frequency fsn should be
an integer multiple of 6. This is due to the fact that in order to
produce symmetrical line voltages, all the sectors (a total of 6)
should be used equally in one period. As an example, Fig. 15.21
shows the relevant waveforms of a VSI SVM for fsn = 18 and
v̂c = 0.8. Figure 15.21 confirms that the first set of relevant
harmonics in the load line voltage are at fsn which is also the
switching frequency.

15.3.6 DC Link Current in Three-phase VSIs

Due to the fact that the inverter is assumed to be loss-
less and constructed without storage energy components, the
instantaneous power balance indicates that

vi(t ) · ii(t ) = vab(t ) · ia(t )+ vbc (t ) · ib(t )+ vca(t ) · ic (t )
(15.42)

where ia(t ), ib(t ), and ic (t ) are the phase-load currents as
shown in Fig. 15.22. If the load is balanced and inductive, and
a relatively high switching frequency is used, the load currents
become nearly sinusoidal balanced waveforms. On the other
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hand, if the ac output voltages are considered sinusoidal and
the dc link voltage is assumed constant vi(t ) = Vi , Eq. (15.42)
can be simplified to

ii(t )= 1

Vi

⎧⎪⎪⎨
⎪⎪⎩

√
2Vo1sin(ωt )·√2Iosin(ωt−φ)

+√2Vo1sin(ωt−120◦)·√2Iosin(ωt−120◦−φ)

+√2Vo1sin(ωt−240◦)·√2Iosin(ωt−240◦−φ)

⎫⎪⎪⎬
⎪⎪⎭

(15.43)

where Vo1 is the fundamental rms ac output line voltage, Io is
the rms load-phase current, and φ is an arbitrary inductive

load power factor. Hence, the dc link current expression can
be further simplified to

ii(t ) = 3
Vo1

Vi
Io cos(φ) = √

3
Vo1

Vi
Il cos(φ) (15.44)

where Il =
√

3Io is the rms load line current. The resulting
dc link current expression indicates that under harmonic-free
load voltages, only a clean dc current should be expected in
the dc bus and, compared to single-phase VSIs, there is no
presence of second harmonic. However, as the ac load line
voltages contain harmonics around the normalized sampling
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frequency fsn , the dc link current will contain harmonics but
around fsn as shown in Fig. 15.21h.

15.3.7 Load-phase Voltages in Three-phase VSIs

The load is sometimes wye-connected and the phase-load volt-
ages van , vbn , and vcn may be required (Fig. 15.23). To obtain
them, it should be considered that the line-voltage vector is

⎡
⎣vab

vbc

vca

⎤
⎦ =

⎡
⎣van − vbn

vbn − vcn

vcn − van

⎤
⎦ (15.45)

which can be written as a function of the phase-voltage vector
[vanvbnvcn]T as

⎡
⎣vab

vbc

vca

⎤
⎦ =

⎡
⎣ 1 −1 0

0 1 −1
−1 0 1

⎤
⎦
⎡
⎣van

vbn

vcn

⎤
⎦ (15.46)

Expression (15.46) represents a linear system where the
unknown quantity is the vector [vanvbnvcn]T . Unfortunately,
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the system is singular as the rows add up to zero (line volt-
ages add up to zero), therefore, the phase-load voltages cannot
be obtained by matrix inversion. However, if the phase-load
voltages add up to zero, Eq. (15.46) can be rewritten as

⎡
⎣vab

vbc

0

⎤
⎦ =

⎡
⎣1 −1 0

0 1 −1
1 1 1

⎤
⎦
⎡
⎣van

vbn

vcn

⎤
⎦ (15.47)

which is not singular and hence,

⎡
⎣van

vbn

vcn

⎤
⎦ =

⎡
⎣1 −1 0

0 1 −1
1 1 1

⎤
⎦
−1⎡
⎣vab

vbc

0

⎤
⎦ = 1

3

⎡
⎣ 2 1 1
−1 1 1
−1 −2 1

⎤
⎦
⎡
⎣vab

vbc

0

⎤
⎦

(15.48)

that can be further simplified to

⎡
⎣van

vbn

vcn

⎤
⎦ = 1

3

⎡
⎣ 2 1
−1 1
−1 −2

⎤
⎦[vab

vbc

]
(15.49)

The final expression for the phase-load voltages is only a
function of vab and vbc , which is due to fact that the last row
in Eq. (15.46) is chosen to be only ones. Figure 15.24 shows
the line- and phase-voltages obtained using Eq. (15.49).

15.4 Current Source Inverters

The main objective of these static power converters is to
produce an ac output current waveforms from a dc current
power supply. For sinusoidal ac outputs, its magnitude, fre-
quency, and phase should be controllable. Due to the fact that
the ac line currents ioa , iob , and ioc (Fig. 15.25) feature high
di/dt , a capacitive filter should be connected at the ac ter-
minals in inductive load applications (such as ASDs). Thus,
nearly sinusoidal load voltages are generated that justifies the
use of these topologies in medium-voltage industrial appli-
cations, where high-quality voltage waveforms are required.
Although single-phase CSIs can in the same way as three-phase
CSIs topologies, be developed under similar principles, only
three-phase applications are of practical use and are analyzed
below.
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In order to properly gate the power switches of a three-phase
CSI, two main constraints must always be met: (a) the ac side
is mainly capacitive, thus, it must not be short-circuited; this
implies that, at most one top switch (1, 3, or 5 (Fig. 15.25)) and
one bottom switch (4, 6, or 2 (Fig. 15.25)) should be closed at
any time; and (b) the dc bus is of the current-source type and
thus it cannot be opened; therefore, there must be at least one
top switch (1, 3, or 5) and one bottom switch (4, 6, or 2) closed
at all times. Note that both constraints can be summarized by
stating that at any time, only one top switch and one bottom
switch must be closed.

There are nine valid states in three-phase CSIs. The states 7,
8, and 9 (Table 15.4) produce zero ac line currents. In this case,
the dc link current freewheels through either the switches S1

and S4, switches S3 and S6, or switches S5 and S2. The remain-
ing states (1 to 6 in Table 15.4) produce non-zero ac output
line currents. In order to generate a given set of ac line current
waveforms, the inverter must move from one state to another.
Thus, the resulting line currents consist of discrete values of

TABLE 15.4 Valid switch states for a three-phase CSI

State State # ioa iob ioc Space vector

S1 and S2 are on and S3, S4,
S5, and S6 are off

1 ii 0 −ii �i1 = 1+ j0.577

S2 and S3 are on and S4, S5,
S6, and S1 are off

2 0 ii −ii �i2 = j1.155

S3 and S4 are on and S5, S6,
S1, and S2 are off

3 −ii ii 0 �i3 = −1+ j0.577

S4 and S5 are on and S6, S1,
S2, and S3 are off

4 −ii 0 ii �i4 = −1− j0.577

S5 and S6 are on and S1, S2,
S3, and S4 are off

5 0 −ii ii �i5 = −j1.155

S6 and S1 are on and S2, S3,
S4, and S5 are off

6 ii −ii 0 �i6 = 1− j0.577

S1 and S4 are on and S2, S3,
S5, and S6 are off

7 0 0 0 �i7 = 0

S3 and S6 are on and S1, S2,
S4, and S5 are off

8 0 0 0 �i8 = 0

S5 and S2 are on and S6, S1,
S3, and S4 are off

9 0 0 0 �i9 = 0

current, which are ii , 0, and −ii . The selection of the states in
order to generate the given waveforms is done by the modu-
lating technique that should ensure the use of only the valid
states.

There are several modulating techniques that deal with the
special requirements of CSIs and can be implemented online.
These techniques are classified into three categories: (a) the
carrier-based; (b) the SHE-based; and (c) the SV-based tech-
niques. Although they are different, they generate gating signals
that satisfy the special requirements of CSIs. To simplify the
analysis, a constant dc link-current source is considered (ii =
Ii).

15.4.1 Carrier-based PWM Techniques in CSIs

It has been shown that the carrier-based PWM techniques that
were initially developed for three-phase VSIs can be extended
to three-phase CSIs. The circuit shown in Fig. 15.26 obtains
the gating pattern for a CSI from the gating pattern developed
for a VSI. As a result, the line current appears to be identical
to the line voltage in a VSI for similar carrier and modulating
signals.

It is composed of a switching pulse generator, a shorting pulse
generator, a shorting pulse distributor, and a switching and short-
ing pulse combinator. The circuit basically produces the gating
signals (s = [s1 . . . s6]T ) according to a carrier i
 and three
modulating signals iabc

c = [ica icb ica]T . Therefore, any set of
modulating signals which when combined result in a sinu-
soidal line-to-line set of signals, will satisfy the requirement for
a sinusoidal line current pattern. Examples of such a modu-
lating signals are the standard sinusoidal, sinusoidal with third
harmonic injection, trapezoidal, and deadband waveforms.

The first component of this stage (Fig. 15.26) is the switch-
ing pulse generator, where the signals s123

a are generated
according to:

s123
a =

{
HIGH = 1 if iabc

c > vc

LOW = 0 otherwise
(15.50)
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FIGURE 15.26 The three-phase CSI. Gating pattern generator for analog on-line carrier-based PWM.

The outputs of the switching pulse generator are the signals
sc, which are basically the gating signals of the CSI without the
shorting pulses. These are necessary to freewheel the dc link
current ii when zero ac output currents are required. Table 15.5
shows the truth table of sc for all combinations of their inputs
s123

a . It can be clearly seen that at most one top switch and one
bottom switch is on, which satisfies the first constraint of the
gating signals as stated before.

In order to satisfy the second constraint, the shorting pulse
(sd =1) (sd = 1) is generated (shorting pulse generator
(Fig. 15.26)) the top switches (sc1 = sc3 = sc5 = 0) or none
of the bottom switches (sc4 = sc6 = sc2 = 0) are gated. Then,
this pulse is added (using OR gates) to only one leg of the CSI
(either to the switches 1 and 4, 3 and 6, or 5 and 2) by means of
the switching and shorting pulse combinator (Fig. 15.26). The
signals generated by the shorting pulse generator s123

e ensure
that: (a) only one leg of the CSI is shorted, as only one of the
signals is HIGH at any time; and (b) there is an even distri-
bution of the shorting pulse, as s123

e is high for 120◦ in each
period. This ensures that the rms currents are equal in all legs.

TABLE 15.5 Truth table for the switching pulse generator
stage (Fig. 15.26)

sa1 sa2 sa3
Top switches Bottom switches

sc1 sc3 sc5 sc4 sc6 sc2

0 0 0 0 0 0 0 0 0
0 0 1 0 0 1 0 1 0
0 1 0 0 1 0 1 0 0
0 1 1 0 0 1 1 0 0
1 0 0 1 0 0 0 0 1
1 0 1 1 0 0 0 1 0
1 1 0 0 1 0 0 0 1
1 1 1 0 0 0 0 0 0

Figure 15.27 shows the relevant waveforms if a trian-
gular carrier i
 and sinusoidal modulating signals iabc

c are
used in combination with the gating pattern generator cir-
cuit (Fig. 15.26); this is SPWM in CSIs. It can be observed
that some of the waveforms (Fig. 15.27) are identical to those
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current; and (j) switch S1 voltage.

obtained in three-phase VSIs, where a SPWM technique is used
(Fig. 15.15). Specifically: (i) the load line voltage (Fig. 15.15d)
in the VSI is identical to the load line current (Fig. 15.27d)
in the CSI; and (ii) the dc link current (Fig. 15.15g) in
the VSI is identical to the dc link voltage (Fig. 15.27g) in
the CSI.

This brings up the duality issue between both the topolo-
gies when similar modulation approaches are used. Therefore,
for odd multiples of 3 values of the normalized carrier fre-
quency mf , the harmonics in the ac output current appear
at normalized frequencies fh centered around mf and its

multiples, specifically, at

h = l mf ± k l = 1, 2, . . . (15.51)

where l = 1, 3, 5, . . . for k = 2, 4, 6, . . . and l = 2, 4, . . . for
k = 1, 5, 7, . . . such that h is not a multiple of 3. Therefore, the
harmonics will be at mf ± 2, mf ± 4, . . ., 2mf ± 1, 2mf ± 5, . . .,
3mf ± 2, 3mf ± 4, . . ., 4mf ± 1, 4mf ± 5, . . .. For nearly sinu-
soidal ac load voltages, the harmonics in the dc link voltage
are at frequencies given by

h = l mf ± k ± 1 l = 1, 2, . . . (15.52)
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where l = 0, 2, 4, . . . for k = 1, 5, 7, . . . and l = 1, 3, 5, . . .
for k = 2, 4, 6, . . . such that h = l ·mf ± k is positive and
not a multiple of 3. For instance, Fig. 15.27h shows the sixth
harmonic (h = 6), which is due to h = 1 · 9 − 2 − 1 = 6.
Identical conclusions can be drawn for the small and large
values of mf in the same way as for three-phase VSI config-
urations. Thus, the maximum amplitude of the fundamental
ac output line current is îoa1 =

√
3ii/2 and therefore one can

write

îoa1 = ma

√
3

2
ii 0 < ma ≤ 1 (15.53)
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FIGURE 15.28 Gating pattern generator. Waveforms for third and ninth harmonic injection PWM (ma = 0.8, mf = 15): signals as described in
Fig. 15.26.

To further increase the amplitude of the load current, the
overmodulation approach can be used. In this region, the
fundamental line currents range in

√
3

2
ii < îoa1 = îob1 = îoc1 <

4

π

√
3

2
ii (15.54)

To further test the gating signal generator circuit
(Fig. 15.26), a sinusoidal set with third and ninth harmonic
injection modulating signals are used. Figure 15.28 shows the
relevant waveforms.



380 J. R. Espinoza

S1

180 27090 360
ωt

0

on

27090 360
ωt

ioa ioa1

ii

(a) (c)

S3

180 27090 360
ωt

0

on

1573 19 23 31271151 9 13 17 21 2925

ioa

f
fo

1.1ii

(b) (d)

1800 1800

FIGURE 15.29 The three-phase CSI. Square-wave operation: (a) switch S1 state; (b) switch S3 state; (c) ac output current; and (d) ac output current
spectrum.

15.4.2 Square-wave Operation of
Three-phase CSIs

As in VSIs, large values of ma in the SPWM technique lead to
full overmodulation. This is known as square-wave operation.
Figure 15.29 depicts this operating mode in a three-phase CSI,
where the power valves are on for 120◦. As presumed, the CSI
cannot control the load current except by means of the dc link
current ii . This is due to the fact that the fundamental ac line
current expression is

îoa1 = 4

π

√
3

2
ii (15.55)

The ac line current contains the harmonics fh , where h =
6 · k ± 1 (k = 1, 2, 3, . . .), and they feature amplitudes that is
inversely proportional to their harmonic order (Fig. 15.29d).
Thus,

îoah = 1

h

4

π

√
3

2
ii (15.56)

The duality issue among both the three-phase VSI and CSI
should be noted especially in terms of the line-load waveforms.
The line-load voltage produced by a VSI is identical to the load
line current produced by the CSI when both are modulated
using identical techniques. The next section will show that this
also holds for SHE-based techniques.

15.4.3 Selective Harmonic Elimination in
Three-phase CSIs

The SHE-based modulating techniques in VSIs define the
gating signals such that a given number of harmonics are
eliminated and the fundamental phase-voltage amplitude is

controlled. If the required line output voltages are balanced
and 120◦ out-of-phase, the chopping angles are used to elim-
inate only the harmonics at frequencies h = 5, 7, 11, 13, . . . as
required.

The circuit shown in Fig. 15.30 uses the gating signals s123
a

developed for a VSI and a set of synchronizing signals iabc
c to

obtain the gating signals s for a CSI. The synchronizing signals
iabc
c are sinusoidal balanced waveforms that are synchronized

with the signals s123
a in order to symmetrically distribute the

shorting pulse and thus generate symmetrical gating patterns.
The circuit ensures line current waveforms as the line voltages
in a VSI. Therefore, any arbitrary number of harmonics can be
eliminated and the fundamental line current can be controlled
in CSIs. Moreover, the same chopping angles obtained for VSIs
can be used in CSIs.

For instance, to eliminate the fifth and seventh harmonics,
the chopping angles are shown in Fig. 15.31, which are iden-
tical to that obtained for a VSI using Eq. (15.9). Figure 15.32
shows that the line current does not contain the fifth and the
seventh harmonics as expected. Hence, any number of har-
monics can be eliminated in three-phase CSIs by means of the
circuit (Fig. 15.30) without the hassle of how to satisfy the
gating signal constrains.

15.4.4 Space-vector-based Modulating
Techniques in CSIs

The objective of the SV-based modulating technique is to gen-
erate PWM load line currents that are on average equal to
given load line currents. This is done digitally in each sampling
period by properly selecting the switch states from the valid
ones of the CSI (Table 15.4) and the proper calculation of the
period of times they are used. As in VSIs, the selection and time
calculations are based upon the space-vector transformation.
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A. Space-vector Transformation in CSIs
Similarly to VSIs, the vector of three-phase line-modulating
signals iabc

c = [ica icb icc ]T can be represented by the com-

plex vector �ic = iαβ
c = [icα icβ]T by means of Eqs. (15.36)

and (15.37). For three-phase balanced sinusoidal modulating
waveforms, which feature an amplitude îc and an angular fre-
quency ω, the resulting modulating signals complex vector
�ic = iαβ

c becomes a vector of fixed module îc , which rotates
at frequency ω (Fig. 15.33). Similarly, the SV transformation
is applied to the line currents of the nine states of the CSI nor-
malized with respect to ii , which generates nine space vectors
(�ii, i = 1, 2, . . . , 9 in Fig. 15.33). As expected, �i1 to �i6 are non-
null line current vectors and �i7, �i8, and �i9 are null line current
vectors.

The SV technique approximates the line-modulating sig-
nal space vector �ic by using the nine space vectors (�ii , i =
1, 2, . . ., 9) available in CSIs. If the modulating signal vector �ic

is between the arbitrary vectors �ii and �ii+1, then �ii and �ii+1

combined with one zero SV (�iz = �i7 or �i8 or �i9) should be
used to generate �ic. To ensure that the generated current in
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one sampling period Ts (made up of the currents provided by
the vectors �ii , �ii+1, and �iz used during times Ti , Ti+1, and Tz )
is on average equal to the vector �ic, the following expressions
should hold:

Ti = Ts · îc · sin(π/3− θ) (15.57)

Ti+1 = Ts · îc · sin(θ) (15.58)

Tz = Ts − Ti − Ti+1 (15.59)

where 0 ≤ îc ≤ 1. Although, the SVM technique selects the
vectors to be used and their respective on-times, the sequence
in which they are used, the selection of the zero space vector,
and the normalized sampled frequency remain undetermined.

B. Space-vector Sequences and Zero Space-vector Selection
Although there is no systematic approach to generate a SV
sequence, a graphical representation shows that the sequence
�ii , �ii+1, �iz (where the chosen �iz depends upon the sector)
provides high performance in terms of minimizing unwanted
harmonics and reducing the switching frequency. To obtain
the zero SV that minimizes the switching frequency, it is
assumed that Ic is in Sector ➁. Then Fig. 15.34 shows all
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TABLE 15.6 Zero SV for minimum switching
frequency in CSI and sequence �ii , �ii+1, �iz

Sector �ii �ii+1 �iz
➀ �i6 �i1 �i7
➁ �i1 �i2 �i9
➂ �i2 �i3 �i8
➃ �i3 �i4 �i7
➄ �i4 �i5 �i9
➅ �i5 �i6 �i8

the possible transitions that could be found in Sector ➁. It can
be seen that the zero vector �i9 should be chosen to minimize
the switching frequency. Table 15.6 gives a summary of the zero
space vector to be used in each sector in order to minimize the
switching frequency. However, should be noted that Table 15.6
is valid only for the sequence �ii , �ii+1, �iz . Another sequence
will require reformulating the zero space-vector selection
algorithm.

C. The Normalized Sampling Frequency
As in VSIs modulated by a SV approach, the normalized sam-
pling frequency fsn should be an integer multiple of 6 to min-
imize uncharacteristic harmonics. As an example, Fig. 15.35
shows the relevant waveforms of a CSI SVM for fsn = 18 and
îc = 0.8. Figure 15.35 also shows that the first set of relevant
harmonics load line current are at fsn .

15.4.5 DC Link Voltage in Three-phase CSIs

An instantaneous power balance indicates that

vi(t ) · ii(t ) = van(t ) · ioa(t )+ vbn(t ) · iob(t )+ vcn(t ) · ioc (t )
(15.60)

where van(t ), vbn(t ), and vcn(t ) are the phase filter voltages
as shown in Fig. 15.36. If the filter is large enough and a
relatively high switching frequency is used, the phase voltages
become nearly sinusoidal balanced waveforms. On the other
hand, if the ac output currents are considered sinusoidal and
the dc link current is assumed constant ii(t ) = Ii , Eq. (15.60)
can be simplified to

vi(t )= 1

Ii

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

√
2Vonsin(ωt )·√2Io1sin(ωt−φ)

+√2Vonsin(ωt−120◦)·√2Io1sin(ωt−120◦−φ)

+√2Vonsin(ωt−240◦)·√2Io1sin(ωt−240◦−φ)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(15.61)

where Von is the rms ac output phase voltage, Io1 is the rms fun-
damental line current, and φ is an arbitrary filter-load angle.
Hence, the dc link voltage expression can be further simplified
to the following:

vi(t ) = 3
Io1

Ii
Von cos(φ) = √

3
Io1

Ii
Vo cos(φ) (15.62)

where Vo =
√

3Von is the rms load line voltage. The resulting
dc link voltage expression indicates that the first line-current
harmonic Io1 generates a clean dc current. However, as the
load line currents contain harmonics around the normalized
sampling frequency fsn , the dc link current will contain har-
monics but around fsn as shown in Fig. 15.35h. Similarly, in
carrier-based PWM techniques, the dc link current will contain
harmonics around the carrier frequency mf (Fig. 15.27).

In practical implementations, a CSI requires a dc current
source that should behave as a constant (as required by PWM
CSIs) or variable (as square-wave CSIs) current source. Such
current sources should be implemented as separate units and
they are described earlier in this book.

15.5 Closed-loop Operation of Inverters

Inverters generate variable ac waveforms from a dc power sup-
ply to feed, for instance, ASDs. As the load conditions usually
change, the ac waveforms should be adjusted to these new con-
ditions. Also, as the dc power supplies are not ideal and the
dc quantities are not fixed, the inverter should compensate for
such variations. Such adjustments can be done automatically
by means of a closed-loop approach. Inverters also provide
an alternative to changing the load operating conditions (i.e.
speed in an ASD).

There are two alternatives for closed-loop operation the
feedback and the feedforward approaches. It is known that
the feedback approach can compensate for both the pertur-
bations (dc power variations) and the load variations (load
torque changes). However, the feedforward strategy is more
effective in mitigating perturbations as it prevents its negative
effects at the load side. These cause-effect issues are analyzed in
three-phase inverters in the following, although similar results
are obtained for single-phase VSIs.

15.5.1 Feedforward Techniques in Voltage
Source Inverters

The dc link bus voltage in VSIs is usually considered a constant
voltage source vi . Unfortunately, and due to the fact that most
practical applications generate the dc bus voltage by means of
a diode rectifier (Fig. 15.37), the dc bus voltage contains low-
order harmonics such as the sixth, twelfth, . . . (due to six-pulse
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diode rectifiers), and the second if the ac voltage supply
features an unbalance, which is usually the case. Additionally, if
the three-phase load is unbalanced, as in UPS applications, the
dc input current in the inverter ii also contains the second har-
monic, which in turn contributes to the generation of a second
voltage harmonic in the dc bus.

The basic principle of feedforward approaches is to sense
the perturbation and then modify the input in order to com-
pensate for its effect. In this case, the dc link voltage should
be sensed and the modulating technique should accordingly
be modified. The fundamental ab line voltage in a VSI SPWM
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can be written as

vab1(t ) =
{

vca1(t )

v̂


− vcb1(t )

v̂


} √
3

2
vi(t ) v̂
 > v̂ca1, v̂cb1

(15.63)

where v̂
 is the carrier signal peak, v̂ca1 and v̂cb1 are the mod-
ulating signal peaks, and vca(t ) and vca(t ) are the modulating
signals. If the dc bus voltage vi varies around a nominal Vi

value, then the fundamental line voltage varies proportionally;
however, if the carrier signal peak v̂
 is redefined as

v̂
 = v̂
m
vi(t )

Vi
(15.64)

where v̂
m is the carrier signal peak (Fig. 15.38), then the
resulting fundamental ab line voltage in a VSI SPWM is

vab1(t ) =
{

vca1(t )

v̂
m
− vcb1(t )

v̂
m

} √
3

2
Vi (15.65)

where, clearly, the result does not depend upon the variations
of the dc bus voltage.

Figure 15.39 shows the waveforms generated by the SPWM
under a severe dc bus voltage variation (a second harmonic has
been added manually to a constant Vi). As a consequence, the
ac line voltage generated by the VSI is distorted as it contains
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low-order harmonics (Fig. 15.39e). These operating condi-
tions may not be acceptable in standard applications such as
ASDs because the load will draw distorted three-phase cur-
rents as well. The feedforward loop performance is illustrated
in Fig. 15.40. As expected, the carrier signal is modified so as to
compensate for the dc bus voltage variation (Fig. 15.40b). This
is probed by the spectrum of the ac line voltage that does not
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contain low-order harmonics (Fig. 15.40e). It should be noted
that v̂
 > v̂ca1, v̂cb1; therefore, the compensation capabilities
are limited by the required ac line voltage.

The performance of the feedforward approach depends
upon the frequency of the harmonics present in the dc bus
voltage and the carrier signal frequency. Fortunately, the rele-
vant unwanted harmonics to be found in the dc bus voltage are
the second, due to unbalanced supply voltages, and/or the sixth
as the dc bus voltage is generated by means of a six-pulse diode
rectifier. Therefore, a carrier signal featuring a 15-pu frequency
is found to be sufficient to properly compensate for dc bus
voltage variations.

Unbalanced loads generate a dc input current ii that con-
tains a second harmonic, which contributes to the dc bus
voltage variation. The previous feedforward approach can
compensate for such perturbation and maintain balanced ac
load voltages.

Digital techniques can also be modified in order to compen-
sate for dc bus voltage variations by means of a feedforward

approach. For instance, the SVM techniques indicate that the
on-times of the vectors �vi , �vi+1, and �vz are

Ti = Ts · v̂c · sin(π/3− θ) (15.66)

Ti+1 = Ts · v̂c · sin(θ) (15.67)

Tz = Ts − Ti − Ti+1 (15.68)

respectively, where v̂c is the amplitude of the desired ac line
voltage, as shown in Fig. 15.18. By redefining this quantity to

0 ≤ v̂c = v̂cm
Vi

vi(t )
≤ 1 (15.69)

where Vi is the nominal dc bus voltage and vi(t ) is the actual
dc bus voltage. Thus, the on-times become

Ti = Ts · v̂cm
Vi

vi(t )
· sin(π/3− θ) (15.70)

Ti+1 = Ts · v̂cm
Vi

vi(t )
· sin(θ) (15.71)

Tz = Ts − Ti − Ti+1 (15.72)

where v̂cm is the desired maximum ac line voltage. The pre-
vious expressions account for dc bus voltage variations and
behave as a feedforward loop as it needs to sense the perturba-
tion in order to be implemented. The previous expressions are
valid for the linear region, thus v̂c is restricted to 0 ≤ v̂c ≤ 1,
which indicates that the compensation is indeed limited.

15.5.2 Feedforward Techniques in Current
Source Inverters

The duality principle between the voltage and the current
source inverters indicates that, as described previously, the
feedforward approach can be used for CSIs as well as for VSIs.
Therefore, low-order harmonics present in the dc bus current
can be compensated for before they appear at the load side.
This can be done for both analog-based (e.g. carrier-based)
and digital-based (e.g. space-vector) modulating techniques.

15.5.3 Feedback Techniques in Voltage
Source Inverters

Unlike the feedforward approach, the feedback techniques cor-
rect the input to the system (gating signals) depending upon
the deviation of the output to the system (e.g. ac load line cur-
rents in VSIs). Another important difference is that feedback
techniques need to sense the controlled variables. In general,
the controlled variables (output to the system) are chosen
according to the control objectives. For instance, in ASDs,
it is usually necessary to keep the motor line currents equal to
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a given set of sinusoidal references. Therefore, the controlled
variables become the ac line currents. There are several alter-
natives to implement feedback techniques in VSIs, and three
of them are discussed in the following.

A. Hysteresis Current Control
The main purpose here is to force the ac line current to follow
a given reference. The status of the power valves S1 and S4

are changed whenever the actual ioa current goes beyond a
given reference ioa,ref ±
i/2. Figure 15.41 shows the hysteresis
current controller for phase a. Identical controllers are used in
phase b and c . The implementation of this controller is simple
as it requires an operational amplifier (op-amp) operating in
the hysteresis mode, thus the controller and modulator are
combined in one unit.

Unfortunately, there are several drawbacks associated with
the technique itself. First, the switching frequency cannot be
predicted as in carrier-based modulators and therefore the har-
monic content of the ac line voltages and currents becomes
random (Fig. 15.42d). This could be a disadvantage when
designing the filtering components. Second, as three-phase
loads do not have the neutral connected as in ASDs, the load
currents add up to zero. This means that only two ac line
currents can be controlled independently at any given instant.
Therefore, one of the hysteresis controllers is redundant at a

S1

+
ioa,ref

ioa

− S4

phase a

Δi

FIGURE 15.41 The three-phase VSI. Hysteresis current control
(phase a).
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FIGURE 15.42 The three-phase VSI. Ideal waveforms for hysteresis current control: (a) actual ac load current and reference; (b) switch S1 state; (c)
ac output voltage; and (d) ac output voltage spectrum.

given time. This explains why the load current goes beyond
the limits and introduces limit cycles (Fig. 15.42a). Finally,
although the ac load currents add up to zero, the controllers
cannot ensure that all load line currents feature a zero dc
component in one load cycle.

B. Linear Control of VSIs
Proportional and proportional-integrative controllers can also
be used in VSIs. The main purpose is to generate the modulat-
ing signals vca , vcb , and vcc in a closed-loop fashion as depicted
in Fig. 15.43. The modulating signals can be used by a carrier-
based technique such as the SPWM (as depicted in Fig. 15.43)
or by space vector modulation. Because the load line currents
add up to zero, the load line current references must add up to
zero. Thus, the abc/αβγ transformation can be used to reduce
to two controllers the overall implementation scheme as the
γ component is always zero. This avoids limit cycles in the ac
load currents.

The transformation of a set of variables in the stationary abc
frame xabc into a set of variables in the stationary αβ frame
xαβ is given by

xαβ = 2

3

[
1 −1/2 −1/2
0
√

3/2 −√3/2

]
xabc (15.73)

The selection of the controller (P, PI,. . .) is done according to
the control procedures such as steady-state error, settling time,
overshoot, and so forth. Figure 15.44 shows the relevant wave-
forms of a VSI SPWM controlled by means of a PI controller
as shown in Fig. 15.43.

Although it is difficult to prove that no limit cycles are
generated, the ac line current appears very much sinusoidal.
Moreover, the ac line voltage generated by the VSI preserves
the characteristics of such waveforms generated by SPWM
modulators. This is confirmed by the harmonic spectrum
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shown in Fig. 15.44d, where the first set of characteris-
tic harmonics are around the normalized carrier frequency
mf = 15.

However, an error between the actual ioa and the ac line cur-
rent reference ioa,ref can be observed (Fig. 15.44a). This error
is inherent to linear controllers and cannot be totally elimi-
nated, but it can be minimized by increasing the gain of the
controller. However, the noise in the circuit is also increased,
which could deteriorate the overall performance of the control
scheme. The inherent presence of the error in this type of con-
trollers is due to the fact that the controller needs a sinusoidal
error to generate sinusoidal modulating signals vca , vcb , and vcc ,
as required by the modulator. Therefore, an error must exist
between the actual and the ac line current references.

Nevertheless, as current-controlled VSIs are actually the
inner loops in many control strategies, their inherent errors
are compensated by the outer loop. This is the case of ASDs,
where the outer speed loop compensates the inner current
loops. In general, if the outer loop is implemented with dc
quantities (such as speed), it can compensate the ac inner loops
(such as ac line currents). If it is mandatory that a zero steady-
state error be achieved with the ac quantities, then a stationary

(abc frame) to rotating (dq frame) transformation is a valid
alternative to use.

C. Linear Control of VSIs in a Rotating Frame
The rotating dq transformation allows ac three-phase circuits
to be operated as if they were dc circuits. This is based upon a
mathematical operation, that is the transformation of a set of
variables in the stationary abc frame xabc into a set of variables
in the rotating dq0 frame xdq0. The transformation is given by

xdq = 2

3

⎡
⎢⎣

sin(ωt ) sin(ωt − 2π/3) sin(ωt − 4π/3)

cos(ωt ) cos(ωt − 2π/3) cos(ωt − 4π/3)

1/
√

2 1/
√

2 1/
√

2

⎤
⎥⎦ xabc

(15.74)

where ω is the angular frequency of the ac quantities. For
instance, the current vector given by

iabc =
⎡
⎣ia

ib
ic

⎤
⎦ =

⎡
⎣ I sin(ωt − ϕ)

I sin(ωt − 2π/3− ϕ)
I sin(ωt − 4π/3− ϕ)

⎤
⎦ (15.75)
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becomes the vector

idq0 =
⎡
⎣id

iq
i0

⎤
⎦ =

⎡
⎣ I cos(ϕ)
−I sin(ϕ)

0

⎤
⎦ (15.76)

where I and ϕ are the amplitude and phase of the line currents,
respectively. It can be observed that: (a) the zero component
i0 is always zero as the three-phase quantities add up to zero;
and (b) the d and q components id , iq are dc quantities. Thus,
linear controllers should help to achieve zero steady-state error.
The control strategy shown in Fig. 15.45 is an alternative where
the zero-component controller has been eliminated due to fact
that the line currents at the load side add up to zero.

The controllers in Fig. 15.45 include an integrator that gen-
erates the appropriate dc outputs md and mq even if the actual
and the line current references are identical. This ensures that
the zero steady-state error is achieved. The decoupling block
in Fig. 15.45 is used to eliminate the cross-coupling effect gen-
erated by the dq0 transformation and to allow an easier design
of the parameters of the controllers.

The dq0 transformation requires the intensive use of multi-
plications and trigonometric functions. These operations can
readily be done by means of digital microprocessors. Also,
analog implementations would indeed be involved.

15.5.4 Feedback Techniques in Current
Source Inverters

Duality indicates that CSIs should be controlled as equally as
VSIs except that the voltages become currents and the currents
become voltages. Thus, hystersis, linear and dq linear-based
control strategies are also applicable to CSIs; however, the con-
trolled variables are the load voltages instead of the load line
currents.

For instance, the linear control of a CSI based on a dq
transformation is depicted in Fig. 15.46. In this case, a passive
balanced load is considered. In order to show that zero steady-
state error is achieved, the per phase equations of the converter

are written as

C
d

dt
vabc

p = iabc
o − iabc

l (15.77)

L
d

dt
iabc
l = vabc

p − Riabc
l (15.78)

the ac line currents are in fact imposed by the modulator and
they satisfy

iabc
o = ii iabc

c (15.79)

Replacing Eq. (15.79) into the model of the converter
Eqs. (15.77) and (15.78), using the dq0 transformation and
assuming null zero component, the model of the converter
becomes

d

dt
v

dq
p = −Wv

dq
p + ii

C
i
dq
c − 1

C
i
dq
l (15.80)

d

dt
i
dq
l = −Wi

dq
l + 1

L
v

dq
p − R

L
i
dq
l (15.81)

where W is given by

W =
[

0 −ω

ω 0

]
(15.82)

A first approximation is to assume that the decoupling block

is not there; in other words, i
dq
c = mdq. On the other hand, the

model of the controllers can be written as

mdq = k
{

v
dq
p,ref − v

dq
p

}
+ 1

T

t∫
−∞

(
v

dq
p,ref − v

dq
p

)
dt (15.83)

where k and T are the proportional and integrative gains
of the PI controller that are chosen to achieve a desired
dynamic response. Combining the model of the controllers
and the model of the converter in dq coordinates and using
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the Laplace transform, the following relationship between the
reference and actual load-phase voltages is found:

v
dq
p = ii

C

{
sk + 1

T

}{
sI+W+ R

L
I

}
×

[{
sI+W+ R

L
I

}{
s2I+ s

(
W+ ii

C
kI

)
+ ii

CT
I

}

+ s

LC
I
]−1

v
dq
p,ref (15.84)

Finally, in order to prove that the zero steady-state error
is achieved for step inputs in either the d or q component
of the load-phase voltage reference, the previous expression is
evaluated in s = 0. This results in the following:

v
dq
p = ii

C

{
1

T

}{
W+ R

L
I

}[{
W + R

L
I

}{
ii

CT
I

}]−1

v
dq
p,ref

= v
dq
p,ref (15.85)

As expected, the actual and reference values are identical.
Finally, the relationship in Eq. (15.84) is a matrix that is not
diagonal. This means that both the actual and the reference
load-phase voltages are coupled. In order to obtain a decoupled
control, the decoupling block in Fig. 15.46 should be properly
chosen.

15.6 Regeneration in Inverters

Industrial applications are usually characterized by a power
flow that goes from the ac distribution system to the load. This
is, for example, the case of an ASD operating in the motoring
mode. In this instance, the active power flows from the dc side
to the ac side of the inverter. However, there are an important
number of applications in which the load may supply power
to the system. Moreover, this could be an occasional condi-
tion as well as a normal operating condition. This is known as
the regenerative operating mode. For example, when an ASD
reduces the speed of an electrical machine this can be consid-
ered a transient condition. Downhill belt conveyors in mining
applications can be considered as a normal operating condi-
tion. In order to simplify the notation, it could be said that an
inverter operates in the motoring mode when the power flows
from the dc to the ac side, and in the regenerative mode when
the power flows from the ac to the dc side.

15.6.1 Motoring Operating Mode in
Three-phase VSIs

This is the case where the power flows from the dc side to
the ac side of the inverter. Figure 15.47 shows a simplified
scheme of an ASD where the motor has been modeled by
three RLe branches, where the sources eabc are the back-emf.
Because the ac line voltages applied by the inverter are imposed
by the pulsewidth modulation technique being used, they can
be adjusted according to specific requirements. In particular,
Fig. 15.48 shows the relevant waveforms in steady state for the
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(e) motor line current and back-emf; and (f) shaft power.

motoring operating mode of the ASD. To simplify the analysis,
a constant dc bus voltage vi = Vi has been considered.

It can be observed that: (i) the dc bus current ii features
a dc value Ii that is positive; and (ii) the motor line current
is in phase with the back-emf. Both features confirm that the
active power flows from the dc source to the motor. This is
also confirmed by the shaft power plot (Fig. 15.48f), which is
obtained as:

pl (t ) = ea(t )ila(t )+ eb(t )ilb(t )+ ec (t )ilc (t ) (15.86)

15.6.2 Regenerative Operating Mode in
Three-phase VSIs

The back-emf sources eabc are functions of the machine speed
and as such they ideally change just as the speed changes.

The regeneration operating mode can be achieved by prop-
erly modifying the ac line voltages applied to the machine.
This is done by the speed outer loop that could be based
on a scalar (e.g. V /f ) or vectorial (e.g. field-oriented) control
strategy. As indicated earlier, there are two cases of regenerative
operating modes.

A. Occasional Regenerative Operating Mode
This mode is required during transient conditions such as in
occasional braking of electrical machines (ASDs). Specifically,
the speed needs to be reduced and the kinetic energy is taken
into the dc bus. Because the motor line voltage is imposed by
the VSI, the speed reduction should be done in such a way that
the motor line currents do not exceed the maximum values.
This boundary condition will limit the ramp-down speed to a
minimum, but shorter braking times will require a mechanical
braking system.



392 J. R. Espinoza

ωt

ii Zone I Zone II Zone III

(a)

ωt

vab
vi

(b)

ωt

van

0.667 vi

(c)

ωt

ea ila

(d)

ωt

pl

180 540 720 900 1080

180 720 1080

180 540 720 900 1080

180 540 900 1080

180 540 720 900 1080

(e)

360360

360 540 900

360

360

360 540 900

360360

360

360

360

360

720

FIGURE 15.49 The ASD based on a VSI. Motoring to regenerative operating mode transition: (a) dc bus current; (b) ac line motor voltage; (c) ac
phase motor voltage; (d) motor line current and back-emf; and (e) shaft power.

Figure 15.49 shows a transition from the motoring to regen-
erative operating mode for an ASD as shown in Fig. 15.47.
Here, a stiff dc bus voltage has been used. Zone I in Fig. 15.49
is the motoring mode, Zone II is a transition condition, and
Zone III is the regeneration mode. The line voltage is adjusted
dynamically to obtain nominal motor line currents during
regeneration (Fig. 15.49d). Zone III clearly shows that the shaft
power gets reversed.

Occasional regeneration means that the drive rarely goes
into this operating mode. Therefore, such energy can be:
(a) left uncontrolled or (b) burned in resistors that are par-
alleled to the dc bus. The first option is used in low- to
medium-power applications that use diode-based front-end

rectifiers. Therefore, the dc bus current flows into the dc bus
capacitor and the dc bus voltage rises accordingly to


vi = 1

C
Ii
t (15.87)

where 
vi is the dc bus voltage variation, C is the dc bus
voltage capacitor, Ii is the average dc bus current during regen-
eration, and 
t is the duration of the regeneration operating
mode. Usually, the drives have the capacitor C designed to
allow a 10% overvoltage in the dc bus.

The second option uses burning resistors RR that are par-
alleled in the dc bus as shown in Fig. 15.50 by means of the
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FIGURE 15.50 The ASD based on a VSI. Burning resistor strategy.

switch SR . A closed-loop strategy based on the actual dc bus
voltage modifies the duty cycle of the turn-on/turn-off of the
switch SR in order to keep such voltage under a given refer-
ence. This alternative is used when the energy recovered by the
VSI would result in an acceptable dc bus voltage variation if
an uncontrolled alternative is used.

There are some special cases where the regeneration operat-
ing mode is frequently used. For instance, electrical shovels in
mining companies have repetitive working cycles and ≈15%
of the energy is sent back into the dc bus. In this case, a valid
alternative is to send back the energy into the ac distribution
system.

The schematic shown in Fig. 15.51 is capable of taking the
kinetic energy and sending it into the ac grid. As reviewed
earlier, the regeneration operating mode reverses the polarity
of the dc current ii , and because the diode-based front-
end converter cannot take negative currents, a thyristor-based
front-end converter is added. Similarly to the burning-resistor
approach, a closed-loop strategy based on the actual dc bus
voltage vi modifies the commutation angle α of the thyris-
tor rectifier in order to keep such voltage under a given
reference.
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FIGURE 15.51 The ASD based on a VSI. Diode-thyristor-based front-end rectifier with regeneration capabilities.

B. Regenerative Operating Mode as Normal operating Mode
Fewer industrial applications are capable of returning energy
into the ac distribution system on a continuous basis. For
instance, mining companies usually transport their product
downhill for a few kilometers before processing it. In such
cases, the drive maintains the transportation belt conveyor at
constant speed and takes the kinetic energy. Due to the large
amount of energy and the continuous operating mode, the
drive should be capable of taking the kinetic energy, trans-
forming it into electrical energy, and sending it into the ac
distribution system. This would make the drive a generator
that would compensate for the active power required by other
loads connected to the electrical grid.

The schematic shown in Fig. 15.52 is a modern alternative
for adding regeneration capabilities to the VSI-based drive on
a continuous basis. In contrast to the previous alternatives, this
scheme uses a VSI topology as an active front-end converter,
which is generally called voltage-source rectifier (VSR). The
VSR operates in two quadrants, that is, positive dc voltages and
positive/negative dc currents as reviewed earlier. This feature
makes it a perfect match for ASDs based on a VSI. Some of
the advantages of using a VSR topology are: (i) the ac supply
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FIGURE 15.52 The ASD based on a VSI. Active front-end rectifier with regeneration capabilities.

current can be as sinusoidal as required (by increasing the
switching frequency of the VSR or the ac line inductance);
(ii) the operation can be done at a unity displacement power
factor in both motoring and regenerative operating modes;
and (iii) the control of the VSR is done in both motoring and
regenerative operating modes by a single dc bus voltage loop.

15.6.3 Regenerative Operating Mode in
Three-phase CSIs

There are drives where the motor side converter is a CSI. This
is usually the case where near sinusoidal motor voltages are
needed instead of the PWM type of waveform generated by
VSIs. This is normally the case for medium-voltage appli-
cations. Such inverters require a dc current source that is
constructed by means of a controlled rectifier.

Figure 15.53 shows a CSI-based ASD where the dc current
source is generated by means of a thyristor-based rectifier in
combination with a dc link inductor Ldc . In order to main-
tain a constant dc link current ii = Ii , the thyristor-based
rectifier adjusts the commutation angle α by means of a closed-
loop control strategy. Assuming a constant dc link current,
the regenerating operating mode is achieved when the dc link
voltage vi reverses its polarity. This can be done by modify-
ing the PWM pattern applied to the CSI as in the VSI-based
drive. To maintain the dc link current constant, the thyristor-
based rectifier also reverses its dc link voltage vr . Fortunately,
the thyristor rectifier operates in two quadrant, that is, pos-
itive dc link currents and positive/ negative dc link voltages.
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Thus, no additional equipment is required to include regener-
ation capabilities in CSI-based drives.

Similarly, an active front-end rectifier could be used
to improve the overall performance of the thyristor-based
rectifier. A PWM current-source rectifier (CSR) could replace
the thyristor-based rectifier with the following added advan-
tages: (i) the ac supply current can be as sinusoidal as required
(e.g. by increasing the switching frequency of the CSR); (ii) the
operation can be done at a unity displacement power factor in
both motoring and regenerative operating modes; and (iii) the
control of the CSR is done in both motoring and regenerative
operating modes by a single dc bus current loop.

15.7 Multistage Inverters

The most popular three-phase voltage source inverter (VSI)
consists of a six-switch topology (Fig. 15.54a). The topol-
ogy can generate a three-phase set of ac line voltages such
that each line voltage vab (Fig. 15.54b) features a fundamen-
tal ac line voltage vab1 and unwanted harmonics Fig. 15.54c.
The fundamental ac line voltage is usually required as a sinu-
soidal waveform at variable amplitude and frequency, and the
unwanted harmonics are located at high frequencies. These
requirements are met by means of a modulating technique as
shown earlier. Among the applications in low-voltage ranges
of six-switch VSIs are the adjustable speed drives (ASDs). The
range is in low voltages due to: (a) the high dv/dt present in the
PWM ac line voltages (Fig. 15.54b), which will be unacceptable
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in the medium- to high-voltage ranges and (b) the load power
would be shared only among six switches. This may require
paralleling and series-connected power valves, an option usu-
ally avoided as symmetrical sharing of the power is not natural
in these arrangements.

Two solutions are available to generate near-sinusoidal volt-
age waveforms while using six-switch topologies. The first is
a topology based on a CSI in combination with a capaci-
tive filter. The second solution is a topology based on a VSI
including an inductive or inductive/capacitive filter at the load
terminals. Although both alternatives generate near-sinusoidal
voltage waveforms, both continue sharing the load power only
among six power valves.

Solutions based on multistage voltage source topologies have
been proposed. They provide medium voltages at the ac ter-
minals while keeping low dv/dt s and a large number of power
valves that symmetrically share the total load power. The
multistage VSIs can be classified in multicell and multilevel
topologies.

15.7.1 Multicell Topologies

The goal is to develop a new structure with improved perfor-
mance based on standard structures that are known as cells.
For instance, Fig. 15.55a shows a cell featuring a three-phase
input and a single-phase output. The front-end converter is
a six-diode-based rectifier, and a single-phase VSI generates a
single-phase ac voltage vo . Figure 15.55b and c shows charac-
teristic waveforms where a sinusoidal unipolar PWM (mf = 6,
ma = 0.8) has been used to modulate the inverter.

Standard cells are meant to be used at low voltages, thus
they can use standard components that are less expensive

and widely available. The new structure should generate near-
sinusoidal ac load voltages, draw near-sinusoidal ac line cur-
rents, and more importantly the load voltages should feature
moderate dv/dt s.

Figure 15.56 shows a multicell converter that generates a
three-phase output voltage out of a three-phase ac distribution
system. The structure uses three standard cells (as shown in
Fig. 15.55) connected in series to form one phase; thus the
phase-load voltages are the sum of the single-phase voltages
generated by each cell. For instance, the phase voltage a is
given by

van = vo11 + vo21 + vo31 (15.88)

In order to maximize the load-phase voltages, the ac voltages
generated by the cells should feature identical fundamental
components. On the other hand, each cell generates a PWM
voltage waveform at the ac side, which contains unwanted
voltage harmonics. If a carrier-based modulating technique is
used, the harmonics generated by each cell are at well-defined
frequencies (Fig. 15.55c). Some of these harmonics are not
present in the phase-load voltage if the carrier signals of each
cell are properly phase shifted.

In fact, Fig. 15.57 shows the voltages generated by cells c11,
c21, and c31, which are vo11, vo21, and vo31, respectively, and
form the load-phase voltage a. They are generated using the
unipolar SPWM approach, that is, one modulating signal vca

and three carrier signals v
1, v
2, and v
3 that are used by
cells c11, c21, and c31, respectively (Fig. 15.57a). The carrier
signals have a normalized frequency mf , which ensures an
mf switching frequency in each power valve and the lowest
unwanted set of harmonics ≈2·mf (mf even) in the ac cell
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voltages vo11, vo21, and vo31. More importantly, the carrier
signals are ψ = 60◦ out-of-phase, which ensures the lowest
unwanted set of voltage harmonics ≈6 ·mf in the load-phase
voltage van , that is, the lowest set of harmonics in Fig. 15.57f
is 6 ·mf = 6 · 6 = 36.

This can be explained as follows. The voltage harmonics
present in the PWM voltage of each cell are at l · mf ± k,
l = 2, 4, . . . (where k = 1, 3, 5, . . .); for instance, for mf = 6,
the first set of harmonics is at 12 ± 1, 12 ± 3, … in all cells.
Because the cells in one phase use carrier signals that are 60◦
out-of-phase, all the voltage harmonics ≈l ·mf in all cells are
l · 60◦ out-of-phase. Therefore, for l = 2, the cell c11 generates
the harmonics l · mf ± k = 2 · mf ± k at a given phase ϕ,
the cell c21 generates the harmonics 2 · mf ± k at a phase
ϕ + l · 60◦ = ϕ + 2 · 60◦ = ϕ + 120◦ = ϕ − 240◦, and
the cell c21 generates the harmonics 2 · mf ± k at a phase
ϕ − l · 60◦ = ϕ − 2 · 60◦ = ϕ − 120◦ = ϕ + 240◦; thus, if
the voltages have identical amplitudes, the harmonics ≈2 ·mf

add up to zero. Similarly, for l = 4, the cell c11 generates
the harmonics l · mf ± k = 4 · mf ± k at a given phase ϕ,
the cell c21 generates the harmonics 4 · mf ± k at a phase
ϕ + l · 60◦ = ϕ + 4 · 60◦ = ϕ + 240◦ = ϕ − 120◦, and
the cell c21 generates the harmonics 4 · mf ± k at a phase
ϕ − l · 60◦ = ϕ − 4 · 60◦ = ϕ − 240◦ = ϕ + 120◦; thus, if
the voltages have identical amplitudes, the harmonics ≈4 ·mf

add up to zero. However, for l = 6, the cell c11 generates
the harmonics l · mf ± k = 6 · mf ± k at a given phase ϕ,

the cell c21 generates the harmonics 6 · mf ± k at a phase
ϕ + l · 60◦ = ϕ + 6 · 60◦ = ϕ + 360◦ = ϕ, and the cell c21

generates the harmonics 6 · mf ± k at a phase ϕ − l · 60◦ =
ϕ− 6 · 60◦ = ϕ− 360◦ = ϕ; thus, if the voltages have identical
amplitudes, the harmonics ≈6 ·mf become triplicated rather
than cancelled out.

In general, due to the fact that nc = 3, cells are connected in
series in each phase, nc carriers are required, which should be
ψ = 180◦/nc out-of-phase. The number of cells per phase nc

depends on the required phase voltage. For instance, a 600 V
dc cell generates an ac voltage of ≈600/

√
2 = 424 V. Then

three cells connected in series generate a phase voltage of
3 · 424 = 1.27 kV, which in turn generates a 1.27 ·√3 = 2.2 kV
line-to-line voltage.

Phases b and c are generated similarly to phase a. However,
the modulating signals vcb and vcc should be 120◦ out-of-
phase. In order to use identical carrier signals in phases b
and c , the carrier-normalized frequency mf should be a multi-
ple of 3. Thus, three modulating signals and nc carrier signals
are required to generate three phase voltages by means of a
multicell approach, where nc depends upon the required load
line voltage and the dc bus voltage of each cell.

The ac supply current of each cell is a six-pulse type of cur-
rent as shown in Fig. 15.58, which feature harmonics at 6·k±1
(k = 1, 2, . . .). Similarly to the load side, the ac supply currents
of each cell are combined so as to achieve high-performance
overall supply currents. Because the front-end converter of
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each cell is a six-pulse diode rectifier, a multipulse approach
is used. This is based on the natural harmonic cancellation
when, for instance, a wye to delta/wye transformer is used
to form an N = 12-pulse configuration from two six-pulse
diode rectifiers. In this case, the fifth and seventh harmon-
ics are cancelled out because the supply voltages applied to
each six-pulse rectifier become 30◦ out-of-phase. In general,
to form an N = 6 · ns pulse configuration, ns set of supply
voltages that should be 60◦/ns out-of-phase is required. This
would ensure the first set of unwanted current harmonics at
6 · ns ± 1.

The configuration depicted in Fig. 15.56 contains nc = 9
cells, and a transformer capable of providing ns = 9 sets of
three-phase voltages that should be 60◦/ns = 60◦/9 out-of-
phase to form an N = 6 · ns = 6 · 9 = 54-pulse configuration
is required. Although this alternative would provide a near-
sinusoidal overall supply current, a fewer number of pulses are
also acceptable that would reduce the transformer complexity.
An N = 18-pulse configuration usually satisfies all the require-
ments. In the example, this configuration can be achieved by
means of a transformer with nc = 9 isolated secondaries;
however, only ns = 3 set of three-phase voltages that are
60◦/ns = 60◦/3 = 20◦ out-of-phase are generated (Fig. 15.56).
The configuration of the transformer restricts the connection
of the cells in groups of three as shown in Fig. 15.56. In this
case, the fifth, seventh, eleventh, and thirteenth harmonics are
cancelled out and thus the first set of harmonics in the supply
currents are the seventeenth and the nineteenth. Figure 15.58d

shows the resulting supply current that is near-sinusoidal and
Fig. 15.58f shows the corresponding spectrum. The fifth, sev-
enth, eleventh, and thirteenth harmonics are still there, which
is due to the fact that the ac input currents in each cell are not
exactly the six-pulse type of waveforms as seen in Fig. 15.58a,
b, and c. This is mainly because: (i) the dc link in the cells
contains a small inductor L, which does not smooth out suffi-
ciently the dc bus current (Fig. 15.55a) and (ii) the transformer
leakage inductance (or added line inductance) smoothes out
the edges of the current, which also contributes to the reactive
power required by the cells. This last effect is not shown in
Fig. 15.58a, b, and c.

15.7.2 Voltage Source-based Multilevel
Topologies

The six-switch VSI is usually called a two-level VSI due to
the fact that the inverter phase voltages vaN , vbN , and vcN

(Fig. 15.54a) are instantaneously either vi/2 or −vi/2. In other
words, the phase voltages can take one of the two voltage levels.
Multilevel topologies provide an alternative to these voltages to
take one value out of N levels. For instance, Fig. 15.59 shows an
N = 3-level topology, where the values of the inverter phase
voltage are either vi/2, 0, or −vi/2 (Fig. 15.60d). An inter-
esting problem is how to obtain the gating pattern for the
12 switches required in an N = 3-level topology. There are sev-
eral modulating techniques to overcome this problem, which



15 Inverters 399

N

ii

+

−
vi /2

+

−

C+

C−

a

b

ioa

+

−
vab  

c

S1a

S1b

D1a

D1b

S3a

S3b

D3a

D3b

S5a

S5b

D5a

D5b

S4a

S4b

D4a

D4b

S6a

S6b

D6a

D6b

S2a

S2b

D2a

D2b

Da+

Da−

Db+

Db−

Dc+

Dc−

vi /2
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can be classified as analog (e.g. carrier-based) and digital (SV-
based). Both approaches have to deal with the valid switch
states of the inverter.

A. Valid Switch States in a Three-level VSI
The easiest way of obtaining the valid switch states is to ana-
lyze each phase separately. Phase a contains the switches S1a ,
S1b , S4a , and S4b , which cannot be on simultaneously because
a short circuit across the dc bus would be produced, and
cannot be off simultaneously because an undefined phase
voltage vaN would be produced. A summary of the valid
switch combinations is given in Table 15.7. It is important
to note that all valid switch combinations satisfy the condi-
tion that switch S1a state is always the opposite to switch S4a

state, and that switch S1b state is always the opposite to switch
S4b state. Any other switch-state combination would result in
an undefined inverter phase a voltage because it will depend
upon the load-phase current ioa polarity. The switch states
for phases b and c are identical to that of phase a; moreover,

TABLE 15.7 Valid switch states for a three-level VSI,
phase a

s1a s1b s4a s4b vo Components conducting

1 1 0 0 vi /2 S1a , S1b if ioa > 0
D1a , D1b if ioa < 0

0 1 1 0 0 S1b , Da+ if ioa > 0
S4a , Da− if ioa < 0

0 0 1 1 −vi /2 D4a , D4b if ioa > 0
S4a , S4b if ioa < 0

because they are paralleled, they can operate in an independent
manner.

B. The SPWM Technique in Three-level VSIs
The main objective is to generate the appropriate 12 gating sig-
nals so as to obtain fundamental inverter phase voltages equal
to a given set of modulating signals. Specifically, the SPWM
in three-level inverters uses a sinusoidal set of modulating sig-
nals (vca , vcb , and vcc for phases a, b, and c , respectively) and
N − 1 = 2 triangular type of carrier signals (v
1 and v
2) as
illustrated in Fig. 15.60a. The best results are obtained if the
carrier signals are in-phase and feature an odd normalized fre-
quency (e.g. mf = 15). According to Fig. 15.60a, switch S1a is
either turned on if vca > v
1 or off if vca < v
1, and switch S1b

is either turned on if vca > v
2 or off if vca < v
2. Addition-
ally, the switch S4a status is obtained as the opposite to switch
S1a , and the switch S4b status is obtained as the opposite to
switch S1b . In order to use the same set of carrier signals to
generate the gating signals for phases b and c , the normalized
frequency of the carrier signal mf should be a multiple of 3.
Thus, the possible values are mf = 3, 9, 15, 21, . . ..

Figure 15.60 shows the relevant waveforms for a three-level
inverter modulated by means of a SPWM technique (mf = 15,
ma = 0.8). Specifically, Fig. 15.60d shows the inverter phase
voltage, which is clearly a three-level type of voltage, and
Fig. 15.60f shows the load line voltage, which shows that the
step voltages are at most vi/2. More importantly, the inverter
phase voltage (Fig. 15.60e) contains harmonics at l · mf ± k
with l = 1, 3, . . . and k = 0, 2, 4, . . . and at l · mf ± k with
l = 2, 4, . . . and k = 1, 3, . . . For instance, the first set of
harmonics (l = 1, mf = 15) are at 15, 15 ± 2, 15 ± 4, . . .
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The inverter line voltage (Fig. 15.60g) contains harmonics at
l · mf ± k with l = 1, 3, . . . and k = 2, 4, . . . and at l · mf ± k
with l = 2, 4, . . . and k = 1, 3, . . . For instance, the first set of
harmonics in the line voltages (l = 1, mf = 15) are at 15± 2,
15± 4, . . ..

All the other features of carrier-based PWM techniques also
apply in multilevel inverters. For instance, (I) the fundamental
component of the inverter phase voltages satisfies

v̂aN 1 = v̂bN 1 = v̂cN 1 = ma
vi

2
0 < ma ≤ 1 (15.89)

and thus the line voltages satisfy

v̂ab1 = v̂bc1 = v̂ca1 = ma

√
3

vi

2
0 < ma ≤ 1 (15.90)

where 0 < ma ≤ 1 the linear operating region. To further
increase the amplitude of the load voltages, the overmod-
ulation operating region can be used by further increasing

the modulating signal amplitudes (ma > 1), where the line
voltages range in

√
3

vi

2
< v̂ab1 = v̂bc1 = v̂ca1 <

4

π

√
3

vi

2
(15.91)

Also, (II) the modulating signals could be improved by
adding a third harmonic (zero sequence), which will increase
the linear region up to ma = 1.15. This results in a maximum
fundamental line-voltage component equal to vi ; (III) a non-
sinusoidal set of modulating signals could also be used by the
modulating technique. This is the case where nonsinusoidal
line voltages are required as in active filter applications; and
(IV) because of the two quadrants operation of VSIs, the mul-
tilevel inverter could equally be used in applications where the
active power flow goes from the dc to the ac side or from the
ac to the dc side.
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In general, for an N -level inverter modulated by means of
a carrier-based technique, the following conclusions can be
drawn:

(a) three modulating signals 120◦ out of phase and N −1
carrier signals are required;

(b) the phase voltages in the inverters have a peak value
of vi/(N − 1);

(c) the phase voltages in the inverters are discrete wave-
forms constructed from the values

vi

2
,

vi

2
− vi

N − 1
,

vi

2
− 2 · vi

N − 1
, · · · ,−vi

2
(15.92)

(d) the maximum voltage step in the line voltages is

vi

N − 1
(15.93)

for instance, an N = 5-level inverter requires four
carrier signals, the discrete values of the phase voltages
are: vi/2, vi/4, 0, −vi/4, and −vi/2, and the maximum
step voltage at the load side is vi/4. Key waveforms are
shown in Fig. 15.61.

One of the drawbacks of the multilevel inverter is that the
dc link capacitors should be equal. Unfortunately, this is not
a natural operating condition mainly due to the fact that the
currents required by the inverter in the dc bus are not sym-
metrical and therefore the capacitors will not equally share
the total dc supply voltage vi . To overcome this problem, two
alternatives are developed later on.

C. The Space-vector Modulation in Three-level VSIs
Digital techniques are naturally extended to multilevel
inverters. In fact, the SV modulating technique can be applied
using the same principles used in two-level inverters. However,
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FIGURE 15.61 Five-level VSI topology. Relevant waveforms using a SPWM (mf = 15, ma = 0.8): (a) inverter phase a voltage; (b) inverter phase a
voltage spectrum; (c) load line voltage; and (d) load line voltage spectrum.

the higher number of voltage levels increases the complexity
of the practical implementation of the technique. For instance,
in N = 3-level inverters, each leg allows N = 3 different
switch combinations as indicated in Table 15.7. Therefore,
there are N 3 = 27 total valid switch combinations, which
generate N 3 = 27 load line voltages that are represented by
N 3 = 27 space vectors (�v1, �v2, . . ., �v27) in Fig. 15.62. For
instance, �v2 = 0.5+ j0.866 is due to the line voltages vab = 0.5,
vbc = 0.5, vca = −1.0 in pu. Thus, although the principle of
operation is the same, the SV digital algorithm will have to
deal with a higher number of states N 3. Moreover, because
some space vectors (e.g. �v13 and �v14 in Fig. 15.62) produce the
same load-voltage terminals, the algorithm will have to decide
between the two based on additional criteria and that of the
basic SV-approach. Clearly, as the number of level increases,
the algorithm becomes more and more elaborate. However,
the benefits are not evident as the number of level increases.
The maximum number of levels used in practical applications
is five. This is based on a compromise between the complex-
ity of the implementation and the benefits of the resulting
waveforms.

D. DC Link Voltage Balancing Issues
Figure 15.59 shows a three-level inverter and the ideal wave-
forms are shown in Fig. 15.60, which assume an even distri-
bution of the voltage across the dc link capacitors. This even
distribution is not naturally achieved and could be overcome
by supplying both capacitors from independent supplies or
properly gating the power valves of the inverter in order to
minimize the unbalance.

Figure 15.63 shows an ASD based on a three-level VSI,
where the dc link capacitors are feed from two different
sources. This approach is being commercially used as it
ensures a robust balanced dc link voltage distribution and
operates with a high-performance type of ac mains current.
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FIGURE 15.62 The space-vector representation in a three-level VSI.

Indeed, for a N level inverter, N − 1 independent dc voltage
supplies are required that could be provided by N−1 six-pulse
rectifiers feed from an N−1 -pulse transformer. Therefore, the
ac main currents is a N − 1 level type of waveform.

This approach cannot be used when the inverter does not
feature dc link voltage supplies. This is the case of static power
reactive power compensators and static power active filters.
In this case, the proper gating of the power valves becomes
the only choice to keep and balance the dc link voltages.
Figure 15.64a shows this case where the current added by the
inverter iabc

o provides the reactive power and current harmon-
ics such that the ac mains current iabc

s features a given power
factor.

The SPWM modulating technique could be used as in
Fig. 15.60; however, the zero level of the carriers δ is left
as a manipulable variable Fig. 15.64b. In fact, it is used to
control the difference of the upper and lower capacitor voltages

ac
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isa

12-pulse 
transformer

N

+

−

+

−vi /2

C+

C−

ioa

six-pulse
rectifiers

three-level
VS inverter

ii

IM

vi /2

FIGURE 15.63 ASD based on a three-phase three-level VSI topology.


vi = vi1 − vi2. A closed loop alternative is depicted in
Fig. 15.64c to manipulate δ. The modulating signals vabc

c are left
to control the reactive power and current harmonics injected
into the ac mains by regulating the currents iabc

o and keep the
total dc link voltage vi = vi1 + vi2 equal to a reference. Both
loops are not included in Fig. 15.64c.

15.7.3 Current Source-based
Multilevel Topologies

Duality is found in many aspects related to voltage and current
source inverters. Perhaps, the most evident is the duality in
terms of modulating techniques. Thus, current source based
multilevel topologies are available as well. As expected, all
the benefits and all the drawbacks found in voltage source
topologies should be found in current source topologies.

Figure 15.65 shows a three-level N = 3 current source
topology, which is formed by paralleling two standard six-
switches topologies. The main goal is to share evenly the ac
current iabc

o among the two topologies (iabc
o /2 = iabc

o1 = iabc
o2 ).

This should be ensured by having equal dc link currents
(ii1 = ii2). Similarly to voltages source based mutlilevel topolo-
gies, this could be achieved by using either two independent
dc link currents or by properly gating the power valves. Both
alternatives are reviewed later on.

A. The SPWM Technique in Three-level CSIs
As in three-level VSIs, the main objective is to generate the
appropriate 12 gating signals so as to obtain fundamental
inverter line currents equal to a given set of modulating signals.
Specifically, the SPWM in three-level inverters uses a sinusoidal
set of modulating signals (ica , icb , and icc for phases a, b, and c ,
respectively) and N − 1 = 2 triangular type of carrier signals
(i
1 and i
2) as illustrated in Fig. 15.66a and 15.66e. The best
results are obtained if the carrier signals are 180◦ out of phase
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and feature an odd normalized frequency (e.g. mf = 15). In
order to use the same set of carrier signals to generate the gat-
ing signals for phases b and c , the normalized frequency of the
carrier signal mf should be a multiple of 3. Thus, the possible
values are mf = 3, 9, 15, 21, . . ..

Figure 15.66 shows the relevant waveforms for a three-level
inverter modulated by means of a SPWM technique (mf = 15,
ma = 0.8). Specifically, Fig. 15.66b and 15.66f show the gat-
ing signals obtained as described earlier in this chapter. The
inverter line currents shown in 15.66c and 15.66g feature spec-
tra shown in 15.66d and 15.66h, respectively. As expected, the
inverter line currents contain harmonics at l · mf ± k with
l = 1, 3, . . . and k = 2, 4, . . . and at l ·mf ± k with l = 2, 4, . . .
and k = 1, 3, . . .. For instance, the first set of harmonics in the
line currents (l =1, mf = 15) are at 15± 2, 15± 4, . . ..

The total inverter line current is shown in Fig. 15.67a,
and features the first set of unwanted harmonics around 2mf

Fig. 15.67b. This becomes the first advantage of using a multi-
level topology as the filtering component requirements become

more relaxed. All the other features of carrier-based PWM
techniques also apply in current source multilevel inverters.
For instance: (I) the fundamental component of the line
currents satisfy

îoa1 = îob1 = îoc1 = ma

√
3

2
(ii1 + ii2) 0 < ma ≤ 1 (15.94)

where 0 < ma ≤ 1 is the linear operating region. Also:
(II) to further increase the amplitude of the load currents,
a zero sequence signal could be injected to the modulating
signals, in this case

îoa1 = îob1 = îoc1 = ma

√
3

2
(ii1 + ii2) 0 < ma ≤ 2/

√
3

(15.95)

the overmodulation operating region can be used by further
increasing the modulating signal amplitudes (ma > 2/

√
3),
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where the line currents range in

(ii1 + ii2) < îoa1 = îob1 = îoc1 <
4

π
(ii1 + ii2) (15.96)

Also: (III) a nonsinusoidal set of modulating signals could
also be used by the modulating technique. This is the case
where nonsinusoidal line currents are required as in active

filter applications; and (IV) because of the two quadrants oper-
ation of CSIs, the multilevel inverter could equally be used in
applications where the active power flow goes from the dc to
the ac side or from the ac to the dc side. In general, for an
N -level inverter modulated by means of a carrier-based tech-
nique, three modulating signals 120◦ out-of-phase and N − 1
carrier signals are required and the line currents in the inverters
have a peak value of ii/(N − 1).
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One of the drawbacks of the multilevel inverter is that the
dc link capacitors cannot be supplied by a single dc voltage
source. This is due to the fact that the currents required by the
inverter in the dc bus are not symmetrical and therefore the
capacitors will not equally share the dc supply voltage vi . To
overcome this problem, two alternatives are developed later on.

B. DC Link Voltage Balancing Issues
Figure 15.65 shows a three-level inverter and the ideal wave-
forms are shown in Fig. 15.66 and Fig. 15.67, which assume
equal dc link currents, ii1 = ii2. This even distribution is
not naturally achieved and could be overcome by supplying
the dc link inductors from independent supplies or properly
gating the power valves of the inverter in order to minimize
the unbalance.

Figure 15.68 shows an ASD based on a three-level current
source inverter, where the dc link inductors are feed from two
different sources. Unlike the VS topology, the scheme needs
a closed loop control strategy to keep constant the dc link
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FIGURE 15.68 ASD based on a three-phase three-level CSI topology.
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FIGURE 15.69 Reactive power and current harmonics compensator based on a three-phase three-level VSI topology: (a) power topology; (b) carrier
and modulating signals; and (c) δ closed loop scheme.

currents and equal to a given reference. This is achieved in
commercial units by using either phase-controlled rectifiers
or PWM rectifiers. Nevertheless, the multipulse transformer
required to provide isolated dc link currents improves the ac
mains current as in the VS multilevel topology.

This approach cannot be used when the inverter is not feed
from an external power supply. This is the case of static series
voltage compensators. In this case, the proper gating of the
power valves becomes the only choice to keep and balance the
dc link currents. Figure 15.64a shows this case where the volt-
age added by the inverter nvabc

o compensates the sags and/or
swells present in the ac mains in order to provide a constant
voltage to the load.

The SPWM modulating technique could be used as in
Fig. 15.66 and Fig. 15.67; however, the peak amplitude of one
triangular is amplified in the factor 1+ δ and the peak ampli-
tude of other triangular is amplified in the factor 1− δ, where
δ is left as a manipulable variable Fig. 15.69b. In fact, δ is used
to control the difference of the dc link currents 
ii = ii1− ii2.
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A closed loop alternative is depicted in Fig. 15.69c to manipu-
late δ. The modulating signals iabc

c are left to control the series
injected voltage into the ac mains by regulating the voltages
vabc

o and keep the total dc link current ii = ii1 + ii2 equal to a
reference. Both loops are not included in Fig. 15.69c.
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16.1 Introduction

Advances in power electronics in the last few decades have
led to not just improvements in power devices, but also new
concepts in converter topologies and control. In the 1970s,
conventional pulse width modulated (PWM) power converters
were operated in a switched mode operation. Power switches

have to cut off the load current within the turn-on and
turn-off times under the hard switching conditions. Hard
switching refers to the stressful switching behavior of the
power electronic devices. The switching trajectory of a hard-
switched power device is shown in Fig. 16.1. During the
turn-on and turn-off processes, the power device has to with-
stand high voltage and current simultaneously, resulting in
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Hard-switching

Safe Operating Area

snubbered

FIGURE 16.1 Typical switching trajectories of power switches.

high switching losses and stress. Dissipative passive snubbers
are usually added to the power circuits so that the dv/dt
and di/dt of the power devices could be reduced, and the
switching loss and stress be diverted to the passive snubber
circuits. However, the switching loss is proportional to the
switching frequency, thus limiting the maximum switching fre-
quency of the power converters. Typical converter switching
frequency was limited to a few tens of kilo-Hertz (typically
20–50 kHz) in early 1980s. The stray inductive and capacitive
components in the power circuits and power devices still cause
considerable transient effects, which in turn give rise to electro-
magnetic interference (EMI) problems. Figure 16.2 shows ideal

IDEAL PRACTICAL

Is Is
Io Io

VsVs

Vin Vin

FIGURE 16.2 Typical: (a) ideal and (b) practical switching waveforms.

switching waveforms and typical practical waveforms of the
switch voltage. The transient ringing effects are major causes
of EMI.

In the 1980s, lots of research efforts were diverted towards
the use of resonant converters. The concept was to incor-
porate resonant tanks in the converters to create oscillatory
(usually sinusoidal) voltage and/or current waveforms so
that zero-voltage switching (ZVS) or zero-current switch-
ing (ZCS) conditions can be created for the power switches.
The reduction of switching loss and the continual improve-
ment of power switches allow the switching frequency of
the resonant converters to reach hundreds of kilo-Hertz
(typically 100–500 kHz). Consequently, the size of mag-
netic components can be reduced and the power density
of the converters increased. Various forms of resonant con-
verters have been proposed and developed. However, most
of the resonant converters suffer several problems. When
compared with the conventional PWM converters, the res-
onant current and the voltage of resonant converters have
high peak values, leading to higher conduction loss and
higher V and I rating requirements for the power devices.
Also, many resonant converters require frequency modu-
lation (FM) for output regulation. Variable switching fre-
quency operation makes the filter design and control more
complicated.

In late 1980s and throughout 1990s, further improvements
have been made in converter technology. New generations
of soft-switched converters that combine the advantages of
conventional PWM converters and resonant converters have
been developed. These soft-switched converters have switching
waveforms similar to those of conventional PWM convert-
ers except that the rising and falling edges of the waveforms
are “smoothed” with no transient spikes. Unlike the reso-
nant converters, new soft-switched converters usually utilize
the resonance in a controlled manner. Resonance is allowed
to occur just before and during the turn-on and turn-off
processes so as to create ZVS and ZCS conditions. Other
than that, they behave just like conventional PWM con-
verters. With simple modifications, many customized control
integrated circuits (ICs) designed for conventional convert-
ers can be employed for soft-switched converters. Because the
switching loss and stress have been reduced, soft-switched
converter can be operated at the very high frequency (typ-
ically 500 kHz to a few Mega-Hertz). Soft-switching con-
verters also provide an effective solution to suppress EMI
and have been applied to DC–DC, AC–DC, and DC–AC
converters. This chapter covers the basic technology of
resonant and soft-switching converters. Various forms of
soft-switching techniques such as ZVS, ZCS, voltage clamp-
ing, zero-voltage transition methods, etc. are addressed. The
emphasis is placed on the basic operating principle and prac-
ticality of the converters without using much mathematical
analysis.
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16.2 Classification

Resonant-type DC-DC
Converters

Conventional Resonant
Converters

Quasi-resonant
Converters

Multi-resonant
Converters

Phase
Shift-modulated

Load-resonant
Converters

Constant Frequency
Operation

Variable Frequency
Operation

Series Resonant
Converters

Parallel Resonant
Converters

Series–Parallel
Resonant Converters

Constant Frequency
Operation

Variable Frequency
Operation

16.3 Resonant Switch

Prior to the availability of fully controllable power switches,
thyristors were the major power devices used in power elec-
tronic circuits. Each thyristor requires a commutation circuit,
which usually consists of a LC resonant circuit, for forcing the
current to zero in the turn-off process [1]. This mechanism
is in fact a type of zero-current turn-off process. With the
recent advancement in semiconductor technology, the voltage
and current handling capability, and the switching speed of
fully controllable switches have significantly been improved.
In many high power applications, controllable switches such
as gate turn-offs (GTOs) and insulated gate bipolar transis-
tors (IGBTs) have replaced thyristors [2, 3]. However, the use
of resonant circuit for achieving ZCS and/or ZVS [4–8] has
also emerged as a new technology for power converters. The
concept of resonant switch that replaces conventional power
switch is introduced in this section.

A resonant switch is a sub-circuit comprising a semi-
conductor switch S and resonant elements, Lr and Cr

[9–11]. The switch S can be implemented by a unidirec-
tional or bidirectional switch, which determines the opera-
tion mode of the resonant switch. Two types of resonant
switches [12], including zero-current (ZC) resonant switch and

zero-voltage (ZV) resonant switches, are shown in Figs. 16.3
and 16.4, respectively.

16.3.1 ZC Resonant Switch

In a ZC resonant switch, an inductor Lr is connected in series
with a power switch S in order to achieve zero-current switch-
ing (ZCS). If the switch S is a unidirectional switch, the switch
current is allowed to resonate in the positive half cycle only.
The resonant switch is said to operate in half-wave mode. If
a diode is connected in anti-parallel with the unidirectional
switch, the switch current can flow in both directions. In this
case, the resonant switch can operate in full-wave mode. At
turn-on, the switch current will rise slowly from zero. It will
then oscillate, because of the resonance between Lr and Cr .
Finally, the switch can be commutated at the next zero current
duration. The objective of this type of switch is to shape the
switch current waveform during conduction time in order to
create a zero-current condition for the switch to turn off [13].

16.3.2 ZV Resonant Switch

In a ZV resonant switch, a capacitor Cr is connected in parallel
with the switch S for achieving zero-voltage switching (ZVS).
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FIGURE 16.3 Zero-current (ZC) resonant switch.
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FIGURE 16.4 Zero-voltage (ZV) resonant switch.

If the switch S is a unidirectional switch, the voltage across the
capacitor Cr can oscillate freely in both positive and negative
half-cycle. Thus, the resonant switch can operate in full-wave
mode. If a diode is connected in anti-parallel with the uni-
directional switch, the resonant capacitor voltage is clamped
by the diode to zero during the negative half-cycle. The reso-
nant switch will then operate in half-wave mode. The objective
of a ZV switch is to use the resonant circuit to shape the
switch voltage waveform during the off time in order to create
a zero-voltage condition for the switch to turn on [13].

16.4 Quasi-resonant Converters

Quasi-resonant converters (QRCs) can be considered as a
hybrid of resonant and PWM converters. The underlying prin-
ciple is to replace the power switch in PWM converters with
the resonant switch. A large family of conventional converter
circuits can be transformed into their resonant converter coun-
terparts. The switch current and/or voltage waveforms are
forced to oscillate in a quasi-sinusoidal manner, so that ZCS
and/or ZVS can be achieved. Both ZCS-QRCs and ZVS-QRCs
have half-wave and full-wave mode of operations [8–10, 12].

16.4.1 ZCS-QRCs

A ZCS-QRC designed for half-wave operation is illustrated
with a buck type DC–DC converter. The schematic is shown
in Fig. 16.5a. It is formed by replacing the power switch in con-
ventional PWM buck converter with the ZC resonant switch in
Fig. 16.3a. The circuit waveforms in steady state are shown in
Fig. 16.5b. The output filter inductor Lf is sufficiently large so

that its current is approximately constant. Prior to turning the
switch on, the output current Io freewheels through the out-
put diode Df . The resonant capacitor voltage VCr equals zero.
At t0, the switch is turned on with ZCS. A quasi-sinusoidal
current IS flows through Lr and Cr , the output filter, and
the load. S is then softly commutated at t1 with ZCS again.
During and after the gate pulse, the resonant capacitor volt-
age VCr rises and then decays at a rate depending on the
output current. Output voltage regulation is achieved by con-
trolling the switching frequency. Operation and characteristics
of the converter depend mainly on the design of the resonant
circuit Lr Cr . The following parameters are defined: voltage
conversion ratio M, characteristic impedance Zr , resonant fre-
quency fr , normalized load resistance r, normalized switching
frequency γ .

M = Vo

Vi
(16.1a)

Zr =
√

Lr

Cr
(16.1b)

fr = 1

2π
√

Lr Cr
(16.1c)

r = RL

Zr
(16.1d)

γ = fs
fr

(16.1e)

It can be seen from the waveforms that if Io > Vi/Zr , IS will
not come back to zero naturally and the switch will have to be
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FIGURE 16.5 Half-wave, quasi-resonant buck converter with ZCS: (a) schematic diagram; (b) circuit waveforms; and (c) relationship between
M and γ .

forced off, thus resulting in turn-off losses. The relationships
between M and γ at different r are shown in Fig. 16.5c. It can
be seen that M is sensitive to the load variation. At light load
conditions, the unused energy is stored in Cr , leading to an
increase in the output voltage. Thus, the switching frequency
has to be controlled, in order to regulate the output voltage.

If an anti-parallel diode is connected across the switch,
the converter will be operating in full-wave mode. The cir-
cuit schematic is shown in Fig. 16.6a. The circuit waveforms
in steady state are shown in Fig. 16.6b. The operation is
similar to the one in half-wave mode. However, the induc-
tor current is allowed to reverse through the anti-parallel
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diode and the duration for the resonant stage is lengthened.
This permits excess energy in the resonant circuit at light
loads to be transferred back to the voltage source Vi . This
significantly reduces the dependence of Vo on the output load.
The relationships between M and γ at different r are shown
in Fig. 16.6c. It can be seen that M is insensitive to load
variation.
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FIGURE 16.6 Full-wave, quasi-resonant buck converter with ZCS: (a) schematic diagram; (b) circuit waveforms; and (c) relationship between
M and γ .

By replacing the switch in the conventional converters,
a family of QRC [9] with ZCS is shown in Fig. 16.7.

16.4.2 ZVS-QRC

In these converters, the resonant capacitor provides a zero-
voltage condition for the switch to turn on and off.
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FIGURE 16.7 A family of quasi-resonant converter with ZCS.



416 S. Y. Hui and H. S. H. Chung

A quasi-resonant buck converter designed for half-wave oper-
ation is shown in Fig. 16.8a – using a ZV resonant switch
in Fig. 16.4b. The steady-state circuit waveforms are shown
in Fig. 16.8b. Basic relations of ZVS-QRCs are given in
Eqs. (16.1a–e). When the switch S is turned on, it carries the
output current Io . The supply voltage Vi reverse biases the
diode Df . When the switch is zero-voltage (ZV) turned off,
the output current starts to flow through the resonant capaci-
tor Cr . When the resonant capacitor voltage VCr is equal to Vi ,
Df turns on. This starts the resonant stage. When VCr equals
zero, the anti-parallel diode turns on. The resonant capacitor
is shorted and the source voltage is applied to the resonant
inductor Lr . The resonant inductor current ILr increases lin-
early until it reaches Io . Then Df turns off. In order to achieve
ZVS, S should be triggered during the time when the anti-
parallel diode conducts. It can be seen from the waveforms that
the peak amplitude of the resonant capacitor voltage should
be greater or equal to the input voltage (i.e. Io Zr > Vin). From
Fig. 16.8c, it can be seen that the voltage conversion ratio is
load-sensitive. In order to regulate the output voltage for dif-
ferent loads r, the switching frequency should also be changed
accordingly.

ZVS converters can be operated in full-wave mode. The
circuit schematic is shown in Fig. 16.9a. The circuit wave-
forms in steady state are shown in Fig. 16.9b. The operation
is similar to half-wave mode of operation, except that VCr can
swing between positive and negative voltages. The relationships
between M and g at different r are shown in Fig. 16.9c.

Comparing Fig. 16.8c with Fig. 16.9c, it can be seen that M is
load-insensitive in full-wave mode. This is a desirable feature.
However, as the series diode limits the direction of the switch
current, energy will be stored in the output capacitance of the
switch and will dissipate in the switch during turn on. Hence,
the full-wave mode has the problem of capacitive turn-on loss,
and is less practical in high frequency operation. In practice,
ZVS-QRCs are usually operated in half-wave mode rather than
full-wave mode.

By replacing the ZV resonant switch in the conventional
converters, various ZVS-QRCs can be derived. They are shown
in Fig. 16.10.

16.4.3 Comparisons between ZCS and ZVS

ZCS can eliminate the switching losses at turn off and reduce
the switching losses at turn on. As a relatively large capac-
itor is connected across the output diode during resonance,
the converter operation becomes insensitive to the diode’s
junction capacitance. When power MOSFETs are zero-current
switched on, the energy stored in the device’s capacitance will
be dissipated. This capacitive turn-on loss is proportional to
the switching frequency. During turn on, considerable rate
of change of voltage can be coupled to the gate drive circuit
through the Miller capacitor, thus increasing switching loss and
noise. Another limitation is that the switches are under high

current stress, resulting in higher conduction loss. However, it
should be noted that ZCS is particularly effective in reducing
switching loss for power devices (such as IGBT) with large tail
current in the turn-off process.

ZVS eliminates the capacitive turn-on loss. It is suitable for
high-frequency operation. For single-ended configuration, the
switches could suffer from excessive voltage stress, which is
proportional to the load. It will be shown in Section 16.5 that
the maximum voltage across switches in half-bridge and full-
bridge configurations is clamped to the input voltage.

For both ZCS and ZVS, output regulation of the resonant
converters can be achieved by variable frequency control. ZCS
operates with constant on-time control, while ZVS operates
with constant off-time control. With a wide input and load
range, both techniques have to operate with a wide switch-
ing frequency range, making it not easy to design resonant
converters optimally.

16.5 ZVS in High Frequency
Applications

By the nature of the resonant tank and ZCS, the peak switch
current in resonant converters is much higher than that in the
square-wave counterparts. In addition, a high voltage will be
established across the switch in the off state after the resonant
stage. When the switch is switched on again, the energy stored
in the output capacitor will be discharged through the switch,
causing a significant power loss at high frequencies and high
voltages. This switching loss can be reduced by using ZVS.

ZVS can be viewed as square-wave power utilizing a constant
off-time control. Output regulation is achieved by controlling
the on time or switching frequency. During the off time, the
resonant tank circuit traverses the voltage across the switch
from zero to its peak value and then back to zero again. At
that ZV instant, the switch can be reactivated. Apart from
the conventional single-ended converters, some other exam-
ples of converters with ZVS are illustrated in the following
section.

16.5.1 ZVS with Clamped Voltage

The high voltage stress problem in the single-switch config-
uration with ZVS can be avoided in half-bridge (HB) and
full-bridge (FB) configurations [14–17]. The peak switch volt-
age can be clamped to the dc supply rail, and thus reducing
the switch voltage stress. In addition, the series transformer
leakage and circuit inductance can form parts of the resonant
path. Therefore, these parasitic components, which are unde-
sirable in hard-switched converter become useful components
in ZVS ones. Figures 16.11 and 16.12 show the ZVS HB and
FB circuits, respectively, together with the circuit waveforms.
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FIGURE 16.8 Half-wave, quasi-resonant buck converter with ZVS: (a) schematic diagram; (b) circuit waveforms; and (c) relationship between
M and γ .
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FIGURE 16.9 Full-wave, quasi-resonant buck converter with ZVS: (a) schematic diagram; (b) circuit waveforms; and (c) relationship between
M and γ .

The resonant capacitor is equivalent to the parallel connection
of the two capacitors (Cr /2) across the switches. The off-state
voltage of the switches will not exceed the input voltage during
resonance because they will be clamped to the supply rail by
the anti-parallel diode of the switches.

16.5.2 Phase-shifted Converter with Zero
Voltage Transition

In a conventional FB converter, the two diagonal switch pairs
are driven alternatively. The output transformer is fed with an
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FIGURE 16.10 A family of quasi-resonant converter with ZVS.

ac rectangular voltage. By applying a phase-shifting approach,
a deliberate delay can be introduced between the gate sig-
nals to the switches [18]. The circuit waveforms are shown
in Fig. 16.13. Two upper or lower switches can be conducting
(either through the switch or the anti-parallel diode), yet the
applied voltage to the transformer is zero. This zero-voltage
condition appears in the interval [t1, t2] of Vpri in Fig. 16.13.
This operating stage corresponds to the required off time for
that particular switching cycle. When the desired switch is
turned off, the primary transformer current flows into the
switch output capacitance causing the switch voltage to res-
onate to the opposite input rail. Effects of the parasitic circuit
components are used advantageously to facilitate the resonant

transitions. This enables a ZVS condition for turning on the
opposite switch. Thus, varying the phase shift controls the
effective duty cycle and hence the output power. The reso-
nant circuit is necessary to meet the requirement of providing
sufficient inductive energy to drive the capacitors to the oppo-
site bus rail. The resonant transition must be achieved within
the designed transition time.

16.6 Multi-resonant Converters (MRC)

The ZCS- and ZVS-QRCs optimize the switching condition
for either the active switch or the output diode only, but not
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FIGURE 16.11 Half-bridge converter with ZVS: (a) circuit diagram and (b) circuit waveforms.
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FIGURE 16.13 Circuit waveforms of the phase-shifted, ZVT FB converter.

for both of them simultaneously. Multi-resonant switch con-
cept, which is an extension of the concept of the resonant
switch, has been developed to overcome such limitation. The
zero-current multi-resonant (ZC-MR) and zero-voltage multi-
resonant (ZV-MR) switches [12, 17] are shown in Fig. 16.14.
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C D
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CD DCS

FIGURE 16.14 Multi-resonant switches: (a) ZC-MR switch and
(b) ZV-MR switch.

The multi-resonant circuits incorporate all major parasitic
components, including switch output capacitance, diode junc-
tion capacitance, and transformer leakage inductance into the
resonant circuit. In general, ZVS (half-wave mode) is more
favorable than ZCS in DC–DC converters for high-frequency
operation because the parasitic capacitance of the active switch
and the diode will form a part of the resonant circuit.

An example of a buck ZVS-MRC is shown in Fig. 16.15.
Depending on the ratio of the resonant capacitance CD/CS ,
two possible topological modes, namely mode I and mode II,
can be operated [19]. The ratio affects the time at which the
voltages across the switch S and the output diode Df become
zero. Their waveforms are shown in Figs. 16.16a and b, respec-
tively. If diode voltage VD falls to zero earlier than the switch
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FIGURE 16.15 Buck ZVS-MRC.
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voltage VS , the converter will follow mode I. Otherwise, the
converter will follow mode II.

Instead of having one resonant stage, there are three in this
converter. The mode I operation in Fig. 16.16a is described
first. Before the switch S is turned on, the output diode Df is
conducting and the resonant inductor current ILr is negative
(flowing through the anti-parallel diode of S). S is then turned
on with ZVS. The resonant inductor current ILr increases lin-
early and Df is still conducting. When ILr reaches the output
current Io , the first resonant stage starts. The resonant circuit
is formed by the resonant inductor Lr and the capacitor CD

across the output diode. This stage ends when S is turned
off with ZVS. Then, a second resonant stage starts. The res-
onant circuit consists of Lr , CD , and the capacitor across the
switch Cs . This stage ends when the output diode becomes
forward biased. A third resonant stage will then start. Lr and Cs

form the resonant circuit. This stage ends and completes one
operation cycle when the diode Cs becomes forward biased.

The only difference between mode I and mode II in
Fig. 16.16b is in the third resonant stage, in which the reso-
nant circuit is formed by Lr and CD . This stage ends when Df

becomes forward biased. The concept of the multi-resonant
switch can be applied to conventional converters [19–21].
A family of MRCs are shown in Fig. 16.17.

Although the variation of the switching frequency for reg-
ulation in MRCs is smaller than that of QRCs, a wide-band
frequency modulation is still required. Hence, the optimal
design of magnetic components and the EMI filters in MRCs
is not easy. It would be desirable to have a constant switch-
ing frequency operation. In order to operate the MRCs with
constant switching frequency, the diode in Fig. 16.14 can be
replaced with an active switch S2 [22]. A constant-frequency
multi-resonant (CF-MR) switch is shown in Fig. 16.18. The
output voltage is regulated by controlling the on-time of
the two switches. This concept can be illustrated with the
buck converter as shown in Fig. 16.19, together with the gate
drive waveforms and operating stages. S1 and S2 are turned
on during the time when currents flow through the anti-
parallel diodes of S1 and S2. This stage ends when S2 is
turned off with ZVS. The first resonant stage is then started.
Lr and CS2 form the resonant circuit. A second resonant
stage begins. Lr resonates with CS1 and CS2. The voltage
across S1 oscillates to zero. When ILr becomes negative, S1

will be turned on with ZVS. Then, Lr resonates with CS2.
S2 will be turned on when current flows through DS2. As
the output voltage is the average voltage across S2, output
voltage regulation is achieved by controlling the conduction
time of S2.

All switches in MRCs operate with ZVS, which reduces the
switching losses and switching noise and eliminates the oscil-
lation due to the parasitic effects of the components (such as
the junction capacitance of the diodes). However, all switches
are under high current and voltage stresses, resulting in an
increase in the conduction loss.
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16.7 Zero-voltage-transition (ZVT)
Converters

By introducing a resonant circuit in parallel with the switches,
the converter can achieve ZVS for both power switch and
diode without significantly increasing their voltage and current

stresses [23]. Figure 16.20a shows a buck type ZVT-PWM
converter and Fig. 16.20b shows the associated waveforms.
The converter consists of a main switch S and an auxiliary
switch S1. It can be seen that the voltage and current waveforms
of the switches are square-wave-like except during turn-on and
turn-off switching intervals, where ZVT takes place. The main
switch and the output diode are under ZVS and are subjected
to low voltage and current stresses. The auxiliary switch is
under ZCS, resulting in low switching loss.

The concept of ZVT can be extended to other PWM cir-
cuits by adding the resonant circuit. Some basic ZVT-PWM
converters are shown in Fig. 16.21.

16.8 Non-dissipative Active Clamp
Network

The active-clamp circuit can utilize the transformer leakage
inductance energy and can minimize the the turn-off volt-
age stress in the isolated converters. The active clamp circuit
provides a means of achieving ZVS for the power switch and
reducing the rate of change of the diode’s reverse recovery
current. An example of a flyback converter with active clamp
is shown in Fig. 16.22a and the circuit waveforms are shown
in Fig. 16.22b. Clamping action is obtained by using a series
combination of an active switch (i.e. S2) and a large capacitor
so that the voltage across the main switch (i.e. S1) is clamped
to a minimum value. S2 is turned on with ZVS. However,
S2 is turned off with finite voltage and current, and has turn-
off switching loss. The clamp-mode ZVS-MRCs is discussed
in [24–26].

16.9 Load Resonant Converters

Load resonant converters (LRCs) have many distinct fea-
tures over conventional power converters. Due to the soft
commutation of the switches, no turn-off loss or stress is
present. LRCs are specially suitable for high-power applica-
tions because they allow high-frequency operation for equip-
ment size/weight reduction, without sacrificing the conversion
efficiency and imposing extra stress on the switches. Basi-
cally, LRCs can be divided into three different configurations,
namely series resonant converters, parallel resonant converters,
and series–parallel resonant converters.

16.9.1 Series Resonant Converters

Series resonant converters (SRCs) have their load connected in
series with the resonant tank circuit, which is formed by Lr and
Cr [15, 27–29]. The half-bridge configuration is shown in
Fig. 16.23. When the resonant inductor current iLr is positive,
it flows through T1 if T1 is on; otherwise it flows through the
diode D2. When iLr is negative, it flows through T2 if T2 is on;
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FIGURE 16.20 Buck ZVT-PWM converter: (a) circuit schematics and (b) waveforms.

otherwise it flows through the diode D1. In the steady-state
symmetrical operation, both the active switches are operated in
a complementary manner. Depending on the ratio between the
switching frequency ωS and the converter resonant frequency
ωr , the converter has several possible operating modes.

A. Discontinuous Conduction Mode (DCM) with ωS < 0.5ωr

Figure 16.24a shows the waveforms of iLr and the resonant
capacitor voltage vCr in this mode of operation. From 0 to
t1, T1 conducts. From t1 to t2, the current in T1reverses its
direction. The current flows through D1 and back to the
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supply source. From t2 to t3, all switches are in the off state.
From t3 to t4, T2 conducts. From t4 to t5, the current in T2

reverses its direction. The current flows through D2 and back
to the supply source. T1 and T2 are switched on under ZCS
condition and they are switched off under zero-current and
zero-voltage conditions. However, the switches are under high
current stress in this mode of operation and thus have higher
conduction loss.

B. Continuous Conduction Mode (CCM) with
0.5ωr < ωS < ωr

Figure 16.24b shows the circuit waveforms. From 0 to t1, iLr

transfers from D2 to T1. T1 is switched on with finite switch
current and voltage, resulting in turn-on switching loss. More-
over, the diodes must have good reverse recovery characteristics
in order to reduce the reverse recovery current. From t1 to
t2, D1 conducts and T1 is turned off softly with zero voltage
and zero current. From t2 to t3, T2 is switched on with finite
switch current and voltage. At t3, T2 is turned off softly and
D2 conducts until t4.

C. Continuous Conduction Mode (CCM) with ωr < ωS

Figure 16.24c shows the circuit waveforms. From 0 to t1, iLr

transfers from D1 to T1. Thus, T1 is switched on with zero

current and zero voltage. At t1, T1 is switched off with finite
voltage and current, resulting in turn-off switching loss. From
t1 to t2, D2 conducts. From t2 to t3, T2 is switched on with zero
current and zero voltage. At t3, T2 is switched off. iLr transfers
from T2 to D1. As the switches are turned on with ZVS, lossless
snubber capacitors can be added across the switches.

The following parameters are defined: voltage conversion
ratio M, characteristic impedance Zr , resonant frequency
fr , normalized load resistance r, normalized switching fre-
quency γ .

M = nVo/Vin (16.2a)

Zr =
√

Lr /Cr (16.2b)

fr = 1/
(

2π
√

Lr Cr

)
(16.2c)

r = n2RL/Zr (16.2d)

γ = fs /fr (16.2e)

M = 1
/√

(γ − 1/γ)2/(r2 + 1) (16.2f)

The relationships between M and γ for different value of r are
shown in Fig. 16.25. The boundary between CCM and DCM
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is at r = 1.27γ . When the converter is operating in DCM and
0.2 < γ < 0.5, M = 1.27 rγ .

The SRC has the following advantages. Transformer satu-
ration can be avoided since the series capacitor can block the
dc component. The light load efficiency is high because the
device current and conduction loss are low. However, the major
disadvantages are that there is difficulty in regulating the out-
put voltage under light load and no load conditions. Moreover,
the output dc filter capacitor has to carry high ripple current,
which could be a major problem in low-output voltage and
high-output current applications [29].

16.9.2 Parallel Resonant Converters

Parallel resonant converters (PRCs) have their load connected
in parallel with the resonant tank capacitor Cr [27–30].
The half-bridge configuration is shown in Fig. 16.26. SRC
behaves as a current source, whereas the PRC acts as a voltage
source. For voltage regulation, PRC requires a smaller oper-
ating frequency range than the SRC to compensate for load
variation.

A. Discontinuous Conduction Mode (DCM)
The steady-state waveforms of the resonant inductor cur-
rent iLr and the resonant capacitor voltage vCr are shown in
Fig. 16.27a. Initially both iLr and vCr are zero. From 0 to t2,
T1 conducts and is turned on with zero current. When iLr

is less than the output current Io , iLr increases linearly from
0 to t1 and the output current circulates through the diode
bridge. From t1 to t3, Lr resonates with Cr . Starting from t2,
iLr reverses its direction and flows through D1. T1 is then
turned off with zero current and zero voltage. From t3 to t4,
vCr decreases linearly due to the relatively constant value of Io .
At t4, when vCr equals zero, the output current circulates
through the diode bridge again. Both iLr and vCr will stay
at zero for an interval. From t5 to t9, the above operations will
be repeated for T2 and D2. The output voltage is controlled by
adjusting the time interval of [t4, t5].

B. Continuous Conduction Mode ωS < ωr

This mode is similar to the operation in the DCM, but with a
higher switching frequency. Both iLr and vCr become contin-
uous. The waveforms are shown in Fig. 16.27b. The switches
T1 and T2 are hard turned on with finite voltage and current
and are soft turned off with ZVS.

C. Continuous Conduction Mode ωS > ωr

If the switching frequency is higher than ωr (Fig. 16.27c), the
anti-parallel diode of the switch will be turned on before the
switch is triggered. Thus, the switches are turned on with ZVS.
However, the switches are hard turned off with finite current
and voltage.

The parameters defined in Eq. (16.2) are applicable. The
relationships between M and γ for various values of r are
shown in Fig. 16.28. During the DCM (i.e. γ < 0.5), M is
in linear relationship with γ . Output voltage regulation can
be achieved easily. The output voltage is independent on the
output current. The converter shows a good voltage source
characteristics. It is also possible to step up and step down the
input voltage.

The PRC has the advantages that the load can be short-
circuited and the circuit is suitable for low-output voltage,
high-output current applications. However, the major disad-
vantage of the PRC is the high device current. Moreover, since
the device current do not decrease with the load, the efficiency
drops with a decrease in the load [29].

16.9.3 Series–Parallel Resonant Converter

Series–Parallel Resonant Converter (SPRC) combines the
advantages of the SRC and PRC. The SPRC has an additional
capacitor or inductor connected in the resonant tank cir-
cuit [29–31]. Figure 16.29a shows an LCC-type SPRC, in which
an additional capacitor is placed in series with the resonant
inductor. Figure 16.29b shows an LLC-type SPRC, in which an
additional inductor is connected in parallel with the resonant
capacitor in the SRC. However, there are many possible com-
binations of the resonant tank circuit. Detailed analysis can be
found in [31].

16.10 Control Circuits for Resonant
Converters

Since the 1985s, various control integrated circuits (ICs) for
resonant converters have been developed. Some common ICs
for different converters are described in this section.

16.10.1 QRCs and MRCs

Output regulations in many resonant-type converters, such
as QRCs and MRCs, are achieved by controlling the
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switching frequency. ZCS applications require controlled
switch-on times while ZVS applications require con-
trolled switch-off times. The fundamental control blocks in
the IC include an error amplifier, voltage controlled oscillator
(VCO), one shot generator with a zero wave-crossing detec-
tion comparator, and an output stage to drive the active switch.
Typical ICs include UC1861–UC1864 for ZVS applications and
UC 1865–UC 1868 for ZCS applications [32]. Figure 16.30
shows the controller block diagram of UC 1864.

The maximum and minimum switching frequencies (i.e.
fmax and fmin) are controlled by the resistors Range and Rmin

and the capacitor Cvco . fmax and fmin can be expressed as

fmax = 3.6

(Range //Rmin)CVCO
and fmin = 3.6

RminCVCO

(16.3)

The frequency range 
f is then equal to


f = fmax − fmin = 3.6

Range CVCO
(16.4)

The frequency range of the ICs is from 10 kHz to 1 MHz.
The output frequency of the oscillator is controlled by the error

amplifier (E/A) output. An example of a ZVS-MR forward
converter is shown in Fig. 16.31.

16.10.2 Phase-shifted, ZVT FB Circuit

The UCC3895 is a phase shift PWM controller that can gener-
ate a phase shifting pattern of one half-bridge with respect to
the other. The application diagram is shown in Fig. 16.32.

The four outputs “OUTA,” “OUTB,” “OUTC,” and “OUTD”
are used to drive the MOSFETs in the full-bridge. The
dead time between “OUTA” and “OUTB” is controlled by
“DELAB” and the dead time between “OUTC” and “OUTD”
is controlled by “DELCD.” Separate delays are provided for
the two half-bridges to accommodate differences in reso-
nant capacitor charging currents. The delay in each set is
approximated by

tDELAY = 25× 10−12RDEL

0.75(VCS − VADS)+ 0.5
+ 25 ns (16.5)

where RDEL is the resistor value connected between “DELAB”
or “DELCD” to ground.

The oscillator period is determined by RT and CT . It is
defined as

tOSC = 5RT CT

48
+ 120 ns (16.6)

The maximum operating frequency is 1 MHz. The phase
shift between the two sets of signals is controlled by the
ramp voltage and the error amplifier output having a 7 MHz
bandwidth.

16.11 Extended-period Quasi-resonant
(EP-QR) Converters

Generally, resonant and quasi-resonant converters operate
with frequency control. The extended-period quasi-resonant
converters proposed by Barbi [33] offer a simple solution to
modify existing hard-switched converters into soft-switched
ones with constant frequency operation. This makes both out-
put filter design and control simple. Figure 16.33 shows a
standard hard-switched boost type PFC converter. In this hard-
switched circuit, the main switch SW1 could be subject to
significant switching stress because the reverse recovery current
of the diode DF could be excessive when SW1 is turned on. In
practice, a small saturable inductor may be added in series
with the power diode DF in order to reduce the di/dt of
the reverse-recovery current. In addition, an optional R–C
snubber may be added across SW1 to reduce the dv/dt of
SW1. These extra reactance components can in fact be used
in the EP-QR circuit to achieve soft switching, as shown in
Fig. 16.34. The resonant components Lr and Cr are of small
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values and can come from the snubber circuits of a standard
hard-switched converter. Thus, the only additional component
is the auxiliary switch Q2. The small resonant inductor is put in
series with the main switch SW1 so that SW1 can be switched
on under ZC condition and the di/dt problem of the reverse-
recovery current be eliminated. The resonant capacitor Cr is
used to store energy for creating condition for soft switch-
ing. Q2 is used to control the resonance during the main
switch transition. It should be noted that all power devices
including SW1, Q1 and main power diode DF are turned on
and off under ZV and/or ZC conditions. Therefore, the large
di/dt problem due to the reverse recovery of the power diode
can be eliminated. The soft-switching method is an effective
technique for EMI suppression.

Together with power factor correction technique, soft-
switching converters offer a complete solution to meet EMI
regulations for both conducted and radiated EMI. The opera-
tion of the EP-QR boost PFC circuit [34, 35] can be described
in six modes as shown in Fig. 16.35. The corresponding
idealized waveforms are included in Fig. 16.36.
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A. Circuit Operation
Interval I: (t0−t1) Due to the resonant inductor Lr which
limits the di/dt of the switch current, switch SW1 is turned on
at zero-current condition with a positive gating signal VGS1 to
start a switching cycle at t = t0. Current in DF is diverted to
inductor Lr . Because DF is still conducting during this short
period, DS2 is still reverse biased and is thus not conducting.
The equivalent circuit topology for the conducting paths is
shown in Fig. 16.35a. Resonant switch Q2 remains off in this
interval.

Interval II: (t1−ta) When DF regains its blocking state,
DS2 becomes forward biased. The first half of the resonance
cycle occurs and resonant capacitor Cr starts to discharge and
current flows in the loop Cr−Q2−Lr−SW1. The resonance
half-cycle stops at time t = ta because DS2 prevents the loop

current iCr from flowing in the opposition direction. The
voltage across Cr is reversed at the end of this interval. The
equivalent circuit is shown in Fig. 16.35b.

Interval III: (ta−tb) Between ta and tb , current in LF and
Lr continues to build up. This interval is the extended-period
for the resonance during which energy is pumped into Lr . The
corresponding equivalent circuit is showed in Fig. 16.35c.

Interval IV: (tb−t2) Figure 16.35d shows the equivalent cir-
cuit for this operating mode. Before SW1 is turned off, the
second half of the resonant cycle needs to take place in order
that a zero-voltage condition can be created for the turn-off
process of SW1. The second half of the resonant cycle starts
when auxiliary switch Q2 is turned on at t = tb . Resonant cur-
rent then flows through the loop Lr−Q2−Cr -anti-parallel diode
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FIGURE 16.32 Application diagram of UCC3895 (Courtesy of Unitrode Corp. and Texas Instruments).
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FIGURE 16.33 Boost-type AC–DC power factor correction circuit.
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FIGURE 16.34 EP-QR boost-type AC–DC power factor correction
circuit.

of SW1. This current is limited by Lr and thus Q2 is turned on
under zero-current condition. Since the anti-parallel diode of
SW1 is conducting, the voltage across SW1 is clamped to the
on-state voltage of the anti-parallel diode. SW1 can therefore
be turned off at (near) zero-voltage condition before t = t2 at
which the second half of the resonant cycle ends.

Interval V: (t2−t3) During this interval, the voltage across Cr

is less than the output voltage Vo . Therefore DF is still reverse

biased. Inductor current Is flows into Cr until VCr reaches Vo

at t = t3. The equivalent circuit is represented in Fig. 16.35e.

Interval VI: (t3−t4) During this period, the resonant circuit
is not in action and the inductor current Is charges the output
capacitor CF via DF , as in the case of a classical boost-type
PFC circuit. Cr is charged to Vo , therefore Q2 can be turned
off at zero-voltage and zero-current conditions. Figure 16.35f
shows the equivalent topology of this operating mode.

In summary, SW1, Q2, and DF are fully soft-switched. Since
the two resonance half-cycles take place within a closed loop
outside the main inductor, the high resonant pulse will not
occur in the inductor current, thus making a well-established
averaged current mode control technique applicable for such
QR circuit. For full soft-switching in the turn-off process, the
resonant components need to be designed so that the peak
resonant current exceeds the maximum value of the inductor
current. Typical measured switching waveforms and trajecto-
ries of SW1, Q2 and DF are shown in Figs. 16.37, 16.38, and
16.39, respectively.

B. Design Procedure
Given: Input AC voltage = Vs (V)

Peak AC voltage = Vs(max) (V)
Nominal output DC voltage = Vo (V)
Switching frequency = fsw (Hz)
Output power = Po (W)
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FIGURE 16.35 Operating modes of EP-QR boost-type AC–DC power factor correction circuit.
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(a) (b)

FIGURE 16.37 (a) Drain-source voltage and current of SW1 and (b) switching locus of SW1.

(a) (b)

FIGURE 16.38 (a) Drain-source voltage and current of Q2 and (b) switching locus of Q2.

(a) (b)

FIGURE 16.39 (a) Diode voltage and current and (b) switching locus of diode.



438 S. Y. Hui and H. S. H. Chung

Input current ripple = 
I (A)
Output voltage ripple = 
V (V)

(I) Resonant tank design:
Step 1: Because the peak resonant current must be greater than
the peak inductor current (same as peak input line current)
in order to achieve soft-turn-off, it is necessary to determine
the peak input current Is(max). Assuming lossless AC–DC
power conversion, Is(max) can be estimated from the following
equation

Is(max) ≈ 2VoIo

Vs(max)
(16.7)

where Io = Po/Vo is the maximum output current.
Step 2: Soft-switching criterion is

Zr ≤ Vo

Is(max)
(16.8)

where Zr =
√

Lr
Cr

is the impedance of the resonant tank.

For a chosen resonant frequency fr , Lr , and Cr can be
obtained from:

2πfr = 1√
Lr Cr

(16.9)

(II) Filter component design:
The minimum conversion ratio is

M(min) = Vo

Vs(max)

= 1

1−
(

fsw
fr
+ te

Tsw

) (16.10)

where Tsw = 1/fsw and te is the extended period. From
Eq. (16.10), minimum te can be estimated.

The turn-on period of the SW1 is

Ton(sw1) = te + 1/fr (16.11)

Inductor value L is obtained from:

L ≥
(

Ton(sw1)


I

)
Vs(max) (16.12)

The filter capacitor value C can be determined from:

C

⎛
⎝ 
V

Ts
π

sin−1
(

Io
Is(max)

)
⎞
⎠ = Io (16.13)

where Ts = 1/fs is the period of the AC voltage supply
frequency.

16.11.1 Soft-switched DC–DC Flyback
Converter

A simple approach that can turn an existing hard-switched
converter design into a soft-switched one is shown in
Fig. 16.40. The key advantage of the proposal is that many
well proven and reliable hard-switched converter designs can
be kept. The modification required is the addition of a simple
circuit (consisting an auxiliary winding, a switch, and a small
capacitor) to an existing isolated converter [36]. This princi-
ple, which is the modified version of the EPQR technique for
isolated converter, is demonstrated in an isolated soft-switched
flyback converter with multiple outputs. Other advantageous
features of the proposal are:

• All switches and diodes of the converter are ‘fully’
soft-switched, i.e. soft-switched at both turn-on and turn-
off transitions under zero-voltage and/or zero-current
conditions.

• The leakage inductance of each winding in the fly-
back transformer forms part of the resonant circuit for
achieving ZVS and ZCS of all switches and diodes.

• The control technique is simply PWM-based as in
standard hard-switched converters.

• The soft-switched technique is a proven method for EMI
reduction [37].

16.11.2 A ZCS Bidirectional Flyback DC–DC
Converter

A bi-directional flyback dc–dc converter that uses one auxiliary
circuit for both power flow directions is proposed in Fig. 16.41
[38]. The methodology is based on extending the unidirec-
tional soft-switched flyback converter in [36] and replacing
the output diode with a controlled switch, which acts as either
a rectifier [39] or a power control switch in the correspond-
ing power flow direction. An auxiliary circuit that consists of
a winding in the coupled inductor, a switch, and a capacitor
converts the hard-switched design into a soft-switched one.
The operation is the same as [36] in the forward mode. An
extended-period resonant stage [34] is introduced when the
power control switch is on. Conversely, in the reverse mode,
a complete resonant stage is initiated before the main switch
is off. In both the power flow operations, the leakage induc-
tance of the coupled inductor is used to create zero-current
switching conditions for all switches.

16.12 Soft-switching and EMI
Suppression

A family of EP-QR converters are displayed in Fig. 16.42. Their
radiated EMI emission have been compared with that from
their hard-switched counterparts [37]. Figures 16.43a, b show
the conducted EMI emission from a hard-switched flyback
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FIGURE 16.40 Fully soft-switched isolated flyback converter.
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FIGURE 16.41 Bidirectional soft-switched isolated flyback converter.

converter and a soft-switched one, respectively. Their radi-
ated EMI emissions are included in Fig. 16.44. Both converters
are tested at an output power of 50 W. No special filtering or
shielding measures have been taken during the measurement.
It is clear from the measurements that soft-switching is an
effective means to EMI suppression.

16.13 Snubbers and Soft-switching for
High Power Devices

Today, most of the medium power (up to 200 kVA) and
medium voltage (up to 800 V) inverter are hard-switched.
Compared with low-power switched mode power supplies, the
high voltage involved in the power inverters makes the dv/dt,

di/dt, and the switching stress problems more serious. In addi-
tion, the reverse recovery of power diodes in the inverter leg
may cause very sharp current spike, leading to severe EMI
problem. It should be noted that some high power devices
such as GTO thyristors do not have a square safe operating
area (SOA). It is therefore essential that the switching stress
they undergone must be within their limits. Commonly used
protective measures are to use snubber circuits for protecting
high power devices.

Among various snubbers, two snubber circuits are most
well-known for applications in power inverters. They are the
Undeland snubber [40] (Fig. 16.45) and McMurray snub-
ber circuits [41] (Fig. 16.46). The Undeland snubber is an
asymmetric snubber circuit with one turn-on inductor and
one turn-off capacitor. The turn-off snubber capacitor Cs is
clamped by another capacitor Cc . At the end of each switching
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FIGURE 16.42 A family of EP-QR converters: (a) buck converter;
(b) boost converter; and (c) flyback converter.

cycle, the snubber energy is dumped into Cc and then dis-
charged into the dc bus via a discharge resistor. In order to
reduce the snubber loss, the discharge resistor can be replaced
by a switched mode circuit. In this way, the Undeland snubber
can become a snubber with energy recovery. The McMurray

(a) (b)

FIGURE 16.43 (a) Conducted EMI from hard-switched flyback converter and (b) radiated EMI from hard-switched flyback converter.

snubber is symmetrical. Both the turn-off snubber capacitors
share current in parallel during turn off. The voltage transient
is limited by the capacitor closest to the turning-off device
because the stray inductance to the other capacitor will pre-
vent instantaneous current sharing. The turn-on inductors
require mid-point connection. Snubber energy is dissipated
into the snubber resistor. Like the Undeland snubber, the
McMurray snubber can be modified into an energy recovery
snubber. By using an energy recovery transformer as shown in
Fig. 16.47, this snubber becomes a regenerative one. Although
other regenerative circuits have been proposed, their complex-
ity makes them unattractive in industrial applications. Also,
they do not necessarily solve the power diode reverse-recovery
problems.

Although the use of snubber circuits can reduce the switch-
ing stress in the power devices, the switching loss is actually
damped into the snubber resistors unless regenerative snub-
bers are used. The switching loss is still a limiting factor to
the high frequency operation of power inverters. However, the
advent of soft-switching techniques opens a new way to high-
frequency inverter operation. Because the switching trajectory
of a soft-switched switch is close to the voltage and current
axis, faster power electronic devices with smaller SOAs can in
principle be used. In general, both ZVS and ZCS can reduce
switching loss in high-power power switches. However, for
power switches with tail currents, such as IGBT, ZCS is more
effective than ZVS.

16.14 Soft-switching DC–AC Power
Inverters

Soft-switching technique not only offers a reduction in switch-
ing loss and thermal requirement, but also allows the possibil-
ity of high frequency and snubberless operation. Improved
circuit performance and efficiency, and reduction of EMI
emission can be achieved. For zero-voltage switching (ZVS)
inverter applications, two major approaches which enable
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(a) (b)

FIGURE 16.44 (a) Conducted EMI from soft-switched flyback converter and (b) radiated EMI from soft-switched flyback converter.
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FIGURE 16.47 McMurray snubber with energy recovery.

inverters to be soft-switched have been proposed. The first
approach pulls the dc link voltage to zero momentarily so
that the inverter’s switches can be turned on and off with
ZVS. Resonant dc link and quasi-resonant inverters belong
to this category. The second approach uses the resonant pole
idea. By incorporating the filter components into the inverter
operation, resonance condition and thus zero voltage/current
conditions can be created for the inverter switches.

In this section, the following soft-switched inverters are
described.
Approach 1: Resonant dc link inverters

1. Resonant (pulsating) dc link inverters
2. Actively-clamped resonant dc link inverters
3. Resonant inverters with minimum voltage stress
4. Quasi-resonant soft-switched inverter
5. Parallel resonant dc link inverter.

Approach 2: Resonant pole inverters

1. Resonant pole inverters
2. Auxiliary resonant pole inverters
3. Auxiliary resonant commutated pole inverters.

Type 1 is the resonant dc link inverter [42–44] which sets
the dc link voltage into oscillation so that the zero-voltage
instants are created periodically for ZVS. Despite the poten-
tial advantages that this soft-switching approach can offer,
a recent review on existing resonant link topologies for invert-
ers [45] concludes that the resonant dc link system results in
an increase in circuit complexity and the frequency spectrum
is restricted by the need of using integral pulse density modu-
lation (IPDM) when compared with a standard hard-switched
inverter. In addition, the peak pulsating link voltage of reso-
nant link inverters is twice the dc link voltage in a standard
hard-switched inverter. Although clamp circuits (Type 2) can
be used to limit the peak voltage to 1.3–1.5 per unit [44],
power devices with higher than normal voltage ratings have to
be used.
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Circuits of Type 3–5 employ a switched mode front stage
circuit which pulls the dc link voltage to zero momentarily
whenever inverter switching is required. This soft-switching
approach does not cause extra voltage stress to the inverter
and hence the voltage rating of the power devices is only
1 per unit. As ZVS conditions can be created at any time,
there is virtually no restriction in the PWM strategies. There-
fore, well established PWM schemes developed in the last two
decades can be employed. In some ways, this approach is sim-
ilar to some dc-side commutation techniques proposed in the
past for thyristor inverters [46, 47], although these dc-side
commutation techniques were used for turning off thyristors
in the inverter bridge and were not primarily developed for
soft-switching.

Circuits of Type 6–8 retain the use of a constant dc link
voltage. They incorporate the use of the resonant components
and/or filter components into the inverter circuit operation.
This approach is particularly useful for inverter applications
in which output filters are required. Examples include unin-
terruptible power supplies (UPS) and inverters with output
filters for motor drives. The LC filter components can form
the auxiliary resonant circuits that create the soft-switching
conditions. However, these tend to have high power device
count and require complex control strategy.
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FIGURE 16.48 Resonant-link inverters.

16.14.1 Resonant (Pulsating) DC Link Inverter

Resonant DC link converter for DC–AC power conversion was
proposed in 1986 [42]. Instead of using a nominally con-
stant DC link voltage, a resonant circuit is added to cause
the DC link voltage to be pulsating at a high frequency.
This resonant circuit theoretically creates periodic zero-voltage
duration at which the inverter switches can be turned on or
off. Figure 16.48 shows the schematics of the pulsating link
inverter. Typical dc link voltage, inverter’s phase voltage and
the line voltages are shown in Fig. 16.49. Because the inverter
switching can only occur at zero voltage duration, integral
pulse density modulation (IPDM) has to be adopted in the
switching strategy.

Analysis of the resonant dc link converter can be simplified
by considering that the inverter system is highly inductive. The
equivalent circuit is shown in Fig. 16.50.

The link current Ix may vary with the changing load condi-
tion, but can be considered constant during the short resonant
cycle. If switch S is turned on when the inductor current is ILo ,
the resonant dc link voltage can be expressed as

Vc (t ) = Vs + e−αt [−Vs cos (ωt )+ ωLIM sin (ωt )] (16.14)
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FIGURE 16.49 Typical dc link voltage (V0), phase voltages (VA ,VB), and
line voltage (VAB) of resonant link inverters.
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FIGURE 16.50 Equivalent circuit of resonant link inverter.

and inductor current iL is

iL (t ) ≈ Ix + e−αt
[

IM cos (ωt )+ Vs

ωL
sin (ωt )

]
(16.15)

where α = R

2L
(16.16)

ωo = (LC)−0.5 (16.17)

ω = (ω2
o − α2)0.5

(16.18)

and IM = ILo − Ix (16.19)

The resistance in the inductor could affect the resonant
behavior because it dissipates some energy. In practice, (iL−Ix )
has to be monitored when S is conducting. S can be turned
on when (iL− Ix ) equal to a desired value. The objective is to
ensure that the dc link voltage can be resonated to zero voltage
level in the next cycle.

The pulsating dc link inverter has the following advantages:

• Reduction of switching loss.
• Snubberless operation.

• High switching frequency (> 18 kHz) operation becomes
possible, leading to the reduction of acoustic noise in
inverter equipment.

• Reduction of heatsink requirements and thus improve-
ment of power density.

This approach has the following limitations:

• The peak dc pulsating link voltage (2.0 per unit) is higher
than the nominal dc voltage value of a conventional
inverter. This implies that power devices and circuit com-
ponents of higher voltage ratings must be used. This
could be a serious drawback because power components
of higher voltage ratings are not only more expensive, but
usually have inferior switching performance than their
low-voltage counterparts.

• Although voltage clamp can be used to reduce the peak
dc link voltage, the peak voltage value is still higher than
normal and the additional clamping circuit makes the
control more complicated.

• Integral pulse-density modulation has to be used. Many
well-established PWM techniques cannot be employed.

Despite these advantages, this resonant converter concept
has paved the way for other soft-switched converters to
develop.

16.14.2 Active-clamped Resonant DC Link
Inverter

In order to solve the high voltage requirement in the basic pul-
sating dc link inverters, active clamping techniques (Fig. 16.51)
have been proposed. The active clamp can reduce the per-
unit peak voltage from 2.0 to about 1.3–1.5 [44]. It has been
reported that operating frequency in the range of 60–100 kHz
has been achieved [48] with an energy efficiency of 97% for a
50 kVA drive system.

Vdc

Lr

Cr

Vcc

FIGURE 16.51 Active-clamp resonant link inverter.
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The design equations for active-clamped resonant link
inverter are

TL= 1

fL
=2
√

Lr Cr

(
cos−1(1−k)+

√
k (2−k)

k−1

)
(16.20)

where TL is the minimum link period, fL is the maximum link
frequency, and k is the clamping ratio. For the active-clamped
resonant inverter, k is typically 1.3–1.4 per unit.

The rate of rise of the current in the clamping device is

di

dt
= (k − 1) Vs

Lr
(16.21)

The peak clamping current required to ensure that the dc bus
return to zero volt is

Isp = Vs

√
k (2− k) Cr

Lr
(16.22)

In summary, resonant (pulsating) dc link inverters offer
significant advantages such as:

• High switching frequency operation.
• Low dv/dt for power devices.
• ZVS with reduced switching loss.
• Suitable for 1–250 kW.
• Rugged operation with few failure mode.

16.14.3 Resonant DC Link Inverter with Low
Voltage Stress [49]

A resonant dc link inverter with low voltage stress is shown in
Fig. 16.52. It consists of a front-end resonant converter that can
pull the dc link voltage down just before any inverter switching.
This resonant dc circuit serves as an interface between the
dc power supply and the inverter. It essentially retains all the

CrLr
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Cdc

T3

T2

D1

Ldc

I.M.

FIGURE 16.52 Resonant DC link inverter with low voltage stress.

advantages of the resonant (pulsating) dc link inverters. But it
offers extra advantages such as:

• No increase in the dc link voltage when compared with
conventional hard-switched inverter. That is, the dc link
voltage is 1.0 per unit.

• The zero voltage condition can be created at any time.
The ZVS is not restricted to the periodic zero-voltage
instants as in resonant dc link inverter.

• Well-established PWM techniques can be employed.
• Power devices of standard voltage ratings can be used.

The timing program and the six operating modes of this
resonant circuit are as shown in Figs. 16.53 and 16.54,
respectively.
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FIGURE 16.53 Timing diagram of resonant link inverter with mini-
mum voltage stress.

(1) Normal mode:
This is the standard PWM inverter mode. The resonant
inductor current iLr (t) and the resonant voltage Vcr (t) are
given by

iLr (t ) = 0

vCr (t ) = Vs

where Vs is the nominal dc link voltage.
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FIGURE 16.54 Operating modes of resonant link inverter with minimum voltage stress.

(2) Mode 1 (initiating mode): (t0−t1)
At t0, mode 1 begins by switching on T2 and T3 on with
zero current. iLr (t) increases linearly with a di/dt of Vs /Lr . If
iLr (t) is equal to the initialized current Ii , T1 is zero-voltage
turned off. If (Is−Io) < Ii , then the initialization is ended
when iLr (t) is equal to Ii , where Is is the current flowing
into the dc inductor Ldc . If (Is−Io) > Ii , then this mode
continues until iLr (t) is equal to (Is−Io). The equations in
this interval are

iLr (t ) = Vs

Lr
t

vCr (t ) = Vs

iLr (t1) = Vs

Lr
t1 = Ii

(3) Mode 2 (Resonant mode): (t1−t2)
After T1 is turned off under ZVS condition, resonance
between Lr and Cr occurs. Vcr (t) decreases from Vs to 0.
At t2, iLr (t) reaches the peak value in this interval. The
equations are:

iLr (t ) = Vs

Zr
sin (ωr t )+ [I1 + (Io − Is)] cos (ωr t )− (Io − Is)

VCr (t ) = −Vscos (ωr t )− [I1 + (Io − Is)] Zr sin (ωr t )

iLr (t2) = I2 = ILr ,peak

VCr (t2) = 0

where

Zr =
√

Lr

Cr
and ωr = 1√

Lr Cr
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(4) Mode 3 (Freewheeling mode): (t2−t3)
The resonant inductor current flows through two freewheel-
ing paths (T2-Lr-D2 and T3-D1-Lr). This duration is the zero
voltage period created for ZVS of the inverter, and should be
longer than the minimum on and off times of the inverter’s
power switches.

iLr (t ) = I2

vCr (t ) = 0

(5) Mode 4 (Resonant mode): (t3−t4)
This mode begins when T2 and T3 are switched off under
ZVS. The second half of the resonance between Lr and Cr

starts again. The capacitor voltage Vcr (t) increases back from
0 to Vs and is clamped to Vs . The relevant equations in this
mode are

iLr (t ) = [I2 − (Ion − Is)] cos (ωr t )− (Ion − Is)

VCr (t ) = [I2 − (Ion − Is)] Zr sin (ωr t )

iLr (t4) = I3

VCr (t4) = Vs

where Ion is the load current after the switching state.
(6) Mode 5 (Discharging mode): (t4−t5)
In this period, T1 is switched on under ZV condition because
Vcr (t)=Vs . The inductor current decreases linearly. This mode
finishes when iLr (t) becomes zero.

iLr (t ) = −Vs

Lr
t + I3

vCr (t ) = Vs

iLr (t5) = 0

16.14.4 Quasi-resonant Soft-switched
Inverter [50]

(A) Circuit Operation
Consider an inverter fed by a dc voltage source vs a front-stage
interface circuit shown in Fig. 16.55, can be added between the
dc voltage source and the inverter. The front-stage circuit con-
sists of a quasi-resonant circuit in which the first half of the
resonance cycle is set to occur to create the zero-voltage con-
dition whenever inverter switching is needed. After inverter
switching has been completed, the second half of the reso-
nance cycle takes place so that the dc link voltage is set back to
its normal level. To avoid excessive losses in the resonant cir-
cuit, a small capacitor Cr1 is normally used to provide the dc
link voltage whilst the large smoothing dc link capacitor C1 is
isolated from the resonant circuit just before the zero-voltage

DC
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Ls

Sb

C1

Sr1

Sr2

Cr2

Cr1

Lr
to

inverter

Db

+
−

FIGURE 16.55 Quasi-resonant circuit for soft-switched inverter.
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FIGURE 16.56 Typical waveforms for Vcr1 and Vcr2.

duration. This method avoids the requirement for pulling the
dc voltage of the bulk capacitor to zero.

The period for this mode is from t0 to t1 in Fig. 16.56.
In this mode, switch Sb is turned on and switches Sr1 and Sr2

are turned off. The inverter in Fig. 16.55 works like a conven-
tional dc link inverter. In this mode, Vcr1 = Vc1. The voltage
across switch Sb is zero. Before an inverter switching takes
place, when switch Sr1 is triggered at t1 to discharge Cr1. This
operating mode ends at t2 when Vcr1 approaches zero. The
equivalent circuit in this mode is shown in Fig. 16.57a. The
switch Sb must be turned off at zero voltage when switch Sr1

is triggered. After Sr1 is triggered, Cr1 will be discharged via
the loop Cr1, Cr2, Lr , and Sr1. Under conditions of Vcr2 ≤ 0
and Cr1 ≤ Cr2, the energy stored in Cr1 will be transferred to
Cr2 and Vcr1 falls to zero in the first half of the resonant cycle
in the equivalent circuit of Fig. 16.57a. Vcr1 will be clamped
to zero by the freewheel diodes in the inverter bridge and will
not become negative. Thus, Vcr1 can be pulled down to zero
for zero-voltage switching. When the current in inductor Lr

becomes zero, switch Sr1 can be turned off at zero current.
Inverter switching can take place in the period from t2 to

t3 in which Vcr1 remains zero. This period must be longer
than the turn-on and turn-off times of the switches. When
inverter switching has been completed, it is necessary to reset
the voltage of capacitor Cr1. The equivalent circuit in this
mode is shown in Fig. 16.57b. The current in inductor Lr

reaches zero at t3. Due to the voltage in Vcr2 and the presence
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FIGURE 16.57 Equivalent circuits of the quasi-resonant circuit for
different modes.

of diode Dr , this current then flows in the opposite direction.
Cr1 will be recharged via Lr , Cr2, Cr1, and Dr . The diode Dr

turns off when the current in Lr becomes zero. Vcr1 will not
go beyond 1 per unit because Cr1 is clamped to supply volt-
age by diode Db . The switch Sb can be turned on again at
zero-voltage condition when Vcr1 returns to normal dc supply
voltage. After Dr turns off, Vcr2 may not be zero. Some pos-
itive residual capacitor voltage remains in C2 at t4, as shown
in Fig. 16.56. In case Vcr2 is positive, Vcr1 cannot be pulled
down to zero again in the next switching cycle. Therefore,
Sr2 should be triggered after t4 to reverse the residual volt-
age in Cr2. At time t5, Sr2 turns off at zero-current condition
and Vcr2 is now reversed to negative. The equivalent circuit
in this mode is shown in Fig. 16.57c. When Vcr2 ≤ 0 and
Cr1 ≤ Cr2, Vcr1 can be pulled down to zero again before the
next inverter switching. The operation can then be repeated in
next switching cycle.

(B) Design Considerations
(1) Cr1 and Cr2

The criterion for getting zero capacitor voltages Vcr1 is:

(Cr1 − Cr2)Vs + 2Cr2Vo2 −
Iπ
√

Lr Ce ≤ 0 (16.23)

where

• Vo1 is the initial voltage of Cr1;
• Vo2 is the initial voltage of Cr2;
• iL0 is the initial current of inductor Lr ;
• 
I = Io− Is , which is the difference between load current

and supply current. It is assumed to be a constant within
a resonant cycle;

• Rr is the equivalent resistance in the resonant circuit.

• Ce = Cr1Cr2

Cr1 + Cr2

When 
I ≥ 0, the above criterion is always true under
conditions of:

Cr1 ≤ Cr2, Vo2 ≤ 0

The criterion for recharging voltage Vcr1 to 1 per unit dc link
voltage is:

2Cr2

Cr1 + Cr2
Vo2 − 
I

Cr1 + Cr2
π
√

Lr Ce ≥ Vs (16.24)

(2) Inductor Lr

The inductor Lr should be small so that the dc link voltage can
be decreased to zero quickly. However, a small Lr could result
in large peak resonant current and therefore requirement of
power devices with large current pulse ratings. An increase in
the inductance of Lr can limit the peak current in the quasi-
resonant circuit. Because the resonant frequency depends on
both the inductor and the capacitor, therefore, the selection of
Lr can be considered together with the capacitors Cr1 and Cr2

and with other factors such as the current ratings of power
devices, the zero-voltage duration and the switching frequency
required in the soft-switching circuit.
(3) Triggering instants of the switches
The correct triggering instants for the switches are essential
for the successful operation of this soft-switched inverter. For
the inverter switches, the triggering instants are determined
from a PWM modulation. Let Ts be the time at which the
inverter switches change states. To get the zero-voltage inverter
switching, switch Sr1 should be turned on half resonant cycle
before the inverter switching instant. The turn-on instant of
Sr1, which is t1 in Fig. 16.56, can be written as:

t1 = Ts − π

ω
(16.25)

where ω =
√

ω2
0 − α2, α = Rr

2Lr
, ω0 =

√
1

Lr Ce
. The switch Sb

is turned off at t1.
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Sr1 may be turned off during its zero current period when
diode Dr is conducting. For easy implementation, its turn-off
time can be selected as Ts + π/ω. Because the dc link voltage
can be pulled down to zero in less than half resonant cycle,
Ts should occur between t2 and t3.

At time t3 (the exact instant depends on the 
I ), the diode
Dr turns on in the second half of the resonant cycle to recharge
Cr1. At t4, Vcr1 reaches 1 per unit and diode Db clamps Vcr1 to
1 per unit. The switch Sb can be turned on again at t4, which
is half resonant cycle after the start of t3:

t4 ≈ t3 + π

ω
(16.26)

As t3 cannot be determined accurately, a voltage sensor in
principle can be used to provide information for t4 so that Sb

can be turned on to reconnect C1 to the inverter. In practice,
however, Sb can be turned on a few microseconds (longer than
Ts +π/ω) after t2 without using a voltage sensor (because it is
not critical for Sb to be on exactly at the moment Vcr reaches
the nominal voltage). As for switch Sr2, it can be turned on a
few microseconds after t4. It will be turned off half of resonant
cycle (π

√
Lr Cr2) in the Lr−Cr2 circuit later. In practice, the

timing of Sr1, Sr2, and Sb can be adjusted in a simple tuning
procedure for a given set of parameters. Figure 16.58 shows
the measured gating signals of Sr1, Sr2, and Sb with the dc link
voltage Vcr1 in a 20 kHz switching inverter. Figures 16.59 and
16.60 show the measured waveforms of Is , Io , and Vcr1 under
no load condition and loaded condition, respectively.

(C) Control of Quasi-resonant Soft-switched Inverter Using
Digital Time Control (DTC) [51]
Based on the zero-average-current error (ZACE) control con-
cept, a digital time control method has been developed for a
current-controlled quasi-resonant soft-switched inverter. The
basic ZACE concept is shown in Fig. 16.61. The current error
is obtained from the difference of a reference current and the
sensed current. The idea is to make the areas of each transition
(A1 and A2) equal. If the switching frequency is significantly
greater than the fundamental frequency of the reference signal,

FIGURE 16.58 Gating signals for Sr1, Sr2, and Sb with Vcr1.

FIGURE 16.59 Typical Is , Io , and Vcr1 under no-load condition.

FIGURE 16.60 Typical Is , Io , and Vcr1 under loaded condition.
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FIGURE 16.61 Zero-average-current error (ZACE) control concept.

the rising and falling current segments can be assumed to be
linear. The following simplified equation can be established.


tn+1 = tn+1 − tn (16.27)

The control algorithm for the inverter is


tn+3 = 
tn+2 + D

[
Tsw

2
− (tn+2 − tn)

]
(16.28)

where D = 
tn+2

tn+2 − tn
and Tsw = tn+4 − tn .
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The schematic of a digital signal processor (DSP) based con-
troller for the DTC method is shown in Fig. 16.62. The duty
cycle can be approximated from the reference sine wave by level
shifting and scaling it between 0 and 1. The time tn+2 – tn is
the sum of 
tn+1 and 
tn+2. These data provide information
for the calculation of the next switching time 
tn+1.

The switches are triggered by the changing edge of the
switch control Q. Approximate delays are added to the indi-
vidual switching signals for both the inverter switches and the
quasi-resonant switches. Typical gating waveforms are shown
in Fig. 16.63. The use of the quasi-resonant soft-switched
inverter is a very effective way in suppressing switching tran-
sient and EMI emission. Figures 16.64a,b show the inverter
switch voltage waveforms of a standard hard-switched inverter
and a quasi-resonant soft-switched inverter, respectively. It is
clear that the soft-switched waveform has much less transient
than the hard-switched waveform.

16.14.5 Resonant Pole Inverter (RPI) and
Auxiliary Resonant Commutated Pole
Inverter (ARCPI)

The resonant pole inverter integrates the resonant compo-
nents with the output filter components Lf and Cf . The load

(a) (b)

FIGURE 16.64 (a) Typical switch voltage under hard turn-off and (b) typical switch voltage under soft turn-off.

Q

edge
detect

Sb

Sr1

Sr2

voltage
across Cr1

FIGURE 16.63 Timing diagrams for the gating signals.
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FIGURE 16.65 One leg of a resonant pole inverter.

T1
D1 C1

CfLf=Lr

T2
D2 C2

Ir
Io

T3
D3 C3

T4
D4 C4 Vo

FIGURE 16.66 Single-phase resonant pole inverter.

is connected to the mid-point of the dc bus capacitors as
shown in Fig. 16.65. It should however be noted that the RPI
can be described as a resonant inverter. Figure 16.66 shows a
single-phase RPI. Its operation can be described with the tim-
ing diagram in Fig. 16.67. The operating modes are included
in Fig. 16.68. The RPI provides soft-switching for all power
switches. But it has two disadvantages. First, the power devices
have to be switched continuously at the resonant frequency

T2
T3

T2
T3

D2
D3

Cx
T1
T4

D1
D4

Cx

Cx=C1,C2,C3,C4=Cr/2

t

t

If

Vf

Vdc

Io

Ir
peak

FIGURE 16.67 Timing diagram for a single-phase resonant pole inverter.

determined by the resonant components. Second, the power
devices in the RPI circuit require a 2.2–2.5 p.u. current turn-off
capability.

An improved version of the RPI is the auxiliary reso-
nant commutated pole inverter (ARCPI). The ARCPI for one
inverter leg is shown in Fig. 16.69. Unlike the basic RPI, the
ARCPI allows the switching frequency to be controlled. Each of
the primary switches is closely paralleled with a snubber capac-
itor to ensure ZV turn off. Auxiliary switches are connected in
series with an inductor, ensuring that they operate under ZC
conditions. For each leg, an auxiliary circuit comprising two
extra switches A1 and A2, two freewheeling diodes, and a res-
onant inductor Lr is required. This doubles the number of
power switches when compared with hard-switched inverters.
Figure 16.70 shows the three-phase ARCPI system. Depending
on the load conditions, three commutation modes are gen-
erally needed. The commutation methods at low and high
current are different. This makes the control of the ARCPI
very complex. The increase in control and circuit complexity
represents a considerable cost penalty [52, 53].
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17.1 Introduction

Numerous industrial applications require higher power appa-
ratus in recent years. Some medium-voltage motor drives
and utility applications require medium voltage and megawatt
power level. For a medium-voltage grid, it is troublesome to
connect only one power semiconductor switch directly. Hence,
a multilevel power converter structure has been introduced as
an alternative in high power and medium voltage situations.
A multilevel converter not only achieves high power ratings
but also enables the use of renewable energy sources. Renew-
able energy sources such as photovoltaic, wind, and fuel cells
can be easily interfaced to a multilevel converter system for a
high-power application [1–3].

The concept of multilevel converters has been introduced
since 1975 [4]. The term multilevel began with the three-
level converter [5]. Subsequently, several multilevel converter
topologies have been developed [6–13]. However, the basic
concept of a multilevel converter to achieve higher power is to
use a series of power semiconductor switches with several lower
voltage dc sources to perform the power conversion by synthe-
sizing a staircase voltage waveform. Capacitors, batteries, and
renewable energy voltage sources can be used as the multiple
dc voltage sources. The commutation of the power switches
aggregate these multiple dc sources to achieve high voltage at

the output; however, the rated voltage of the power semicon-
ductor switches depends only on the rating of the dc voltage
sources to which they are connected.

A multilevel converter has several advantages over a conven-
tional two-level converter that uses high switching frequency
pulse width modulation (PWM). The attractive features of a
multilevel converter are summarized as follows.

• Staircase waveform quality: Multilevel converters not
only can generate the output voltages with very low dis-
tortion but also can reduce the dv/dt stresses; therefore,
electromagnetic compatibility (EMC) problems can be
reduced.

• Common-mode (CM) voltage: Multilevel converters pro-
duce smaller CM voltage; therefore, the stress in the
bearings of a motor connected to a multilevel motor drive
can be reduced. Furthermore, CM voltage can be elim-
inated by using advanced modulation strategies such as
that proposed in [14].

• Input current: Multilevel converters can draw input cur-
rent with low distortion.

• Switching frequency: Multilevel converters can operate at
both fundamental switching frequency and high switch-
ing frequency PWM. It should be noted that lower
switching frequency usually means lower switching loss
and higher efficiency.

Copyright c© 2007, 2001, Elsevier Inc.
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Unfortunately, multilevel converters do have some disad-
vantages. One particular disadvantage is the requirement of
greater number of power semiconductor switches. Although
lower voltage rated switches can be utilized in a multilevel con-
verter, each switch requires a related gate drive circuit. This may
cause the overall system to be more expensive and complex.

Many multilevel converter topologies have been proposed
during the last two decades. Contemporary research has
engaged novel converter topologies and unique modulation
schemes. Moreover, three different major multilevel con-
verter structures have been reported in the literature: cas-
caded H-bridges converter with separate dc sources, diode
clamped (neutral clamped), and flying capacitors (capacitor
clamped). Moreover, abundant modulation techniques and
control paradigms have been developed for multilevel con-
verters, such as sinusoidal pulse width modulation (SPWM),
selective harmonic elimination (SHE-PWM), space vector
modulation (SVM), and so on. In addition, many multilevel
converter applications focus on industrial medium-voltage
motor drives [11,15], utility interface for renewable energy sys-
tems [16], flexible ac transmission system (FACTS) [17], and
traction drive systems [18].

This chapter reviews the state of the art of multilevel power-
converter technology. Fundamental multilevel converter struc-
tures and modulation paradigms are discussed including the
pros and cons of each technique. The main focus is on modern
and more practical industrial applications of multilevel con-
verters. A procedure for calculating the required ratings for the
active switches, clamping diodes, and dc link capacitors includ-
ing a design example is described. Finally, the possible future
developments of multilevel converter technology are noted.

17.2 Multilevel Power Converter
Structures

As mentioned earlier, three different major multilevel converter
structures have been used in industrial applications: cascaded
H-bridge converter with separate dc sources, diode clamped,
and flying capacitors. It should be noted that the term multi-
level converter is utilized to refer to a power electronic circuit
that could operate in an inverter or rectifier mode. The multi-
level inverter structures are the focus of this chapter; however,
the illustrated structures can be implemented for rectifying
operation as well.

17.2.1 Cascaded H-Bridges

A single-phase structure of an m-level cascaded inverter is illus-
trated in Fig. 17.1. Each separate dc source (SDCS) is connected
to a single-phase full-bridge or H-bridge inverter.

Each inverter level can generate three different voltage out-
puts, +Vdc, 0, and −Vdc, by connecting the dc source to the
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FIGURE 17.1 Single-phase structure of a multilevel cascaded H-bridge
inverter.

ac output by different combinations of the four switches: S1,
S2, S3, and S4. To obtain +Vdc, switches S1 and S4 are turned
on, whereas to obtain −Vdc, switches S2 and S3 are turned
on. By turning on either S1 and S2 or S3 and S4, the output
voltage will be zero. The ac outputs of each of the different
full-bridge inverter levels are connected in series such that
the synthesized voltage waveform is the sum of the inverter
outputs. The number of output phase voltage levels, m, in a
cascade inverter is defined by m= 2s+1, where s is the number
of separate dc sources. An example of phase voltage wave-
form for a 11-level cascaded H-bridge inverter with five SDCSs
and five full bridges is shown in Fig. 17.2. The phase voltage
van= va1 + va2 + va3 + va4 + va5.

For a stepped waveform such as the one depicted in Fig. 17.2
with s steps, the Fourier transform for this waveform follows
[14, 18]

V (ωt) = 4Vdc

π

∑
n

[cos(nθ1)+ cos(nθ2)+ · · · + cos(nθs)]

× sin(nωt)

n
, where n = 1, 3, 5, 7, . . . (17.1)

From Eq. (17.1), the magnitudes of the Fourier coefficients
when normalized with respect to Vdc are as follows

H(n) = 4

πn
[cos(nθ1)+ cos(nθ2)+ · · ·

+ cos(nθs)], where n = 1, 3, 5, 7, . . . (17.2)
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FIGURE 17.2 Output phase voltage waveform of a 11-level cascade
inverter with five separate dc sources.

The conducting angles, θ1, θ2, . . . , θs, can be chosen such that
the voltage total harmonic distortion is minimum. Generally,
these angles are chosen so that predominant lower frequency
harmonics, 5, 7, 11, and 13 are eliminated [19]. More details
on harmonic elimination techniques will be discussed in the
following section.

Multilevel cascaded inverters have been proposed for such
applications as static var generation, an interface with renew-
able energy sources, and for battery-based applications.
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FIGURE 17.3 Three-phase wye-connection structure for electric vehicle motor drive and battery charging.

Three-phase cascaded inverters can be connected in wye, as
shown in Fig. 17.3, or in delta. Peng et al. has demonstrated
a prototype multilevel cascaded static var generator connected
in parallel with an electrical system that could supply or draw
reactive current from an electrical system [20–23]. The inverter
could be controlled to regulate either the power factor of the
current drawn from the source or the bus voltage of the electri-
cal system where the inverter was connected. Peng et al.[20]
and Joos et al. [24] have also shown that a cascade inverter
can be directly connected in series with the electrical system
for static var compensation. Cascaded inverters are ideal for
connecting renewable energy sources with an ac grid because
of the need for separate dc sources in applications such as
photovoltaics or fuel cells.

Cascaded inverters have also been proposed for use as the
main traction drive in electric vehicles where several batteries
or ultracapacitors are well suited to serve as SDCSs [18, 25].
The cascaded inverter could also serve as a rectifier or charger
for the batteries of an electric vehicle while the vehicle was
connected to an ac supply as shown in Fig. 17.3. In addition,
the cascade inverter can act as a rectifier in a vehicle that uses
regenerative braking.

Manjrekar and Lipo have proposed a cascade topology that
uses multiple dc levels, which instead of being identical in value
are multiples of each other [26, 27]. They also used a combina-
tion of fundamental frequency switching for some of the levels
and PWM switching for part of the levels to achieve the output
voltage waveform. This approach enables a wider diversity of
output voltage magnitudes; however, it also results in unequal
voltage and current ratings for each of the levels and loses the
advantage of being able to use identical modular units for each
level.

The main advantages and disadvantages of multilevel
cascaded H-bridge converters are as follows [28, 29].
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17.2.1.1 Advantages
• The number of possible output voltage levels is more than

twice the number of dc sources (m = 2s + 1).
• The series of H-bridges makes for modularized layout

and packaging. This will enable the manufacturing pro-
cess to be done more quickly and cheaply.

17.2.1.2 Disadvantages
• Separate dc sources are required for each of the

H-bridges. This will limit its application to products that
already have multiple SDCSs readily available.

Another kind of cascaded multilevel converter with trans-
formers using standard three-phase bi-level converters has
been proposed [14]. The circuit is shown in Fig. 17.4. The con-
verter uses output transformers to add different voltages. In
order to add up the converter output voltages, the outputs of
the three converters need to be synchronized with a separation
of 120◦ between each phase. For example, for obtaining a three-
level voltage between outputs a and b, the output voltage can
be synthesized by Vab = Va1−b1+Vb1−a2+Va2−b2. An isolated
transformer is used to provide voltage boost. With three con-
verters synchronized, the voltages, Va1−b1, Vb1−a2, Va2−b2, are
all in phase, and thus, the output level can be tripled [1].

The advantage of the cascaded multilevel converters with
transformers using standard three-phase bi-level converters is
that the three converters are identical, and thus, control is more
simple. However, the three converters need separate dc sources,
and a transformer is needed to add up the output voltages.
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FIGURE 17.5 Three-phase six-level structure of a diode-clamped inverter.
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17.2.2 Diode-Clamped Multilevel Inverter

The neutral point converter proposed by Nabae, Takahashi,
and Akagi in 1981 was essentially a three-level diode-clamped
inverter [5]. In the 1990s, several researchers published arti-
cles that have reported experimental results for four-, five-,
and six-level diode-clamped converters for uses such as static
var compensation, variable speed motor drives, and high-
voltage system interconnections [17–30]. A three-phase six-
level diode-clamped inverter is shown in Fig. 17.5. Each of the
three phases of the inverter shares a common dc bus, which
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TABLE 17.1 Diode-clamped six-level inverter voltage levels and cor-
responding switch states

Voltage Va0 Switch state

Sa5 Sa4 Sa3 Sa2 Sa1 Sa′5 Sa′4 Sa′3 Sa′2 Sa′1

V5 = 5Vdc 1 1 1 1 1 0 0 0 0 0
V4 = 4Vdc 0 1 1 1 1 1 0 0 0 0
V3 = 3Vdc 0 0 1 1 1 1 1 0 0 0
V2 = 2Vdc 0 0 0 1 1 1 1 1 0 0
V1 = 1Vdc 0 0 0 0 1 1 1 1 1 0
V0 = 0 0 0 0 0 0 1 1 1 1 1

has been subdivided by five capacitors into six levels. The volt-
age across each capacitor is Vdc, and the voltage stress across
each switching device is limited to Vdc through the clamp-
ing diodes. Table 17.1 lists the output voltage levels possible
for one phase of the inverter with the negative dc rail volt-
age V0 as a reference. State condition 1 means the switch
is on, and 0 means the switch is off. Each phase has five
complementary switch pairs such that turning on one of the
switches of the pair requires the other complementary switch
to be turned off. The complementary switch pairs for phase leg
a are (Sa1, Sa′1), (Sa2, Sa′2), (Sa3, Sa′3), (Sa4, Sa′4), and (Sa5, Sa′5).
Table 17.1 also shows that in a diode-clamped inverter, the
switches that are on for a particular phase leg are always adja-
cent and in series. For a six-level inverter, a set of five switches
should be on at any given time.

Figure 17.6 shows one of the three line–line voltage wave-
forms for a six-level inverter. The line voltage Vab consists of a
phase-leg “a” voltage and a phase-leg “b” voltage. The resulting
line voltage is a 11-level staircase waveform. This means that
an m-level diode-clamped inverter has an m-level output phase
voltage and a (2m− 1)-level output line voltage.

Although each active switching device is required to block
only a voltage level of Vdc, the clamping diodes require different
ratings for reverse voltage blocking. Using phase a of Fig. 17.5
as an example, when all the lower switches Sa′1 through Sa′5
are turned on, D4 must block four voltage levels, or 4Vdc.
Similarly, D3 must block 3Vdc, D2 must block 2Vdc, and D1
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FIGURE 17.6 Line voltage waveform for a six-level diode-clamped
inverter.

must block Vdc. If the inverter is designed such that each block-
ing diode has the same voltage rating as the active switches,
Dn will require n diodes in series; consequently, the number of
diodes required for each phase would be (m − 1) × (m − 2).
Thus, the number of blocking diodes is quadratically related to
the number of levels in a diode-clamped converter [28].

One application of the multilevel diode-clamped inverter
is an interface between a high-voltage dc transmission line
and an ac transmission line [29]. Another application would
be a variable speed drive for high-power medium-voltage
(2.4–13.8 kV) motors as proposed in [3, 6, 19, 28–30]. Several
authors have proposed for the diode-clamped converter that
static var compensation is an additional function. The main
advantages and disadvantages of multilevel diode-clamped
converters are as follows [1–3].

17.2.2.1 Advantages
• All the phases share a common dc bus, which minimizes

the capacitance requirements of the converter. For this
reason, a back-to-back topology is not only possible but
also practical for uses such as a high-voltage back-to-back
interconnection or an adjustable speed drive.

• The capacitors can be precharged as a group.
• Efficiency is high for fundamental frequency switching.

17.2.2.2 Disadvantages
• Real-power flow is difficult for a single inverter because

the intermediate dc levels will tend to overcharge or
discharge without precise monitoring and control.

• The number of clamping diodes required is quadratically
related to the number of levels, which can be cumbersome
for units with a high number of levels.

17.2.3 Flying-Capacitor Multilevel Inverter

Meynard and Foch introduced a flying-capacitor-based inver-
ter in 1992 [31]. The structure of this inverter is similar to
that of the diode-clamped inverter except that instead of using
clamping diodes, the inverter uses capacitors. The circuit topol-
ogy of the flying-capacitor multilevel inverter is shown in
Fig. 17.7. This topology has a ladder structure of dc side capac-
itors, where the voltage on each capacitor differs from that of
the next capacitor. The voltage increment between two adjacent
capacitor legs gives the size of the voltage steps in the output
waveform.

One advantage of the flying-capacitor-based inverter is that
it has redundancies for inner voltage levels, that is, in other
words, two or more valid switch combinations can synthesize
an output voltage. Table 17.2 shows a list of all the combina-
tions of phase voltage levels that are possible for the six-level
circuit shown in Fig. 17.7. Unlike the diode-clamped inverter,
the flying-capacitor inverter does not require all of the switches
that are “on” (conducting) be in a consecutive series. Moreover,
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FIGURE 17.7 Three-phase six-level structure of a flying-capacitor inverter.

the flying-capacitor inverter has “phase” redundancies, whereas
the diode-clamped inverter has only “line–line” redundancies
[2, 3, 32]. These redundancies allow a choice of charging or
discharging specific capacitors and can be incorporated in the
control system for balancing the voltages across the various
levels.

In addition to the (m − 1) dc link capacitors, the m-level
flying-capacitor multilevel inverter will require (m − 1) ×
(m − 2)/2 auxiliary capacitors per phase if the voltage rating
of the capacitors is identical to that of the main switches. One
application proposed in the literature for the multilevel flying
capacitor is static var generation [2, 3]. The main advantages
and disadvantages of multilevel flying-capacitor converters are
as follows [2, 3].

17.2.3.1 Advantages
• Phase redundancies are available for balancing the voltage

levels of the capacitors.
• Real and reactive power flow can be controlled.
• The large number of capacitors enables the inverter to

ride through short duration outages and deep voltage
sags.

17.2.3.2 Disadvantages
• Control is complicated to track the voltage levels for all of

the capacitors. Also, precharging all of the capacitors to
the same voltage level and start-up are complex.

• Switching utilization and efficiency are poor for real-
power transmission.

• The large number of capacitors are both more expensive
and bulky than clamping diodes in multilevel diode-
clamped converters. Packaging is also more difficult in
inverters with a high number of levels.

17.2.4 Other Multilevel Inverter Structures

Besides the three basic multilevel inverter topologies discussed
earlier, other multilevel converter topologies have been pro-
posed; however, most of these are “hybrid” circuits that are
combinations of two of the basic multilevel topologies or slight
variations to them. In addition, the combination of multi-
level power converters can be designed to match with a spe-
cific application based on the basic topologies. In the interest
of completeness, some of these will be identified and briefly
described.

17.2.4.1 Generalized Multilevel Topology
Existing multilevel converters such as diode-clamped and
capacitor-clamped multilevel converters can be derived from
the generalized converter topology called P2 topology pro-
posed by Peng [33] as shown in Fig. 17.8. The generalized
multilevel converter topology can balance each voltage level
by itself regardless of load characteristics, active or reactive
power conversion, and without any assistance from other cir-
cuits at any number of levels automatically. Thus, the topology
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TABLE 17.2 Flying-capacitor six-level inverter redundant voltage levels and corresponding switch states

Voltage Va0 Switch state

Sa5 Sa4 Sa3 Sa2 Sa1 Sa′5 Sa′4 Sa′3 Sa′2 Sa′1

Va0 = 5Vdc (no redundancies)

5Vdc 1 1 1 1 1 0 0 0 0 0

Va0 = 4Vdc(4 redundancies)

5Vdc − Vdc 1 1 1 1 0 0 0 0 0 1
4Vdc 0 1 1 1 1 1 0 0 0 0
5Vdc − 4Vdc + 3Vdc 1 0 1 1 1 0 1 0 0 0
5Vdc − 3Vdc + 2Vdc 1 1 0 1 1 0 0 1 0 0
5Vdc − 2Vdc + Vdc 1 1 1 0 1 0 0 0 1 0

Va0 = 3Vdc(5 redundancies)

5Vdc − 2Vdc 1 1 1 0 0 0 0 0 1 1
4Vdc − Vdc 0 1 1 1 0 1 0 0 0 1
3Vdc 0 0 1 1 1 1 1 0 0 0
5Vdc − 4Vdc + 3Vdc − Vdc 1 0 1 1 0 0 1 0 0 1
5Vdc − 3Vdc + Vdc 1 1 0 0 1 0 0 1 1 0
4Vdc − 2Vdc + Vdc 0 1 1 0 1 1 0 0 1 0

Va0 = 2Vdc(6 redundancies)

5Vdc − 3Vdc 1 1 0 0 0 0 0 1 1 1
5Vdc − 4Vdc + Vdc 1 0 0 0 1 0 1 1 1 0
4Vdc − 2Vdc 0 1 1 0 0 1 0 0 1 1
4Vdc − 3Vdc + Vdc 0 1 0 0 1 1 0 1 1 0
3Vdc − Vdc 0 0 1 1 0 1 1 0 0 1
3Vdc − 2Vdc + Vdc 0 0 1 0 1 1 1 0 1 0
2Vdc 0 0 0 1 1 1 1 1 0 0

Va0 = Vdc(4 redundancies)

5Vdc − 4Vdc 1 0 0 0 0 0 1 1 1 1
4Vdc − 3Vdc 0 1 0 0 0 1 0 1 1 1
3Vdc − 2Vdc 0 0 1 0 0 1 1 0 1 1
2Vdc − Vdc 0 0 0 1 0 1 1 1 0 1
Vdc 0 0 0 0 1 1 1 1 1 0

Va0 = 0(n redundancies)

0 0 0 0 0 0 1 1 1 1 1

provides a complete multilevel topology that embraces the
existing multilevel converters in principle.

Figure 17.8 shows the P2 multilevel converter structure per
phase leg. Each switching device, diode, or capacitor’s voltage
is 1Vdc, for instance, 1/(m − 1) of the dc-link voltage. Any
converter with any number of levels, including the conven-
tional bi-level converter, can be obtained using this generalized
topology [1, 33].

17.2.4.2 Mixed-Level Hybrid Multilevel Converter
To reduce the number of separate dc sources for high-voltage,
high-power applications with multilevel converters, diode-
clamped or capacitor-clamped converters can be used to
replace the full-bridge cell in a cascaded converter [34]. An
example is shown in Fig. 17.9. The nine-level cascade converter
incorporates a three-level diode-clamped converter as the cell.

The original cascaded H-bridge multilevel converter requires
four separate dc sources for one phase leg and 12 for a three-
phase converter. If a five-level converter replaces the full-bridge
cell, the voltage level is effectively doubled for each cell. Thus,
to achieve the same nine voltage levels for each phase, only
two separate dc sources are needed for one phase leg and six
for a three-phase converter. The configuration has mixed-level
hybrid multilevel units because it embeds multilevel cells as the
building block of the cascade converter. The advantage of the
topology is it needs less separate dc sources. The disadvantage
for the topology is its control will be complicated due to its
hybrid structure.

17.2.4.3 Soft-Switched Multilevel Converter
Some soft-switching methods can be implemented for differ-
ent multilevel converters to reduce the switching loss and to
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increase efficiency. For the cascaded converter, because each
converter cell is a bi-level circuit, the implementation of soft
switching is not at all different from that of conventional
bi-level converters. For capacitor-clamped or diode-clamped
converters, soft-switching circuits have been proposed with
different circuit combinations. One of the soft-switching cir-
cuits is a zero-voltage-switching type that includes auxiliary
resonant commutated pole (ARCP), coupled inductor with
zero-voltage transition (ZVT), and their combinations [1, 35]
as shown in Fig. 17.10.

17.2.4.4 Back-to-Back Diode-Clamped Converter
Two multilevel converters can be connected in a back-to-back
arrangement, and then the combination can be connected to
the electrical system in a series–parallel arrangement as shown
in Fig. 17.11. Both the current demanded from the utility and
the voltage delivered to the load can be controlled at the same
time. This series–parallel active-power filter has been referred
to as a universal power conditioner [36–42] when used on
electrical distribution systems and as a universal power flow
controller [43–47] when applied at the transmission level.
Earlier, Lai and Peng [29] proposed the back-to-back diode-
clamped topology shown in Fig. 17.12 for use as a high-voltage
dc interconnection between two asynchronous ac systems or
as a rectifier or inverter for an adjustable speed drive for high-
voltage motors. The diode-clamped inverter has been chosen
over the other two basic multilevel circuit topologies for use in
a universal power conditioner for the following reasons:

• All six phases (three on each inverter) can share a com-
mon dc link. Conversely, the cascade inverter requires
that each dc level to be separate, and this is not conducive
to a back-to-back arrangement.

• The multilevel flying-capacitor converter also shares a
common dc link; however, each phase leg requires several
additional auxiliary capacitors. These extra capacitors
would add substantially to the cost and the size of the
conditioner.
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Because a diode-clamped converter acting as a universal
power conditioner will be expected to compensate for harmon-
ics and/or operate in low-amplitude modulation index regions,
a more sophisticated higher frequency switch control than the
fundamental frequency switching method will be needed. For
this reason, multilevel space vector and carrier-based PWM
approaches are compared in the next section, as well as novel
carrier-based PWM methodologies.

17.3 Multilevel Converter PWM
Modulation Strategies

Pulse width modulation strategies used in a conventional
inverter can be modified to use in multilevel converters. The
advent of the multilevel converter PWM modulation method-
ologies can be classified according to switching frequency as

shown in Fig. 17.13. The three multilevel PWM methods most
discussed in the literature have been multilevel carrier-based
PWM, selective harmonic elimination, and multilevel space
vector PWM, which are all extensions of traditional two-level
PWM strategies to several levels. Other multilevel PWM meth-
ods have been used to a much lesser extent by researchers;
therefore, only the three major techniques will be discussed in
this chapter.

17.3.1 Multilevel Carrier-Based PWM

Several different two-level, carrier-based PWM techniques have
been extended to multiple levels as a means for controlling
the active devices in a multilevel converter. The most popu-
lar and easiest technique to implement uses several triangle
carrier signals and one reference, or modulation, signal per
phase. Figure 17.14 illustrates three major carrier-based tech-
niques used in a conventional inverter that can be applied in a
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FIGURE 17.13 Classification of PWM multilevel converter modulation strategies.

multilevel inverter: sinusoidal PWM (SPWM), third harmonic
injection PWM (THPWM), and space vector PWM (SVM).
SPWM is a very popular method in industrial applications.

In order to achieve better dc link utilization at high modula-
tion indices, the sinusoidal reference signal can be injected by
a third harmonic with a magnitude equal to 25% of the fun-
damental, its line–line output voltage is shown in Fig. 17.14b.
As can be seen in Fig. 17.14b, c, the reference signals have
some margin at unity amplitude modulation index. Obvi-
ously, the dc utilization of THPWM and SVM are better
than SPWM in the linear modulation region. The dc utiliza-
tion means the ratio of the output fundamental voltage to
the dc link voltage. Other interesting carrier-based multilevel
PWM are subharmonic PWM (SH-PWM) and switching fre-
quency optimal PWM (SFO-PWM). In addition, some partic-
ular aspects of these carrier-based methods are also discussed as
follows.

17.3.1.1 Subharmonic PWM
Carrara et al. [48] extended SH-PWM to multiple levels as
follows: for an m-level inverter, m − 1 carriers with the same
frequency fc and the same amplitude Ac are disposed such that
the bands they occupy are contiguous. The reference waveform
has peak-to-peak amplitude Am, a frequency fm, and its zero
centered in the middle of the carrier set. The reference signal is
continuously compared with each of the carrier signals. If the
reference signal is greater than a carrier signal, then the active
device corresponding to that carrier is switched on, and if the
reference signal is lesser than a carrier signal, then the active
device corresponding to that carrier is switched off.

In multilevel inverters, the amplitude modulation index, ma,
and the frequency ratio, mf, are defined as

ma = Am

(m− 1) · Ac
(17.3)

mf = fc
fm

(17.4)

Figure 17.15 shows a set of carriers (mf = 21) for a six-level
diode-clamped inverter and a sinusoidal reference, or modu-
lation waveform, with an amplitude modulation index of 0.8.
Figure 17.15 also shows the resulting output voltage of the
inverter.

17.3.1.2 Switching Frequency Optimal PWM
Another carrier-based method that was extended to multilevel
applications by Menzies et al. is termed SFO-PWM, and it is
similar to SH-PWM except that a zero-sequence (triplen har-
monic) voltage is added to each of the carrier waveforms [49].
This method takes the instantaneous average of the maximum
and minimum of the three reference voltages

(
V ∗

a , V ∗
b , V ∗

c

)
and subtracts this value from each of the individual reference
voltages, i.e.

Voffset =
max
(
V ∗

a , V ∗
b , V ∗

c

)+min
(
V ∗

a , V ∗
b , V ∗

c

)
2

(17.5)

V ∗
aSFO = V ∗

a − Voffset (17.6)

V ∗
bSFO = V ∗

b − Voffset (17.7)

V ∗
cSFO = V ∗

c − Voffset (17.8)
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FIGURE 17.16 Analog circuit for zero-sequence addition in SFO-PWM.

The addition of this triplen-offset voltage centers all of the
three reference waveforms in the carrier band, which is equiva-
lent to using space vector PWM [50,51]. The analog equivalent
of Eqs. (17.5–17.8) is shown in Fig. 17.16 [52]. The SFOPWM
is shown in Fig. 17.17 for the same reference voltage waveform
that was used in Fig. 17.15. The resulting output voltage of the
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FIGURE 17.17 Multilevel carrier-based SFO-PWM showing carrier bands, modulation waveform, and inverter output waveform (m= 6,
mf = 21, ma = 0.8).

inverter is also shown in Fig. 17.17. The SFOPWM technique
enables the modulation index to be increased by 15% before
the overmodulation region is reached.

For the SH-PWM and SFO-PWM techniques shown in
Figs. 17.15 and 17.17, the top and bottom switches are switched
much more often than the intermediate devices. Methods to
balance or reduce the device switchings without an adverse
effect on a multilevel inverter’s output voltage total harmonic
distortion would be beneficial. The development of such meth-
ods is discussed in [53]. A novel method to balance device
switchings for all of the levels in a diode-clamped inverter has
been demonstrated for SH-PWM and SFO-PWM by varying
the frequency for the different triangle wave carrier bands as
shown in Fig. 17.18 [53].

17.3.1.3 Modulation Index Effect on Level Utilization
For low-amplitude modulation indices, a multilevel inverter
will not make use of all of its levels, and at very low mod-
ulation indices, it operates as if it is a traditional two-level
inverter. Figure 17.19 shows two simulation results of what the
output voltage waveform looks like at amplitude modulation
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FIGURE 17.19 Level reduction in a six-level inverter at low modulation indices: (a) SH-PWM, m = 6, ma = 0.5 and (b) SH-PWM, m = 6, ma = 0.15.
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indices of 0.5 and 0.15. Figure 17.19a shows how the bottom
and top switches (Sa1− Sa′1, Sa5− Sa′5 in Fig. 17.5) are unused
for amplitude modulation indices less than 0.6 in a six-level
inverter. Figure 17.19b shows how only the middle switches
(Sa3− Sa′3 in Fig. 17.5) change states when a six-level inverter
is operated at an amplitude modulation index less than 0.2.
The output waveform in Fig. 17.19b appears to be that of a
traditional two-level inverter rather than a multilevel inverter.

The minimum modulation index ma min, for which a multi-
level inverter controlled with SH-PWM makes use of all of its
levels, m, is

ma min = m− 3

m− 1
(17.9)

Table 17.3 lists the minimum modulation index in which
a multilevel inverter uses all its constituent levels for both
SH-PWM and SFO-PWM techniques. Table 17.3 also shows
that the maximum modulation index before pulse dropping
(overmodulation) occurs is 1.000 for SH-PWM and 1.155 for
SFO-PWM. As shown in Table 17.3, when a multilevel inverter
operates at modulation indices much less than 1.000, not all
of its levels are involved in the generation of the output volt-
age and simply remain in an unused state until the modulation
index increases sufficiently. The table also shows that level
usage is more likely to suffer to a greater extent as the number
of levels in the inverter increases.

One way to make use of the multiple levels, even during low
modulation periods, is to take advantage of the redundant out-
put voltage states by rotating level usage in the inverter after
each modulation cycle. This will reduce the switching stresses
on some of the inner levels by making use of those outer voltage
levels that otherwise would go unused.

As mentioned earlier, diode-clamped inverters have redun-
dant line–line voltage states for low modulation indices but
have no phase redundancies [54]. For an output voltage state

TABLE 17.3 Modulation index ranges without level reduc-
tion (min) or pulse dropping because of overmodulation
(max)

Levels SH-PWM SFO-PWM

Min Max Min Max

3 0.000 1.000 0.000 1.155
4 0.333 1.000 0.385 1.155
5 0.500 1.000 0.578 1.155
6 0.600 1.000 0.693 1.155
7 0.667 1.000 0.770 1.155
8 0.714 1.000 0.825 1.155
9 0.750 1.000 0.866 1.155
10 0.778 1.000 0.898 1.155
11 0.800 1.000 0.924 1.155
12 0.818 1.000 0.945 1.155
13 0.833 1.000 0.962 1.155

TABLE 17.4 Six-level inverter line–line voltage redundancies

max(i, j, k)−min(i, j, k) Number of
distinct states

Number of
redundancies per
distinct state

Total number
of states

0 1 5 6

1 6 4 30

2 12 3 48

3 18 2 54

4 24 1 48

5 30 0 30

Total 91 – 216

(i, j, k) in an m-level diode-clamped inverter, the number of
redundant states available is given by

N redundancies
available

= m− 1− [max(i, j, k)−min(i, j, k)]
(17.10)

As the modulation index decreases, more redundant states
are available. Table 17.4 shows the number of distinct and
redundant line–line voltage states available in a six-level
inverter for different output voltages.

In the next section, a carrier-based method is given that uses
line–line redundancies in a diode-clamped inverter operating
at a low modulation index so that active device usage is more
balanced among the levels.

17.3.1.4 Increasing Switching Frequency at Low
Modulation Indices

For amplitude modulation indices less than 0.5, the level usage
in odd-level inverters can be sufficiently rotated so that the
switching frequency can be doubled and still keep the thermal
losses within the limits of the device. For inverters with an even
number of levels, the modulation index at which frequency
doubling can be accomplished varies with the levels as shown
in Table 17.5. This increase in switching frequency enables the
inverter to compensate for higher frequency harmonics and
yields a waveform that more closely tracks a reference.

As an example of how to accomplish this doubling of inverter
frequency, an analysis of a seven-level diode-clamped inverter
with an amplitude modulation index of 0.4 is conducted. Dur-
ing the first cycle, the reference waveform is centered in the
upper three carrier bands, and during the next cycle, the ref-
erence waveform is centered in the lower three carrier bands
as shown in Fig. 17.20. This technique enables half of the
switches to “rest” every other cycle and does not incur any
switching losses. With this method, the switching frequency
(or carrier frequency fc in the case of multilevel inverters) can
effectively be doubled to 2fc, but the switches will have the
same thermal losses as if they were switching at fc but every
cycle.
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TABLE 17.5 Increased switching frequency possible at
lower modulation indices

Inverter
levels

Modulation index, ma Frequency
multiplier

Min Max

3 0.000 0.500 2×
4 0.000 0.333 3×
5 0.250 0.500 2×

0.000 0.250 4×
6 0.200 0.400 2×

0.000 0.200 5×
7 0.333 0.500 2×

0.167 0.333 3×
0.000 0.167 6×

8 0.285 0.428 2×
0.142 0.285 3×
0.000 0.142 7×

9 0.25 0.500 2×
0.125 0.250 4×
0.000 0.125 8×

10 0.333 0.444 2×
0.222 0.333 3×
0.111 0.222 4×
0.000 0.111 9×

11 0.333 0.500 2×
0.200 0.333 3×
0.000 0.200 5×

12 0.272 0.454 2×
0.181 0.272 3×
0.090 0.181 5×
0.000 0.090 11×

13 0.333 0.500 2×
0.250 0.333 3×
0.167 0.250 4×
0.0833 0.167 6×
0.000 0.0833 12×

This method is possible only for three-wire systems because
the diode-clamped inverter has line–line redundancies and no
phase redundancies. This means that at the discontinuity where
the reference moves from one carrier band set to another, the
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FIGURE 17.20 Reference rotation among carrier bands at low modulation indices (ma < 0.5).

transition has to be synchronized such that all three phases are
moved from one carrier set to the next set at the same time. In
the case of frequency doubling, all three phases add or subtract
the following number of states (or levels) every other reference
cycle

ha(j + 1) = ha(j)+ (−1)j · �m− 1�
2

(17.11)

At modulation indices closer to zero, the switching frequency
can be increased even more. This is possible because the ref-
erence waveform can be rotated among the carrier bands for
a few cycles before returning to a previous set of switches for
use. The switches are allowed to “rest” for a few cycles and
thus are able to absorb higher losses during the cycle they are
switched. Table 17.5 shows the possible increased switching fre-
quencies available at lower amplitude modulation indices for
several different inverter levels.

Some additional switching loss is associated with the redun-
dant switchings of the three phases at the end of each modula-
tion cycle when rotating among carrier bands. For instance, for
Fig. 17.20, each of the three phases in the seven-level inverter
will have three switch pairs that change states at the end of every
reference cycle. However, compared with the switching loss
associated with just the normal PWM switchings, this redun-
dant switching loss is quite small, typically less than 5% of the
total switching loss.

Figures 17.21 and 17.22 show two different methods of rotat-
ing the reference waveform among three different regions (top,
middle, and bottom) for modulation indices less than 0.333
in a seven-level inverter to enable the carrier frequency to be
increased by a factor of three. The method shown in Fig. 17.21
is preferred over that shown in Fig. 17.22 because of less redun-
dant state switching. The method shown in Fig. 17.21 requires
only four redundant state switchings for every three refer-
ence cycles, whereas the method shown in Fig. 17.22 requires
eight redundant switchings for every three reference cycles. In
general for any multilevel inverter regardless of the number
of levels or number of rotation regions, using the preferred
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reference rotation method will have half of the redundant
switching losses that the alternate method would have.

Unlike the diode-clamped inverter, the cascaded H-bridge
inverter has phase redundancies in addition to the aforemen-
tioned line–line redundancies. Phase redundancies are much
easier to exploit than line–line redundancies because the out-
put voltage in each phase of a three-phase inverter can be
generated independently of the other two phases when only
phase redundancies are used. A method was given in [18]
that makes use of these phase redundancies in a cascaded
inverter so that duty cycle of each active device is balanced
over (m − 1)/2 modulation waveform cycles regardless of the
modulation index. The same pulse rotation technique used
for fundamental frequency switching of cascade inverters was
used but with a PWM output voltage waveform [55], which
is a much more effective means of controlling a driven motor
at low speeds than continuing to do fundamental frequency
switching. The effect of this control is that the output waveform
can have a high switching frequency, but the individual levels
can still switch at a constant switching frequency of 60 Hz if
desired.

17.3.2 Multilevel Space Vector PWM

Choi et al. [56] was the first author to extend the two-level
space vector PWM technique to more than three levels for the
diode-clamped inverter. Figure 17.23 shows how the space vec-
tor d–q plane looks like for a six-level inverter. Figure 17.24
represents the equivalent dc link of a six-level inverter as a mul-
tiplexer that connects each of the three output phase voltages to
one of the dc link voltage tap points [57]. Each integral point on
the space vector plane represents a particular three-phase out-
put voltage state of the inverter. For instance, the point (3, 2, 0)
on the space vector plane means, that with respect to ground,
“a” phase is at 3Vdc, “b” phase is at 2Vdc, and “c” phase is
at 0Vdc. The corresponding connections between the dc link
and the output lines for the six-level inverter are also shown in
Fig. 17.24 for the point (3, 2, 0). An algebraic way to represent
the output voltages in terms of the switching states and dc link
capacitors is described in the following [58]. For n = m − 1,
where m is the number of levels in the inverter,

Vabc0 = HabcVc (17.12)
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where,

Vc = [Vc1 Vc2 Vc3 · · ·Vcn]T ;

Habc =
⎡
⎢⎣

ha1 ha2 ha3 . . . han

hb1 hb2 hb3 . . . hbn

hc1 hc2 hc3 . . . hcn

⎤
⎥⎦; Vabc0 =

⎡
⎢⎣

Va0

Vb0

Vc0

⎤
⎥⎦

and

haj =
n∑
j

δ(ha − j)

where ha is the switch state and j is an integer from 0 to n, and
where δ(x) = 1 if x ≥ 0, δ(x) = 0 if x < 0.

Besides the output voltage state, the point (3, 2, 0) on the
space vector plane can also represent the switching state of the
converter. Each integer indicates how many upper switches in
each phase leg are on for a diode-clamped converter. As an
example, for ha = 3, hb = 2, hc = 0, the Habc matrix for this
particular switching state of a six-level inverter would be

Habc =
⎡
⎢⎣

0 0 1 1 1

0 0 0 1 1

0 0 0 0 0

⎤
⎥⎦
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Redundant switching states are those states for which a par-
ticular output voltage can be generated by more than one
switch combination. Redundant states are possible at lower
modulation indices or at any point other than those on the out-
ermost hexagon shown in Fig. 17.23. Switch state (3, 2, 0) has
redundant states (4, 3, 1) and (5, 4, 2). Redundant switching
states differ from each other by an identical integral value, i.e.
(3, 2, 0) differs from (4, 3, 1) by (1, 1, 1) and from (5, 4, 2) by
(2, 2, 2).

For an output voltage state (x, y, z) in an m-level diode-
clamped inverter, the number of redundant states available
is given by m− 1− max(x, y, z). As the modulation index
decreases (or the voltage vector in the space vector plane gets
closer to the origin), more redundant states are available. The
number of possible zero states is equal to the number of lev-
els, m. For a six-level diode-clamped inverter, the zero-voltage
states are (0, 0, 0), (1, 1, 1), (2, 2, 2), (3, 3, 3), (4, 4, 4), and
(5, 5, 5).

The number of possible switch combinations is equal to the
cube of the level (m3). For this six-level inverter, there are 216
possible switching states. The number of distinct or unique
states for an m-level inverter can be given by

m3 − (m− 1)3 =
⌈

6
m−1∑
n=1

n

⌉
+ 1 (17.13)

Therefore, the number of redundant switching states for
an m-level inverter is (m− 1)3. Table 17.6 summarizes the
available redundancies and distinct states for a six-level diode-
clamped inverter.

In two-level PWM, a reference voltage is tracked by select-
ing the two nearest voltage vectors and a zero vector, and then
by calculating the time required to be at each of these three
vectors such that their sum equals the reference vector. In
multilevel PWM, generally the nearest three triangle vertices,

TABLE 17.6 Line–line redundancies of six-level three-phase diode-
clamped inverter

Redundancies Distinct
states

Redundant
states

Unique state coordinates: (a, b, c),
where 0 ≤ a, b, c ≤ 5

5 1 5 (0,0,0)
4 6 24 (0,0,1),(0,1,0),(1,0,0),(1,0,1),(1,1,0),

(0,0,1)
3 12 36 (p,0,2),(p,2,0),(0,p,2),(2,p,0),(0,2,p),

(2,0,p), where p ≤ 2
2 18 36 (0,3,p),(3,0,p),(p,3,0),(p,0,3),(3,p,0),

(0,p,3), where p ≤ 3
1 24 24 (0,4,p),(4,0,p),(p,4,0),(p,0,4),(4,p,0),

(0,p,4), where p ≤ 4
0 30 0 (0,5,p),(5,0,p),(p,5,0),(p,0,5),(5,p,0),

(0,p,5), where p ≥ 5

Total 91 125 216 total states

V1, V2, and V3, to a reference point V ∗ are selected to minimize
the harmonic components of the output line–line voltage [59].
The respective time duration, T1, T2, and T3, required for these
vectors is then solved from the following equations

�V1T1 + �V2T2 + �V3T3 = V ∗Ts (17.14)

T1 + T2 + T3 = Ts (17.15)

where Ts is the switching period. Equation (17.14) actually rep-
resents two equations, one with the real part of the terms and
one with the imaginary part of the terms

V1dT1 + V2dT2 + V3dT3 = V ∗
d Ts (17.16)

V1qT1 + V2qT2 + V3qT3 = V ∗
q Ts (17.17)

Equations (17.15) – (17.18) can then be solved for T1, T2, and
T3 as follows:

⎡
⎢⎣

T1

T2

T3

⎤
⎥⎦ =

⎡
⎢⎣

V1d V2d V3d

V1q V2q V3q

1 1 1

⎤
⎥⎦
−1⎡
⎢⎣

V ∗
d Ts

V ∗
q Ts

Ts

⎤
⎥⎦ (17.18)

Others have proposed space vector methods that did not use
the nearest three vectors, but these methods generally add com-
plexity to the control algorithm. Figure 17.25 shows what a
sinusoidal reference voltage (circle of points) and the inverter
output voltages look like in the d–q plane.

Redundant switch levels can be used to help manage the
charge on the dc link capacitors [60]. Generalizing from
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FIGURE 17.25 Sinusoidal reference and inverter output voltage states
in d–q plane.
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Fig. 17.24, the equations for the currents through the dc link
capacitors can be given as

icn = −iLn (17.19)

and

ic(n−j) = −iL(n−j) + ic(n−j+1), where j = 1, 2, 3 . . . , n− 1
(17.20)

The dc link currents for ha = 3, hb = 2, hc = 0 would be
ic5 = ic4 = 0, ic3 = −ia, ic2 = −ia − ib, ic1 = −ia − ib. To
see how redundant states affect the dc link currents, consider
the two redundant states for (3, 2, 0). In state (4, 3, 1), the dc
link currents would be ic5 = 0, ic4 = −ia, ic3 = −ia − ib, ic2 =
−ia − ib, ic1 = −ia − ib − ic = 0; and for the state (5, 4, 2),
the dc link currents would be ic5 = −ia, ic4 = −ia − ib, ic3 =
−ia − ib, ic2 = ic1 = −ia − ib − ic = 0.

From this example, one can see that the choice of redun-
dant switching states can be used to determine which capacitors
will be charged/discharged or unaffected during the switching
period. Although this control is helpful in balancing the indi-
vidual dc voltages across the capacitors that make up the dc
link, this method is quite complicated in selecting which of the
redundant states to use. Constant use of redundant switching
states also results in a higher switching frequency and lower
efficiency of the inverter because of the extra switchings. Opti-
mized space vector switching sequences for multilevel inverters
have been proposed in [61].

17.3.3 Selective Harmonic Elimination

17.3.3.1 Fundamental Switching Frequency
The selective harmonic elimination method is also called fun-
damental switching frequency method based on the harmonic
elimination theory proposed by Patel and Hoft [62,63]. A typi-
cal 11-level multilevel converter output with fundamental fre-
quency switching scheme is shown in Fig. 17.2. The Fourier
series expansion of the output voltage waveform as shown in
Fig. 17.2 is expressed in Eqs. (17.1) and (17.2).

The conducting angles, θ1, θ2, . . . , θs, can be chosen such that
the voltage total harmonic distortion is a minimum. Normally,
these angles are chosen so as to cancel the predominant lower
frequency harmonics [19].

For the 11-level case in Fig. 17.2, the 5th, 7th, 11th, and
13th harmonics can be eliminated with the appropriate choice
of the conducting angles. One degree of freedom is used so
that the magnitude of the fundamental waveform corresponds
to the reference waveform’s amplitude or modulation index,
ma, which is defined as V ∗

L /VLmax.V ∗
L is the amplitude com-

mand of the inverter for a sine wave output phase voltage, and
VLmax is the maximum attainable amplitude of the converter,

i.e. VLmax = s · Vdc. The equations from Eq. (17.2) will now be
as follows

cos(5θ1)+ cos(5θ2)+ cos(5θ3)+ cos(5θ4)+ cos(5θ5) = 0

cos(7θ1)+ cos(7θ2)+ cos(7θ3)+ cos(7θ4)+ cos(7θ5) = 0

cos(11θ1)+ cos(11θ2)+ cos(11θ3)+ cos(11θ4)+ cos(11θ5) = 0

cos(13θ1)+ cos(13θ2)+ cos(13θ3)+ cos(13θ4)+ cos(13θ5) = 0

cos(θ1)+ cos(θ2)+ cos(θ3)+ cos(θ4)+ cos(θ5) = 5ma

(17.21)

The above equations are nonlinear transcendental equations
that can be solved by an iterative method such as the Newton–
Raphson method. For example, using a modulation index
of 0.8 obtains the following: θ1 = 6.57◦, θ2 = 18.94◦, θ3 =
27.18◦, θ4 = 45.14◦, θ5 = 62.24◦. Thus, if the inverter output
is symmetrically switched during the positive half cycle of the
fundamental voltage to +Vdc at 6.57◦,+2Vdc at 18.94◦,+3Vdc

at 27.18◦,+4Vdc at 45.14◦, and +5Vdc at 62.24◦ and simi-
larly in the negative half cycle to −Vdc at 186.57◦,−2Vdc

at 198.94◦,−3Vdc at 207.18◦,−4Vdc at 225.14◦,−5Vdc at
242.24◦, the output voltage of the 11-level inverter will not con-
tain the 5th, 7th, 11th, and 13th harmonic components [18].
Other methods to solve these equations include using genetic
algorithms [64] and resultant theory [65–67].

Practically, the precalculated switching angles are stored as
the data in memory (look-up table). Therefore, a microcon-
troller could be used to generate the PWM gate drive signals.

17.3.3.2 Selective Harmonic Elimination PWM
In order to achieve a wide range of modulation indexes with
minimized THD for the synthesized waveforms, a generalized
selective harmonic modulation method [68, 69] was proposed,
which is called virtual stage PWM [64]. An output waveform
is shown in Fig. 17.26. The virtual stage PWM is a combina-
tion of the unipolar programmed PWM and the fundamental

3π /2π /2
0

2ππ
θ1

θ2 θ3 θ4

FIGURE 17.26 Output waveform of virtual stage PWM control.
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FIGURE 17.27 Unipolar switching output waveform.

frequency switching scheme. The output waveform of unipolar
programmed PWM is shown in Fig. 17.27. When unipolar
programmed PWM is employed on a multilevel converter,
typically one dc voltage is involved, where the switches con-
nected to the dc voltage are switched “on” and “off” several
times per fundamental cycle. The switching pattern decides
what the output voltage waveform looks like.

For fundamental switching frequency method, the num-
ber of switching angles is equal to the number of dc sources.
However, for the virtual stage PWM method, the number of
switching angles is not equal to the number of dc voltages. For
example, in Fig. 17.26, only two dc voltages are used, whereas
there are four switching angles.

Bipolar programmed PWM and unipolar programmed
PWM could be used for modulation indices too low for the
applicability of the multilevel fundamental frequency switch-
ing method. Virtual stage PWM can also be used for low
modulation indices. Virtual stage PWM will produce output
waveforms with a lower THD most of the time [64]. There-
fore, virtual stage PWM provides another alternative to bipolar
programmed PWM and unipolar programmed PWM for low
modulation index control.

The major difficulty for selective harmonic elimination
methods, including the fundamental switching frequency
method and the virtual stage PWM method, is to solve the tran-
scendental Eq. (17.21) for switching angles. Newton’s method
can be used to solve Eq. (17.21), but it needs good initial
guesses, and solutions are not guaranteed. Therefore, Newton’s
method is not feasible to solving equations for large number of
switching angles if good initial guesses are not available [70].

Recently, the resultant method has been proposed in [65–67]
to solve the transcendental equations for switching angles. The
transcendental equations characterizing the harmonic content
can be converted into polynomial equations. Elimination resul-
tant theory has been employed to determine the switching
angles to eliminate specific harmonics, such as the 5th, 7th,
11th, and 13th. However, as the number of dc voltages or
the number of switching angles increases, the degrees of the
polynomials in these equations become bulky.

To overcome this problem, the fundamental frequency
switching angle computation is solved by Newton’s method.
The initial guess can be provided by the results of lower order
transcendental equations by the resultant method [70].

17.4 Multilevel Converter Design
Example

The objective of this section is to give a general idea how to
design a multilevel converter in a specific application. Differ-
ent applications for multilevel converters might have different
specification requirements. Therefore, the multilevel universal
power conditioner (MUPC) is utilized to demonstrate as the
design example in this section.

Multilevel diode-clamped converters can be designed where
different levels have unequal voltage and current ratings; how-
ever, this approach would lose the advantage of being able to
use identical, modular units for each leg of the inverter. The
method used in this chapter to specify a back-to-back diode-
clamped converter for use as a universal power conditioner is
for all voltage levels and legs in each of the two inverters to
be the same. (The current ratings in the series inverter may
be different than those in the parallel inverter.) This approach
also allows the control system to extend the frequency range of
the inverter by exploiting the additional voltage redundancies
available at lower modulation indices as discussed in [71].

17.4.1 Interface with Electrical System

Figure 17.28 illustrates the proposed electrical system connec-
tion topology for two diode-clamped inverters connected back-
to-back and sharing a common dc bus. One inverter interfaces
with the electrical system by means of a parallel connection
through output inductors LPI. The other inverter interfaces
with the electrical system through a set of single-phase trans-
formers in a series fashion. The primaries of the transformers
are inserted in series with each of the three-phase conductors
supplied from a utility. The secondaries of the transformers
are connected to an ungrounded wye and to the output of the
series inverter. By having two inverters, this arrangement allows
both the source voltage and the load current to be compen-
sated independently of each other [71, 72]. With only a single
inverter, regulating the load voltage and source current at the
same time would not be possible.

The voltage injected into the electrical system by the series
inverter compensates for deviations in the source voltage such
that a regulated distortion-free waveform is supplied to the
load. The parallel inverter injects current into the electrical
system to compensate for current harmonics or reactive cur-
rent demanded by the load such that the current drawn from
the utility is in phase with the source voltage and contains no
harmonic components.
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FIGURE 17.28 Electrical system connection of multilevel diode-clamped power conditioner.
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17.4.2 Number of Levels and Voltage Rating of
Active Devices

In a multilevel inverter, determining the number of levels will
be one of the most important factors because this affects many
of the other sizing factors and control techniques. Tradeoffs,
in specifying the number of levels that the power conditioner
will need and the advantages and complexity of having multiple
voltage levels available, are the primary differences that set a
multilevel filter apart from a single-level filter.

The nominal RMS voltage rating, Vnom, of the electrical sys-
tem is known to which the diode-clamped power conditioner
will be connected. The dc link voltage must be at least as high as
the amplitude of the nominal line–neutral voltage at the point
of connection, or

√
2 · Vnom.

The parallel inverter must be able to inject currents by
imposing a voltage across the parallel inductors, LPI, which is
the difference between the load voltage VL and parallel inverter
output voltage VPI. It is difficult to impose a voltage across the
inductors when the load voltage waveform is at its maximum
or minimum. Simulation results have shown that the ampli-
tude of the desired load voltage Vnom should not be more than
70% of the overall dc link voltage for the parallel inverter to
have sufficient margin to inject appropriate compensation cur-
rents. Without this margin, complete compensation of reactive
currents may not be possible. This margin can be incorporated
into a design factor for the inverter. Because the dc link volt-
age and the voltage at the connection point can vary, the design
factor used in the rating selection process incorporates these
elements and the small voltage drops that occur in the inverters
during active device conduction.

The product of the number of the active devices in series
(m − 1) and the voltage rating of the devices Vdev must then
be such that

V device
rating

· (m− 1) ≥ √2 · Vnom · D design
factor

(17.22)

The minimum number of levels and the voltage rating of
the active devices (IGBTs, GTOs, power MOSFETs, etc.) are
inversely related to each other. More levels in the inverter will
lower the required voltage device rating of individual devices,
or looking at it another way, a higher voltage rating of the
devices will enable a fewer minimum number of levels to be
used.

Increasing the number of levels does not affect the total volt-
age blocking capability of the active devices in each phase leg
because lower device ratings can be used. Some of the benefits
of using more than the minimum required number of levels in
a diode-clamped inverter are as follows:

1. Voltage stress across each device is lower. Both active
devices and dc link capacitors could be used that

have lower voltage ratings (which sometimes are much
cheaper and have greater availability).

2. The inverter will have a lower EMI because the dv/dt
during each switching will be lower.

3. The output of the waveform will have more steps, or
degrees of freedom, which enables the output waveform
to closely track a reference waveform.

4. Lower individual device switching frequency will
achieve the same results as an inverter with a fewer
number of levels and higher device switching fre-
quency. Or the switching frequency can be kept the
same as that in an inverter with a fewer number of levels
to achieve a better waveform.

The drawbacks of using more than the required minimum
number of levels are as follows:

1. Six active device control signals (one for each phase
of the parallel inverter and the series inverter) are
needed for each hardware level of the inverter, i.e.
6(m− 1) control signals. Additional levels require more
computational resources and add complexity to the
control.

2. If the blocking diodes used in the inverter have the same
rating as the active devices, their number increases dra-
matically because 6(m − 2)(m − 1) diodes would be
required for the back-to-back structure.

Considering the tradeoffs between the number of levels and
the voltage rating of the devices will generally lead the designer
to choose an appropriate value for each.

17.4.3 Number and Voltage Rating of Clamping
Diodes

As mentioned in the previous section, 6(m− 1)(m− 2) clamp-
ing diodes are required for an m-level back-to-back converter
if the diodes have the same voltage rating as the active devices.
As discussed in Section 17.2, the voltage rating of each series
of clamping diodes is designated by the subscript of the diode
shown in Fig. 17.28. For instance, D4 must block 4Vdc, D3 must
block 3Vdc, and so on.

If diodes that have higher voltage ratings than the active
devices are available, then the number of diodes required can be
reduced accordingly. When considering diodes of different rat-
ings, the minimum number of clamping diodes per phase leg
of the inverter is 2(m − 2) and for the complete back-to-back
converter is 12(m − 2). Unlike the active devices, additional
levels do not enable a decrease in the voltage rating of the
clamping diodes. In each phase leg, note that the voltage rat-
ing of each pair of diodes adds up to the overall dc link voltage
(m − 1)Vdc. Considering the six-level converter in Fig. 17.28,
connected to voltage level V5 are the anode of D1 and the
cathode of D4. D1 must be able to block Vdc, and D4 must
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block 4Vdc; the sum of their voltage blocking capabilities is
5Vdc. For voltage level V4, the anode of D2 and the cathode
of D3 are connected together to this point. Again, the sum of
their voltage blocking capability is 2Vdc + 3Vdc = 5Vdc. The
same is true for the other intermediate voltage levels. Therefore,
the total voltage blocking capability per phase of an m-level
converter is (m − 2)(m − 1)Vdc and for the back-to-back
converter,

V clamp
total

= 6(m− 2)(m− 1)Vdc (17.23)

Each additional level added to the converter will require an
additional 6(m− 1)Vdc in voltage blocking capabilities. From
this, one can see that unnecessarily adding more than the
required number of voltage levels can quickly become cost
prohibitive.

17.4.4 Current Rating of Active Devices

In order to determine the required current rating of the active
switching devices for the parallel and series portions of the
back-to-back converter shown in Fig. 17.28, the maximum
apparent power that each inverter will either supply or draw
from the electrical system must be known. These ratings will
largely depend on the compensation objectives and on the
limits they are specified to maintain. Of the three voltage com-
pensation objectives (voltage sag, unbalanced voltages, voltage
harmonics), the greatest power demands of the series inverter
will almost always occur during voltage sag conditions. For
the parallel inverter, generally the reactive power compensation
demands will dominate the design of the converter, as opposed
to harmonic current compensation.

For this analysis, balanced voltage sag conditions will be con-
sidered in the specification of the power ratings of the two
inverters. A one-line diagram circuit is shown in Fig. 17.29 for
the converter and electrical system represented in Fig. 17.28.
Equations can be developed for the apparent power required
for each of the inverters based on the three phase–rated

Parallel
inverter

Series
inverter

VL
iL

iPI

iSVS

VSI

iSI

(m − 1)VDC
LPI

FIGURE 17.29 One-line diagram of a MUPC connected to the electrical system.

apparent load power SLnom, rated line–line load voltage VLnom,
and line–line source voltage VS [73].

17.4.4.1 Series Inverter Power Rating
First, the rating of the series inverter will be considered. The
voltage VSI across the series transformer shown in Fig. 17.29, is
given by the vector equation

⇀

V SI = ⇀

V L − ⇀

V S (17.24)

The apparent power delivered from the series converter can
then be given as

⇀

SSI =
(
⇀

V L − ⇀

V S

)
⇀

I S
∗

(17.25)

where the conjugate
⇀

I S
∗

is the conjugate of
⇀

I S, the source
current.

If the load voltage VL is regulated such that it is in phase with
the source voltage VS, then Eq. (17.24) can be rewritten as an
algebraic equation

VSI = VL − VS (17.26)

Assuming that the back-to-back converter is lossless, the
entire real power PL drawn by the load must be supplied by the
utility source, PS= PL. If the source current is regulated such
that it is in phase with the source voltage, then

PS = VS · IS = PL (17.27)

Combining Eqs. (17.25)–(17.27), the real power delivered from
the series converter is

PSI = (VL − VS)IS (17.28)

Multiplying and dividing the right side of Eq. (17.28) by Vs

yields

PSI

(
VL

VS
− VS

VS

)
IS · VS (17.29)
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Substituting Eq. (17.27) into Eq. (17.29) provides the following
equation for the rated apparent power of the series inverter

SSI = PSI = PL

(
VL

VS
− 1

)
(17.30)

Choosing the rated load power SL and the rated load voltage
VL as bases, Fig. 17.30 shows the apparent power SSI in per
unit that the series inverter must provide as a function of the
source voltage VS. Each of the curves in Fig. 17.30 is for loads
of different power factors. As shown in Fig. 17.30, the apparent
power that the series inverter has to transfer is proportional to
the power factor of the load [73].

Figure 17.30a shows that for voltage sags less than 50% of
nominal, the series inverter would have to be rated to transfer
more power than the rated load power, which in most applica-
tions would not be practical. Figure 17.30b shows that for sags
that are small in magnitude, the series inverter would have a
rating much less than that of the rated load power. For exam-
ple, for a 20% voltage sag (Vs = 0.8Vnom), the required power
rating of the series inverter is only 25% of the rated load.

When considering selection of the active devices for the
series inverter, as shown in Fig. 17.30, the magnitude of the
voltage sag to be compensated will play a large role in determin-
ing the current rating required. The formula for determining
the current rating of each of the devices as a function of the
minimum source voltage to be compensated, min(Vs), is given
in Eq. (17.31)

ISI device
rating

= SLnom · ((Vnom)/(Vnom −min(VS))− 1)√
3 · Vnom

· D safety
factor

(17.31)

The safety factor, or design factor, in Eq. (17.31) should be
chosen to allow for future growth in the load supplied by the
utility and compensated by the power conditioner.

17.4.4.2 Parallel Inverter Power Rating
The power rating of the parallel inverter will now be consid-
ered. From Fig. 17.29, the apparent power delivered to the
electrical system by the parallel inverter can be expressed as

⇀

SPI =
⇀

SL − ⇀

V L
⇀

I S
∗ = (PL + jQL)− VLIS (17.32)

because the source current Is and load voltage VL are controlled
such that they are in phase with the source voltage [73]. Mul-
tiplying and dividing the second term of Eq. (17.32) by VS and
substituting Eq. (17.27) yields the following

VLIS = VL

VS
· VSIS = VL

VS
· PL (17.33)

Substituting Eq. (17.33) into Eq. (17.32) and combining like
terms yields

⇀

SPI = PL

(
1− VL

VS

)
+ jQL (17.34)

Figure 17.31 shows the apparent power SPI in per unit
that the parallel inverter must provide as a function of the
source voltage VS for loads of different power factors. Because
the power transferred for voltage declines to less than 50%
of nominal is predominantly real power, the parallel inverter
would have to have an extraordinarily high rating if the con-
ditioner were designed to compensate for such large voltage
sags, just like the series inverter. From Fig. 17.31b, one can see
that for a voltage sag to 50% of nominal, the parallel inverter
has to draw a current IPI equal to that drawn by the rated
load IL. However, unlike the series inverter, the dominant factor
in determining the power rating of the parallel inverter is the
load power factor if the conditioner is designed to compensate
for only marginal voltage sags as shown in Fig. 17.31b.

If the design of the universal power conditioner is to com-
pensate for voltage sags to less than 50% of nominal voltage,
then Eq. (17.31) should be used to determine the current rat-
ing of the parallel inverter. If the design of the conditioner is
for marginal voltage sags (to 70% of nominal voltage) and the
MUPC will be applied to a customer load that has a power fac-
tor of less than 0.9, then the following equation is more suited
for calculating the current rating of the parallel inverter’s active
devices

IPI device
rating

= QLnom√
3 ·Vnom

·D design
factor

=
SLnom

(
1−(p.f .

)2)1/2

√
3 ·Vnom

·D design
factor

(17.35)

One common design for the parallel inverter in a universal
power conditioner is for the inverter to have a current rating
equal to that of the rated load current IL.

17.4.5 Current Rating of Clamping Diodes

When a multilevel inverter outputs an intermediate voltage
level, not 0 or (m − 1)Vdc, only one clamping diode in each
phase leg conducts current at any instant in time, whereas half
of the active switches are conducting at all times. The diode
that is conducting current is determined by the intermediate
dc voltage level, which is connected to the output phase con-
ductor, and by the direction of the current flow, positive or
negative. For instance, when a phase leg of the series inverter
in Fig. 17.28 is connected to level V4, diode D2 conducts for
current flowing from the inverter to the electrical system, and
then diode D3 conducts for current flowing into the inverter
from the electrical system.
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FIGURE 17.30 Apparent power requirements of series inverter during voltage sags.
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FIGURE 17.31 Apparent power requirements of parallel inverter during voltage sags.
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This example illustrates that for current flowing out of an
inverter, only the clamping diodes in the top half of a phase
leg will conduct, and for current flowing into an inverter, only
the clamping diodes in the bottom half of the phase leg will
conduct. In all likelihood, the current waveforms will be odd
symmetric. These facts alone enable the average current rat-
ing for the clamping diodes to be at most one half that of the
active devices. The clamping diodes should all have a pulse or
short-time current rating equal to the amplitude of the max-
imum compensation current that the inverter is expected to
conduct. Generally, this is equal to

√
2 times the value cal-

culated in Eq. (17.31) or (17.35) for the series and parallel
inverters.

The average current that flows through each clamping diode
is dependent on currents iSI and iPI, the modulation index, and
the control of the voltage level outputs of the inverter. Because
all of these are widely varying attributes in a power condi-
tioner, an explicit formula for determining their ratings would
be difficult at best. Nonetheless, for the assumption that each
clamping diode conducts an equal amount of current and that
each level of the inverter is “on” for an equal duration of time,
their average current ratings for the series and parallel inverter
could be found from the following equations

ISI clamping
diode

=
ISI device

rating

2(m− 1)
(17.36)

or

IPI clamping
diode

=
IPI device

rating

2(m− 1)
(17.37)

17.4.6 DC Link Capacitor Specifications

Unipolar capacitors can be used for the dc link capacitors. Just
like the voltage rating of the active devices in Eq. (17.22), the
sum of the voltage ratings of the dc link capacitors should be
greater than or equal to the overall dc link voltage, which is
equal to the right side of Eq. (17.22). The design factors in this
case includes the dc link voltage ripple plus safety factors nec-
essary to maintain the capacitors within their safe operating
range.

The capacitance of each capacitor in the dc link is deter-
mined by the equation

Cn = �qn

�Vn
(17.38)

where n = 1, 2, 3, . . . , m − 1,�qn is the change in charge, and
Vn is the change in voltage over a specified period.

The required capacitance of the dc link and the voltage
ripple are inversely related to each other. An increase in the
capacitance will decrease the amount of ripple in the dc
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FIGURE 17.32 Capacitance required as a function of the maximum
voltage ripple on dc bus.

voltage. By assuming that each level has the same voltage Vdc

across it,

�Vn = % Vripple · Vdc (17.39)

Figure 17.32 shows a graph of the required capacitance as a
function of the maximum permissible voltage ripple on the dc
link. The graph indicates that an unnecessarily strict tolerance
on the voltage ripple of the dc bus will result in extraordinarily
large capacitor values. For this reason, the maximum voltage
ripple is normally chosen to be in the 5–10% range.

The current that flows through the capacitor determines the
change in charge �qn for a capacitor Cn. This current is a
function of what input and output voltage states the inverter
progresses through each cycle and will largely be dependent
on the control method implemented by the series and par-
allel inverter in maintaining the voltage on the dc link. In
addition, the current waveforms iPI and iSI also will depend
largely on the system conditions, i.e. in other words, the type
of compensation that the converter is conducting. Although
the current that flows through each capacitor Cn that makes
up the dc link will be different, for the reasons mentioned
previously in Section 17.4.2, normally each of the capacitors
will be identically sized such that Eq. (17.38) can then be re-
written as

Cn = Cdc = max(�qn)

% Vripple · Vdc
(17.40)

Suppose a UPFC is connected to a distribution system with
a voltage of 13.8 kV line–line (7970 V line–ground). From
Eq. (17.22), V device

rating
(m− 1) ≥ √

2 · 7970 · 1.5 = 16, 900 V.

If 3300 V IGBTs are chosen for the design, then the number of
levels m would be 6. The next lower rating of available IGBTs is
2500 V, and the use of these devices would require seven levels.
Because of the added complexity and computational burden
of seven levels, the design with six levels of 3300-V IGBTs is
chosen.
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TABLE 17.7 Back-to-back MUPC clamping diode ratings

Per unit
voltage
rating

Blocking
voltage
required

Voltage rating
of diode used

Number of
diodes per leg

Total number
per phase

1Vdc 3000 V 3000 V 1 2

2Vdc 6000 V 3000 V 2 4

3Vdc 9000 V 3000 V 3 6

4Vdc 12,000 V 3000 V 4 8

A 13.8-kV line–line ac waveform from an inverter requires
a minimum dc link voltage of approximately 11.3 kV. The
nominal dc voltage for each level would be approximately
2000 V. For a design factor of 1.5, the design voltage for each
level of the inverter would be approximately 3000 V.

From Eq. (17.23), the minimum total voltage block-
ing capability for a back-to-back converter would be
V clamp

total
= 6(6− 2)(6− 1)3000 V = 360 kV. Each phase of the

converter will require the blocking voltages shown in
Table 17.7.

The current rating of the active devices in the series inverter
is found from Eq. (17.31)

ISI device
rating

= 20 MVA · ((1/1− 0.3)− 1)√
3 · 13, 800 V

· 1.5 = 540 A

The current rating of the active devices in the parallel
inverter is found from Eq. (17.35):

IPI device
rating

= 20 MVA · (1− 0.852
)1/2

√
3 · 13, 800 V

· 1.5 = 661 A

Use of 3300 V, 800 A IGBTs would be sufficient for both the
series and the parallel inverters.

The current rating of the clamping diodes in the series
inverter is found from Eq. (17.36)

ISI clamping
diode

= 540 A

2(6− 1)
= 54 A

Likewise, the current rating of the clamping diodes in the
parallel inverter is found from Eq. (17.37)

IE = 660 A

2(6− 1)
= 66 A

Use of 3000 V, 75 A diodes would be sufficient for both the
series and the parallel inverters.

17.5 Fault Diagnosis in Multilevel
Converters

Since a multilevel converter is normally used in medium-
to high-power applications, the reliability of the multilevel
converter system is very important. For instance, industrial
drive applications in manufacturing plants are dependent upon
induction motors and their inverter systems for process con-
trol. Generally, the conventional protection systems are passive
devices such as fuses, overload relays, and circuit breakers
to protect the inverter systems and the induction motors.
The protection devices will disconnect the power sources
from the multilevel inverter system whenever a fault occurs,
stopping the operated process. Downtime of manufacturing
equipment can add up to be thousands or hundreds of thou-
sands of dollars per hour; therefore, fault detection and diag-
nosis is vital to a company’s bottom line. In order to maintain
continuous operation for a multilevel inverter system, knowl-
edge of fault behaviors, fault prediction, and fault diagnosis is
necessary. Faults should be detected immediately because if a
motor drive runs continuously under abnormal conditions, the
drive or motor may quickly fail.

The possible structure for a fault diagnosis system is shown
in Fig. 17.33. The system is composed of four major states:
feature extraction, neural network classification, fault diagno-
sis, and switching pattern calculation with gate signal output.
The feature extraction performs the voltage input signal trans-
formation, with rated signal values as important features, and
the output of the transformed signal is transferred to the neu-
ral network classification. The networks are trained with both
normal and abnormal data for the multilevel inverter drive
(MLID); thus, the output of this network is nearly 0 and 1
as binary code. The binary code is sent to the fault diag-
nosis to decode the fault type and its location. Then, the
switching pattern is calculated to reconfigure the multilevel
inverter.

Switching patterns and the modulation index of other active
switches can be adjusted to maintain voltage and current in a
balanced condition after reconfiguration recovers from a fault.
The MLID can continuously operate in a balanced condition;
of course, the MLID will not be able to operate at its rated
power. Therefore, the MLID can operate in balanced condi-
tion at reduced power after the fault occurs until the operator
locates and replaces the damaged switch [74].

17.6 Renewable Energy Interface

Multilevel converters can be used to interface with renewable
energy or distributed energy resources because several batter-
ies, fuel cells, solar cells, wind turbines, and microturbines can
be connected through a multilevel converter to supply a load or
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the ac grid without voltage balancing problems. Nevertheless,
the intrinsic characteristics of renewable energy sources might
have some trouble with their energy source utilization; for
instance, fuel-cell energy sources have some problems associ-
ated with their V–I characteristics. The static V–I characteristic
of fuel cells illustrates more than 30% difference in the out-
put voltage between no-load and full-load conditions. This
unavoidable decrease, caused by internal losses, reduces fuel-
cell utilization factor. Therefore, a multilevel dc–dc converter
might be used to overcome the problem as shown in Fig. 17.34.
To overcome the fuel-cell voltage drop, either voltage regula-
tors have to be connected at the fuel-cell outputs or fuel-cell
voltages have to be monitored and the control signals have to
be modified accordingly.

Five different approaches for integrating numerous fuel-cell
modules have been evaluated and compared with respect to
cost, control complexity, ease of modularity, and fault toler-
ance in [75]. In addition, the optimum fuel-cell utilization
technique with a multilevel dc–dc converter has been proposed
in [76, 77].

17.7 Conclusion

This chapter has demonstrated the state of the art of mul-
tilevel power converter technology. Fundamental multilevel
converter structures and modulation paradigms including the
pros and cons of each technique have been discussed. Most of
the chapter focuses on modern and more practical industrial
applications of multilevel converters. A procedure for calcu-
lating the required ratings for the active switches, clamping
diodes, and dc link capacitors with a design example has been
described. The possible future enlargements of multilevel con-
verter technology such as fault diagnosis system and renewable
energy sources have been noted. It should be noted that this
chapter could not cover all multilevel, power converter–related
applications however the basic principles of different multi-
level converters have been discussed methodically. The main
objective of this chapter is to provide a general notion to read-
ers who are interested in multilevel power converters and their
applications.
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18.1 Introduction

A power electronic ac–ac converter, in generic form, accepts
electric power from one system and converts it for deliv-
ery to another ac system with waveforms of different ampli-
tude, frequency, and phase. They may be single-phase or
three-phase types depending on their power ratings. The ac–ac
converters employed to vary the rms voltage across the load
at constant frequency are known as ac voltage controllers or
ac regulators. The voltage control is accomplished either by
(1) phase control under natural commutation using pairs of
silicon-controlled rectifiers (SCRs) or triacs or (2) by on/off
control under forced commutation/self-commutation using
fully controlled self-commutated switches, such as gate turn-off
thyristors (GTOs), power transistors, integrated gate bipolar
transistor (IGBTs), MOS-controlled thyristors (MCTs), inte-
grated gate-commutated thyristor (IGCTs), etc. The ac–ac
power converters in which ac power at one frequency is

directly converted to ac power at another frequency without
any intermediate dc conversion link (as in the case of invert-
ers) are known as cycloconverters, the majority of which
use naturally commutated SCRs for their operation when
the maximum output frequency is limited to a fraction of
the input frequency. With rapid advancements of fast-acting
fully controlled switches, forced commutated cycloconvert-
ers, or recently developed matrix converters with bidirectional
on/off control switches provide independent control of the
magnitude and the frequency of the generated output voltage,
as well as sinusoidal modulation of output voltage and current.

Although typical applications of ac voltage controllers
include lighting and heating control, online transformer tap
changing, soft-starting, and speed control of pump and
fan drives, the cycloconverters are mainly used for high-
power, low-speed, large ac motor drives for application in
cement kilns, rolling mills, and ship propellers. The power
circuits, control methods, and the operation of the ac voltage
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controllers, cycloconverters, and matrix converters are intro-
duced in this chapter. A brief review is also made regarding
their applications.

18.2 Single-Phase AC–AC Voltage
Controller

The basic power circuit of a single-phase ac–ac voltage
controller, as shown in Fig. 18.1a, comprises a pair of SCRs
connected back-to-back (also known as inverse-parallel or
anti-parallel) between the ac supply and the load. This con-
nection provides a bidirectional full-wave symmetrical control,
and the SCR pair can be replaced by a triac (Fig. 18.1b) for
low-power applications. Alternate arrangements are shown in
Fig. 18.1c with two diodes and two SCRs to provide a common
cathode connection for simplifying the gating circuit without
requiring isolation and in Fig. 18.1d with one SCR and four
diodes to reduce the device cost but with increased device
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FIGURE 18.1 Single-phase ac voltage controllers: (a) full wave, two SCRs in inverse-parallel; (b) full wave with triac; (c) full wave with two SCRs and
two diodes; (d) full wave with four diodes and one SCR; and (e) half wave with one SCR and one diode in antiparallel.

conduction loss. An SCR and diode combination known as
thyrode controller, as shown in Fig. 18.1e, provides a uni-
directional half-wave asymmetrical voltage control with device
economy, but introduces dc component and more harmon-
ics, and thus it is not so practical to use except for very
low-power-heating load.

With phase control, the switches conduct the load current
for a chosen period of each input cycle of voltage and with
on/off control, the switches connect the load either for a few
cycles of input voltage and disconnect it for the next few cycles
(integral cycle control) or the switches are turned on and off
several times within alternate half cycles of input voltage (ac
chopper or pulse width modulated [PWM] ac voltage controller).

18.2.1 Phase-Controlled Single-phase
AC Voltage Controller

For a full-wave symmetrical phase control, the SCRs T1 and T2

in Fig. 18.1a are gated at α and π+α, respectively, from the zero
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crossing of the input voltage; by varying α, the power flow to
the load is controlled through voltage control in alternate half
cycles. As long as one SCR is carrying current, the other SCR
remains reverse-biased by the voltage drop across the conduct-
ing SCR. The principle of operation in each half cycle is similar
to that of the controlled half-wave rectifier, and one can use the
same approach for analysis of the circuit.

Operation with R-load: Figure 18.2 shows the typical volt-
age and current waveforms for the single-phase bidirectional
phase-controlled ac voltage controller of Fig. 18.1a with a
resistive load. The output voltage and current waveforms have
half-wave symmetry and so no dc component.

If vs =
√

2Vs sinωt is the source voltage, the rms output
voltage with T1 triggered at α can be found from the half-wave
symmetry as

Vo =
⎡
⎣ 1

π

π∫
α

2V 2
s sin2ωtd(ωt)

⎤
⎦

1
2

= Vs

[
1− α

π
+ sin2α

2π

] 1
2

(18.1)

Note that V o can be varied from V s to 0 by varying α from
0 to π .

The rms value of load current, Io = Vo

R
(18.2)
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FIGURE 18.2 Waveforms for single-phase ac full-wave voltage con-
troller with R-load.

The input power factor = Po

VA
= Vo

Vs
=
[

1− α

π
+ sin2α

2π

] 1
2

(18.3)

The average SCR current, IA,SCR = 1

2πR

π∫
α

√
2Vs sinωtd(ωt)

(18.4)

Since each SCR carries half the line current, the rms current in
each SCR is

Io,SCR = Io√
2

(18.5)

Operation with RL Load: Figure 18.3 shows the voltage and
current waveforms for the controller in Fig. 18.1a with RL load.
Due to the inductance, the current carried by the SCR T1 may
not fall to zero at ωt = π when the input voltage goes negative
and may continue till ωt = β, the extinction angle, as shown.
The conduction angle,

θ = β − α (18.6)

of the SCR depends on the firing delay angle α and the load
impedance angle φ.
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FIGURE 18.3 Typical waveforms of single-phase ac voltage controller
with an RL load.
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The expression for the load current Io(ωt), when conducting
from α to β, can be derived in the same way as that used for a
phase-controlled rectifier in a discontinuous mode by solving
the relevant Kirchoff ’s voltage equation:

io(ωt)=
√

2V

Z

[
sin(ωt−φ)

−sin(α−φ)e(α−ωt)/tanφ
]

, α<ωt<β (18.7)

where Z = (R2 + ω2L2)
1
2 = load impedance and φ = load

impedance angle = tan−1(ωL/R).
The angle β, when the current io falls to zero, can be deter-

mined from the following transcendental equation resulted by
using io(ωt = β) = 0 in Eq. (18.7).

sin(β − φ) = sin(α − φ)− sin(α − φ) e(α−β)/ tanφ (18.8)

From Eqs. (18.6) and (18.8), one can obtain a relationship
between θ and α for a given value of φ, as shown in Fig. 18.4,
which shows that as α is increased, the conduction angle θ
decreases, and thus the rms value of the current decreases.

The rms output voltage

Vo =
⎡
⎣ 1

π

β∫
α

2V 2
s sin2ωtd(ωt)

⎤
⎦

1
2

= Vs

π

[
β − α + sin2α

2
− sin2β

2

] 1
2

(18.9)

V o can be evaluated for two possible extreme values of φ = 0
when β = π , and φ = π /2 when β = 2π−α, and the envelope
of the voltage control characteristics for this controller is shown
in Fig. 18.5.

180

120

60

0
0 30 60 90

φ = 0° 3030° 60° 90°

120 150 180

30° 60°

α

θ

FIGURE 18.4 θ versus α curves for single-phase ac voltage controller
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FIGURE 18.5 Envelope of control characteristics of a single-phase ac
voltage controller with RL load.

The rms SCR current can be obtained from Eq. (18.7) as
follows:

Io,SCR =
⎡
⎣ 1

2π

β∫
α

i2
od(ωt)

⎤
⎦

1
2

(18.10)

The rms load current, Io =
√

2 Io,SCR (18.11)

The average value of SCR current, IA,SCR = 1

2π

β∫
α

iod(ωt)

(18.12)

Gating Signal Requirements: For the inverse-parallel SCRs
as shown in Fig. 18.1a, the gating signals of SCRs must be iso-
lated from one another because there is no common cathode.
For R-load, each SCR stops conducting at the end of each half
cycle and under this condition, single short pulses may be used
for gating as shown in Fig. 18.2. With RL load, however, this
single short pulse gating is not suitable as shown in Fig. 18.6.
When SCR T2 is triggered at ωt = π + α, SCR T1 is still con-
ducting due to the load inductance. By the time the SCR T1

stops conducting at β, the gate pulse for SCR T2 has already
ceased and T2 will fail to turn on resulting the converter to
operate as a single-phase rectifier with conduction of T1 only.
This necessitates the application of a sustained gate pulse either
in the form of a continuous signal for the half-cycle period,
which increases the dissipation in SCR gate circuit and a large
isolating pulse transformer or better a train of pulses (carrier
frequency gating) to overcome these difficulties.

Operation with α<φ: If α = φ, then from Eq. (18.8),

sin(β − φ) = sin(β − α) = 0 (18.13)

and β − α = θ = π (18.14)
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As the conduction angle θ cannot exceed π and the load cur-
rent must pass through zero, the control range of the firing
angle is φ ≤ α ≤ π . With narrow gating pulses and α <φ, only
one SCR will conduct resulting in a rectifier action as shown.
Even with a train of pulses, if α < φ, the changes in the firing
angle will not change the output voltage and current but both
the SCRs will conduct for the period π with T1 becoming on at
ωt = π and T2 at ωt + π .

The duration of this dead zone (α= 0 to φ), which varies
with the load impedance angle φ is not a desirable feature in
closed-loop control schemes. An alternative approach to the
phase control with respect to the input voltage zero crossing has
been visualized in which the firing angle is defined with respect
to the instant when it is the load current, not the input voltage,
that reaches zero, this angle being called the hold-off angle (γ )
or the control angle (as marked in Fig. 18.3). This method needs
sensing the load current, which may otherwise be required in a
closed-loop controller for monitoring or control purposes.

Power Factor and Harmonics: As in the case of phase-
controlled rectifiers, the important limitations of the phase-
controlled ac voltage controllers are the poor power factor and
the introduction of harmonics in the source currents. As seen
from Eq.(18.3), the input power factor depends on α and as α
increases, the power factor decreases.

The harmonic distortion increases and the quality of the
input current decreases with increase of firing angle. The vari-
ations of low-order harmonics with the firing angle as com-
puted by Fourier analysis of the voltage waveform of Fig. 18.2
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FIGURE 18.7 Harmonic content as a function of the firing angle for a
single-phase voltage controller with RL load.

(with R-load) are shown in Fig. 18.7. Only odd harmonics exist
in the input current because of half-wave symmetry.

18.2.2 Single-Phase AC–AC Voltage
Controller with On/Off Control

Integral Cycle Control: As an alternative to the phase con-
trol, the method of integral cycle control or burst-firing is used
for heating loads. Here, the switch is turned on for a time
tn with n integral cycles and turned off for a time tm with
m integral cycles (Fig. 18.8). As the SCRs or triacs used here are
turned on at the zero crossing of the input voltage and turn off
occurs at zero current, supply harmonics and radio frequency
interference are very low.

However, subharmonic frequency components may be gen-
erated, which are undesirable because they may set up sub-
harmonic resonance in the power supply system, cause lamp
flicker, and may interfere with the natural frequencies of motor
loads causing shaft oscillations.

For sinusoidal input voltage, v=√2Vs sinωt, the rms output
voltage,

Vo = Vs

√
k where k = n/(n+m) = duty cycle (18.15)

and V s = rms phase voltage

The power factor = √
k, (18.16)

which is poorer for lower values of the duty cycle k.
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FIGURE 18.8 Integral cycle control: (a) typical load voltage waveforms and (b) power factor with the duty cycle k.

PWM AC Chopper: As in the case of controlled rectifier, the
performance of ac voltage controllers can be improved in terms
of harmonics, quality of output current, and input power factor
by PWM control in PWM ac choppers; the circuit configu-
ration of one such single-phase unit is shown in Fig. 18.9.
Here, fully controlled switches S1 and S2 connected in anti-
parallel are turned on and off many times during the positive
and negative half cycles of the input voltage, respectively. S

′
1

and S
′
2 provide the freewheeling paths for the load current

when S1 and S2 are off. An input capacitor filter may be pro-
vided to attenuate the high switching frequency currents drawn
from the supply and also to improve the input power factor.
Figure 18.10 shows the typical output voltage and load current
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FIGURE 18.9 Single-phase PWM ac chopper circuit.
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FIGURE 18.10 Typical output voltage and current waveforms of a
single-phase PWM ac chopper.

waveform for a single-phase PWM ac chopper. It can be shown
that the control characteristics of an ac chopper depend on the
modulation index M, which theoretically varies from 0 to 1.

Three-phase PWM choppers consist of three single-phase
choppers either connected in delta or four-wire (star) config-
uration.

18.3 Three-Phase AC–AC Voltage
Controllers

18.3.1 Phase-Controlled Three-Phase AC
Voltage Controllers

Various Configurations: Several possible circuit configura-
tions for three-phase phase-controlled ac regulators with star
or delta connected loads are shown in Fig. 18.11a–h.

The configurations in (a) and (b) can be realized by three
single-phase ac regulators operating independently of each
other, and they are easy to analyze. In (a), the SCRs are to
be rated to carry line currents and withstand phase voltages,
whereas in (b) they should be capable to carry phase currents
and withstand the line voltage. In (b), the line currents are free
from triplen harmonics while these are present in the closed
delta. The power factor in (b) is slightly higher. The firing angle
control range for both these circuits is 0–180◦ for R-load.

The circuits in (c) and (d) are three-phase three-wire circuits
and are complicated to analyze. In both these circuits, at least
two SCRs, one in each phase, must be gated simultaneously to
get the controller started by establishing a current path between
the supply lines. This necessitates two firing pulses spaced at
60◦ apart per cycle for firing each SCR. The operation modes
are defined by the number of SCRs conducting in these modes.
The firing control range is 0–150◦. The triplen harmonics are
absent in both these configurations.

Another configuration is shown in (e) when the controllers
are connected in delta and the load is connected between the
supply and the converter. Here, current can flow between two
lines even if one SCR is conducting so each SCR requires one
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firing pulse per cycle. The voltage and current ratings of SCRs
are nearly the same as that of the circuit (b). It is also possible to
reduce the number of devices to three SCRs in delta as shown in
(f), connecting one source terminal directly to one load circuit
terminal. Each SCR is provided with gate pulses in each cycle
spaced at 120◦ apart. In both (e) and (f), each end of each phase
must be accessible. The number of devices in (f) is less, but
their current ratings must be higher.

As in the case of single-phase phase-controlled voltage reg-
ulator, the total regulator cost can be reduced by replacing
six SCRs by three SCRs and three diodes, resulting in three-
phase half-wave controlled unidirectional ac regulators as
shown in (g) and (h) for star- and delta-connected loads. The
main drawback of these circuits is the large harmonic content

in the output voltage – particularly, the second harmonic
because of the asymmetry. However, the dc components are
absent in the line. The maximum firing angle in the half-wave
controlled regulator is 210◦.

18.3.2 Fully Controlled Three-Phase
Three-Wire AC Voltage Controller

Star-connected Load with Isolated Neutral: The analysis of
operation of the full-wave controller with isolated neutral as
shown in Fig. 18.11c is, as mentioned, quite complicated in
comparison to that of a single-phase controller, particularly for
an RL or motor load. As a simple example, the operation of this
controller with a simple star-connected R-load is considered
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here. The six SCRs are turned on in the sequence 1-2-3-4-5-6
at 60◦ intervals, and the gate signals are sustained throughout
the possible conduction angle.

The output phase voltage waveforms for α = 30◦, 75◦, and
120◦ for a balanced three-phase R-load are shown in Fig. 18.12.
At any interval, either three SCRs, or two SCRs, or no SCRs may
be on, and the instantaneous output voltages to the load are
either a line-to-neutral voltage (three SCRs on), or one-half of
the line-to-line voltage (two SCRs on), or zero (no SCR on).

Depending on the firing angle α, there may be three oper-
ating modes:

Mode I (also known as Mode 2/3): 0 ≤ α ≤ 60◦; There are
periods when three SCRs are conducting, one in each phase
for either direction, and there are periods when just two SCRs
conduct.

van
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(α)
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(c)
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FIGURE 18.12 Output voltage waveforms for a three-phase ac voltage
controller with star-connected R-load: (a) van for α= 30◦; (b) van for α =
75◦; and (c) van = 120◦.

For example, with α= 30◦ in Fig. 18.12a, assume that at
ωt = 0, SCRs T5 and T6 are conducting, and the current
through the R-load in a-phase is zero making van= 0. At ωt =
30◦, T1 receives a gate pulse and starts conducting; T5 and T6

remain on and van = vAN. The current in T5 reaches zero at
60◦, turning T5 off. With T1 and T6 staying on, van = 1

2 vAB. At
90◦, T2 is turned on, the three SCRs T1, T2, and T6 are then
conducting and van= vAN. At 120◦, T6 turns off, leaving T1

and T2 on, so van = 1
2 vAC. Thus with the progress of firing

in sequence till α = 60◦, the number of SCRs conducting at a
particular instant alternates between two and three.

Mode II (also known as Mode 2/2): 60◦ ≤α ≤ 90◦; Two SCRs,
one in each phase, always conduct.

For α = 75◦ as shown in Fig. 18.12b, just prior to α = 75◦,
SCRs T5 and T6 were conducting and van = 0. At 75◦, T1 is
turned on, and T6 continues to conduct, whereas T5 turns off as
vCN is negative. van = 1

2 vAB. When T2 is turned on at 135◦, T6

is turned off and van = 1
2 vAC. The next SCR to turn on is T3,

which turns off T1 and van = 0. One SCR is always turned off
when another is turned on in this range of α, and the output
voltage is either one-half line-to-line voltage or zero.

Mode III (also known as Mode 0/2): 90◦ ≤ α ≤ 150◦; When
none or two SCRs conduct.

For α = 120◦, Fig. 18.12c, earlier no SCRs were on and
van = 0. At α = 120◦, SCR T1 is given a gate signal, whereas T6

has a gate signal already applied. Since vAB is positive, T1 and T6

are forward-biased and they begin to conduct and van = 1
2 vAB.

Both T1 and T6 turn off when vAB becomes negative. When a
gate signal is given to T2, it turns on and T1 turns on again.

For α > 150◦, there is no period when two SCRs are con-
ducting and the output voltage is zero at α = 150◦. Thus, the
range of the firing angle control is 0≤α≤150◦.

For star-connected R-load, assuming the instantaneous phase
voltages as

vAN =
√

2Vs sinωt

vBN =
√

2Vs sinωt − 120◦ (18.17)

vCN =
√

2Vs sinωt − 240◦

the expressions for the rms output phase voltage V o can be
derived for the three modes as follows:

0≤ α ≤ 60◦ Vo=Vs

[
1− 3α

2π
+ 3

4π
sin2α

] 1
2

(18.18)

60◦≤ α≤90◦ Vo=Vs

[
1

2
+ 3

4π
sin2α+sin(2α+60◦)

] 1
2

(18.19)

90◦ ≤ α≤150◦ Vo=Vs

[
5

4
− 3α

2π
+ 3

4π
sin(2α+60◦)

] 1
2

(18.20)
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For star-connected pure L-load, the effective control starts at
α > 90◦, and the expressions for two ranges of α are as follows:

90◦≤α≤120◦ Vo=Vs

[
5

2
− 3α

π
+ 3

2π
sin2α

] 1
2

(18.21)

120◦≤α≤150◦ Vo=Vs

[
5

2
− 3α

π
+ 3

2π
sin(2α+60◦)

] 1
2

(18.22)

The control characteristics for these two limiting cases ( φ = 0
for R-load and φ= 90◦ for L-load) are shown in Fig. 18.13.
Here also, like the single-phase case, the dead zone may be
avoided by controlling the voltage with respect to the control
angle or hold-off angle (γ ) from the zero crossing of current in
place of the firing angle α.

RL Load: The analysis of the three-phase voltage controller
with star-connected RL load with isolated neutral is quite com-
plicated, since the SCRs do not cease to conduct at voltage
zero, and the extinction angle β is to be known by solv-
ing the transcendental equation for the case. In this case, the
Mode II operation disappears [1], and the operation shift from
Mode I to Mode III depends on the so-called critical angle
αcrit [2, 3], which can be evaluated from a numerical solution
of the relevant transcendental equations. Computer simula-
tion either by PSPICE program [4, 5] or a switching-variable
approach coupled with an iterative procedure [6] is a prac-
tical means of obtaining the output voltage waveform in this
case. Figure 18.14 shows typical simulation results using the
later approach [6] for a three-phase voltage controller fed
RL load for α = 60◦, 90◦, and 105◦, which agree with the
corresponding practical oscillograms given in [7].
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FIGURE 18.13 Envelope of control characteristics for a three-phase
full-wave ac voltage controller.

Delta-Connected R-Load: The configuration is shown in
Fig. 18.11b. The voltage across an R-load is the correspond-
ing line-to-line voltage when one SCR in that phase is on.
Figure 18.15 shows the line and phase currents for α= 130◦
and 90◦ with an R-load. The firing angle α is measured from
the zero crossing of the line-to-line voltage, and the SCRs are
turned on in the sequence as they are numbered. As in the
single-phase case, the range of firing angle is 0 ≤ α ≤ 180◦.
The line currents can be obtained from the phase currents as
follows:

ia = iab − ica

ib = ibc − iab

ic = ica − ibc

(18.23)

The line currents depend on the firing angle and may be dis-
continuous as shown. Due to the delta connection, the triplen
harmonic currents flow around the closed delta and do not
appear in the line. The rms value of the line current varies
between the range

√
2I� ≤ IL,rms ≤

√
3I�.rms (18.24)

as the conduction angle varies from very small (large α) to 180◦
(α = 0).

18.4 Cycloconverters

In contrast to the ac voltage controllers operating at con-
stant frequency, discussed so far, a cycloconverter operates as
a direct ac–ac frequency changer with inherent voltage con-
trol feature. The basic principle of this converter to construct
an alternating voltage wave of lower frequency from successive
segment of voltage waves of higher frequency ac supply by a
switching arrangement was conceived and patented in 1920s.
Grid-controlled mercury-arc rectifiers were used in these con-
verters installed in Germany in 1930s to obtain 16 2

3 -Hz single-
phase supply for ac series traction motors from a three-phase
50-Hz system, while at the same time a cycloconverter using
18 thyratrons supplying a 400 hp synchronous motor was in
operation for some years as a power station auxiliary drive
in the United States. However, the practical and commercial
utilization of these schemes waited till the SCRs became avail-
able in 1960s. With the development of large-power SCRs
and micropocessor-based control, the cycloconverter today is a
matured practical converter for application in large-power low-
speed variable-voltage variable-frequency (VVVF) ac drives in
cement and steel rolling mills, as well as in variable-speed
constant-frequency (VSCF) systems in aircrafts and naval ships.

A cycloconverter is a naturally commuted converter with
inherent capability of bidirectional power flow, and there is
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FIGURE 18.14 Typical simulation results for three-phase ac voltage controller-fed RL load (R = 1�, L = 3.2 mH) for α = 60◦, 90◦, and 105◦.
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FIGURE 18.15 Waveforms of a three-phase ac voltage controller with a
delta connected R-load: (a) α = 120◦ and (b) α = 90◦.

no real limitation on its size unlike an SCR inverter with com-
mutation elements. Here, the switching losses are considerably
low, the regenerative operation at full power over complete
speed range is inherent and it delivers a nearly sinusoidal wave-
form resulting in minimum torque pulsation and harmonic
heating effects. It is capable of operating even with blowing
out of individual SCR fuse (unlike inverter), and the require-
ments regarding turn-off time, current rise time, and dv/dt
sensitivity of SCRs are low. The main limitations of a naturally
commutated cycloconverter are (1) limited frequency range for
subharmonic free and efficient operation and (2) poor input
displacement/power factor, particularly at low-output voltages.

18.4.1 Single-Phase to Single-Phase
Cycloconverter

Though rarely used, the operation of a single-phase to single-
phase cycloconverter is useful to demonstrate the basic prin-
ciple involved. Figure 18.16a shows the power circuit of a

P-converter N-converter

P1 P2 N1

N3P3 P4

iP iN

io

N4

N2

is

vs

is
vs v
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load
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+

−

vo
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P-converter N-converter

Control circuit

(b)

vP= Vmsinωot vN= Vmsinωot

+

−

io

er= Er sinωot

FIGURE 18.16 (a) Power circuit for a single-phase bridge cyclocon-
verter and (b) simplified equivalent circuit of a cycloconverter.

single-phase bridge type of cycloconverter, which has the same
arrangement as that of a single-phase dual converter. The fir-
ing angles of the individual two-pulse two-quadrant bridge
converters are continuously modulated here, so that each ide-
ally produces the same fundamental ac voltage at its output
terminals as marked in the simplified equivalent circuit in
Fig. 18.16b. Because of the unidirectional current carrying
property of the individual converters, it is inherent that the
positive half cycle of the current is carried by the P-converter
and the negative half cycle of the current by the N-converter
regardless of the phase of the current with respect to the volt-
age. This means that for a reactive load, each converter operates
in both rectifying and inverting region during the period of the
associated half cycle of the low-frequency output current.

Operation with R-Load: Figure 18.17 shows the input and
output voltage waveforms with a pure R-load for a 50–16 2

3 -Hz
cycloconverter. The P- and N-converters operate for alternate
To/2 periods. The output frequency (1/To) can be varied by
varying To and the voltage magnitude by varying the firing
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FIGURE 18.17 Input and output waveforms of a 50–16 2
3 -Hz cyclocon-

verter with RL load.

angle α of the SCRs. As shown in the figure, three cycles of the
ac input wave are combined to produce one cycle of the output
frequency to reduce the supply frequency to one-third across
the load.

If αP is the firing angle of the P-converter, the firing angle of
the N-converter αN is π − αP and the average voltage of the
P-converter is equal and opposite to that of the N-converter.

The inspection of Fig. 18.17 shows that the waveform with α
remaining fixed in each half cycle generates a square wave hav-
ing a large low-order harmonic content. A near approximation
to sine wave can be synthesized by a phase modulation of the
firing angles as shown in Fig. 18.18 for a 50–10-Hz cyclocon-
verter. The harmonics in the load voltage waveform are less
compared to earlier waveform. The supply current, however,
contains a subharmonic at the output frequency for this case as
shown.

Operation with RL Load: The cycloconverter is capable of
supplying loads of any power factor. Figure 18.19 shows the
idealized output voltage and current waveforms for a lagging
power factor load where both the converters are operating as
rectifier and inverter at the intervals marked. The load current
lags the output voltage and the load current direction deter-
mines which converter is conducting. Each converter continues
to conduct after its output voltage changes polarity and during
this period, the converter acts as an inverter and the power is
returned to the ac source. Inverter operation continues till the

Fundamental

(a)

(b)

is

veie

FIGURE 18.18 Waveforms of a single-phase single-phase cycloconverter
(50–10 Hz) with RL load: (a) load voltage and load current and (b) input
supply current.
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FIGURE 18.19 Idealized load voltage and current waveform for a cyclo-
converter with RL load.

other converter starts to conduct. By controlling the frequency
of oscillation and the depth of modulation of the firing angles
of the converters (as shown later), it is possible to control the
frequency and the amplitude of the output voltage.

The load current with RL load may be continuous or dis-
continuous depending on the load phase angle, φ. At light load
inductance or for φ≤α≤π , there may be discontinuous load
current with short zero-voltage periods. The current wave may
contain even harmonics and subharmonic components. Fur-
ther, as in the case of dual converter, although the mean output
voltage of the two converters is equal and opposite, the instan-
taneous values may be unequal and a circulating current can
flow within the converters. This circulating current can be lim-
ited by having a center-tapped reactor connected between the
converters or can be completely eliminated by logical control
similar to the dual converter case when the gate pulses to the
converter remaining idle are suppressed, when the other con-
verter is active. In practice, a zero-current interval of short
duration is needed, in addition, between the operation of the
P- and N-converters to ensure that the supply lines of the two
converters are not short-circuited. With circulating current-
free operation, the control scheme becomes complicated if the
load current is discontinuous.

In the case of the circulating current scheme, the convert-
ers are kept in virtually continuous conduction over the whole
range, and the control circuit is simple. To obtain reasonably
good sinusoidal voltage waveform using the line-commutated
two quadrant converters and eliminate the possibility of the
short circuit of the supply voltages, the output frequency of the
cycloconverter is limited to a much lower value of the supply
frequency. The output voltage waveform and the output fre-
quency range can be improved further by using converters of
higher pulse numbers.

18.4.2 Three-Phase Cycloconverters

18.4.2.1 Three-Phase Three-Pulse Cycloconverter
Figure 18.20a shows the schematic diagram of a three-phase
half-wave (three-pulse) cycloconverter feeding a single-phase
load and Fig. 18.20b, the configuration of a three-phase half-
wave (three-pulse) cycloconverter feeding a three-phase load.
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FIGURE 18.20 (a) Three-phase half-wave (three-pulse) cycloconverter supplying a single-phase load; (b) three-pulse cycloconverter supplying a three-
phase load; and (c) output voltage waveform for one phase of a three-pulse cycloconverter operating at 15 Hz from a 50-Hz supply and 0.6-power factor
lagging load.

The basic process of a three-phase cycloconversion is illustrated
in Fig. 18.20c at 15 Hz, 0.6-power factor lagging load from a
50-Hz supply. As the firing angle α is cycled from zero at “a”
to 180◦ at “j,” half a cycle of output frequency is produced
(the gating circuit is to be suitably designed to introduce this
oscillation of the firing angle). For this load, it can be seen
that although the mean output voltage reverses at X, the mean
output current (assumed sinusoidal) remains positive until Y.
During XY, the SCRs A, B, and C in P-converter are “inverting.”

A similar period exists at the end of the negative half cycle
of the output voltage when D, E, and F SCRs in N-converter
are “inverting.” Thus, the operation of the converter follows in
the order of “rectification” and “inversion” in a cyclic manner,
the relative durations are dependent on load power factor. The
output frequency is that of the firing angle oscillation about
a quiescent point of 90◦ (condition when the mean output
voltage, given by V o=Vdo cosα, is zero). For obtaining the
positive half cycle of the voltage, firing angle α is varied from
90◦ to 0◦ and then to 90◦ and for the negative half cycle, from
90◦ to 180◦ and back to 90◦. Variation of α within the limits of
180◦ automatically provides for “natural” line commutation of

the SCRs. It is shown that a complete cycle of low-frequency
output voltage is fabricated from the segments of the three-
phase input voltage by using the phase-controlled converters.
The P-converter or N-converter SCRs receive firing pulses,
which are timed such that each converter delivers the same
mean output voltage. This is achieved, as in the case of single-
phase cycloconverter or the dual converter, by maintaining the
firing angle constraints of the two groups as αP = 180◦ − αN.
However, the instantaneous voltages of two converters are not
identical and large circulating current may result unless limited
by inter-group reactor as shown (circulating-current cyclocon-
verter) or completely suppressed by removing the gate pulses
from the non-conducting converter by an intergroup blanking
logic (circulating-current-free cycloconverter).

Circulating-Current Mode Operation: Figure 18.21 shows
typical waveforms of a three-pulse cycloconverter operating
with circulating current. Each converter conducts continuously
with rectifying and inverting modes as shown, and the load
is supplied with an average voltage of two converters reduc-
ing some of the ripple in the process, the intergroup reactor
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FIGURE 18.21 Waveforms of a three-pulse cycloconverter with circulating current.

behaving as a potential divider. The reactor limits the circu-
lating current; the value of its inductance to the flow of load
current is one-fourth of its value to the flow of circulating
current as the inductance is proportional to the square of the
number of turns. The fundamental wave produced by both the
converters is the same. The reactor voltage is the instantaneous
difference between the converter voltages, and the time integral
of this voltage divided by the inductance (assuming negligible
circuit resistance) is the circulating current. For a three-pulse
cycloconverter, it can be observed that this current reaches its
peak when αP = 60◦ and αN = 120◦.

Output Voltage Equation: A simple expression for the fun-
damental rms output voltage of the cycloconverter and the
required variation of the firing angle α can be derived with
the following assumptions: (1) the firing angle α in successive
half cycles is varied slowly resulting in a low-frequency output;
(2) the source impedance and the commutation overlap are
neglected; (3) the SCRs are ideal switches; and (4) the current
is continuous and ripple-free. The average dc output voltage of
a p-pulse dual converter with fixed α is

Vdo = Vdomax cosα, where Vdomax =
√

2Vph
p

π
sin
π

p
(18.25)

For the p-pulse dual converter operating as a cyclocon-
verter, the average phase voltage output at any point of the low

frequency should vary according to the equation

Vo,av = Vo1, max sinωot (18.26)

where V o1,max is the desired maximum value of the fundamen-
tal output of the cycloconverter.

Comparing Eq. (18.25) with Eq. (18.26), the required varia-
tion of α to obtain a sinusoidal output is given by

α = cos−1[(Vo1, max/Vdomax) sinωot] = cos−1[r sinωot]
(18.27)

where r is the ratio (V o1, max/V domax), the voltage magnitude
control ratio.

Equation (18.27) shows α as a nonlinear function with
r (≤ 1) as shown in Fig. 18.22.

However, the firing angle αP of the P-converter cannot be
reduced to 0◦ as this corresponds to αN = 180◦ for the
N-converter which, in practice, cannot be achieved because of
allowance for commutation overlap and finite turn-off time of
the SCRs. Thus, the firing angle αP can be reduced to a certain
finite value αmin, and the maximum output voltage is reduced
by a factor cosαmin.

The fundamental rms voltage per phase of either con-
verter is

Vor = VoN = Vop = rVph
p

π
sin
π

p
(18.28)
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FIGURE 18.22 Variations of the firing angle (α) with r in a cyclocon-
verter.

Though the rms values of the low-frequency output voltage
of the P-converter and that of the N-converter are equal, the
actual waveforms differ and the output voltage at the midpoint
of the circulating current-limiting reactor (Fig. 18.21), which
is the same as the load voltage, is obtained as the mean of the
instantaneous output voltages of the two converters.

Circulating Current-free Mode Operation: Figure 18.23
shows the typical waveforms for a three-pulse cycloconverter
operating in this mode with RL load assuming continuous-
current operation. Depending on the load current direction,
only one converter operates at a time and the load voltage is
the same as the output voltage of the conducting converter.
As explained earlier in the case of single-phase cycloconverter,
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FIGURE 18.23 Waveforms for a three-pulse circulating current-free cycloconverter with RL load.

there is a possibility of short circuit of the supply voltages at the
cross-over points of the converter unless taken care of in the
control circuit. The waveforms drawn also neglect the effect of
overlap due to the ac supply inductance. A reduction in the out-
put voltage is possible by retarding the firing angle gradually at
the points a, b, c, d, e in Fig. 18.23. (This can be easily imple-
mented by reducing the magnitude of the reference voltage in
the control circuit). The circulating current is completely sup-
pressed by blocking all the SCRs in the converter, which is not
delivering the load current. A current sensor is incorporated
in each output phase of the cycloconverter, which detects the
direction of the output current and feeds an appropriate sig-
nal to the control circuit to inhibit or blank the gating pulses
to the nonconducting converter in the same way as in the case
of a dual converter for dc drives. The circulating current-free
operation improves the efficiency, and the displacement factor
of the cycloconverter and also increases the maximum usable
output frequency. The load voltage transfers smoothly from
one converter to the other.

18.4.2.2 Three-Phase Six-Pulse and Twelve-Pulse
Cycloconverter

A six-pulse cycloconverter circuit configuration is shown in
Fig. 18.24. Typical load voltage waveforms for 6-pulse (with 36
SCRs) and 12-pulse (with 72 SCRs) cycloconverters are shown
in Fig. 18.25, the 12-pulse converter being obtained by con-
necting two 6-pulse configurations in series and appropriate
transformer connections for the required phase-shift. It may
be seen that the higher pulse numbers will generate wave-
forms closer to the desired sinusoidal form and thus permit
higher frequency output. The phase loads may be isolated from
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FIGURE 18.24 Three-phase six-pulse cycloconverter with isolated loads.
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FIGURE 18.25 Cycloconverter load voltage waveforms with lagging power factor load: (a) six-pulse connection and (b) twelve-pulse connection.

each other as shown or interconnected with suitable secondary
winding connections.

18.4.3 Cycloconverter Control Scheme

Various possible control schemes, analog as well as digital, for
deriving trigger signals and for controlling the basic cyclocon-
verter have been developed over the years.

Out of the several possible signal combinations, it has been
shown [8] that a sinusoidal reference signal (er= Er sinωot)
at desired output frequency f o and a cosine modulating signal
(em= Em cosωit) at input frequency f i is the best combina-
tion possible for comparison to derive the trigger signals for
the SCRs (Fig. 18.26 [9]), which produces the output waveform
with the lowest total harmonic distortion. The modulating
voltages can be obtained as the phase-shifted voltages (B-phase
for A-phase SCRs, C-phase voltage for B-phase SCRs, and

TG pA

Modulating wave

ωt

ea eb ec

er

TG pB
TG pC

FIGURE 18.26 Deriving firing signals for one converter group of a
three-pulse cycloconverter.

so on) as explained in Fig. 18.27, where at the intersection
point “a”

Em sin(ωit − 120◦) = −Er sin(ωot − φ)

or cos(ωit − 30◦) = (Er/Em) sin(ωot − φ)
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FIGURE 18.27 Derivation of the cosine modulating voltages.

From Fig. 18.27, the firing delay for A-phase SCR, α = (ωit −
30◦)

So, cosα = (Er/Em) sin(ωot − φ)

The cycloconverter output voltage for continuous current
operation,

Vo = Vdo cosα = Vdo(Er/Em) sin(ωot − φ) (18.29)

in which the equation shows that the amplitude, frequency, and
phase of the output voltage can be controlled by controlling
corresponding parameters of the reference voltage, thus mak-
ing the transfer characteristic of the cycloconverter linear. The
derivation of the two complimentary voltage waveforms for
the P-group or N-group converter “banks” in this way is illus-
trated in Fig. 18.28. The final cycloconverter output wave shape
is composed of alternate half cycle segments of the comple-
mentary P-converter and the N-converter output voltage wave
forms which coincide with the positive and negative current
half cycles, respectively.

Control Circuit Block Diagram: Figure 18.29 [10] shows a
simplified block diagram of the control circuit for a circulating

ea

va vb
vc vop

va vb vc von

eb ec er

ea eb ec er

FIGURE 18.28 Derivation of P-converter and N-converter output
voltages.

current-free cycloconverter implemented with ICs in the early
seventies in the Power Electronics Laboratory at IIT Kharag-
pur in India. The same circuit is also applicable to a circulating
current cycloconverter with the omission of the converter group
selection and blanking circuit.

The synchronizing circuit produces the modulating voltages
(ea=−Kvb, eb=−Kvc, ec=−Kva), synchronized with the mains
through step-down transformers and proper filter circuits.

The reference source produces variable voltage variable fre-
quency reference signal (era, erb, erc) (three-phase for a three-
phase cycloconverter) for comparison with the modulation
voltages. Various ways, analog or digital, have been developed
to implement this reference source as in the case of the PWM
inverter. In one of the early analog schemes Fig. 18.30 [10], for a
three-pulse cycloconverter, a variable-frequency UJT relaxation
oscillator of frequency 6f d triggers a ring counter to produce a
three-phase square-wave output of frequency f d which is used to
modulate a single-phase fixed frequency (f c) variable amplitude
sinusoidal voltage in a three-phase full-wave transistor chopper.
The three-phase output contains (f c− fd), (f c+ fd), (3f d + fc),
etc. frequency components from where the “wanted” frequency
component (f c − fd) is filtered out for each phase using a low-
pass filter. For example, with f c = 500 Hz and frequency of the
relaxation oscillator varying between 2820 and 3180 Hz, a three
phase 0–30-Hz reference output can be obtained with the facility
for phase sequence reversal.

The logic and trigger circuit for each phase involves com-
parators for comparison of the reference and modulating volt-
ages, and inverters acting as buffer stages. The outputs of the
comparators are used to clock the flip-flops or latches whose
outputs in turn feed the SCR gates through AND gates and
pulse amplifying and isolation circuits; the second input to the
AND gates is from the converter group selection and blanking
circuit.

In the converter group selection and blanking circuit, the
zero crossing of the current at the end of each half cycle is
detected and is used to regulate the control signals either to
P-group or N-group converters depending on whether the
current goes to zero from negative to positive or positive to
negative, respectively. However, in practice, the current being
discontinuous passes through multiple zero crossings while
changing direction, which may lead to undesirable switching
of the converters. So, in addition to the current signal, the
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FIGURE 18.29 Block diagram for a circulating current-free cycloconverter control circuit.
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FIGURE 18.30 Block diagram of a variable-voltage variable-frequency three-phase reference source.

reference voltage signal is also used for the group selection,
and a threshold band is introduced in the current signal
detection to avoid inadvertent switching of the converters.
Further, a delay circuit provides a blanking period of appro-
priate duration between the converter groups switching to
avoid line-to-line short circuits [10]. In some schemes, the
delays are not introduced when a small circulating current
is allowed during cross-over instants limited by reactors of
limited size, and this scheme operates in the so-called “dual
mode” – circulating current and circulating current-free mode
for minor and major portions of the output cycle, respec-
tively. A different approach to the converter group selection,
based on the closed-loop control of the output voltage where
a bias voltage is introduced between the voltage transfer char-
acteristics of the converters to reduce circulating current, is
discussed in [8].

Improved Control Schemes: With the development of micro-
processors and PC-based systems, digital software control has
taken over many tasks in modern cycloconverters, particularly
in replacing the low-level reference waveform generation
and analog signal comparison units. The reference wave-
forms can be easily generated in the computer, stored in the

EPROMs and accessed under the control of a stored pro-
gram and microprocessor clock oscillator. The analog signal
voltages can be converted to digital signals by using analog-
to-digital converters (ADCs). The waveform comparison can
then be made with the comparison features of the micro-
processor system. The addition of time delays and intergroup
blanking can also be achieved with digital techniques and com-
puter software. A modification of the cosine firing control
using communication principles, such as regular sampling in
preference to the natural sampling (discussed so far) of the
reference waveform, yielding a stepped sine wave before com-
parison with the cosine wave [11] has been shown to reduce
the presence of sub harmonics (discussed later) in the circulat-
ing current-cycloconverter and facilitate microprocessor-based
implementation, as in the case of PWM inverter.

For a six-pulse noncirculating current cycloconverter-fed
synchronous motor drive with a vector control scheme and
a flux observer, a PC-based hybrid control scheme (a com-
bination of analog and digital control) has been reported in
[12]. Here, the functions such as comparison, group selection,
blanking between the groups and triggering signal generation,
filtering and phase conversion are left to the analog controller
and digital controller that take care of more serious tasks such
as voltage decoupling for current regulation, flux estimation
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using observer, speed, flux and field current regulators using
PI-controllers, position and speed calculation leading to an
improvement of sampling time and design accuracy.

18.4.4 Cycloconverter Harmonics and Input
Current Waveform

The exact wave shape of the output voltage of the cycloconverter
depends on (1) the pulse number of the converter; (2) the ratio
of the output to input frequency (f o/fi); (3) the relative level
of the output voltage; (4) load displacement angle; (5) circu-
lating current or circulating current-free operation; and (6) the
method of control of the firing instants. The harmonic spec-
trum of a cycloconverter output voltage is different and more
complex than that of a phase-controlled converter. It has been
revealed [8] that because of the continuous “to-and-fro” phase
modulation of the converter firing angles, the harmonic dis-
tortion components (known as necessary distortion terms) have
frequencies which are sums and differences between multiples
of output and input supply frequencies.

Circulating Current-Free Operation: A derived general
expression for the output voltage of a cycloconverter with
circulating current-free operation [8] shows the following
spectrum of harmonic frequencies for the 3-pulse, 6-pulse,
and 12-pulse cycloconverters employing cosine modulation
technique:

3-pulse: foH =
∣∣3(2k − 1)fi ± 2nfo

∣∣ and
∣∣6kfi ± (2n+ 1)fo

∣∣
6-pulse: foH =

∣∣6kfi ± (2n+ 1)fo
∣∣

12-pulse: foH =
∣∣6kfi ± (2n+ 1)fo

∣∣ (18.30)

where k is any integer from 1 to infinity and n is any integer
from 0 to infinity.

It may be observed that for certain ratios of f o/f i, the order
of harmonics may be less or equal to the desired output fre-
quency. All such harmonics are known as subharmonics, since
they are not higher multiples of the input frequency. These
subharmonics may have considerable amplitudes (e.g., with a
50-Hz input frequency and 35-Hz output frequency, a subhar-
monic of frequency 3×50−4×35 = 10 Hz is produced whose
magnitude is 12.5% of the 35-Hz component [11]) and are dif-
ficult to filter and so objectionable. Their spectrum increase
with the increase of the ratio f o/f i and so limits its value at
which a tolerable waveform can be generated.

Circulating-Current Operation: For circulating-current ope-
ration with continuous current, the harmonic spectrum in the
output voltage is the same as that of the circulating current-
free operation except that each harmonic family now termi-
nates at a definite term, rather than having infinite number of

components. They are

3-pulse: foH
∣∣3(2k−1)fi±2nfo

∣∣ , n≤3(2k−1)+1

and
∣∣6kfi±(2n+1)fo

∣∣ , (2n+1)≤ (6k+1)

6-pulse: foH
∣∣6kfi±(2n+1)fo

∣∣ , (2n+1)≤(6k+1)

12-pulse: foH
∣∣6kfi±(2n+1)fo

∣∣ , (2n+1)≤(12k+1)
(18.31)

The amplitude of each harmonic component is a function
of the output voltage ratio for the circulating-current cyclo-
converter and the output voltage ratio as well as the load
displacement angle for the circulating current-free mode.

From the point of view of maximum useful attainable
output-to-input frequency ratio (f i/f o) with the minimum
amplitude of objectionable harmonic components, a guideline
is available in [8] for it as 0.33, 0.5, and 0.75 for 3-, 6-, and
12-pulse cycloconverter, respectively. However, with the mod-
ification of the cosine wave modulation timings like regular
sampling [11] in the case of circulating-current cycloconvert-
ers only and using a subharmonic detection and feedback control
concept [13, 14] for both circulating- and circulating-current-
free cases, the subharmonics can be suppressed and useful
frequency range for the naturally commutated cycloconverters
can be increased.

Other Harmonic Distortion Terms: Besides the harmonics
as mentioned, other harmonic distortion terms consisting of
frequencies of integral multiples of desired output frequency
appear, if the transfer characteristic between the output and
reference voltages is not linear. These are called unnecessary dis-
tortion terms which are absent when the output frequencies are
much less than the input frequency. Further, some practical dis-
tortion terms may appear due to some practical nonlinearities
and imperfections in the control circuits of the cycloconverter,
particularly at relatively lower levels of output voltage.

Input Current Waveform: Although the load current, partic-
ularly for higher pulse cycloconverters can be assumed to be
sinusoidal, the input current is more complex being made of
pulses. Assuming the cycloconverter to be an ideal switching
circuit without losses, it can be shown from the instantaneous
power balance equation that in cycloconverter supplying a
single-phase load, the input current has harmonic components
of frequencies (fI ± 2fo), called characteristic harmonic frequen-
cies which are independent of pulse number and they result
in an oscillatory power transmittal to the ac supply system.
In the case of cycloconverter feeding a balanced three-phase
load, the net instantaneous power is the sum of the three
oscillating instantaneous powers when the resultant power is
constant and the net harmonic component is much reduced
compared to that of a single-phase load case. In general, the
total rms value of the input current waveform consists of three
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components: in-phase, quadrature, and the harmonic. The
in-phase component depends on the active power output while
the quadrature component depends on the net average of the
oscillatory firing angle and is always lagging.

18.4.5 Cycloconverter Input
Displacement/Power Factor

The input supply performance of a cycloconverter such as dis-
placement factor or fundamental power factor, input power
factor, and the input current distortion factor are defined sim-
ilar to those of the phase-controlled converter. The harmonic
factor for the case of a cycloconverter is relatively complex as
the harmonic frequencies are not simple multiples of the input
frequency but are sums and differences between multiples of
output and input frequencies.

Irrespective of the nature of the load, leading, lagging, or
unity power factor, the cycloconverter requires reactive power
decided by the average firing angle. At low output voltage, the
average phase displacement between the input current and the
voltage is large and the cycloconverter has a low input displace-
ment and power factor. Besides load displacement factor and
output voltage ratio, another component of the reactive current
arises due to the modulation of the firing angle in the fabrica-
tion process of the output voltage [8]. In a phase-controlled
converter supplying dc load, the maximum displacement fac-
tor is unity for maximum dc output voltage. However, in the
case of the cycloconverter, the maximum input displacement
factor is 0.843 with unity power factor load [8, 15]. The dis-
placement factor decreases with reduction in the output voltage
ratio. The distortion factor of the input current is given by
(I1/I) which is always less than 1 and the resultant power fac-
tor (= distortion factor × displacement factor) is thus much
lower (around 0.76 maximum) than the displacement factor
and this is a serious disadvantage of the naturally commutated
cycloconverter (NCC).

18.4.6 Effect of Source Impedance

The source inductance introduces commutation overlap and
affects the external characteristics of a cycloconverter similar
to the case of a phase-controlled converter with the dc out-
put. It introduces delay in transfer of current from one SCR
to another, results in a voltage loss at the output and a modi-
fied harmonic distortion. At the input, the source impedance
causes “rounding off” of the steep edges of the input current
waveforms, resulting in reduction in the amplitudes of higher
order harmonic terms and a decrease in the input displacement
factor.

18.4.7 Simulation Analysis of Cycloconverter
Performance

The nonlinearity and discrete time nature of practical cyclo-
converter systems, particularly for discontinuous current con-
ditions make an exact analysis quite complex and a valuable

design and analytical tool is a digital computer simulation of
the system. Two general methods of computer simulation of the
cycloconverter waveforms for RL and induction motor loads
with circulating current and circulating current-free operation
have been suggested in [16] where one of the methods which
is very fast and convenient is the cross-over points method that
gives the cross-over points (intersections of the modulating and
reference waveforms) and the conducting phase numbers for
both P- and N-converters from which the output waveforms
for a particular load can be digitally computed at any interval
of time for a practical cycloconverter.

18.4.8 Power Quality Issues

Degradation of power quality (PQ) in a cycloconverter-fed
system due to subharmonics/interharmonics in the input
and the output has been a subject of recent studies [14, 17].
In [17], the study includes the impact of cycloconverter control
strategies on the total harmonic distortion (THD), distribu-
tion transformers, and communication lines while in [14],
the PQ indices are suitably defined and the effect on THD,
input/output displacement factor and input/output power fac-
tor for a cycloconverter-fed synchronous motor drive are stud-
ied together with a development of a simple feedback method
of reduction of subharmonics/low frequency interharmonics
for improvement of the power quality. The implementation
of this scheme, detailed in [14], requires a simple modifica-
tion of the control circuit of the cycloconverter in contrast to
the expensive power level active filters otherwise required for
suppression of such harmonics [18].

18.4.9 Forced Commutated Cycloconverter

The naturally commutated cycloconverter (NCC) with SCRs
as devices, so far discussed, is sometimes referred to as,
a restricted frequency changer as in view of the allowance
on the output voltage quality ratings, the maximum output
voltage frequency is restricted (f o	 fi), as mentioned ear-
lier. With devices replaced by fully controlled switches like
forced commutated SCRs, power transistors, IGBTs, GTOs,
etc., a forced commutated cycloconverter can be built where
the desired output frequency is given by f o= |fs − fi|, where
f s is the switching frequency, which may be larger or smaller
than the f i. In the case when f o≥ fi, the converter is called
unrestricted frequency changer (UFC) and when f o ≤ fi, it
is called a slow switching frequency changer (SSFC). The early
FCC structures have been comprehensively treated in [15].
It has been shown that in contrast with the NCC, when
the input displacement factor (IDF) is always lagging, in
UFC it is leading when the load displacement factor is lag-
ging and vice versa, and in SSFC, it is identical to that of
the load. Further, with proper control in an FCC, the input
displacement factor can be made unity displacement fac-
tor frequency changer (UDFFC) with concurrent composite
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in (a).

voltage waveform or controllable displacement factor fre-
quency changer (CDFFC), where P-converter and N-converter
voltage segments can be shifted relative to the output current
wave for control of IDF continuously from lagging via unity to
leading.

In addition to allowing bilateral power flow, UFCs offer an
unlimited output frequency range, offer good input voltage
utilization, do not generate input current and output volt-
age subharmonics and require only nine bidirectional switches
(Fig. 18.31) for a three-phase to three-phase conversion. The
main disadvantage of the structures treated in [15] is that they
generate large unwanted low-order input current and output
voltage harmonics which are difficult to filter out, particularly
for low output voltage conditions. This problem has largely
been solved with an introduction of an imaginative PWM volt-
age control scheme in [19], which is the basis of the newly
designated converter called the matrix converter (also known as
PWM cycloconverter) which operates as a generalized solid-state
transformer with significant improvement in voltage and input
current waveforms resulting in sine-wave input and sine-wave
output as discussed in the next section.

18.5 Matrix Converter

The matrix converter (MC) is a development of the FCC
based on bidirectional fully controlled switches, incorporating
PWM voltage control, as mentioned earlier. With the initial
progress made by Venturini [19–21], it has received consider-
able attention in recent years as it provides a good alternative
to the double-sided PWM voltage source rectifier–inverters
having the advantages of being a single stage converter with
only nine switches for three-phase to three-phase conversion
and inherent bidirectional power flow, sinusoidal input/output
waveforms with moderate switching frequency, possibility of
a compact design due to the absence of dc link reactive com-
ponents, and controllable input power factor independent of
the output load current. The main disadvantages of the matrix
converters developed so far are the inherent restriction of the
voltage transfer ratio (0.866), a more complex control, commu-
tation and protection strategy, and above all the nonavailability
of a fully controlled bidirectional high frequency switch inte-
grated in a silicon chip (triac, though bilateral, cannot be fully
controlled).
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TABLE 18.1 Three-phase/three-phase matrix converter switching combinations

Group a b c vab vbc vca iA iB iC SAa SAb SAc SBa SBb SBc SCa SCb SCc

A B C vAB vBC vCA ia ib ic 1 0 0 0 1 0 0 0 1
A C B −vCA −vBC −vAB ia ic ib 1 0 0 0 0 1 0 1 0
B A C −vAB −vCA −vBC ib ia ic 0 1 0 1 0 0 0 0 1

I B C A vBC vCA vAB ic ia ib 0 1 0 0 0 1 0 1 0
C A B vCA vAB vBC ib ic ia 0 0 1 1 0 0 0 1 0
C B A −vBC −vAB −vCA ic ib ia 0 0 1 0 1 0 1 0 0

A C C −vCA 0 vCA ia 0 −ia 1 0 0 0 0 1 0 0 1
B C C vBC 0 −vBC 0 ia −ia 0 1 0 0 0 1 0 0 1
B A A −vAB 0 −vAB −ia ia 0 0 1 0 1 0 0 1 0 0

II-A C A A vCA 0 −vCA −ia 0 ia 0 0 1 1 0 0 1 0 0
C B B −vBC 0 vBC 0 −ia ia 0 0 1 0 1 0 0 1 0
A B B vAB 0 −vAB ia −ia 0 1 0 0 0 1 0 0 1 0

C A C −vCA −vCA 0 ib 0 −ib 0 0 1 1 0 0 0 0 1
C B C −vBC vBC 0 0 ib −ib 0 0 1 0 1 0 0 0 1
A B A vAB −vAB 0 −ib ib 0 1 0 0 0 1 0 1 0 0

II-B A C A −vCA vCA 0 −ib 0 ib 1 0 0 0 0 1 1 0 0
B C B vBC −vBC 0 0 −ib ib 0 1 0 0 0 1 0 1 0
B A B −vAB vAB 0 ib −ib 0 0 1 0 1 0 0 0 1 0

C C A 0 vCA −vCA ic 0 −ic 0 0 1 0 0 1 1 0 0
C C B 0 −vBC vBC 0 ic −ic 0 0 1 0 0 1 0 1 0
A A B 0 vAB −vAB −ic ic 0 1 0 0 1 0 0 0 1 0

II-C A A C 0 −vCA vCA −ic 0 ic 1 0 0 1 0 0 0 0 1
B B C 0 vBC −vBC 0 −ic ic 0 1 0 0 1 0 0 0 1
B B A 0 −vAB vAB ic −ic 0 0 1 0 0 1 0 1 0 0

A A A 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0
III B B B 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0

C C C 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1

The power circuit diagram of the most practical three-
phase to three-phase (3φ–3φ) matrix converter is shown in
Fig. 18.31a which uses nine bidirectional switches so arranged
that any of the three input phases can be connected to
any output phase as shown in the switching matrix sym-
bol in Fig. 18.31b. Thus, the voltage at any input terminal
may be made to appear at any output terminal or termi-
nals while the current in any phase of the load may be
drawn from any phase or phases of the input supply. For the
switches, the inverse-parallel combination of reverse-blocking
self-controlled devices like power MOSFETs or IGBTs or tran-
sistor embedded diode bridge as shown have been used so far.
New perspective configuration of the bidirectional switch is to
use two RB-IGBTs with reverse blocking capability in antiparal-
lel, eliminating the diodes reducing the conducting losses in the
converter significantly. The circuit is called a matrix converter as
it provides exactly one switch for each of the possible connec-
tions between the input and the output. The switches should
be controlled in such a way that, at any time, one and only one
of the three switches connected to an output phase must be
closed to prevent “short circuiting” of the supply lines or inter-
rupting the load current flow in an inductive load. With these
constraints, it can be visualized that out of the possible 512

(= 29) states of the converter, only 27 switch combinations are
allowed as given in Table 18.1 which includes the resulting out-
put line voltages and input phase currents. These combinations
are divided into three groups. Group-I consists of six com-
binations when each output phase is connected to a different
input phase. In Group-II, there are three subgroups each hav-
ing six combinations with two output phases short-circuited
(connected to the same input phase). Group-III includes three
combinations with all output phases short-circuited.

With a given set of input three-phase voltages, any desired set
of three-phase output voltages can be synthesized by adopting a
suitable switching strategy. However, it has been shown [21, 22]
that regardless of the switching strategy, there are physical lim-
its on the achievable output voltage with these converters as
the maximum peak-to-peak output voltage cannot be greater
than the minimum voltage difference between two phases of
the input. To have complete control of the synthesized output
voltage, the envelope of the three-phase reference or target volt-
ages must be fully contained within the continuous envelope
of the three-phase input voltages. Initial strategy with the out-
put frequency voltages as references reported the limit as 0.5
of the input as shown in Fig. 18.32a. This can be increased to
0.866 by adding a third-harmonic voltage of input frequency
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(Vi/4) cos 3ωit to all target output voltages and subtracting
from them a third harmonic voltage of output frequency
(Vo/6) cos 3ωot as shown in Fig. 18.32b [21, 22]. However, this
process involves considerable amount of additional computa-
tions in synthesizing the output voltages. The other alternative
is to use the space vector modulation (SVM) strategy as used
in PWM inverters without adding third harmonic components
but it also yields the maximum voltage transfer ratio as 0.866.

An ac input LC filter is used to eliminate the switching rip-
ples generated in the converter and the load is assumed to
be sufficiently inductive to maintain continuity of the output
currents.

18.5.1 Operation and Control of the
Matrix Converter

The converter in Fig. 18.31 connects any input phase (A, B,
and C) to any output phase (a, b, and c) at any instant. When
connected, the voltages van, vbn, vcn at the output terminals are
related to the input voltages V Ao, V Bo, V Co as

⎡
⎣van

vbn

vcn

⎤
⎦ =

⎡
⎣SAa SBa SCa

SAb SBb SCb

SAc SBc SCc

⎤
⎦
⎡
⎣vAo

vBo

vCo

⎤
⎦ (18.32)

where SAa through SCc are the switching variables of the cor-
responding switches shown in Fig. 18.31. For a balanced linear
star-connected load at the output terminals, the input phase
currents are related to the output phase currents by

⎡
⎣iA

iB
iC

⎤
⎦ =

⎡
⎣SAa SAb SAc

SBa SBb SBc

SCa SCb SCc

⎤
⎦
⎡
⎣ia

ib
ic

⎤
⎦ (18.33)

Note that the matrix of the switching variables in Eq. (18.33) is
a transpose of the respective matrix in Eq. (18.32). The matrix
converter should be controlled using a specific and appropri-
ately timed sequence of the values of the switching variables,
which will result in balanced output voltages having the desired
frequency and amplitude, while the input currents are bal-
anced and in phase (for unity IDF) or at an arbitrary angle
(for controllable IDF) with respect to the input voltages. As the
matrix converter, in theory, can operate at any frequency, at the
output or input, including zero, it can be employed as a three-
phase ac–dc converter, dc/three-phase ac converter, or even a
buck/boost dc chopper and thus as a universal power converter.

The control methods adopted so far for the matrix con-
verter are quite complex and are subjects of continuing research
[21–38]. Out of several methods proposed for independent
control of the output voltages and input currents, two meth-
ods are of wide use and will be briefly reviewed here: (1) the
Venturini method based on a mathematical approach of trans-
fer function analysis and (2) the space vector modulation (SVM)
approach (as has been standardized now in the case of PWM
control of the dc link inverter).

Venturini Method: Given a set of three-phase input volt-
ages with constant amplitude V i and frequency f i=ωi/2π ,
this method calculates a switching function involving the duty
cycles of each of the nine bidirectional switches and generate
the three-phase output voltages by sequential piecewise sam-
pling of the input waveforms. These output voltages follow a
predetermined set of reference or target voltage waveforms and
with a three-phase load connected, a set of input currents Ii and
angular frequency ωi should be in phase for unity IDF or at a
specific angle for controlled IDF.

A transfer function approach is used in [29] to achieve the
above-mentioned features by relating the input and output
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voltages and the output and input currents as

⎡
⎣Vo1(t)

Vo2(t)
Vo3(t)

⎤
⎦ =

⎡
⎣m11(t) m12(t) m13(t)

m21(t) m22(t) m23(t)
m31(t) m32(t) m33(t)

⎤
⎦
⎡
⎣Vi1(t)

Vi2(t)
Vi3(t)

⎤
⎦ (18.34)

⎡
⎣Ii1(t)

Ii2(t)
Ii3(t)

⎤
⎦ =

⎡
⎣m11(t) m21(t) m31(t)

m12(t) m22(t) m32(t)
m13(t) m23(t) m33(t)

⎤
⎦
⎡
⎣Io1(t)

Io2(t)
Io3(t)

⎤
⎦ (18.35)

where the elements of the modulation matrix, mij(t) (i, j =
1, 2, 3) represent the duty cycles of a switch connecting output
phase i to input phase j within a sample switching interval. The
elements of mij(t) are limited by the constraints

0 ≤ mij(t) ≤ 1 and
3∑

j=1

mij(t) = 1 (i = 1, 2, 3)

The set of three-phase target or reference voltages to achieve
the maximum voltage transfer ratio for unity IDF is

⎡
⎣Vo1(t)

Vo2(t)
Vo3(t)

⎤
⎦ = Vom

⎡
⎣ cosωot

cos(ωot − 120◦)
cos(ωot − 240◦)

⎤
⎦+ vim

4

⎡
⎣cos(3ωit)

cos(3ωit)
cos(3ωit)

⎤
⎦

− Vom

6

⎡
⎣cos(3ωot)

cos(3ωot)
cos(3ωot)

⎤
⎦ (18.36)

where Vom and Vim are the magnitudes of output and
input fundamental voltages of angular frequencies ωo and ωi,
respectively. With V om ≤ 0.866 Vim, a general formula for the
duty cycles mij(t) is derived in [29]. For unity IDF condition,
a simplified formula is

mij= 1

3

{
1+2qcos(ω1t−2(j−1)60◦)

×
[

cos(ωot−2(i−1)60◦)+ 1

2
√

3
cos(3ωit)− 1

6
cos(3ωot)

]

− 2q

3
√

3

[
cos(4ωit−2(j−1)60◦)

−cos(2ωit−2(1− j)60◦)
]}

(18.37)

where i, j = 1, 2, 3 and q = Vom/Vim.
The method developed as above is based on a Direct Transfer

Function (DTF) approach using a single modulation matrix for
the matrix converter, employing the switching combinations
of all the three groups in Table 18.1. Another approach called
indirect transfer function (ITF) approach [23, 24] considers the
matrix converter as a combination of PWM voltage source
rectifier–PWM voltage source inverter (VSR–VSI) and employs

the already well-established VSR and VSI PWM techniques for
MC control utilizing the switching combinations of Group-
II and Group-III only of Table 18.1. The drawback of this
approach is that the IDF is limited to unity and the method
also generates higher and fractional harmonic components in
the input and the output waveforms.

SVM Method: The space vector modulation is a well-
documented inverter PWM control technique which yields
high voltage gain and less harmonic distortion compared to
the other modulation techniques. Here, the three-phase input
currents and output voltages are represented as space vec-
tors and SVM is simultaneously applied to the output voltage
and input current space vectors, while the matrix converter is
modeled as a rectifying and inverting stage by the indirect mod-
ulation method (Fig. 18.33). Applications of SVM algorithm
to control of matrix converters have appeared extensively in
the literature [27–37] and shown to have inherent capabil-
ity to achieve full control of the instantaneous output voltage
vector and the instantaneous current displacement angle even
under supply voltage disturbances. The algorithm is based on
the concept that the MC output line voltages for each switching
combination can be represented as a voltage space vector
defined by

vo = 2

3

[
vab + vbc exp(j120◦)+ vca exp(−j120◦)

]
(18.38)

Out of the three groups in Table 18.1, only the switching com-
binations of Group-II and Group-III are employed for the
SVM method. Group-II consists of switching state voltage vec-
tors having constant angular positions and are called active
or stationary vectors. Each subgroup of Group-II determines
the position of the resulting output voltage space vector and
the six state space voltage vectors form a six-sextant hexagon
used to synthesize the desired output voltage vector. Group-III
comprises the zero vectors positioned at the center of the out-
put voltage hexagon and these are suitably combined with the
active vectors for the output voltage synthesis.

The modulation method involves selection of the vectors
and their on-time computation. At each sampling period T s,
the algorithm selects four active vectors related to any possi-
ble combinations of output voltage and input current sectors in
addition to the zero vector to construct a desired reference volt-
age. The amplitude and the phase angle of the reference voltage
vector are calculated, and the desired phase angle of the input
current vector is determined in advance. For computation of
the on-time periods of the chosen vectors, these are combined
into two sets leading to two new vectors adjacent to the refer-
ence voltage vector in the sextant and having the same direction
as the reference voltage vector. Applying the standard SVM the-
ory, the general formulae derived for the vector on-times which
satisfy, at the same time, the reference output voltage and input
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FIGURE 18.33 Indirect modulation model of a matrix converter: (a) VSR–VSI conversion; (b) output voltage switching vector hexagon; and (c) input
current switching vector hexagon.

current displacement angle in [29] are

t1 = 2qTs√
3 cosφi

sin(60◦ − θo) · sin(60◦ − θi)

t2 = 2qTs√
3 cosφi

sin(60◦ − θo) · sin θi

t3 = 2qTs√
3 cosφi

sin θo · sin(60◦ − θi)

t4 = 2qTs√
3 cosφi

sin θo · sin θi

(18.39)

where q is voltage transfer ratio, φi is the input displacement
angle chosen to achieve the desired input power factor (with
φi = 0, a maximum value of q = 0.866 is obtained), θo and θi

are the phase displacement angles of the output voltage and
input current vectors, respectively, whose values are limited
within the 0–60◦ range. The on-time of the zero vector is

to = Ts −
4∑

i=1

ti (18.40)

The integral value of the reference vector is calculated over
one sample time interval as the sum of the products of the
two adjacent vectors and their on-time ratios and the process is
repeated at every sample instant.

Control Implementation and Comparison of the Two Met-
hods: Both the methods need a digital signal processor (DSP)
based system for their implementation. In one scheme [29] for
the Venturini method, the programmable timers, as available,
are used to time out the PWM gating signals. The processor
calculates the six switch duty cycles in each sampling interval,
converts them to integer counts and stores them in the memory
for the next sampling period. In the SVM method, an erasable
programmable read only memory (EPROM) is used to store
the selected sets of active and zero vectors and the DSP cal-
culates the on-times of the vectors. Then, with an identical
procedure as in the other method, the timers are loaded with
the vector on-times to generate PWM waveforms through suit-
able output ports. The total computation time of the DSP for
the SVM method has been found to be much less that of the
Venturini method. Comparison of the two schemes shows that
while in the SVM method the switching losses are lower, the
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Venturini method shows better performance in terms of input
current and output voltage harmonics.

A direct control method as used in conjunction with the
voltage source converters has been developed recently and
implemented with a 10-kVA matrix converter [38].

18.5.2 Commutation and Protection Issues in a
Matrix Converter

As the matrix converter has no dc link energy storage, any
disturbance in the input supply voltage will affect the output
voltage immediately and a proper protection mechanism has
to be incorporated, particularly against over-voltage from the
supply and over-current in the load side. As mentioned, two
types of bidirectional switch configurations have hitherto been
used, one, the transistor (now IGBT) embedded in a diode
bridge and the other, the two IGBTs in antiparallel with reverse
voltage blocking diodes. (shown in Fig. 18.31). In the latter
configuration, each diode and IGBT combination operates in
two quadrants only which eliminates the circulating currents
otherwise built up in the diode bridge configuration that can
be limited by only bulky commutation inductors in the lines.

Commutation: The MC does not contain freewheeling diodes
which usually achieve safe commutation in the case of other
converters. To maintain the continuity of the output cur-
rent as each switch turns off, the next switch in sequence
must be immediately turned on. In practice, with bidirectional
switches, a momentary short circuit may develop between the
input phases when the switches cross-over and one solution
is to use a semisoft current commutation using a multi-stepped
switching procedure to ensure safe commutation [39–41]. This
method requires independent control of each two quadrant
switches, sensing the direction of the load current and intro-
ducing a delay during the change of switching states. The
switching rule for proper commutation from S1 to S2 of
the arrangement shown in Fig. 18.34 for iL> 0 with the two
quadrant switches for four-stepped commutation [39, 41] is

S1A

S1B

S2A

S2B

R

LiL

+

+

V1

V2

FIGURE 18.34 Safe commutation scheme.

(a) turn off S1B, (b) turn on S2A, (c) turn off S1A, and (d) turn
on S2B.

Analogously, for iL< 0, the switching rule will be (a) turn
off S1A, (b) turn on S2B, (c) turn off S1B, and (d) turn on
S2A.

Typically, these commutation strategies are now imple-
mented using programmable logic devices such as field pro-
grammable gate array (FPGA), programmable logic device
(PLD) [41, 42], etc.

A robust voltage commutation scheme without sacrific-
ing the line side current waveform quality and with minimal
information requirement has been reported recently [43].

Protection Strategies: A clamp capacitor (typically 2 μF for a
3-kW permanent magnet (PM) motor) connected through two
three-phase full-bridge diode rectifiers involving additional 12
diodes as shown in Fig. 18.35 (a new configuration has been
reported in [44] where the number of additional diodes are
reduced to six using the antiparallel switch diodes at the input
and output lines of the MC) serves as a voltage clamp for
possible voltage spikes under normal and fault conditions.
A new passive protection strategy involving suppressor diodes
and varistors for excellent over-voltage protection is discussed
recently in [45], which allows the removal of the large and
expensive diode clamp. A snubberless solution for over-voltage
protection is presented in [46].

Input Filter: A three-phase single stage LC filter at the input
consisting of three capacitors in star and three inductors in
the line is used to adequately attenuate the higher order har-
monics and render sinusoidal input current. Typical values of
L and C based on a 415 V converter with a maximum line cur-
rent of 6.5 A and a switching frequency of 20 kHz are 3 mH and
1.5 μF only [47]. The filter may cause minor phase-shift in the
input displacement angle which needs correction.

Figure 18.36 shows typical experimental waveforms of out-
put line voltage and line current of an MC. The output line
current is mostly sinusoidal except a small ripple, when the
switching frequency is around 1 kHz only.

Supply

Diode clamp circuit

LC-filter
Matrix converter

IM

FIGURE 18.35 Diode clamp for matrix converter.
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(a)

(b)

FIGURE 18.36 Experimental waveforms for a matrix converter at 30-Hz
frequency from a 50-Hz input: (a) output line voltage and (b) output line
current.

18.5.3 Multilevel Matrix converter

Erickson and Al-Naseem [48] introduced a multilevel matrix
converter with four-quadrant dc link H-bridge switching cells
as shown in Fig 18.37 in 2001. These are suitable for medium
or high voltage ac-to-ac power conversion. The use of four
transistors in the switch cell of Fig. 18.37a allows the aver-
age current to be doubled , relative to the conventional matrix
converter whose four-quadrant switches are realized using two
transistors and two diodes. With dc capacitor, the switch cell is
capable of producing instantaneous voltages +V, 0, −V. These
converters can both increase and decrease the voltage ampli-
tude with arbitrary power factors. With series connection of
switch cells in each branch of the matrix, multilevel switch-
ing can be attained with device voltages locally clamped to
dc capacitor voltages. Several types of multilevel matrix con-
verter topologies have been proposed, over the years, including
a novel capacitor-clamped one and with space vector modula-
tion [49, 50]. In [50], the converter utilizes flying capacitors to
balance voltage distribution of series connected bidirectional
switches and provide middle voltage levels.

n
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FIGURE 18.37 Multilevel matrix converter (a) configuration (b) switch symbol and (c) switch realization.

Recently, with cascaded combination of multiple MC
(Matrix Converter) modules, principles of high power multi-
modular matrix converters (MMMCs) built from three-input
two-output matrix converter (3 × 2 MC) have been presented
in [51] with modulation schemes to synthesize sinusoidal wave
forms on both sides of the converters. These topologies feature
modular design, bidirectional power flow and enable the use of
low-voltage power devices. They may serve as potential candi-
dates for high power applications where regenerative capability
and power density are of importance. However, the drawbacks
of them are large number of devices and the use of the input
transformer.

18.5.4 Sparse Matrix Converter

As described in [52], sparse matrix converters (SMC) are func-
tionally equivalent to conventional matrix converters (CMC)
but based on the structure of an indirect matrix converter
(IMC), Fig 18.38, with possibilities of a reduced number of
power devices and less control complexity. A CMC as shown
in 18.31a requires 9 bidirectional switches, usually constructed
using 18 IGBTs, to switch the three input phases between the
three out phases. The SMC (Fig. 18.39) is derived from the IMC
which is split into an input stage and output stage without any
capacitance in the DC Link. The input stage is arranged so that
only 9 switches are required, while the output stage has a stan-
dard 6 switch configuration. Thus, the SMC has a total of 15
switches compared to 18 for a CMC. The functional equiva-
lence, the controllability and the operating range of the SMC
is the same as CMC despite the reduced number of unipolar
turn-off power switches [52]. Further reduction of the num-
ber of IGBTs is possible with Ultra sparse matrix converter
(USMC) [53], Fig. 18.40 having 12 IGBTs, with restricted oper-
ation to a unidirectional power flow and controllability of the
phase displacement of input voltage and current fundamental
to±π /6 [53]. Very recently, a space vector modulation scheme
for an indirect 3-level sparse matrix converter (I3 SMC), which
is a combination of a three-level neutral clamped voltage source
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FIGURE 18.40 Ultra sparse matrix converter (USMC).

inverter and an indirect matrix converter has been discussed
in [54]. A 100-kHz SiC sparse matrix converter using 1300-V,
4-A SiC JFET cascade devices have been reported in [55] which
is suitable for aircraft applications where a low volume/weight
converter is desired.

18.6 High Frequency Linked
Single-Phase to Three-Phase
Matrix Converters

Several kinds of single-phase to three-phase high frequency
(typically, 20 kHz) cycloconverters (actually, matrix convert-
ers with MCT switches) using “soft switching” were reported
for ac motor drive applications [56–58]. Figure 18.41 [56]
shows a typical configuration of such a converter in which
an H-bridge inverter produces a high-frequency single-phase
voltage, which is fed to the cycloconverter through a high-
frequency transformer. The high frequency ac may be either

sinusoidal generated by a resonant link inverter or quasi-
square wave as shown. These systems have been developed at
laboratories but not yet available commercially [56].

18.6.1 High Frequency Integral-Pulse
Cycloconverter

The input to these converters may be sinusoidal or quasi-square
wave and it is possible to use integral half-cycle pulse width
modulation (IPM) principle to synthesize the output voltage
waves. The advantage is that the devices can be switched at
zero voltage reducing the switching loss. This converter can
only work at output frequency, which are multiples of the input
frequency [56].

18.6.2 High-Frequency Phase-Controlled
Cycloconverter

Here, phase control principle as explained earlier is used to syn-
thesize the output voltage. A sawtooth carrier wave is compared
with the sine modulating wave to generate the firing instants of
the switches. The phase control provides switching at zero cur-
rent reducing switching loss but this scheme has more complex
control circuit compared to the previous one. However, it can
work at any frequency [57].

18.7 Applications of AC–AC Converters

18.7.1 Applications of AC Voltage Controllers

AC voltage controllers are used either for control of the
rms value of voltage or current in lighting control, domestic
and industrial heating, speed control of fan, pump or hoist
drives, soft starting of induction motors, etc. or as static ac
switches (on/off control) in transformer tap changing, tem-
perature control, speed stabilization of high inertia induction
motor drives like centrifuge, capacitor switching in static reac-
tive power compensation, etc.

In fan or pump drives with induction motors, the torque
varies as the square of the speed. So the speed control is
required in a narrow range and an ac voltage controller is suit-
able for an induction motor with a full load slip of 0.1–0.2 in
such applications. For these drives, braking or reverse opera-
tions are not needed but for the crane hoist drive, both motor-
ing and braking are needed and a four quadrant ac voltage
controller can be obtained by a modification of the ac voltage
controller circuit as shown in Fig. 18.42. SCR pairs A, B, and
C provide operation in quadrants I and IV and A, B, and C in
quadrants II and III. While changing from one set of SCR pairs
to another, care should be taken to ensure that the incoming
pair is activated only after the outgoing pair is fully turned off.

AC voltage controllers are being increasingly used for soft-
starting of induction motors, as they have a number of
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advantages over the conventional starters such as smooth accel-
eration and deceleration, ease in implementation of current
control, simple protection against single-phasing or unbal-
anced operation, reduced maintenance and losses, absence of
current inrush, etc. Even for the fixed-speed industrial applica-
tions, the voltage controllers can be used to provide a reduced
stator voltage to an induction motor to improve its efficiency
at light load and result in energy saving. Operation at an opti-
mum voltage reduces the motor flux which, in turn, reduces the
core-loss and the magnetizing component of the stator copper
loss. Considerable savings in energy can be obtained in appli-
cations where a motor operates at no load for a significant time
such as in drills, machine tools, woodworking machines, recip-
rocating air-compressors, etc. A popular approach to find an
optimum operating voltage is to maximize the motor power
factor by maintaining a minimum phase-shift between the
voltage and current after sensing them.

The ac switch with on/off control used in driving a high
inertia centrifuge involves switching on of the motor when the
speed of the centrifuge drops below the minimum allowable
level and switching off when the speed reaches the maximum
allowable level – thus maintaining a constant average speed.
An identical scheme of control is used with an ac switch for
temperature control of an electric heater or air conditioner.

Integral cycle control is well suited to heating control while
it may cause flicker in normal incandescent lighting control
and speed fluctuations in motor control. However, with this
control, less voltage distortion is produced in the ac supply sys-
tem and less radio-frequency interference is propagated when
compared with the phase-controlled system.

18.7.2 Applications of Cycloconverters

Cycloconverters as frequency changers essentially find well-
established applications in (1) high-power low-speed reversible
ac motor drives with constant-frequency input; and (2)
constant-frequency power supplies with a variable-frequency
input as in VSCF (variable-speed constant frequency) system,
whereas they find potential applications in (3) controllable
VAR (volt-amperes reactive) generators for power factor cor-
rection; and (4) ac system interties linking two independent
power systems as demonstrated in [15].

Variable Speed AC Drives: In this category, the applica-
tions of cycloconverter-controlled induction motor and syn-
chronous motor drives have been adequately reviewed in [9].
Cycloconverter-fed synchronous motors are well suited for
low-speed drives with high torque at standstill, and high-
capacity gear-less cement mills (tube or ball-mill above 5 MW)
have been the first applications of these drives.

Since 1960s, as developed by Siemens and Brown Boveri, one
of the early installations employs a motor rating of 6.4 MW
having a rotor diameter of 5 m and length of 18.5 m, whereas
the stator construction is similar to that of a hydroelec-
tric generator with 44 poles requiring 5.5 Hz for maximum
speed of 15 rpm. The motor is flanged with the mill cylin-
der without additional bearings or “wrapped” directly around
it, known as ring motor [59]. With the evolution of field
orientation or vector control, cycloconverter-fed synchronous
motors have replaced or are replacing the dc drives in the
reversing rolling mills (2/4 MW) with extreme high-dynamic
requirements for torque and speed control [60–62], in mine
winders and haulage [62, 63] of similar high ratings and in
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icebreakers and ships equipped with diesel generators with
power ratings of about 20 MW/unit [64]. In these applications,
the cycloconverter-fed synchronous motor is in self-controlled
mode and known as ac commutator-less motor when the cyclo-
converter firing signals are derived from a rotor shaft position
sensor, so that the frequency is slaved to the rotor speed and not
vice versa with the result that the hunting and stability prob-
lems are eliminated and the torque is not limited to pull-out
value. Further, with field control, the motor can be operated at
leading power factor when the cycloconverter can operate with
load commutation from the motor side at high speed in addi-
tion to the line commutation from the supply at low speed, thus
providing speed control over a wide range. A cycloconverter-
fed ac commutator-less motor is reported in [65] where the
cycloconverter is operated both in sinusoidal and trapezoidal
mode – the latter is attractive for better system power factor
and higher voltage output at the cost of increased harmonic
content [1]. A stator-flux oriented vector control scheme for
a six-pulse circulating current-free cycloconverter-fed syn-
chronous motor with a flux observer suitable for a rolling mill
drive (300–0–300 rpm) is reported in [12]. A 12-pulse, 9.64-
MVA, 120/33.1-Hz cycloconverter-linear synchronous motor
combination for Maglev Vehicle ML-500, a high-speed train,
(517 km/h) is in the process of development in Japan since
early 1980s [66]. Several recent projects involving very high-
power (larger than 15 MW) semiautogenous grinding (SAG)
mills with cycloconverter-fed synchronous motor drives in
mining applications in peru and Brazil are reported in [67].
Latest technological advances, applications, and future trends
of cycloconverters in industrial medium voltage drives have
been discussed in [68].

Regarding cycloconverter-fed induction motors, early appli-
cations were for control of multiple run-out table motors of a
hot strip mill, high performance servo drives, and controlled
slip-frequency drive for diesel electric locomotives. Slip-power
controlled drives in the form of static Scherbius drives with
very high ratings using cycloconverter in the rotor of a dou-
bly fed slip-ring induction motor have been in operation for
high capacity pumps, compressors [69], and even in a proton–
synchrotron accelerator drive in CERN, Geneva [70]. Though
synchronous motors have been preferred for very high-capacity
low-speed drives because of their high rating, ability to control
power factor, and precisely set speed independent of sup-
ply voltage and load variations, induction motors, because of
their absence of excitation control loop, simple structure, easy
maintainability, and quick response, have been installed for
cycloconverter-fed drives in Japan. For example, a seemless
tube piercing mill [71] where a squirrel cage 6-pole 3-MW,
188/300-rpm, 9.6/15.38-Hz, 2700-V motor is controlled by a
cycloconverter bank of capacity 3750 KVA and output voltage
3190 V.

Constant Frequency Power Supplies: Some applications such
as aircraft and naval ships need a well-regulated constant-

frequency power output from a variable-frequency ac power
source. For example, in aircraft power conversion, the alter-
nator connected to the engine operating at a variable speed
of 10,000–20,000 rpm provides a variable frequency output
power over 1200–2400 Hz range which can be converted to an
accurately regulated fixed frequency output power at 400 Hz
through a cycloconverter with a suitable filter placed within a
closed loop. The output voltages of the cycloconverter are pro-
portional to the fixed frequency (400 Hz) sine wave reference
voltage generator in the loop.

Both synchronous and induction motors can be used for
VSCF generation. The static Scherbius system can be modi-
fied (known as Kramer drive) by feeding slip-power through a
cycloconverter to a shaft mounted synchronous machine with
a separate exciter for VSCF generation. A new application in
very high power ratings of constant frequency variable speed
motor generators with cycloconverter is in pumped storage
schemes using reversible pump turbines for adaptation of the
generated power to varying loads or keeping the ac system fre-
quency constant. In 1993, a 400 MW variable speed pumped
storage system was commissioned by Hitachi at Okhawachi
hydropower plant [72] in Japan where the field windings
of a 20-pole generator/motor are excited with three-phase
low-frequency ac current via slip-rings by a 72-MVA, three-
phase 12-pulse line-commuted cycloconverter. The armature
terminals rated at 18 kV are connected to a 500-kV utility
grid through a step-up transformer. The output frequency of
the circulating current-free cycloconverter is controlled
within ± 5 Hz and the line frequency is 60 Hz. The variable
speed system has a synchronous speed of 360 rpm with a speed
range 330−390 rpm. The operational system efficiency in the
pump mode is improved by 3% when compared to the earlier
constant speed system.

Static VAR Generation: Cycloconverters with a high fre-
quency (HF) base, either a HF generator or an oscillating
LC tank, can be used for reactive power generation and con-
trol, replacing synchronous condensers or switched capacitors
as demonstrated in [15]. If the cycloconverter is controlled
to generate output voltage waves whose wanted components
are in phase with the corresponding system voltages, reactive
power can be supplied in either direction to the ac system
by amplitude control of the cycloconverter output voltages.
The cycloconverter will draw leading current from (that is, it
will supply lagging current to) the ac system when its out-
put voltage is greater than that of the system voltage and
vice versa.

Interties between AC Power Systems: The naturally commu-
tated cycloconverter (NCC) was originally developed for this
application to link a three-phase, 50-Hz ac system with a single-
phase 16 2

3 -Hz railway supply system in Germany in the 1930s.
Applications involve slip-power controlled motors with sub-
synchronous and super-synchronous speeds. The stator of the
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FIGURE 18.43 Schematic of a multicell matrix converter with 3 cells in series in each phase.

motor is connected to 50-Hz supply, which is connected to
the rotor as well as through a cycloconverter, and the motor
drives a single-phase synchronous generator feeding to 16 2

3 -
Hz system [73, 74]. A static asynchronous intertie between two
different systems of different frequency can be obtained by
using two NCCs in tandem, each with its input terminals con-
nected to a common HF base. As long as the base frequency is
appropriately higher than that of the either system, two system
frequencies can be either same or different. The power factor at
either side can be maintained at any desired level [15].

18.7.3 Applications of Matrix Converters and
New Developments

The practical applications of the matrix converters, as of now,
are very limited. The main reasons are (1) non-availability of
the bilateral fully controlled monolithic switches capable of
high frequency operation; (2) complex control law implemen-
tation; (3) an intrinsic limitation of the output/input voltage
ratio; and (4) commutation and protection of the switches. Till
date, the switches are assembled from existing discrete devices
resulting in increased cost and complexity, and only experi-
mental circuits of conventional matrix converters (CMC) of
capacity upto 150 kVA [75] for a single unit have been built.
However, with the advances in device technology, it is hoped
that the problems will be solved eventually, and the MC will not
only replace the NCCs in all the applications mentioned under
Section 18.7.2, but also take over from the PWM rectifier–
inverters as well. Already, interesting applications of multilevel
and multicell matrix converters for medium-voltage high-
power drives have been developed [76] Super energy-saving
multicell medium-voltage matrix converters (FSDrive-MX1S)
of rating 3 kV, 200–3000 kVA or 6 kV, 400–6000 kVA have been
built by Yaskawa Electric, Japan [77] where by intelligently
phase-shifting the carrier of each cell and combining them in
the motor windings, medium-voltages are achievable as shown
in Fig. 18.43. The salient features of these medium voltage
converters are as follows:

• Four quadrant operation;
• Excellent input current waveform due to multiple phase

shifting winding of the input transformer;

• Flexible design: Three cells in series yielding 3.3 kV,
200–3000 kVA and six cells in series yielding 6 kV, 400–
6000 kVA system;

• Excellent output voltage waveform due to multi-step con-
figuration.

The applications for these drives as recommended are as fol-
lows: with heavy loads that require regenerative energy such as
steel manufacturing process lines or cargo handling machinery,
and also that need power regeneration for a long period such
as winders for paper.

Recently, reverse blocking IGBTs have opened up the possi-
bility of bidirectional switch (BDS) construction for a practical
matrix converter with just two back-to-back devices [78–80].
A compact full matrix converter power module EconoMac [81]
in a single package using 18 IGBT devices (35 A, 1200 V) and
diodes in the common collector configuration (Fig. 18.44)
is available with Eupec/Siemens, Germany. This packaging
minimizes the stray inductance in the current commutation
paths. Fuji and Powerex have developed engineering samples
for matrix converter output leg in a module using RB-IGBTs.
A new power electronic building block (PEBB) configuration for
a low cost MC has been proposed in [82]. Recently, an efficient
approach to design discrete packaging of bidirectional resonant
power switch for matrix converters has been proposed by com-
puting the magnetic field orientation inside the switching cell
[83]. Several new concepts in protection, commutation, switch
design, and modulation strategy have been presented in [84].

FIGURE 18.44 EconoMac matrix converter module by Eupec [81].
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Several new methods like overmodulation [85], adaptive rate
regulation [86], and two-side modulation control [87] have
been introduced with experimental results to achieve higher
voltage transfer ratio. A matrix converter-based three-phase
open-end winding ac machine drive having matrix converters,
one at each side of the open-end winding with space vector
PWN has been recently described in [88] to achieve several
simultaneous benefits, such as converter voltage gain up to 1.5,
controllable grid power factor, and elimination of the high-
frequency common-mode voltage at the machine terminals.
A generalized scalar PWM (GSPWM) technique to reduce the
common-mode voltage in matrix converter without degrad-
ing the input currents’ quality has been studied in a recent
paper [89].

Design and loss comparison of matrix converters and dc-link
voltage source converters (VSC) have been discussed in [90,
91]. It is shown that although MC requires 50% more semi-
conductors and gate drives excluding clamp circuit, the active
silicon area and the number of gate unit power supplies are
comparable to that of VSC of the same power rating. The losses
of both converter systems are roughly the same at the typical
range of 40–70% of rated torque and speed and a switching fre-
quency of 10 kHz. The MC realizes a distinct better efficiency
(92.5–96%) at 100% torque compared with VSC for the same
IGBT modules. Also, the maximum switching frequency of the
MC (30 kHz at 250% rated torque) is also substantially higher.
The low losses allow a reduction of current ratings (by 33%)
of IGBT modules in MC. The extra harmonic losses due to
use of a matrix converter for a motor drive with two com-
monly used modulation techniques have been computed and
compared in [92].

Various potential applications of matrix converters have
been proposed, and experiments conducted in the field of
VSCF systems such as wind-turbine and micro-turbine [93],
switched mode power supplies [94], doubly fed induction
motor [95, 96] including wind power system applications [97],
and marine propulsion [98]. Few modern solutions for indus-
trial matrix converter applications including a new integrated
matrix converter motor (MCM) have been reported [99, 100].
The range of published practical implementations varies from
a 2-kW matrix converter using silicon carbide devices and
switching at 150 kHz for aerospace applications built at ETZ in
Zurikh, Switzerland to a 150 kVA converter using 600 A IGBTs
built at US army research labs in collaboration with the Uni-
versity of Nottingham, UK [42, 75]. A matrix converter using
MCTs with enhanced commutation times is described in [101].

The complex control schemes of matrix converter demand
higher test requirements and one of the modern means of test-
ing the controllers before final integration on actual apparatus
is to make hardware-in-the-loop (HIL) real-time simulation
tests as developed recently [102].

Matrix converter-fed adjustable speed drives (ASDs) have
the advantages of inherent four-quadrant operation, absence
of bulky dc-link electrolytic capacitors, clean input power

characteristics with high input power factor and increased
power density with the possibilities of operating at higher
temperatures. However, due to the absence of the dc link,
these are more susceptible to input power disturbances and
a ride-through module is needed to be added for these drives
under short-term power interruption. Such a module as devel-
oped with minimal addition of hardware and software into a
matrix converter (230 V, 3 kVA) has been reported in [103]. A
PWM modulation strategy for fault tolerant operation of the
matrix-converter-based drives against opened switch, opened
phase faults, and shorted winding failures has been proposed
in [104]. This can improve the reliability of the matrix con-
verter drives as it is possible to keep continuous by regu-
lating the two remaining phases after isolating the faulted
phase.

A novel application of a three-phase matrix converter as
the static conversion unit for a ground power-supply unit for
aircraft servicing has been presented in [105] to provide a com-
pact solution with no dc link and the capability to generate
a high quality 400-Hz sinusoidal waveformin the steady state.
A new type of single phase Z-source buck-boost matrix con-
verter has been proposed in [106], which can be used in various
industrial applications that require step-changed frequencies
and variable voltage amplitudes. A direct ac-ac current source
matrix converter for applications in industrial power systems
is introduced in [107]. A dynamic voltage restorer (DVR) sys-
tem employing matrix converter and flywheel storage has been
proposed in [108] to cope with voltage sag problem in power
system. The proposed topology eliminates the dc-link passive
components resulting in reduced maintenance requirement
and improved power density.
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19.1 Introduction

Today, our society has become very aware of the necessity of
the natural environment protection of our living plant in the
face of a programmed utilization of natural resource. Like the
earth, the utility power supply that we are now using was clean
when it was invented in nineteenth century. Over hundred
years, electrical power system has benefited people in every
aspect. Meanwhile, due to the intensive use of this utility, the
power supply condition becomes “polluted.” However, public
concern about the “dirty” environment in the power system
has not been drawn until the mid 1980s [1–6].

Since ac electrical energy is the most convenient form of
energy to be generated, transmitted, and distributed, ac power
systems had been swiftly introduced into industries and res-
idences since the turn of the twentieth century. With the
proliferation of utilization of electrical energy, more and more
heavy loads have been connected into the power system. Dur-
ing 1960s, large electricity consumers such as electrochemical
and electrometallurgical industries applied capacitors as VAR
compensator to their systems to minimize the demanded
charges from utility companies and to stabilize the supply
voltages. As these capacitors present low impedance in the sys-
tem, harmonic currents are drawn from the line. Owing to
the non-zero system impedance, line voltage distortion will be
incurred and propagated. The contaminative harmonics can

decline power quality and affect the system performance in
several ways:

(a) The line rms current harmonics do not deliver any real
power in Watts to the load, resulting in inefficient use
of equipment capacity (i.e. low power factor).

(b) Harmonics will increase conductor loss and iron loss
in transformers, decreasing transmission efficiency and
causing thermal problems.

(c) The odd harmonics are extremely harmful to a three-
phase system, causing overload of the unprotected
neutral conductor.

(d) Oscillation in power system should be absolutely pre-
vented in order to avoid endangering the stability of
system operation.

(e) High peak harmonic currents may cause automatic
relay protection devices to mistrigger.

(f) Harmonics could cause other problems such as elec-
tromagnetic interference to interrupt communication,
degrading reliability of electrical equipment, increas-
ing product defective ratio, insulation failure, audible
noise, etc.

Perhaps the greatest impact of harmonic pollution appeared
in early 1970s when static VAR compensators (SVCs) were
extensively used for electric arc furnaces, metal rolling mills,
and other high power appliances. The harmonic currents
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produced by partial conduction of SVC are odd order, which
are especially harmful to three-phase power system. Harmon-
ics can affect operations of other devices that are connected
to the same system and, in some situation, the operations of
themselves that generate the harmonics.

The ever deteriorated supply environment did not become
a major concern until the early 1980s when the first technical
standard IEEE519-1981 with respect to harmonic control at
point of common coupling (PCC) was issued [7]. The signif-
icance of issuing this standard was not only that it provided
the technical reference for design engineers and manufactures,
but also that it opened the door of research area of harmonic
reduction and power factor correction (PFC). Stimulated by
the harmonic control regulation, researchers and industry
users started to develop low-cost devices and power electronic
systems to reduce harmonics since it is neither economical nor
necessary to eliminate the harmonics.

Research on harmonic reduction and PFC has become
intensified in the early nineties. With the rapid development
in power semiconductor devices, power electronic systems
have matured and expanded to new and wide application
range from residential, commercial, aerospace to military and
others. Power electronic interfaces, such as switch mode power
supplies (SMPS), are now clearly superior over the tradi-
tional linear power supplies, resulting in more and more
interfaces switched into power systems. While the SMPSs are
highly efficient, but because of their non-linear behavior, they
draw distorted current from the line, resulting in high total
harmonic distortion (THD) and low power factor (PF).
To achieve a smaller output voltage ripple, practical SMPSs use
a large electrolytic capacitor in the output side of the single-
phase rectifier. Since the rectifier diodes conduct only when
the line voltage is higher than the capacitor voltage, the power
supply draws high rms pulsating line current. As a result, high
THD and poor PF (usually less than 0.67) are present in such
power systems [6–10]. Even though each device, individually,
does not present much serious problem with the harmonic
current, utility power supply condition could be deteriorated
by the massive use of such systems. In recent years, declining
power quality has become an important issue and continues
to be recognized by government regulatory agencies. With
the introduction of compulsory and more stringent techni-
cal standard such as IEC1000-3-2, more and more researchers
from both industries and universities are focusing in the area
of harmonic reduction and PFC, resulting in numerous cir-
cuit topologies and control strategies. Generally, the solution
for harmonic reduction and PFC are classified into passive
approach and active approach. The passive approach offers
the advantages of high reliability, high power handling capa-
bility, and easy to design and maintain. However, the operation
of passive compensation system is strongly dependent on the
power system and does not achieve high PF. While the pas-
sive approach can be still the best choice in many high power
applications, the active approach dominates the low to medium

power applications due to their extraordinary performance (PF
and efficiency approach to 100%), regulation capabilities, and
high density. With the power handling capability of power
semiconductor devices being extended to megawatts, the active
power electronic systems tend to replace most of the passive
power processing devices [2–4].

Today’s harmonic reduction and PFC techniques to improve
distortion are still under development. Power supply industries
are undergoing the change of adopting more and more PFC
techniques in all off-line power supplies. This chapter presents
an overview of various active harmonic reduction and PFC
techniques in the open literature. The primary objective of
writing this chapter is to give a brief introduction of these
techniques and provide references for future researchers in this
area. The discussion here includes definition of THD and PF,
commonly used control strategies, and various types of con-
verter topologies. Finally, the possible future research trends
are stressed in the Summary Section.

19.2 Definition of PF and THD

Power factor is a very important parameter in power electronics
because it gives a measure of how effective the real power
utilization in the system is. It also represents a measure of
distortion of the line voltage and the line current and phase
shift between them. Referring to Fig. 19.1a, we define the input
power factor (PF) at terminal a-a′ as the ratio of the average
power and the apparent power measured at terminals a-a′ as
described in Eq. (19.1) [7, 9, 10]

Power Factor (PF) = Real Power (Average)

Apparent Power
(19.1)

where, the apparent power is defined as the product of rms
values of vs(t) and is(t).

In a linear system, because load draws purely sinusoidal
current and voltage, the PF is only determined by the phase
difference between vs(t) and is(t). Equation (19.1) becomes

PF = Is,rmsVs,rms cos θ

Is,rmsVs,rms
= cos θ (19.2)

where, Is,rms and Vs,rms are rms values of line current and line
voltage, respectively, and θ is the phase shift between line cur-
rent and line voltage. Hence, in linear power systems, the PF
is simply equal to the cosine of the phase angle between the
current and voltage. However, in power electronic system, due
to the non-linear behavior of active switching power devices,
the phase-angle representation alone is not valid. Figure 19.1b
shows that the non-linear load draws typical distorted line
current from the line. Calculating PF for distorted waveforms
is more complex when compared with the sinusoidal case. If
both line voltage and line current are distorted, then Eqs. (19.3)
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FIGURE 19.1 Non-linear load draws distorted line current.

and (19.4) give the Fourier expansion representations for the
line current and line voltage, respectively

is(t )= IDC+
∞∑

n=1

Isn sin(nωt+θin)

= IDC+Is1 sin(ωt+θi1)+
∞∑

n=2

Isn sin(nωt+θin) (19.3)

vs(t )=VDC+
∞∑

n=1

Vsn sin(nωt+θvn)

=VDC+Vs1 sin(ωt+θv1)+
∞∑

n=2

Vsn sin(nωt+θvn)

(19.4)

Applying the definition of PF given in Eq. (19.1) to the
distorted current and voltage waveforms of Eqs. (19.3) and
(19.4), PF may be expressed as

PF =

∞∑
n=1

Isn,rmsVsn,rms cos θn

Is,rmsVs,rms
=

∞∑
n=1

Isn,rmsVsn,rms cos θn

√
∞∑

n=1
I 2
sn,rms

∞∑
n=1

V 2
sn,rms

(19.5)

where, Vsn,rms and Isn,rms are the rms values of the nth har-
monic voltage and current, respectively, and θn is the phase
shift between the nth harmonic voltage and current.

Since most of power electronic systems draw their input
voltage from a stable line voltage source vs(t), the above expres-
sion can be significantly simplified by assuming the line voltage
is pure sinusoidal and distortion is only limited to is(t), i.e.

vs(t ) = Vs sin ωt (19.6)

is(t ) = distorted (non-sinusoidal) (19.7)

Then it can be shown that the PF can be expressed as

PF = Is1,rms

Is,rms
cos θ1 = kdist · kdisp (19.8)

where,

θ1: the phase angle between the voltage vs(t) and the
fundamental component of is(t);

Is1,rms : rms value of the fundamental component in line
current;

Is,rms : total rms value of line current;

kdist = Is1,rms /Is,rms : distortion factor;

kdisp = cos θ1: displacement factor.

Another important parameter that measure the percentage
of distortion is known as the current total harmonic distortion
(THDi) which is defined as follows

THDi =

√√√√√√
∞∑

n=2
I 2
sn,rms

I 2
s1,rms

=
√

1

k2
dist

− 1 (19.9)

Conventionally SMPSs use capacitive rectifiers in front of
the ac line which resulting in the capacitor voltage vc and high
rms pulsating line current il (t) as shown in Fig. 19.2, when
vl (t) is the line voltage. As a result, THDi is as high as 70% and
poor PF is usually less than 0.67.

vc(t)

il(t)

vl(t)

t

FIGURE 19.2 Typical waveforms in a poor PF system.
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As we can see from Eqs. (19.8) and (19.9), PF and THD
are related to distortion and displacement factors. Therefore,
improvement in PF, i.e. power factor correction (PFC), also
implies harmonic reduction.

19.3 Power Factor Correction

19.3.1 Energy Balance in PFC Circuits

Figure 19.3 shows a diagram of an ac–dc PFC unit. Let vl (t)
and il (t) be the line voltage and line current, respectively.
For an ideal PFC unit (PF = 1), we assume

vl (t ) = Vlm sin ωl t (19.10a)

il (t ) = Ilm sin ωl t (19.10b)

Power
Factor

Corrector

To power
converter

−vl(t) +
il (t)

FIGURE 19.3 Block diagram of ac–dc PFC unit.

| vl(t ) |

| il(t) |

t

pin(t )

Po=Pin

1/2 LiL2(t)

Wex(t)

t

t

Tl /2 Tl3Tl /4

I

II

Wex,max

Tl /4 3Tl /8Tl /8

FIGURE 19.4 Energy balance in PF corrector.

where, Vlm and Ilm are amplitudes of line voltage and line
current, respectively, and ωl is the angular line frequency.
The instantaneous input power is given by

pin(t ) = VlmIlm sin2 ωl t = Pin (1− cos 2ωl t ) (19.11)

where, Pin = 1/2VlmIlm is the average input power.
As we can see from Eq. (19.11), the instantaneous input

power contains not only the real power (average power) Pin

component but also an alternative component with frequency
2ωl (i.e. 100 or 120 Hz), shown in Fig. 19.4. Therefore, the
operation principle of a PFC circuit is to process the input
power in a certain way that it stores the excessive input energy
(area I in Fig. 19.4) when pin(t) is larger than Pin(=Po), and
releases the stored energy when pin(t) is less than Pin(=Po) to
compensate for area II.

The instantaneous excessive input energy, w(t), is given by

wex(t ) = Po

2ωl
(1− sin 2ωl t ) (19.12)

At t = 3Tl /8, the excessive input energy reaches the peak
value

wex ,max = Po

ωl
(19.13)

The excessive input energy has to be stored in the dynamic
components (inductor and capacitor) in the PFC circuit.
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In most of the PFC circuits, an input inductor is used to carry
the line current. For unity PF, the inductor current (or aver-
aged inductor current in switch mode PFC circuit) must be a
pure sinusoidal and in phase with the line voltage. The energy
stored in the inductor (1/2Li2

L(t )) cannot completely match the
change of the excessive energy as shown in Fig. 19.4. There-
fore, to maintain the output power constant, another energy
storage component (usually the output capacitor) is needed.

19.3.2 Passive Power Factor Corrector

Because of their high reliability and high power handling capa-
bility, passive power factor correctors are normally used in
high power line applications. Series tuned LC harmonic filter
is commonly used for heavy plant loads such as arc furnaces,
metal rolling mills, electrical locomotives, etc. Figure 19.5
shows a connection diagram of harmonic filter together with
line frequency switched reactor static VAR compensator. By
tuning the filter branches to odd harmonic frequencies, the
filter shunts the harmonic currents. Since each branch presents
capacitive at line frequency, the filter also provides capacitive
VAR for the system. The thyristor-controlled reactor keeps an
optimized VAR compensation for the system so that higher
PF can be maintained.

The design of the tuned filter PF corrector is particularly
difficult because of the uncertainty of the system impedance
and harmonic sources. Besides, this method involves too many
expensive components and takes huge space.

For the applications where power level is less than 10 kW, the
tuned filter PF corrector may not be a better choice. The most
common off-line passive PF corrector is the inductive-input
filter, shown in Fig. 19.6. Depending on the filter inductance,
this circuit can give a maximum of 90% PF. For operation
in continuous conduction mode (CCM), the PF is defined
as [11]

PF = 0.9√
1+ (0.075/K1)

2
(19.14)

5th 7th 11th 13th
Harmonic Filters

Reactor

SCR

Lo
ad

Static VAR
Compensator

ac line

FIGURE 19.5 Series tuned LC harmonic filter PF corrector.

vl(t)

L

C
R

FIGURE 19.6 Inductive-input PF corrector.

where

K1 = ωl L

πR
(19.15)

The PF corrector is simply a low pass inductive filter
as shown in Fig. 19.7, whose transfer function and input
impedance are given by

H (s) = 1

s2LC + sL/R + 1
(19.16)

Zin(s) = R
s2LC + sL/R + 1

sRC + 1
(19.17)

The above equations show that the unavoidable phase dis-
placement is incurred in the inductive-filter corrector. Because
the filter frequency of operation is low (line frequency), large
value inductor and capacitor have to be used. As a result,
the following disadvantages are presented in most passive PF
correctors:

(a) Only less than 0.9 PF can be achieved;
(b) THD is high;
(c) They are heavy and bulky;
(d) The output is unregulated;
(e) The dynamic response is poor;
(f) They are sensitive to circuit parameters;
(g) Optimization of the design is difficult.

L

C R

+

vin(t)

_

Zin

+

vo(t)

_

FIGURE 19.7 Low pass inductive filter.
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19.3.3 Basic Circuit Topologies of Active Power
Factor Correctors

In recent years, using the switched-mode topologies, many
circuits and control methods are developed to comply with
certain standard (such as IEEE Std 519 and IEC1000-3-2).
To achieve this, high-frequency switching techniques have
been used to shape the input current waveform success-
fully. Basically, the active PF correctors employ the six basic
converter topologies or their variation versions to accom-
plish PFC.

A. The Buck Corrector
Figure 19.8a shows the buck PF corrector. By using PWM
switch modeling technique [12], the circuit topology can be
modeled by the equivalent circuit shown in Fig. 19.8b. It
should be pointed out that the circuit model is a large signal
model, therefore analysis of PF performance based on this
model is valid. It can be shown that the transfer function and
input impedance are given by

H (s) = d

s2LC + sL/R + 1
(19.18)

Zin(s) = R

d2

s2LC + sL/R + 1

sRC + 1
(19.19)

where d is the duty ratio of the switching signal.
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diL(t )

dvin(t)

Zin

+

vo(t )

_

(b)

FIGURE 19.8 (a) Buck corrector and (b) PWM switch model for buck
corrector.

Notice that Eqs. (19.18) and (19.19) are different from
Eqs. (19.16) and (19.17), in that they have introduced the
control variable d. By properly controlling the switching duty
ratio to modulate the input impedance and the transfer func-
tion, a pure resistive input impedance and constant output
voltage can be approached. Thereby, unity PF and output reg-
ulation can both be achieved. These control techniques will be
discussed in the next section.

Comparing with the other type of high frequency PFC
circuits, the buck corrector offers inrush-current limiting,
overload or short-circuit protection, and over-voltage pro-
tection for the converter due to the existence of the power
switch in front of the line. Another advantage is that the out-
put voltage is lower than the peak of the line voltage, which
is usually the case normally desired. The drawbacks of using
buck corrector may be summarized as follows:

(a) When the output voltage is higher than the line volt-
age, the converter draws no current from the line,
resulting in significant line current distortion near the
zero-across of the line voltage;

(b) The input current is discontinuous, leading to high
differential mode EMI;

(c) The current stress on the power switch is high;
(d) The power switch needs a floating drive.

B. The Boost Corrector
The boost corrector and its equivalent PWM switch modeling
circuit are shown in Figs. 19.9a and b. Its transfer function and
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+
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_
diL(t)

dvo(t)

Zin

+

vo(t)

_

L

iL(t)

(b)

FIGURE 19.9 (a) Boost corrector and (b) PWM switch model of boost
corrector.
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input impedance are given by

H (s) = 1/d ′

s2
(
L/d ′2

)
C + s

(
L/d ′2

)
/R + 1

(19.20)

Zin(s) = d ′2R
s2
(
L/d ′2

)
C + s

(
L/d ′2

)
/R + 1

sRC + 1
(19.21)

where d ′ = 1− d .
Unlike in the buck case, it is interesting to note that in

the boost case, the equivalent inductance is controlled by the
switching duty ratio. Consequently, both the magnitude and
the phase of the impedance, and both the dc gain and the
pools of the transfer function are modulated by the duty ratio,
which implies a tight control of the input current and the
output voltage. Other advantages of boost corrector include
less EMI and lower switch current and grounded drive. The
shortcomings with the boost corrector are summarized as:

(a) The output voltage must be higher than the peak of line
voltage;

(b) Inrush-current limiting, overload, and over-voltage
protections are not available.

C. The Buck–Boost Corrector
The buck–boost corrector and its equivalent circuit are shown
in Figs. 19.10a and b. The expressions for transfer function

vl(t)
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S D
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d iL(t) d vo(t)
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_
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iL(t)
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(b)

FIGURE 19.10 (a) Buck–boost corrector and (b) PWM switch model
of buck–boost corrector.

and input impedance are

H (s) = d/d ′

s2
(
L/d ′2

)
C + s

(
L/d ′2

)
/R + 1

(19.22)

Zin(s) =
(

d ′

d

)2

R
s2
(
L/d ′2

)
C + s

(
L/d ′2

)
/R + 1

sRC + 1
(19.23)

The buck–boost corrector combines some advantages of the
buck corrector and the boost corrector. Like a buck corrector, it
can provide circuit protections and step-down output voltage,
and like a boost corrector its input current waveform and out-
put voltage can be tightly controlled. However, the buck–boost
corrector has the following disadvantages:

(a) The input current is discontinued by the power switch,
resulting in high differential mode EMI;

(b) The current stress on the power switch is high;
(c) The power switch needs a floating drive;
(d) The polarity of output voltage is reversed.

D. The Cuk, Sepic, and Zeta Correctors
Unlike the previous converters, the Cuk, Sepic, and Zeta
converters are fourth-order switching-mode circuits. Their cir-
cuit topologies for PFC are shown in Figs. 19.11a, b, and c,
respectively. Because there are four energy storage components
available to handle the energy balancing involved in PFC, sec-
ond harmonic output voltage ripples of these correctors are
smaller when compared with the second-order buck, boost,
and buck–boost topologies. These PF correctors are also able
to provide overload protection. However, the increased count
of components and current stress are undesired.

19.3.4 System Configurations of PFC
Power Supply

The most common configurations of ac–dc power supply with
PFC are two-stage scheme and one-stage (or single-stage)
scheme. In two-stage scheme as shown in Fig. 19.12a, a non-
isolated PFC ac–dc converter is connected to the line to create
an intermediate dc bus. This dc bus voltage is usually full
of second harmonic ripple. Therefore, followed by the ac–dc
converter, a dc–dc converter is cascaded to provide electrical
isolation and tight voltage regulation. The advantage of two-
stage structure PFC circuits is that the two power stages can be
controlled separately, and thus it makes it possible to have both
converters optimized. The drawbacks of this scheme are lower
efficiency due to twice processing of the input power, complex
control circuits, higher cost, and low reliability. Although the
two-stage scheme approach is commonly adopted in industry,
it received limited attention by the common research, since
the input stage and output stage can be studied independently.
One-stage scheme combines the PFC circuit and power con-
version circuit in one stage as shown in Fig. 19.12b. Due to its
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FIGURE 19.11 Fourth-order corrector: (a) Cuk corrector; (b) Sepic
corrector; and (c) Zeta corrector.

simplified structure, this scheme is potentially more efficient
and is very attractive in low to medium power level appli-
cations, particularly in those cost-sensitive applications. The
one-stage scheme, therefore becomes the main stream of con-
temporary research due to the ever-increasing demands for
inexpensive power supply in residential and office appliance.

For many single-stage PFC converters, one of the most
important issues is the slow dynamic response under line and
load changes. To remove the low frequency ripple caused by
the line (120 Hz) from the output and keep a nearly constant
operation duty ratio, a large volume output capacitor is nor-
mally used. Consequently, a low frequency pole (typically less
than 20 Hz) must be introduced into the feedback loop. This
results in very slow dynamic response of the system [13, 14].

To avoid twice power process in two-stage scheme, two con-
verters can be connected in parallel to form so-called parallel
PFC scheme [15]. In parallel PFC circuit, power from the ac
main to the load flows through two parallel paths, shown in
Fig. 19.12c. The main path is a rectifier, in which power is not
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FIGURE 19.12 System configurations of PFC power supply: (a) two-
stage scheme; (b) one-stage scheme; and (c) parallel scheme.

processed twice for PFC, whereas the other path processes the
input power twice for PFC purpose. It is shown that to achieve
both unity PF and tight output voltage regulation, only the
difference between the input and output power within a half
cycle (about 32% of the average input power) needs to be pro-
cessed twice [15]. Therefore, high efficiency can be obtained
by this method.

The continuous research in improving system PF has
resulted in countless circuit topologies and control strate-
gies. Classified by their principles to realize PFC, they can
be mainly categorized into discontinuous conduction mode
(DCM) input technique and continuous conduction mode
(CCM) shaping technique. The recent research interest in
DCM input technique is focused on developing PFC circuit
topologies with a single power switch, result in single-stage
single-switch converter (so-called S4-converter). The CCM
shaping technique emphasizes on the control strategy to
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achieve unity input PF. The hot topics in this line of research
are concentrated on degrading complexity of the control cir-
cuit and enhancing dynamic response of the system, resulting
in some new control methods. Figure 19.13 shows an overview
of these techniques based on conduction mode and system
configuration types.

19.4 CCM Shaping Technique

Like other power electronic apparatus, the core of a PFC unit
is its converter, which can operate either in DCM or in CCM.
As shall be discussed in the next section, the benefit from
DCM technique is that low-cost power supply can be achieved
because of its simplified control circuit. However, the peak
input current of a DCM converter is at least twice as high as
its corresponding average input current, which causes higher
current stresses on switches than that in a CCM converter,
resulting in intolerable conduction and switching losses as well
as transformer copper losses in high power applications. In
practice, DCM technique is only suitable for low to medium
level power application, whereas, CCM is used in high power
cases. However, a converter operating in CCM does not have
PFC ability inherently, i.e. unless a certain control strategy is
applied, the input current will not follow the waveform of line
voltage. This is why most of the research activities in improv-
ing PF under CCM condition have been focused on developing
new current shaping control strategies. Depending on the sys-
tem variable being controlled (either current or voltage), PFC
control techniques may be classified as current control and
voltage control. Current control is the most common control
strategy since the primary objective of PFC is to force the input
current to trace the shape of line voltage.

To achieve both PFC and output voltage regulation by using
a converter operating in CCM, multiloop controls are generally
used. Figure 19.14 shows the block diagram of ac–dc PFC
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FIGURE 19.14 Block diagram of PFC converter with CCM shaping
technique.

converter with CCM shaping technique, where, Hl is a line
voltage compensator, Hx is a controlled variable compensator,
and x(t) is the control variable that can be either current or
voltage.

Normally, in order to obtain a sinusoidal line current and
a constant dc output voltage, line voltage vl (t), output voltage
Vo , and a controlled variable x(t) need to be sensed. Depending
on whether the controlled variable x(t) is a current (usually the
line current or the switch current) or a voltage (related to the
line current), the control technique is called “current mode
control” or “voltage mode control,” respectively. In Fig. 19.14,
two control loops have been applied: the feedforward loop and
the feedback loops. The feedforward loop is also called “inner
loop” which keeps the line current to follow the line voltage in
shape and phase, while the feedback loop (also called “outer
loop”) keeps the output voltage to be tightly controlled. These
two loops share the same control command generated by the
product of output voltage error signal and the line voltage (or
rectified line voltage) signal.
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19.4.1 Current Mode Control

Over many years, different current mode control techniques
were developed. In this section, we will review several known
methods.

A. Average Current Control
In average current control strategy, the average line current
of the converter is controlled. It is more desired than the
other control strategies because the line current in a SMPS
can be approximated by the average current (per switching
cycle) through an input EMI filter. The average current con-
trol is widely used in industries since it offers improved noise
immunity, lower input ripple, and stable operation [13, 16–19].

Figure 19.15 shows a boost PFC circuit using average current
control strategy. In the feedforward loop, a low value resistor Rs

is used to sense the line current. Through the op-amp network
formed by Ri , Rimo , Rf , Cp , Cz , and A2, average line current
is detected and compared with the command current signal,
icmd , which is generated by the product of line voltage signal
and the output voltage error signal.

There is a common issue in CCM shaping technique, i.e.
when the line voltage increases, the line voltage sensor pro-
vides an increased sinusoidal reference for the feedforward
loop. Since the response of feedback loop is much slow than
the feedforward loop, both the line voltage and the line cur-
rent increase, i.e. the line current is heading to wrong changing
direction (with the line voltage increasing, the line current
should decrease). This results in excessive input power, caus-
ing overshoot in the output voltage. The square block, x2, in
the line voltage-sensing loop shown in Fig. 19.15 provides a
typical solution for this problem. It squares the output of the
low-pass filter (LPF), which is in proportion to the amplitude
of the line voltage, and provides the divider (A ∗ B)/C with a
squared line voltage signal for its denominator. As a result, the
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amplitude of the sinusoidal reference icmd is negatively propor-
tional to the line voltage, i.e. when the line voltage changes, the
control circuit leads the line current to change in the opposite
direction, which is the desired situation. The detailed analysis
and design issues can be found in [16–18].

As it can be seen, the average current control is a very
complicated control strategy. It requires sensing the inductor
current, the input voltage, and the output voltage. An amplifier
for calculating the average current and a multiplier are needed.
However, because of today’s advances made in IC technology,
these circuits can be integrated in a single chip.

B. Variable Frequency Peak Current Control
Although the average current control is a more desired strategy,
the peak current control has been widely accepted because it
improves the converter efficiency and has a simpler control
circuit [14, 20–24]. In variable frequency peak control strategy,
shown in Fig. 19.16, the output error signal k(t) is fed back
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FIGURE 19.16 Block diagram for variable frequency peak current
control.
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through its outer loop. This signal is multiplied by the line
voltage signal αv1(t) to form a line current command signal
icmd (t) (icmd (t) = αk(t ) · v1(t)). The command signal icmd (t) is
the desired line current shape since it follows the shape of the
line voltage. The actual line current is sensed by a transducer,
resulting in signal βi1(t) that must be reshaped to follow icmd (t)
by feeding it back through the inner loop. After comparing the
line current signal βi1(t) with the command signal icmd (t), the
following control strategies can be realized, depending on its
logic circuit:

Constant on-time control: Its input current waveform is given
in Fig. 19.17a. Letting the fixed on-time to be Ts , the control
rules are:

• At t = tk when βi1(tk ) = icmd (tk ), S is turned on;
• At t = tk + Ton , S is turned off.

Constant off-time control: The input current waveform is
shown in Fig. 19.17b. Assuming the off-time is Toff , the control
rules are:

• At t = tk when βi1(tk ) = icmd (tk ), S is turned off;
• At t = tk + Toff , S is turned on.

C. Constant Frequency Peak Current Control
Generally speaking, to make it easier to design the EMI filter
and to reduce harmonics, constant switching frequency ac–dc
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FIGURE 19.17 Input current waveforms for variable frequency peak
current control: (a) constant on-time control and (b) constant off-time
control.
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PFC converter is preferred. Based on the block diagram shown
in Fig. 19.18, with Ts is the switching period, the following
control rules can be considered to realize a constant frequency
peak current control (shown in Fig. 19.19b):

• At t = nT s , S is turned on;
• At t = tn when βi1(tn) = icmd (tn), S is turned off.
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The logic circuit for the above control rules can be real-
ized by using an R–S flip-flop with a constant frequency
setting clock pulse (CP), as shown in Fig. 19.18. Unfortu-
nately, this logic circuit will result in instability when the duty
ratio exceeds 50%. This problem can be solved by subtracting
a stabilizing ramp signal from the original command signal.
Figure 19.19a shows a complete block diagram for typical con-
stant frequency peak current control strategy. The line current
waveform is shown in Fig. 19.19b.

It should be noticed that in both variable frequency and
constant frequency peak current control strategies, either the
input current or the switch current could be controlled. Thus
it makes possible to apply these control methods to buck type
converters. There are several advantages of using peak current
control:

• The peak current can be sensed by current transformer,
resulting in reduced transducer loss;

• The current-error compensator for average control
method has been eliminated;

• Low gain in the feedforward loop enhances the system
stability;

• The instantaneous pulse-by-pulse current limit leads to
increased reliability and response speed.

However the three signals, line voltage, peak current, and
output voltage signals, are still necessary to be sensed and
multiplier is still needed in each of the peak current con-
trol method. Comparing with the average current control
method, the input current ripple of these peak current con-
trol methods may be high when the line voltage is near
the peak value. As a result, considerable line current distor-
tion exists under high line voltage and light low operation
conditions.

D. Hysteresis Control
Unlike the constant on-time and the constant off-time con-
trol, in which only one current command is used to limit
either the minimum input current or the maximum input
current, the hysteresis control has two current commands,
ihcmd (t) and ilcmd (t) (ilcmd (t ) = δihcmd (t)), to limit both
the minimum and the maximum of input current [25–28].
To achieve smaller ripple in the input current, we desire a
narrow hyster-band. However, the narrower the hyster-band,
the higher the switching frequency. Therefore, the hyster-band
should be optimized based on circuit components such as
switching devices and magnetic components. Moreover, the
switching frequency varies with the change of line voltage,
resulting in difficulty in the design of the EMI filter. The
circuit diagram and input current waveform are given in
Figs. 19.20a and b, respectively. When βi1(t ) ≥ ihcmd (t), a
negative pulse is generated by comparator A1 to reset the
R–S flip-flop. When βi1(t ) ≤ ilcmd (t), a negative pulse is

(a)

tk tk+Ts

ihcmd(t)

β i1(t)

t

ilcmd(t)

tk+1

(b)

Line

Vref

Logic
& drive

ac-dc
converter

S

H(s) Ao +

−

A1

+
v1(t)

i1(t)

+
Vo
−

i1(t)

av1

ilcmd(t)

k(t)

Q

Q

SET

CLRS

R

A2

ihcmd(t)

+

−

+

−
δ

β

FIGURE 19.20 Hysteresis control: (a) block diagram for hysteresis
control and (b) line current waveform of hysteresis control.

generated by comparator A2 to set the R–S flip-flop. The
control rules are:

• At t = tk when βi1(tk ) = ilcmd (t), S is turned on;
• At t = tk+1βi1(tk+1) = ihcmd (t), S is turned off;
• When βi1(t ) = ihcmd (t ) = ilcmd (t), S stays off or on.

Like the above mentioned peak current control meth-
ods, the hysteresis control method has simpler implementa-
tion, enhanced system stability, and increased reliability and
response speed. In addition, it has better control accuracy
than that the peak current control methods have. However,
this improvement is achieved on the penalty of wide range
of variation in the switching frequency. It is also possible
to improve the hysteresis control in a constant frequency
operation [29, 30], but usually this will increase the complexity
of the control circuit.

E. Charge Control
In order to make the average control method to be applicable
for buck-derived topologies where the switch current instead
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of the inductor current needs to be controlled, an alternative
method to realize average current control, namely, charge con-
trol was proposed in [31–33]. Since the total charge of the
switch current per switching cycle is proportional to the aver-
age value of the switch current, the average current can be
detected by a capacitor-switch network. Figure 19.21 shows
a block diagram for charge control. The switch current is
sensed by current transformer T1 and charges the capacitor
CT to form average line current signal. As the switch current
increases, the charge on capacitor CT also increases. When
the voltage reaches the control command vc , the power switch
turns off. At the same time, the switch Sd turns on to reset
the capacitor. The next switching cycle begins with the power
switch turning on and the switch Sd turning off by a clock
pulse.

The advantages of charge control are:

• Ability to control average switch current;
• Better switching noise immunity than peak current

control;
• Good dynamic performance;
• Elimination of turn off failure in some converters (e.g.

multiresonant converter) when the switch current reaches
its maximum value.

The disadvantages are:

• Synthesis of the reference vc still requires sensing both
input and output voltage and use of a multiplier;

• Subharmonic oscillation may exist.

F. Non-linear-carrier (NLC) Control
To further simplify the control circuitry, non-linear-carrier
control methods were introduced [34, 35]. In CCM opera-
tion, since the input voltage is related to the output voltage
through the conversion ratio, the input voltage information
can be recovered by the sensed output voltage signal. Thus
the sensing of input voltage can be avoided, and therefore, the
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multiplier is not needed, resulting in significant simplification
in the control circuitry. However, complicated NLC waveform
generator and its designs are involved. Figure 19.22 shows
the block diagram of the NLC charge control first introduced
in [34].

19.4.2 Voltage Mode Control

Generally, current mode control is preferred in current source
driven converters, as the boost converter. To develop con-
trollers for voltage source driven converter, like the buck
converter and to improve dynamic response, voltage mode
control strategy was proposed [36, 37]. Figure 19.23 shows
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FIGURE 19.23 Input circuit and phasor diagram for voltage control:
(a) input circuit of voltage control ac–dc converter; (b) simplified input
circuit; and (c) phasor diagram.
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the input circuit of an ac–dc converter and its phasor diagram
representation, where φ is the phase shift between the line cur-
rent and the capacitor voltage. An LC network could be added
to the input either before a switch mode rectifier (SMR) or
after a passive rectifier to perform such kind of control. In
boost type converter, the inductor Li is the input inductor. It
can be seen from the phasor diagram that to keep the line
current in phase with the line voltage, we can either control
the capacitor voltage or the inductor voltage. If the capacitor
voltage is chosen as controlled variable, the control strategy is
known as delta modulation control.

A. Capacitor Voltage Control
Figure 19.24 gives a SMR with PFC using capacitor voltage
control [36]. The capacitor voltage vc1(t) is forced to track a
sinusoidal command v∗c1(t) signal to indirectly adjust the line
current in phase with the line voltage. The command signal is
the product of the line voltage signal with a phase shift of φ

and the feedback error signal. The phase shift φ is a function of
the magnitudes of line voltage and line current, therefore the
realization of a delta control is not really simple. In addition,
since φ is usually very small, a small change in capacitor voltage
will cause a large change in the inductor voltage, and hence
in the line current. Thus it make the circuit very sensitive to
parameter variations and perturbations.

B. Inductor Voltage Control
To overcome the above shortcomings, inductor voltage control
strategies was reported in [37]. Figure 19.25 shows an SMR
with PFC using inductor voltage control. As the phase differ-
ence between the line voltage and the inductor voltage is fixed
at 90◦ ideally, the control circuit is simpler in implementation
than that of capacitor voltage control. As the inductor volt-
age is sensitive to the phase shift φ, but not sensitive to the
change in magnitude of reference, the inductor voltage control
method is more effective in keeping the line current in phase
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with the line voltage. However, in the implementations of both
the two kinds of voltage control methods hysteresis technique
is normally used. Therefore, unlike the previous current mode
control, variable frequency problem is encountered in these
control methods.

Generally speaking, by using CCM shaping technique, the
input current can trace the wave shape of the line voltage
well. Hence the PF can be improved efficiently. However, this
technique involves in the designing of complicated control cir-
cuits. Multiloop control strategy is needed to perform input
current shaping and output regulation. In most CCM shap-
ing techniques, current sensor, and multiplier are required,
which results in higher cost in practical applications. In some
cases, variable frequency control is inevitable, resulting in addi-
tional difficulties in its closedloop design. Table 19.1 gives a
comparison among these control methods.

19.5 DCM Input Technique

To get rid of the complicated control circuit invoked by CCM
shaping technique and reduce the cost of the electronic inter-
face, DCM input technique can be adopted in low power to
medium power level application.

In DCM, the inductor current of the core converter is no
longer a valid state variable since its state in a given switch-
ing cycle is independent of the value in the previous switching
cycle [38]. The peak of the inductor current is sampling the
line voltage automatically, resulting in sinusoidal-like average
input current (line current). This is why DCM input circuit
is also called “voltage follower” or “automatic controller.” The
benefit of using DCM input circuit for PFC is that no feedfor-
ward control loop is required. This is also the main advantage
over a CCM PFC circuit, in which multiloop control strategy
is essential. However, the input inductor operating in DCM
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TABLE 19.1 Comparison of CCM shaping techniques

Average VF peak-current CF peak-current Hysteresis Charge Non-linear Capacitor Inductor
current carrier voltage voltage

Input ripple Low High High Low Low Low Low Low
Switching

frequency
Constant Variable Constant Variable Constant Constant Variable Variable

Dynamic
response

Slow Slow Slow Fast Fast Fast Fast Fast

Control signal
sensed for
inner loop

Input current
& input
voltage

Input (or switch)
current & input
voltage

Input (or switch)
current & input
voltage

Input current
& input
voltage

Input (or switch)
current & input
voltage

Input (or
switch)
current

Input voltage
& capacitor
voltage

Input voltage
& inductor
voltage

Inner loop E/A Yes No No Yes No No No No
Multiplier Yes Yes Yes Yes Yes No Yes Yes

cannot hold the excessive input energy because it must release
all its stored energy before the end of each switching cycle. As
a result, a bulky capacitor is used to balance the instantaneous
power between the input and output. In addition, in DCM, the
input current is normally a train of triangle pulses with nearly
constant duty ratio. In this case, an input filter is necessary for
smoothing the pulsating input current.

19.5.1 Power Factor Correction Capabilities of
the Basic Converter Topologies in DCM

The DCM input circuit can be one of the basic dc–dc converter
topologies. However, when they are applied to the rectified line
voltage, they may draw different shapes of average line current.
In order to examine the PFC capabilities of the basic con-
verters, we first investigate their input characteristics. Because
the input currents of these converters are discrete when they
are operating in DCM, only averaged input currents are con-
sidered. Since switching frequency is much higher than the
line frequency, let’s assume the line voltage is constant in a
switching cycle. In steady state operation, the output voltage is
nearly constant and the variation in duty ratio is slight. There-
fore, constant duty ratio is considered in deriving the input
characteristics.

A. Buck Converter
The basic buck converter topology and its input current wave-
form when operating in DCM are shown in Figs. 19.26a and b,
respectively. It can be shown that the average input current in
one switching cycle is given by

i1,avg (t ) = 1

Ts

[
1

2
· DTs · v1(t )− Vo

L
DTs

]
(19.24)

= D2Ts

2L
v1(t )− D2Ts

2L
Vo

Figure 19.26c shows that the input voltage–input current
I–V characteristic consists of two straight lines in quadrants

I and III. It should be noted that these straight lines do not
go through the origin. When the rectified line voltage v1(t) is
less than the output voltage Vo , negative input current would
occur. This is not allowed because the bridge rectifier will block
the negative current. As a result, the input current is zero near
the zero crossing of the line voltage, as shown in Fig. 19.26c.
Actually, the input current is distorted simply because the buck
converter can work only under the condition when the input
voltage is larger than the output voltage. Therefore, the basic
buck converter is not a good candidate for DCM input PFC.

B. Boost Converter
The basic boost converter and its input current waveform
are shown in Figs. 19.27a and b, respectively. The input I–V
characteristic can be found as follows

i1,avg (t ) = 1

Ts

[
1

2
· (D + D1) Ts

v1(t )

L
DTs

]
(19.25)

= D2Ts

2L

v1(t )Vo

Vo − v1(t )

where, D1Ts is the time during which the inductor current
decreases from its peak to zero.

By plotting Eq. (19.25), we obtain the input I–V charac-
teristic curve as given in Fig. 19.27c. As we can see that as
long as the output voltage is larger than the peak value of the
line voltage in certain range, the relationship between v1(t)
and i1,avg (t) is nearly linear. When the boost converter is con-
nected to the line, it will draw almost sinusoidal average input
current from the line, shown as in Fig. 19.27c. As one might
notice from Eq. (19.25) that the main reason to cause the non-
linearity is the existence of D1. Ideally, if D1 = 0, the input I–V
characteristic will be a linear one.

Because of the above reasons, boost converter is compa-
rably superior to most of the other converters when applied
to do PFC. However, it should be noted that boost converter
can operate properly only when the output voltage is higher
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than its input voltage. When low voltage output is needed, a
stepdown dc–dc converter must be cascaded.

C. Buck–Boost Converter
Figure 19.28a shows a basic buck–boost converter. The aver-
aged input current of this converter can be found according to
its input current waveform, shown in Fig. 19.28b.

i1,avg (t ) = D2Ts

2L
v1(t ) (19.26)

Equation (19.26) gives a perfect linear relationship between
i1,avg (t) and v1(t), which proves that a buck–boost has an
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FIGURE 19.27 Input I–V characteristic of basic boost converter oper-
ating in DCM: (a) boost converter; (b) input current; and (c) input
I–V characteristic.

excellent automatic PFC property. This is because the input
current of buck–boost converter does not related to the dis-
charging period D1. Its input I–V characteristics and input
voltage and current waveforms are shown in Fig. 19.28c.
Furthermore, because the output voltage of buck–boost con-
verter can be either larger or smaller than the input voltage,
it demonstrates strong availability for DCM input technique
to achieve PFC. So, theoretically buck–boost converter is a
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perfect candidate. Unfortunately, this topology has two limi-
tations: (1) the polarity of its output voltage is reversed, i.e.
the input voltage and the output voltage don’t have a com-
mon ground; and (2) it needs floating drive for the power
switch. The first limitation circumscribes this circuit into a
very narrow scope of applications. As a result, it is not widely
used.

D. Flyback Converter
Flyback converter is an isolated converter whose topology and
input current waveform are shown in Figs. 19.29a and b,
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FIGURE 19.29 Input I–V characteristic of basic flyback converter
operating in DCM: (a) flyback converter and (b) input current.

respectively. The input voltage–input current relationship is
similar to that of buck–boost converter

i1,avg (t ) = D2Ts

2Lm
v1(t ) (19.27)

where, Lm is the magnetizing inductance of the output
transformer.

Therefore, it has the same input I–V characteristic, and
hence the same input voltage and input current waveforms
as those the buck–boost converter has, shown in Fig. 19.29c.

Comparing with buck–boost converter, flyback converter
has all the advantages of the buck–boost converter. What’s
more, input–output isolation can be provided by flyback con-
verter. These advantages make flyback converter well suitable
for PFC with DCM input technique. Comparing with boost
converter, the flyback converter has better PFC and the output
voltage can be either higher or lower than the input voltage.
However, due to the use of power transformer, the flyback con-
verter has high di/dt noise, lower efficiency, and lower density
(larger size and heavier weight).

E. Forward Converter
The circuit shown in Fig. 19.30 is a forward converter.
In order to avoid transformer saturation, it is well-known
that forward converter needs the 3rd winding to demagnetize
(reset) the transformer. When a forward converter is connected
to the rectified line voltage, the demagnetizing current through
the 3rd winding is blocked by the rectifier diodes. Therefore,
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FIGURE 19.30 (a) Forward converter and (b) input current waveform.

forward converter is not available for PFC purpose unless a
certain circuit modification is applied.

F. Cuk Converter and Sepic Converter
It can be shown that Cuk converter and Sepic converter given
in Figs. 19.31a and b, respectively, have the same input I–V
characteristic. Each of these converter topologies has two
inductors, with one located at its input and the other at its
output. Let’s consider the case when the input inductor oper-
ates in DCM while the output inductor operates in CCM. In
this case, the capacitor C1 can be designed with large value
to balance the instantaneous input/output power, resulting in
high PF in the input and low second harmonic ripple in the
output voltage. To investigate the input characteristic of these
converters, let’s take the Cuk converter as an example. One
should note that the results from the Cuk converter are also
suitable for Sepic converter.

For the Cuk converter shown in Fig. 19.31a, the waveforms
for input inductor current (the same as the input current),
output inductor current, and the voltage across the output
inductor are depicted in Fig. 19.31c. Assume that the capacitor
C1 is large enough to be considered as a voltage source Vc , in
steady state, employing volt-second equilibrium principle on
L2, we obtain

VC = 1

D
Vo (19.28)

The input inductor current reset time ratio D1 is given by

D1 = D2v1(t )

Vo − Dv1(t )
(19.29)

Therefore the averaged input current can be found as

i1,avg (t ) = 1

Ts

[
1

2
· (D + D1) Ts

v1(t )

L
DTs

]
(19.30)

= D2Ts

2L

v1(t )Vo

Vo − Dv1(t )

It can be seen that Eq. (19.30) is very similar to Eq. (19.25)
except that the denominator in the former equation is
(Vo − Dv1(t)) instead of (Vo − v1(t)). This will lead to some
improvement in that I–V characteristic in Cuk converter.
Referring to the I–V characteristic shown in Fig. 19.27c, Cuk
converter has a curve more close to a straight line. Such
improvement, however, is achieved at the expense of using
more circuit components. It can be proved that the same results
can be obtained by the Sepic converter.

G. Zeta Converter
Figure 19.32a gives a Zeta converter connected to the line.
In DCM operation, the key waveforms are illustrated in
Fig. 19.32b, where we presume the capacitor being equiva-
lent to a voltage source Vc . As we can see that the converter
input current waveform is exactly the same as that drawn by a
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FIGURE 19.31 Input I–V characteristic of basic Cuk converter and
Sepic converter operating in DCM: (a) Cuk converter; (b) Sepic con-
verter; and (c) typical waveforms of Cuk converter with input inductor
operating in DCM.

buck–boost converter. Thus, the average input current for the
Zeta converter is identical to that for the buck–boost converter,
which is given by Eq. (19.26). As a result, the Zeta converter
has as good automatic PFC capability as the buck–boost con-
verter. The improvement achieved here is the non-inverted
output voltage. However, like the buck converter, floating drive
is required for the power switch.

Based on the above discussion, we may conclude that all
the eight basic converters except forward converter have good
inherent PFC capability and are available for DCM PFC usage.
Among them, boost converter and flyback converter are espe-
cially suitable for single-stage PFC scheme because they have
minimum component count and grounded switch drive, and
their power switches are easy to be shared with the output

FIGURE 19.32 Input I–V characteristic of basic Zeta converter oper-
ating in DCM: (a) Zeta converter and (b) typical waveforms of Zeta
converter with input inductor operating in DCM.

dc–dc converter. Hence, these two converters are most prefer-
able by the designers for PFC purpose. The other converters
could also be used to perform certain function such as circuit
protection and small output voltage ripple. The characteris-
tics of the eight basic converter topologies are summarized in
Table 19.2.

19.5.2 AC–DC Power Supply with DCM
Input Technique

In two-stage PFC power supply, the DCM converter is con-
nected in front of the ac line to achieve high input PF and
provide a roughly regulated dc bus voltage, as shown in
Fig. 19.33. This stage is also known as “pre-regulator.” The
duty ratio of the pre-regulator should be maintained relatively
stable so that high PF is ensured. To stabilize the dc bus volt-
age, a bank capacitor is used at the output of the pre-regulator.
The second stage, followed by the pre-regulator, is a dc–dc
converter, called post-regulator, with its output voltage being
tightly controlled. This stage can operate either in DCM or
in CCM. However, CCM is normally preferred to reduce the
output voltage ripple.

DCM input technique has been widely used in one-
stage PFC circuit configurations. Using a basic converter
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TABLE 19.2 Comparison of basic converter topologies operating for DCM input technique

Buck Boost Buck–boost Flyback Forward∗ Cuk and sepic Zeta

Line current waveform –

Switch drive Floating Grounded Floating Grounded Grounded Grounded Floating
Peak input current High Lower High High – Lower High
Inrush and overload

protection
Yes No Yes Yes – Yes Yes

Output voltage Vo < Vl ,m Vo > Vl ,m Inverted Vo < Vl ,m or
Vo > Vl ,m

– Vo < Vl ,m or Vo > Vl ,m ;
Inverted for Cuk

Vo < Vl ,m or
Vo > Vl ,m

∗The standard forward converter is not recommended as a PF corrector since the rectifier at the input will block the demagnetizing current through the
tertiary winding.
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FIGURE 19.33 DCM input pre-regulator in two-stage ac–dc power supply.

(usually boost or flyback converter) operating in DCM, com-
bining it with another isolation converter can form a one-stage
PFC circuit. A storage capacitor is generally required to hold
the dc bus voltage in these combinations. Unlike the two-stage
PFC circuit, in which the bus voltage is controlled, the single-
stage PFC converter has only one feedback loop from the
output. The input circuit and the output circuit must share
the same control signal. In [39–41] a number of combinations
have been studied. Figures 19.34 and 19.35 show a few exam-
ples of successful combinations. Since the input circuit and
the output circuit are in a single stage, it is possible for them
to share the same power switch. Thus it results in single-stage
single-switch PFC (S4-PFC) circuit, as shown in Fig. 19.35
[39, 42, 43].

Due to the simplicity and low cost, DCM boost converter
is most commonly used for unity PF operation. The main
drawback of using boost converter is that it shows consider-
able distortion of the average line current owing to the slow
discharging of the inductor after the switch is turned off.

The output dc–dc converter can operate either in DCM or
in CCM if small output ripple is desired. If the output circuit
operates in CCM, there exists a power unbalance in S4-PFC
converter when the load changes. Because the duty ratio is
only sensitive to the output voltage in CCM operation, when
the output power (output current) decreases, the duty ratio

will keep unchanged. As both the input and the output cir-
cuit share the power switch, the input circuit will draw an
unchanged power from the ac source. As a result, the input
power is higher than the output power. The difference between
the input power and the output power has to be stored in
the storage capacitor, and hence increase in the dc bus volt-
age occurs. With the dc bus voltage’s rising, the duty ratio
decreases. This process will be finished until a new power bal-
ance is built. As we can see, the new power balance is achieved
at the penalty of increased voltage stress, resulting in high con-
duction losses in circuit components. Particularly, the high bus
voltage causes difficulties in developing S4-converter for uni-
versal input (input line voltage rms value from ac 90 to 260 V)
application.

Recent research on solving this problem can be found
in [44–52]. The circuit in [44] uses two bulk capacitors that
share the dc bus voltage change, shown in Fig. 19.36a. As a
result, lower voltage is present at each of the capacitor. Refer-
ence [45] proposed a modified boost–forward PFC converter,
in which a negative current feedback is introduced to the
input circuit by the coupled windings of forward transformer,
shown in Fig. 19.36b. In [46] a series resonant circuit called
charge pump circuit is introduced into S4-PFC circuit, shown
in Fig. 19.36c. As the load decrease, the charge pump circuit
can suppress the dc bus voltage automatically.
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FIGURE 19.34 Two-switch single-stage power factor corrector:
(a) boost–forward converter; (b) boost-half bridge converter; and
(c) Sheppard–Taylor converter.

19.5.3 Other PFC Techniques

Extensive research in PFC continues to yield countless new
techniques [15, 53–63]. The research topics are mainly focused
on improvements of the PFC circuit performs such as fast per-
forms, high efficiency, low cost, small input current distortion,
and output ripple. The classification of PFC techniques pre-
sented here can only cover those methods that are frequently
documented in the open literature. There are still many PFC
methods which do not fall into the specified categories. The
following are some examples:

• Second-harmonic-injected method [56]: In DCM input
technique, even the converter operates at constant duty
ratio, current distortion still exists. The basic idea of
second-harmonic-injected method is compensating the
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FIGURE 19.35 Single-stage single-switch PFC circuit: (a) boost–flyback
combination circuit (BIFRED); (b) boost–buck combination circuit
(BIBRED); (c) flyback–forward combination; and (d) boost–flyback
combination.

duty ratio by injecting a certain amount of second har-
monic into the duty ratio to modify the input I–V
characteristic of the input converter. However, the output
voltage may be affected by the modified duty ratio.

• Interleaved method [57]: An interleaved PFC circuit
composed of several input converters in parallel. The
peak input current of these converters follow the line
voltage and are interleaved. A sinusoidal total line cur-
rent is obtained by superimposing all the input current
of the converters. The advantage of this method is that
the converter input current can be easily smoothed by
input EMI filter.

• Waveform synthesis method [58]: This method combines
passive and active PFC techniques. Since the rectifier in
the passive inductive-input PF corrector has a limited
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FIGURE 19.36 Improved S4-PFC converter: (a) boost–forward PFC circuit using two bulk capacitors; (b) boost–forward PFC circuit with reduced
bus voltage; and (c) boost–flyback PFC circuit with charge pump circuit.

conduction angle, the input current is a single pulse
around the peak of the line voltage, whereas the boost
converter draws a non-zero current around the zero-cross
of the line voltage. By controlling the operation mode
of the active switch (enable and disable the boost con-
verter at certain line voltage), the waveforms of active
and passive PFC circuits are tailored to extend the con-
duction angle of the rectifier. The resulting current
waveform has a PF greater than 0.9 and a THD lower
than 20%.

19.6 Summary

To reduce losses, and decrease weight and size associated with
converting ac power to dc power in linear power supply, switch
mode power supplies (SMPSs) were introduced. The high non-
linearity of this kind of power electronic systems handicaps
itself by providing the utility power system with low power
factor (PF) and high total harmonic distortion (THD). These

unwanted harmonics are commonly corrected by incorporat-
ing power factor correction (PFC) technique into the SMPS.
This chapter gives a technical review of current research in
high frequency PFC, including the definition of PF and THD,
configuration of PFC circuit, DCM input technique, and CCM
shaping technique. The common issue of these techniques is
to properly process the power flow so that the constant power
dissipation at the output is reflected into ac power dissipation
with two times the line frequency. Technically, PFC techniques
encounter the following tradeoffs:

(a) Simplicity and accuracy: Single-stage PFC circuit has
simple topology and simple control circuit, but has less
control accuracy while two-stage PFC circuit has the
contrary performance;

(b) Control simplicity and power handling capability:
DCM input technique requires no input current con-
trol, but has less power handling capability while CCM
has multiloop control and has more power handling
capability;

(c) Switching frequency and conversion efficiency: To
reduce weight and size of the PFC converter, higher
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switching frequency is desired. However, the associ-
ated switching losses result in decrease in conversion
efficiency;

(d) Frequency response and bandwidth: To have good
dynamic response, wider bandwidth is desired, however
to achieve high PF bulk storage capacitor and output
capacitor has to be used.

In the past decades, research in PFC techniques has led to
the development of more efficient circuits and control strate-
gies in order to optimize the design without compromising
the above tradeoffs. Moreover, since the growth in power elec-
tronics strongly relies on the development of semiconductor
devices, the recent advent of higher rating power devices, it
is believed that the switching mode PF correctors will com-
pletely replace the existing passive reactive compensators in
power system. In the distributed power system (DPS) where
small size and high efficiency are of extreme importance,
a new soft-switching technique has been used in designing
PFC circuits. With the ever increasing market demanding for
ultra-fast computer, the need for low output voltage (typically
less than 1 V!) with high output currents and high efficiency
converters has never been greater. Research efforts in develop-
ing high frequency high efficiency PFC circuits will continue
to grow.
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20.1 Introduction to Gate
Drive Circuitry

Global trends towards energy efficiency over the last three
decades has facilitated the need for technological advance-
ments in the design and control of power electronic converters
for energy processing. These power electronic converters find
widespread applications in industry such as:

Consumer electronics

• Battery chargers for cellular telephones and cameras
• Computer power supplies

Automobile industries

• Electronic ignitions and lighting

Commercial sectors

• Variable speed motor drives for conveyor belt systems
• Induction heating installations for metals processing
• Uninterruptible power supplies (UPS)
• Industrial welding

Domestic electronics

• Fluorescent, compact fluorescent, and incandescent light-
ing, washing machines, cooking appliances, and dish
washers

Utility applications

• DC transmission for electrification purposes

All of the above applications utilize similar power con-
verter topologies. This allows for controlled and efficient
power conversion from one form of energy to another, utiliz-
ing semiconductor technologies such as BJT transistors, SCRs
(thyristors), IGBTs, and power MOSFETs.

It is true that “Power is nothing without control” (Pirelli
Tyres). The gate drive circuitry of a power converter forms an
important interface between the high power electronics and
the intelligent control processing stages.

It is therefore of utmost importance that this interface
between the control and power electronics is well designed,
since it can have a substantial impact on the perfor-
mance and reliability of a power electronic system. (See
Fig. 20.1.)

Copyright © 2007, 2001, Elsevier Inc.
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FIGURE 20.1 Generalized layout of a power electronic system showing the situation of the gate driver circuits.

20.2 Semiconductor Drive Requirements

Power semiconductor devices have three operating states com-
monly known as the cut-off mode, the active mode, and the
saturation mode. In power electronic converters which utilize
switch-mode operation, the aim is to operate these semicon-
ductors in either the cut-off region or the saturation region,
whilst making the transition through the active or linear region
as short as possible in order to facilitate maximum power
conversion efficiency. In order to achieve these fast transition
times, a suitable gate driver circuit is required. This gate driver
has to be able to supply the necessary charge to the power semi-
conductor device gate junction in order to achieve turn-on and
turn-off.

Power semiconductors can be classified into two categories
with respect to drive requirements, namely: current-driven
devices and voltage-driven devices.

20.2.1 Current-driven Devices

A current-driven device is a device that requires a constant
current drive for a period of time in order to initiate and/or
remain in conduction. Two popular types of current controlled
devices are the bipolar power transistor and the thyristor
(SCRs). The SCR is mainly used in AC–DC converters such
as controlled rectifiers where the input AC voltage helps to
commutate (turn-off) the devices by polarity reversal. In DC–
AC inverters, the gate turn-off thyristors (GTOs) are generally
used due to their ability to be both turned on and off by a
gate control signal. This eliminates the need for forced com-
mutation circuitry, needed to turn-off the thyristor in these
applications due to the absence of a reversing polarity AC
input voltage. Thyristors and GTOs still dominate the high
voltage and high current applications, like DC transmission,
requiring converters up to the megawatt range. The evolu-
tion of the IGBT power semiconductor device has resulted in
thyristors and GTOs being used less in conventional power
converters these days. IGBTs are readily available with on-state
currents of several hundred amperes and blocking voltages
in excess of 1.7 kV. The IBGTs offer much faster switching
speeds than thyristors and have much lower gate drive power
requirements than SCRs or power bipolar junction transis-
tors (BJT). The IGBTs have already replaced power BJTs in
most applications due to their superior performance. The next
generation of silicon carbide technology could realize IGBT
devices with blocking voltages in excess of 4 kV and may one
day even replace SCR and GTO devices completely.

20.2.2 Voltage-controlled Devices

These devices are semiconductors which require a constant
voltage drive on the gate control terminal in order to remain
in conduction. The input drive requirements of these devices
are substantially lower than their current-driven counterparts
and are the preferred choice in modern power electronics. Two
such devices are the power MOSFET and the IGBT which are
forced commutated switching devices being fully controlled at
the gate terminal under normal operating conditions. These
devices do not latch into conduction, and therefore do not
require special commutation circuits. The gate input junction
of a MOSFET and IGBT is purely capacitive, so, no gate drive
current is needed in the steady state, unlike transistors. A min-
imum gate drive voltage however must be maintained (above
the gate threshold voltage) at the device gate in order for it
to remain in conduction. A high current low impedance drive
circuit is needed to inject, or remove current, from the gate at
high slew rates in order to switch the device rapidly. The gate
drain capacitance, although small, can also require significant
charge as at high drain voltage slew rates (the Miller effect) [1].

The process of supplying the necessary power for the effi-
cient driving of voltage-controlled devices is an ongoing area
of research. This chapter will however only focus on the gate
driver circuitry required to drive power MOSFETs and IGBTs
in the bridge circuit configuration. The basic symbolic repre-
sentation of the power MOSFET and IGBT is shown below.
Figure 20.2 represents the static model of these devices. Unlike
the power MOSFET, the IGBT can be manufactured without
the integral body diode. Often power MOSFETs are repre-
sented as shown below, omitting the integral body diode which
is always present in the MOSFET device. Care should be
taken when reading circuits, not to forget this extra unseen
component.

Drain

Source

Gate

ID
C

G

E

VDS

VGS

FIGURE 20.2 Static model representation of the power MOSFET and
IGBT power semiconductor devices.
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FIGURE 20.3 A dynamic model of the power MOSFET shows the pres-
ence of the parasitic BJT element found in the MOSFET structure [1, 2].

The dynamic model for a power MOSFET is shown in
Fig. 20.3 [1, 2]. It can be noted that the integral body diode
situated in the power MOSFET structure is actually a parasitic
bipolar transistor. This parasitic element is the result of a fab-
rication process used when manufacturing power MOSFETs.
The base of the BJT is usually floating, and a pull down resistor
Rbe is included in the chip structure in order to keep the BJT
base shorted to the MOSFET source terminal at all times. This
is very necessary, since a floating BJT base will result in uncon-
trolled turn-on of the BJT device. By shorting the BJT base to
the MOSFET’s source terminal, a diode structure is now cre-
ated, yielding the dynamic model with the integral body diode
formed by the BJT base collector junction as shown in Fig. 20.3
[1, 2]. The turn-on of the BJT element during transients sub-
stantially degrades the performance of the power MOSFET.
When the MOSFET is exposed to a fast changing transient volt-
age (dv/dt) across its drain to source terminals, enough current
flows in Rbe, thereby biasing the parasitic bipolar into conduc-
tion. This transient can occur during the turn-on or turn-off
of the device. To avoid transient susceptibility, the device dv/dt
rating must be adhered to at all times. The input capacitance of
the power MOSFET comprises the gate to source capacitance
(Cgs) and the gate to drain capacitance (Cgd) also known as
the Miller capacitance. The input gate structure for the IGBT
is essentially the same as for the power MOSFET. A gate driver
must be capable of supplying sufficient charge to both Cgs
and Cgd when switching power MOSFETs and IGBTs in power
converters.

A dynamic model of the IGBT is shown in Fig. 20.4. The
IGBTs are essentially bipolar devices like BJTs with a MOSFET
structured high impedance input. A parasitic transistor is also
found in the IGBT chip structure as part of the manufacturing
process. Combined with existing bipolar power transistor, it
forms a parasitic thyristor, which once latched into conduc-
tion device, turn-off is not possible via the gate terminal. To
avoid this uncontrolled behavior, the maximum allowable peak
current and dv/dt ratings of the device must be adhered to at
all times [1].

Both MOSFETs and IGBTs require sufficient charge
deposited into their gate junctions, whilst maintaining a mini-
mum gate threshold voltage in order to remain in conduction.
When designing a gate driver, it is always important to

Drift
region

resistance

Body
region

resistance

E

G

C

FIGURE 20.4 Dynamic model of an IGBT showing the location of the
parasitic thyristor responsible for uncontrolled device latch up [1].

understand both the static and dynamic behavior of the semi-
conductor device used as it aids the effectiveness of the design
for a given gate driver system.

20.3 Gate Drivers for Power Converters

Power electronic converters are found in various configura-
tions. Each has a complex switching function with the goal of
achieving efficient power conversion. These converters make
use of various floating potentials in order to achieve an AC
or quasi-DC output characteristics. Gate drivers function as
current buffers and signal converters. They convey both the
switching state information and gate drive power required
during the power semiconductor switching process.

20.3.1 Floating Supply

Power converters employing bridge configurations function by
virtue of a high-side switch as shown in Fig. 20.5 below.

IGBT1

 

Gate Drive
Circuit1

Gate Drive
Circuit2

DC Bus

PWM
Controller

IGBT2

Level
Shifter

Vout

FIGURE 20.5 Simple structure of a bridge topology and driving circuit
illustrating the concept of a high-side switch.
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In order to drive a device like an IGBT or power MOS-
FET into conduction, the gate terminal must be made positive
with respect to its source or emitter. A common misconception
made by many newcomers to the field of power electronics is
that, because the emitter or source terminal is usually at some
ground potential, it must be made positive with respect to
ground. It can be noted that the emitter terminal of IGBT1,
in the circuit above, can be floating anywhere from ground
up to the DC bus potential, depending on the operating states
of IGBT1 and IGBT2, and is therefore not referenced to the
system ground potential. A supply is therefore needed in order
to provide power to any circuitry associated with this floating
midpoint potential. This type of supply is commonly referred
to as a floating supply. Three of the most common methods
of generating a floating supply are described next.

• Isolated Supply
The simplest way of generating a floating supply is to use
a transformer isolated supply. Compared to other meth-
ods, this type of supply is able to supply a continuous,
large amount of current. A mains frequency transformer
supply is cheap, but is usually very bulky. By employ-
ing a high frequency isolated DC–DC converter, fed
from an existing DC supply, an isolated floating sup-
ply can be generated employing a much smaller isolation
transformer.

• Charge-pump Supply
The charge-pump technique superimposes the voltage
of one supply onto another. It is normally used for
generating a boost voltage on top of the main high-
voltage supply. The charge-pump supply is not suitable
for generating a boost voltage for powering floating high-
side circuitry. A benefit of employing the charge-pump
technique is that a continuous supply to the circuit is
maintained. Due to complexity and cost, this circuit is
not commonly used for power converters [3, 4].

• Bootstrap Supply
A very common technique employed to generate a float-
ing supply, the bootstrap supply is a simple circuit
using only one diode and a supply storage capacitor.
This technique is commonly used for low cost solutions
in converters up to several kilowatts. Typical applica-
tions include electronic ballasts and variable speed motor
drives.

A simplified schematic of a bootstrap circuit is shown in
Fig. 20.6. When the low-side switch M2 is on, the bootstrap
diode, D, conducts and charges the storage capacitor. If we
assume the saturation voltage drop of the low-side power
device M2 and the forward volt drop of diode D to be negligi-
ble, the capacitor will charge to approximately the low voltage
supply potential. When the high-side switch M1 is on low side
switch M2 is off, D is reverse-biased and the high-side cir-
cuitry is powered from C. In this condition, the voltage on C
droops as it discharges when supplying the high-side circuitry.

High voltage
supply

Low voltage
supply

Low side
circuitry

High side
circuitry

M2

M1C

D

+
−

FIGURE 20.6 Bootstrap technique employed for creating a floating
supply.

The amount of voltage droop is a function of the current
drawn, the size of the capacitor, and the operating frequency
of the converter [3]. Detailed design and application literature
on bootstrap supplies can be found in [4].

A summary and comparison of the various methods of
generating a floating supply is given in Table 20.1 [5].

20.3.2 Level Shifting

The second requirement for driving a high-side switch, is that
the control signal fed from the PWM electronics needs to be
conveyed to the floating driver circuitry. A level-shifting circuit
is required in order to achieve this.

The GD1 and GD2 are the respective high- and low-side
gate drive circuits. In order to signal the high-side gate driver
circuitry to commence turn-on of the high-side IGBT switch,
the control signal V1 which is referenced to the control circuit
ground potential needs to be referenced to the floating poten-
tial Vout at the IGBT1 emitter. This implies that the control
signal V1 will be level shifted to Vg1 as shown in Fig. 20.7.
A level shifter can be thought of as an isolating black-box that
transfers a signal across a potential barrier [6]. The maximum
level attained by Vg1 will be Vout + V1. In power converters,
operating off mains voltage, these levels can be in excess of
500 V. Level shifting is achieved in one of the following ways:

• Transformer Level Shifting
Transformers are an obvious choice for providing a level
shifted signal. They have excellent noise immunity when
compared to opto-couplers. Level shifting transform-
ers also have the benefit of providing both the control
and gate drive power signal to the power semiconductor
switch (Fig. 20.8), thereby eliminating. This eliminates
the need for a floating power supply. When operating
at high switching frequencies, above several hundred
kilohertz, careful transformer design has to be applied
in order to avoid the adverse effects of transformer
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TABLE 20.1 Comparison of the various techniques of creating a gate driver floating supply [5]

Potential isolation Transformers None

System 50 Hz power supply Switch-mode power supply Bootstrap supply

Supplied by Auxiliary voltage or mains voltage Auxiliary voltage DC bus voltage Operating voltage on bottom side
AC-frequency Low Very high Medium Medium
Smoothing requirements High Very low Low Low
For power modules 1200 V >1700 V 1700 V 1200 V
Output voltage Positive and negative Positive and negative Positive and negative Only positive
Duty cycle restriction No No No Yes
Coupling capacitance High Low Medium Low
HF interference emission None High Low None
Cost Low Low High Very low

IGBT1
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FIGURE 20.7 The concept of level shifting and the placement of the switching control signal on top of the inverter output voltage.
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FIGURE 20.8 Combined transformer level shifter and gate driver.
Capacitor C1 removes any DC offset in V1 thereby maintaining a zero
average volt–time product across the transformer windings.

leakage inductance. Another limitation in the trans-
former gate driver, is when large currents are required
at high speed for gate driving. The influence of the
transformer parasitic components becomes significant.
In the effort to deliver high peak currents at fast rise and
fall times, the transformer turns are usually minimized,
which leads to other transformer design limitations.

To avoid degradation of the gate drive waveform in the
case of high speed and high current delivery, it is some-
times better to convey only the low power control signal
via a transformer and also to employ a dedicated low-
impedance output MOS-gate driver with a floating power
supply [3].

A drawback of the gate drive transformer is that it can-
not convey DC information (since the average volt–time
product across any winding must be zero) and therefore
has a limitation to its operation as shown in Fig. 20.9.
When a high duty cycle is commanded, the gate drive
capacitor will remove the DC offset in the signal, and
could result in operation below the device threshold volt-
age Vge(th) as shown in Fig. 20.9c [3]. This condition will
result in the device not turning on, or even operating in
the linear region. This results in excessive semiconductor
power dissipation.

• Optical Level Shifting – Opto-couplers
Optical isolation is another technique used for achieving
level shifting. The trade-off however, is that a separate
floating supply is now required on the receiver end of the
gate driver interface. Opto-couplers offer a cost effective,
and easy solution, but are susceptible to noise and fast
voltage transitions. This is common in gate drive circuits.
This requirement places more demand on the power
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FIGURE 20.9 Operating waveforms for the pulse transformer circuit in Fig. 20.8 under different duty cycles.

supply filtering and PCB layout around the opto-coupler
in order to achieve reliable operation. Other benefits of
opto-coupler technology is the small footprint (6-8 pin
dual in line or surface mount package), output enable pin,
and compatibility with any logic level input since its input
is current-driven (an input diode). Commercially avail-
able opto-couplers cover a wide range of operating speeds
of up to 15 MBd, with rise and fall times of 10–20 ns and
noise immunity levels (dv/dt rating) of 10–15 V/ns. Typ-
ical opto-coupler isolation voltages are in the region of
5 kV which is sufficient, since most semiconductors have
breakdown voltages lower than this.

• Optical Level Shifting – Fiber Optic Link
Electrical conductors are susceptible to electromagnetic
fields, and hence will radiate and pick up electromag-
netic noise. Fiber optic links neither emit, nor receive
electromagnetic noise, and pass through noisy environ-
ments unaffected. In addition, when dealing with very
rapidly changing currents, ground noise can become a
problem. A fiber optic link practically eliminates any
ground loop or common-mode noise problems. A basic
fiber optic communication system is given in Fig. 20.10.

PWM

+5V +5V Vdrive

DC bus

Comparator MOS DriverPIN photodiode
receiver 

LED transmitter

Optic Fiber

FIGURE 20.10 Fiber optic level shifting circuit used for high speed, extremely high noise immunity, and very high isolation voltage capability.

The LED is driven by the PWM drive signal. The light
emitted from the LED is sent down a length of fiber
optic cable to the receiver. The receiver consists of a PIN
photodiode and a trans-impedance amplifier. The output
voltage of the amplifier is level detected by a comparator,
and converted into a logic signal.

The galvanic isolation and dv/dt rating of this commu-
nication link can be increased to almost any desired value
by simply lengthening the fiber optic cable. For a modest
length of 10 cm of fiber optic cable, the isolation voltage is
approximately 100 kV. The dv/dt rating is difficult to cal-
culate, but as the coupling capacitance is practically zero,
even the highest realizable dv/dt rating will have little
effect. The bandwidth available in fiber optics systems
makes operation at over 1 GHz possible [7].

• Electronic Level Shifting
Electronic level shifters work on the principle of having
a current source referenced to a fixed potential. This ref-
erence potential is usually that of the low-side switches
source, hence they are also called common source level
shifters. The drive signal causes a certain current to be
drawn through a current source regardless of the voltage
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FIGURE 20.11 Electronic level shifting employed to convey the switch-
ing signal to the high-side gate drive circuitry. This technique does not
offer any isolation but has widespread applications as an HV interface IC
for power electronics applications.

across it. The current is sensed by the receiving side and
turned into on/off information. Electronic level shifters
do not provide isolation, however being an all electronic
solution, allows it to be integrated onto a single chip.
A simple common source non-inverting level shifter is
shown in Fig. 20.11. The output capacitance and the
power dissipation by the current source, limit the fre-
quency and voltage it can feasibly work at. A better
solution, that decreases the amount of power dissipated,
is to use a pulsed current source, which is then latched
on the receiving side. Topologies such as the single-ended
and dual current pulsed latch are discussed in detail in
reference [3].

A summary and comparison of the various methods of level
shifting is given in Table 20.2 [5].

20.4 Gate Driver Circuit
Implementation

20.4.1 Isolated Gate Drivers

Gate driver circuits incorporating electrical isolation, pro-
vide the benefit of good noise interference immunity between

TABLE 20.2 Comparison of the various techniques of level shifting for gate drivers

Potential isolation Transformers Optical None

System Pulse transformer Opto-coupler Fiber optic link Electronic level shifting
For power modules up to >1700 V 1700 V >1700 V 1200 V
Signal transmission Bi-directional Uni-directional Uni-/bi-directional Uni-directional
Duty cycle restriction Yes No No No
Coupling capacitance 5–20 pF 1–5 pF <1 pF >20 pF
dv/dt immunity High Low High Low
Costs Medium Low High Low

power and control circuits. This is as a result of the separated
ground return paths. Several types of isolated driver circuits
exist namely:

• Isolated Power Supply with Opto-coupled Control
Signal Inputs
A standard technique employed widely employed, is to
generate floating supplies through the use of mains fre-
quency transformer isolation (Fig. 20.12). Although not a
very space-efficient solution (due to the mains frequency
transformer size) compared to other methods, this tech-
nique is still well suited to almost any power electronic
converter application. The power supply circuits can
comprise standard low-voltage bridge rectifier modules.
A regulated supply is easily realized using three-terminal
voltage regulators, which can easily deliver continuous
power to gate drive circuits in excess of 10 W. With each
winding and its associated power supply, referenced to the
IGBT or power MOSFET source, this system is a reliable
and medium cost solution for almost any power con-
verter up to switching frequencies well below 1 MHz. For
higher operating frequencies, the inter-winding capaci-
tance of the mains frequency transformer, leads to noise
feed-through coupling. This causes spurious effects, like
unscheduled turn-on of the power devices due to noise
present in the driver circuit ground return path. The
solution to this problem would then be to introduce a
high frequency DC–DC converter, which incorporates a
small HF isolation transformer with substantially reduced
inter-winding capacitance.

Level shifting of the switching control signal is achieved
by means of optical isolation, (U3 and U4) with the input
diodes (primary side of opto-coupler) referenced to the
logic ground of the signal processing circuitry. The low
impedance gate driver output is achieved by employing
a high speed, high current buffer integrated circuit or
a discrete bipolar or MOS complementary totem pole
stage. Power to the opto-coupler and buffer U5 and U6 is
derived from the respective floating power supply. The
circuit above does not have any operating duty cycle
limitations due to the floating power supply.

The passive network comprising D1, R5, and R6 con-
trol the IGBT switching speed, and impacts on the
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FIGURE 20.12 Mains frequency transformer employed to generate a floating supply. Simple and reliable, but larger than other solutions due to its
mains frequency transformer. Works well for a half-bridge but would require more isolated power supplies if a full-bridge topology was employed.
A 3-phase inverter would require either six separate floating supplies or three separate and one shared supply for the low-side devices.

performance and efficiency of the power converter. The
R6 controls the turn-on switching speed of IGBT1. This
controls the device switching loss as well as the turn-
off dv/dt characteristics of the lower devices (IGBT2)
free-wheeling diode for inductive loads. Diode D1 dis-
connects R5 from the circuit during the IGBT turn-on.
The turn-off speed of IGBT1 is controlled by R5, pro-
vided that R5 is much smaller than R6. This is a desirable
feature in voltage-fed inverters, since it ensures a min-
imum dead-time between device transitions as shown
in Fig. 20.13.

The U5out and U6out in Fig. 20.13 represent the driver
output signal at exactly 50% duty cycle. The passive gate
network on each IGBT, alters the drive signals due to
the RC time constant formed between the gate drive
resistors and the IGBT gate capacitance. This is shown
as VgIGBT which is measured directly on the IGBT gate
terminal. This slewing action on the IGBT gate results

ON

ON

U5out

U6out

IGBT2 IGBT1

Vgth

Ic

VgIGBT2 VgIGBT1

tdead time

V

t

FIGURE 20.13 Switching waveforms for the circuit in Fig. 20.12.

in the IGBT having a delayed turn-on. Turn-on occurs
when the IGBT gate voltage reaches its threshold level
(Vgth) and collector current starts to flow. The result is a
dead-time created between switching transitions. This is
required in any bridge circuit to avoid shoot through or
cross-conduction of the upper and lower switches. This
is depicted by the collector current trace (IC ) for a purely
resistive load in Fig. 20.13.

• Transformer Coupled Driver Supplying both Power
and Control Signals
A transformer coupled gate driver is shown in Fig. 20.14.
This system provides both the floating supply, as well
as the level shifting of the switching signal. The push–
pull driver on the primary side of the transformer T1, is
used to supply a bi-directional current in the primary,
without the use of a split power supply. The trans-
former T1 is rated for the PWM operating frequency,
and can be realized by employing either a ferrite or iron
powder core. The system operation is limited to a maxi-
mum PWM duty cycle of 50%. One of the benefits of
this driver circuit, is its ability to generate a negative
gate bias voltage when the device is off, due to trans-
former action. This feature is favorable since it reduces
the IGBT dv/dt susceptibility by holding the gate terminal
at a negative potential during turn-off transients, thereby
avoiding uncontrolled turn-on or latch up in the IGBT.
Back-to-back zener diodes placed across the gate-source
terminal clamp the device gate voltage, thereby avoiding
over voltages generated by the uncoupled transformer
(T1) leakage inductance. The parallel resistor R5, acts
as a gate pull down resistor holding the device in the
off state during the initial power up of the gate driver
circuit. The resistor – diode network in the gate drive
circuit, (consisting of D1, R1, and R2) serves the same
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FIGURE 20.14 Transformer coupled gate driver used to supply both the control signal and the gate drive power to the device.
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FIGURE 20.15 Transformer coupled gate driver with a large duty cycle operating range.

purpose as described in Fig. 20.12. The second function
of this passive resistor network, is to dampen ringing
effects. This is caused by the interaction between the
IGBT or power MOSFET gate capacitance, and the gate
drive transformer leakage inductance.

• Transformer Coupled Gate Driver with Large Duty
Cycle Capability
Transformers offer excellent noise immunity and pro-
vide simple and cost-effective gate drive solutions, whilst
maintaining electrical isolation between the control and
gate drive electronics. A drawback however is the limita-
tion the transformer places on the maximum operating
duty cycle. Figure 20.15 offers a simple but effective solu-
tion to the conventional limitations by the introduction
of a DC restorer circuit which is formed by C2, Dz1, and
Dz2. This system allows for removal of any DC infor-
mation via C1, and restores the input waveform applied
with the addition of a negative voltage bias needed for
the IGBT gate drive. A small ferrite transformer core
can be used for a MOSFET gate driver operational to

several hundred kilohertz. This circuit can be redesigned
for bridge topologies, but is also well suited for high volt-
age DC–DC converters requiring a high-side switch. The
effective duty cycle range of this driver is from 5 to 95%.
Operating waveforms are shown in Fig. 20.16.

It should be noted that the gate drive voltage is clamped
at fixed levels regardless of the duty cycle used, unlike
the case in Fig. 20.9. This technique also supplies both
the level shifted signal as well as the gate drive power,
eliminating the need for an additional floating supply.
The transformer turns ratio (T1) can also be adjusted
to allow the circuit in Fig. 20.15 to operate from a 5 V
supply, whilst generating an output voltage swing from
+15 to −5 V at the IGBT gate.

• Transformer Coupled Signal Modulated Gate Driver
The circuit in Fig. 20.17 employs a high-frequency car-
rier signal that is modulated by a lower frequency
control signal (PWM). This is used to generate on/off
switching instants of power IGBT1. By employing a high-
frequency carrier, the transformer size is reduced, and by
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FIGURE 20.16 Operating waveforms of the transformer coupled gate driver in Fig. 20.15.
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FIGURE 20.18 Signal modulated carrier used for level shifting and generation of a floating supply.

modulating the time in which the carrier operates, it con-
trols the energy delivered to the gate of the IGBT. A carrier
frequency for VSQ1 should be chosen to be much higher
than the frequency of the PWM control signal. When
the PWM control signal is enabled, the carrier signal is
transformed to the secondary of transformer T1, which
is rectified and filtered to produce a DC signal Vout.

When the PWM control signal goes from the on- to
the off-state, the charge stored in the filter capacitor C1
discharges by a time constant determined by R1. This
is sometimes problematic when fast switching times are
required, especially in inverter bridge configurations. A
solution to this problem is to employ an active driver (U1)
on the secondary side of the transformer. This will detect
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FIGURE 20.19 Low cost high frequency switch-mode floating supply.

the carrier, and switch the IGBT gate accordingly. Oper-
ating waveforms for this circuit is shown in Fig. 20.18 [1].

• High Frequency Floating Power Supply
Often gate driver systems require extra electronics which
has to be referenced to the floating switch being driven.
Extra functional electronics often leads to higher power
consumption, resulting in the need for a small low cost
floating power supply as shown Fig. 20.19. The input
section consisting of U1B, forms an oscillator used to
drive a MOSFET at high frequency. This MOSFET drives
a high-frequency transformer, which forms the isolation
medium between the common auxiliary power supply
and the floating secondary circuit. Transformer T1 pro-
duces a secondary output voltage which is rectified to
form a floating DC supply for the associated gate drive
circuitry. These floating power supplies are also avail-
able as monolithic DC–DC converter ICs with isolated
outputs.

20.4.2 Electronic Gate Drivers

These drivers utilize electronics in order to store energy in
capacitors. This is used to produce floating referenced poten-
tials. All circuits are referenced to a common ground potential.
This technique provides a very cost-effective gate driver solu-
tion over the isolated versions, and are becoming increasingly
popular in industries.

• Gate Driver with Bootstrapped Floating Supply
The addition of a bootstrapped capacitor voltage allows
for the generation of a floating supply in Fig. 20.20.
Charging of C1 is achieved in the direction indicated
during the period when MOSFET M2 is turned on. The
turn-off of M2, results in the entrapment of charge in
C1 which now acts as the power supply to OPTO1, U1,
and the MOSFET M1’s gate. As current is drawn from
C1, the capacitor voltage tends to drop and needs to
be replenished cyclically. The selection of the bootstrap
capacitor value is critical for reliable operation of this

circuit under extended duty cycle conditions. Diode D1
sees the full DC bus voltage when M2 is off, and therefore
has to have a sufficiently high breakdown voltage. Appli-
cations with fast switching speed, require that D1 be a
fast recovery diode in order to withstand the high dv/dt
present across M2. Level shifting of the switching control
signal is achieved by means of the opto-couplers in the
circuit, providing the necessary control circuit isolation
required.

• Gate Driver with Floating Supply Derived from DC Bus
When the generation of a floating supply is required with-
out the need for isolation, the gate drive power can be
derived from the DC bus voltage. The circuit is charged
during the period when IGBT1 is off, with the gate drive
energy stored in C2. The circuit connected to the enable
pin of the opto-coupler, forms an under-voltage lock-
out which inhibits the IGBT drive signal at low DC
supply voltages, typically during the initial start-up of
the inverter circuit. The control signals are level shifted
through an opto-coupler which drives a totem pole
complimentary buffer stage as shown in Fig. 20.21 [8].

20.5 Current Technologies

The evolution of power semiconductor technology has led to
the development of smart driver IC modules. These modules
offer an essentially single chip/package solution to the gate
driver designer, with the inclusion of minimal external compo-
nents. These smart driver ICs utilize sophisticated electronics,
yielding an intelligent gate driver in a small module. Some
of these functions include the electronics for generating the
floating supply from the auxiliary power supplied to the IC,
level shifting with or without isolation. Advanced on-board
integrated functions include under-voltage lockout, thermal
trip, overload and de-saturation detection, soft start, and shut-
down. These features enhance the effective utilization of the
power converter and also increase its reliability.
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20.5.1 Transformer Coupled Isolated Drivers

Semikron Corporation has developed a gate driver module
that employs integrated floating supplies (Fig. 20.22) [9]. The
level shifting is accomplished through transformer coupling,
which is used as a bi-directional communications link for the
transmission of the gate drive and fault signals.

Each module is configured for a half-bridge inverter con-
figuration and one additional driver module can be added
for each inverter leg needed. The modules come in a variety
of output current capabilities, depending on the IGBT drive
requirements, with usable operating frequencies ranging from
the low kHz range up to 30 kHz.
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FIGURE 20.22 SKHI22 integrated half-bridge IGBT module capable of operation at 1200 V. A product of the Semikron Corporation.
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FIGURE 20.23 EUPEC EICE-Driver incorporating monolithic coreless transformer technology allowing for a substantial reduction in the device size.

Another manufacturer of isolated gate driver modules is
Eupec semiconductor [10]. These modules employ a mono-
lithically integrated coreless planar transformer design in a
gate driver IC. This allows it to be substantially smaller and
cheaper [6]. These modules are operational to 60 kHz with
output current capabilities in excess of 2 A peak. The EUPEC
EICE-Driver (2ED020I12-F) is shown in Fig. 20.23.

20.5.2 Non-isolated Electronic Level
Shifted Drivers

The International Rectifier Corporation has developed a family
of low cost gate driver ICs for the power electronics industry
[11]. International Rectifiers, gate driver ICs (Fig. 20.24) utilize
electronic level shifting for conveying the switching signal to
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FIGURE 20.24 International Rectifiers IR2113 (Left) and the IR2233 (Right) high voltage gate driver ICs.

the high-side switch and a bootstrap technique for the gener-
ation of a floating supply. These ICs are relatively inexpensive
and are being used mainly in the low cost consumer elec-
tronics industry. Application include Electronic Ballasts and
low to medium power inverter applications such as variable
speed drives and DC to single-phase AC backup inverter sys-
tems. Available in a single-channel, half-bridge, or three-phase
inverter driver IC, these devices require a minimum amount
of external components. Intelligent features like under voltage
lockout, shut down, and current sensing inputs are included
in the driver IC.

Functional diagrams of the IR2113 half-bridge driver and
the IR2233 (Three-phase full-bridge) driver are shown in
Fig. 20.25. The driver section of the IR2233 comprises a similar
structure as the IR2113’s bootstrap and level shifting circuitry.
Even though the IR range of driver ICs do not provide iso-
lation between the control and driver electronics, this device
is a low cost and very compact solution for low to medium
power applications where electrical noise and interference can
be managed by PCB circuit layout techniques. The IR2113
half-bridge driver is capable of sourcing and sinking 2 A peak
current to a capacitive load without external buffer circuitry.
This feature coupled with low propagation delay times makes
this device capable of operating at frequencies in excess of
100 kHz.

The IR2113 and IR2233 are capable of driving floating
loads (high-side switches) at 600 and 1200 V DC bus volt-
ages, respectively, making them suitable for most direct off-line
single-phase and three-phase inverter applications.

Other driver ICs available include POWEREX’s M57959L
and INTERSIL’s HIP2500 bridge driver.

20.5.3 High-speed Gate Drivers

In the quest for high conversion efficiency and high power
densities, the trend in power electronics is the move towards
high converter switching frequencies at increasingly higher
power levels. The main reason for this is to reduce the
size of the energy transfer and storage components such as

transformers, capacitors, and inductors. This results in a sub-
stantial reduction in component size and to a certain extent
also cost. Achieving the objectives of high speed and high
power switching requires fast switching power semiconductors.
These devices are readily available, but as the device die-size
increases with voltage and current requirements, so does its
gate drive power requirements. This is due to an increase
in device input capacitance as the die-size is increased. Low
impedance gate driver electronics capable of delivering gate
peak drive currents to large die-size IGBTs and power MOS-
FETs in excess of 8 A are often required. In order to meet these
requirements, driver ICs must be able to deliver these large
pulse currents efficiently at high switching frequencies. This is
mainly due to a limitation in the maximum allowable device
power dissipation. Device package power dissipation is typi-
cally limited to around 1.5 W for a DIP-14 IC without heat
sinking. Many manufacturers have high speed driver solutions
which realize drivers with low output impedances such as the
TC4427 and the TC4422. These devices are available as sin-
gle or dual channel drivers capable of delivering up to 9 A
peak to a 1–10 nF capacitive load with a typical rise time of
30–50 ns. A table of available high-speed drivers from TelCom
Semiconductor Inc. is shown in Table 20.3 [12].

20.5.4 Resonant Gate Drivers

High speed gate driving requires the driver and power semi-
conductor device impedance to be as low as possible. It is
also adversely affected by parasitic inductance and capacitance
caused by incorrect layout of the gate driver circuit. Some-
times these unavoidable parasitic elements tend to increase
the gate drive loop impedance, (between the driver and the
power semiconductor device) resulting in a limitation of the
peak current drawn by the device gate. This limits the maxi-
mum achievable switching speed of the device. It also results
in uncontrolled voltage excursions on the device gate, making
high-speed driver circuit design quite challenging.

Resonant gate drivers utilize these parasitic elements in
the gate drive loop by virtue of a controlled series resonant
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FIGURE 20.25 Functional diagrams of the IR2113 half-bridge driver and the IR2233 three-phase full-bridge driver.

mode of operation. The resonant circuit comprises the driver
resistance (which is small), the device input capacitance, and
its internal gate electrode resistance. By the addition of a
defined amount of extra inductance to the gate drive loop,
the voltage swing and switching speed of the gate driver can
be controlled. A typical resonant gate driver for large die-
power semiconductors has been developed by Turboswitchers
Inc. A resonant gate driver called the TD-000, employs a
patented low loss capacitance driver circuit topology, that
reduces the driver power losses to less than half that of

conventional high-speed drivers, at all switching frequencies.
Operational from a 5 V supply, the driver is capable of high-
switching speeds and generates a gate drive voltage swing
of up to +24 to −19 V, depending on the inductance val-
ues used. Performance tests show that the TD-000 driver is
capable of switching a 500 V/32 A power MOSFET supplied
from a 400 V DC bus, in less than 3 ns. This switching speed
allows for power electronic converters operating well into the
MHz range. Detailed device application information can be
found in [13].
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TABLE 20.3 High current high-speed driver ICs available from TelCom semiconductor

Device no. Drive
current
(Peak)

Output number and type Rated
load
(pF)

Rise time
@ rated
load
(ns)

Fall time
@ rated
load
(ns)

Rising edge
propogation
delay
(ns)

Falling edge
propogation
delay
(ns)

Latch-up
proof

Input
protected
to 5V
below
Gnd rail

Inverting Non-inverting

TC1426 1.2 A Dual – 1000 30 20 55 80 Yes No
TC1427 1.2 A – Dual 1000 30 20 55 80 Yes No
TC1428 1.2 A Single Single 1000 30 20 55 80 Yes No
TC4426 1.5 A Dual – 1000 25 25 33 38 Yes Yes
TC4427 1.5 A – Dual 1000 25 25 33 38 Yes Yes
TC4428 1.5 A Single Single 1000 25 25 33 38 Yes Yes
TC4423 3.0 A Dual – 2200 25 25 33 38 Yes Yes
TC4424 3.0 A – Dual 2200 25 25 33 38 Yes Yes
TC4425 3.0 A Single Single 2200 25 25 33 38 Yes Yes
TC4420 6.0 A Single Non-invert 4700 40 35 50 55 Yes Yes
TC4429 6.0 A Single Inverting 4700 40 35 50 55 Yes Yes
TC4421 9.0 A Single – 10,000 50 48 30 33 Yes Yes
TC4422 9.0 A Single 10,000 50 48 30 33 Yes Yes
TC4469 1.2 A – Quad – 1000 30 30 35 35 Yes Yes
TC4468 1.2 A – Quad AND – 1000 30 30 35 35 Yes Yes
TC4467 1.2 A – Quad NAND – 1000 30 30 35 35 Yes Yes

20.6 Current and Future Trends

Integrated power electronic solutions have become the current
trend for applications with the development of Smart Power
modules. These modules contain the entire inverter semicon-
ductor stack as well as fully integrated gate drive circuitry.
This technology eliminates the challenges of inverter and gate
drive design and allows for fast turnaround times in new prod-
uct development through rapid prototyping. These devices are
available for low to medium power applications and have an
operating frequency limit of about 20 kHz.

Power semiconductor device manufacturers are constantly
developing better die-structures for their power MOSFETs
and IGBTs. This is to reduce device input capacitance, result-
ing in lower gate drive power requirements at high switching
speeds.

20.7 Summary

The aim of this chapter was to expose the reader to the basic
concepts, circuits, and technologies for gate drives in power
converters. The main focus has been on voltage-controlled
devices like power MOSFETs and IGBTs. Once the reader
gains a basic understanding of the concepts and available solu-
tions, detailed design information on gate drivers can be found
on the device manufacturer’s website. This is usually found
under technical application notes or technical white papers.
Other useful websites for power electronic design forums and

application-specific information can be found in [2, 14]. The
circuits presented can be adapted for the driving of other
devices such as SCRs and power BJTs.
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21.1 Introduction

Conventional dc power supplies operate at a given dc output
voltage into a constant or near constant load. However, pulse
loads such as lasers, flashlamps, railguns, and radar require
short but intense bursts of energy. Typically, this energy is
stored in a capacitor and then released into the load. The
rate at which the capacitor is charged and discharged is called
the repetition rate, T , and may vary from 0.01 Hz for large
capacitor banks to a few kHz for certain lasers. Recharging the
capacitor voltage to a specified voltage is tasked to a capacitor
charging power supply (CCPS). The role of power electron-
ics devices, topologies, and charging strategies for capacitor
charging applications is presented in this chapter.

Figure 21.1 shows the voltage across the energy storage
capacitor connected to the output of a CCPS. This figure shows
that the CCPS has three modes of operation. The first mode
is the charging mode in which the capacitor is charged from
an initial voltage of zero to a specified final voltage. The dura-
tion of the charging mode is determined by the capacitance of
the energy storage capacitor and the rate at which the CCPS
delivers energy. The next mode of operation is the refresh
mode, which can be considered a “standby mode,” where the
stored energy is simply maintained. When the output volt-
age drops below a predetermined value, the CCPS should turn
on and deliver the energy necessary to compensate for capac-
itor leakage. Since energy is lost during the refresh mode, the
duration of the refresh mode should be as brief as possible.
Issues that lead to nonzero refresh times include safety margins
for worst-case charging and discharging mode times and SOA
requirements of switching devices. The final mode of operation
is the discharge mode in which the load is actively discharging

the capacitor. The CCPS does not supply any energy to the load
in this mode. The amount of time the CCPS remains in this
mode is determined by how quickly the load can discharge the
capacitor.

The instantaneous output power for a CCPS varies over a
wide range in comparison to a conventional dc power supply
that supplies a near-constant power to its load. This is shown in
Fig. 21.2; the output power for the pulsed power load is drawn
as linear for illustration purposes only. The charging mode
is characterized by high peak power. At the beginning of this
mode, the output power is zero (i.e. there is no voltage present
but current is flowing). Thus, the load capacitor is equivalent
to a short circuit. In addition, at the end of the charging mode,
the output power is again zero (i.e. there is an output voltage
present but no current is flowing). Now, the load capacitor is
equivalent to an open circuit. The refresh mode is typically
a low-power mode because the current required to compen-
sate for capacitor leakage is small. The CCPS does not supply
any power during the discharge mode when the energy storage
capacitor is being discharged by the pulsed load.

The average output power for a CCPS depends on the dis-
charge mode energy and the repetition rate of the load. It
is maximum when the energy storage capacitor is discharged
at the end of the charging mode (large voltage and cur-
rent), which corresponds to operation without a refresh mode.
Because the CCPS power is not constant, the rating of a CCPS
is often given in kJ/s instead of kW. The kJ/s rating can be
written as

kJ/s = WLOAD

T
where WLOAD is the energy delivered to the load per charging
cycle and T is the repetition rate. In the optimum case with no

Copyright c© 2007, 2001, Elsevier Inc.
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FIGURE 21.2 Power requirements for pulsed power and constant power loads.

refresh and instantaneous discharge, the kJ/s rating is limited to
how fast a particular capacitor can be charged by its specified
voltage.

21.2 High-Voltage DC Power Supply
with Charging Resistor

In this technique, the energy storage capacitor is charged by
a high-voltage dc power supply through a charging resistor as
shown in Fig. 21.3. The charging mode ends when the capaci-
tor voltage equals the output voltage of the power supply. The
capacitor is continually refreshed by the power supply. During
the discharge mode, the charging resistor isolates the power
supply from the pulse load. The advantages of this technique
are its simplicity, reliability, and low cost.

High-voltage
DC power

supply
Pulse load

R

C

FIGURE 21.3 High-voltage dc power supply and charging resistor.

The major disadvantage of this technique is its poor effi-
ciency. In the charging mode, the energy dissipated in the
charging resistor is equal to the energy stored in the capaci-
tor in the ideal case; therefore, the maximum efficiency is 50%.
As a result, this technique is utilized only in applications where
the charge rate is low, i.e. 200 J/s. Another disadvantage of this
technique is related to the charging time, which is determined
by the RC time constant. Some laser applications require that
the output voltage be within 0.1% of a target voltage. For this
technique, more than five time constants are required for the
capacitor voltage to meet this voltage specification.

21.3 Resonance Charging

The basic resonance-charging technique is shown in Fig. 21.4.
An ac input voltage is stepped up with a transformer, recti-
fied, and filtered with capacitor C2 to produce a high dc voltage
V0. In this circuit, C2 is much greater than C1. Thyristor T1 is
gated and current flows through the inductor and diode D1 is
transferring energy from C2 to C1. The voltage v (t) and cur-
rent i (t) are described by the following equations assuming
that C2�C1. The charge time, tc , for this circuit can be cal-
culated by finding the time at which the current, described by
Eq. (21.2), reaches zero and is given below. The voltage v (t) has
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a value of 2V0 at the end of the charging mode.

v (t) = V0(1− cosω0t) (21.1)

i (t) = V0

√
C1

L
sinω0t (21.2)

ω0 = 1√
LC1

(21.3)

tc = π
√

LC1 = π

ω0
(21.4)

Even though this technique is simple and efficient, it is not
without its limitations. A high-voltage capacitor with a large
capacitance value is needed for C2, which increases the cost.
A single thyristor is shown in Fig. 21.4. Multiple thyristors con-
nected in series or a thyratron may be required depending on
the voltage level. The repetition rate of the pulse load should be
such that C1 is fully charged and i (t) has reached zero before
the load discharges to prevent latch up of T1. It is not pos-
sible for this circuit to operate in the refresh mode because
of the switch characteristics. Therefore, v (t) will drift due to
capacitor leakage. The charge time is a function of the circuit
parameters and will drift as they change with temperature or
due to aging.

Because all of the energy stored in C1 is transmitted from C2

in a single pulse, it can be difficult to achieve precise voltage
regulation with the resonance-charging technique. However,
regulation can be improved with the addition of a de-queing
circuit as shown in Fig. 21.5. The voltage v (t) is monitored
with a sensing network. Before v (t) reaches the desired level,
thyristor T2 is fired, which terminates the charging mode.
The remaining energy stored in the inductor is dissipated
in R. The addition of the de-queing circuit reduces the circuit

Rectifier Pulse load
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Control

T2D2R
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FIGURE 21.5 Resonance charging with de-queing.

efficiency and increases the circuit complexity and cost but still
does not enable a refresh mode to compensate for capacitor
leakage.

Boost charging, a variation on the resonance-charging tech-
nique, is shown in Fig. 21.6 [1]. An extra switch is added to
the circuit of Fig. 21.4, allowing energy to be stored in both C2

and L. This can be modeled as an increase in the voltage gain
of the CCPS. With switches S1 and S2 closed, the current i (t)
is given by

i (t) = V0

L
t (21.5)

When t = ton, S2 is opened, and the current is now des-
cribed by

i (t) = I0 cosω0t + V0

√
C1

L
sinω0t (21.6)

where

I0 = V0

L
ton (21.7)

is the inductor current initial value at ton. The voltage v (t) is
then

v (t) = I0

√
L

C1
sinω0t + V0(1− cosω0t) (21.8)

The time required for the current to reach zero and for the
voltage v (t) to reach its peak value can be calculated from

tan (ω0tc) = −
I0

√
L

C1

V0
= −ω0ton (21.9)
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This is also the charge time, tc , or the length of the charging
mode. Note from equation (21.9) that the charge time depends
on ton, which is the on-time of switch S2. In addition, the peak
capacitor voltage is a function of ton. The peak capacitor voltage
is limited to 2V0 without S2; voltage gains as high as 20 are
possible with the addition of S2 [1].

The switching elements in Figs. 21.4 and 21.5 are realized
with thyristors. Simple switches are shown for the boost-
charging technique in Fig. 21.6. Switch S1 could be imple-
mented with a thyristor. The boost capability provided by
switch S2 is best realized with a gate-controlled semiconductor
device such as a GTO or an IGBT.

21.4 Switching Converters

The poor efficiency when charging a capacitor through a resis-
tor from a high-voltage power supply limits its application to
low charging rates. In the resonance-charging concepts, the
energy is transferred to the load capacitor in a single pulse,
and it is not possible to compensate for capacitor leakage.
Energy storage capacitors may be charged utilizing the same
power electronic technology that has been applied in switch-
ing converters for constant power loads. Instead of charging
the energy storage capacitor with a single pulse, switching
converters can charge the capacitor with a series of pulses or

Lr

Vin

T1

T2T3

T4

Cr

C1

A

B

+

−

vAB

1: N

+
−

FIGURE 21.7 Series resonant converter.

pulse train. The peak current is reduced when charging with a
series of pulses, thus improving the efficiency of the charging
process. In addition, soft-switching techniques may be used in
the switching converter to increase the efficiency. The regula-
tion of the output voltage is also improved with the pulse train
because the energy is passed to the energy storage capacitor
as small packets. Common control techniques such as pulse-
width modulation can be used to control the size of the energy
packet. This capability to control the size of the energy packet
permits the CCPS to operate in the refresh mode and compen-
sate for capacitor leakage. As a result, the CCPS may operate
over a broad range of load repetition rates and still maintain
tight output voltage regulation during refresh mode. During
the refresh mode, energy lost due to capacitor leakage may
be replaced in a burst fashion [2] or in a continuous fashion
similar to trickle charging a battery [3].

In the switching converter, semiconductor switches may be
operated on the lower side of the transformer permitting the
use of MOSFETs or IGBTs in the CCPS. Because the CCPS
begins the charging mode with a short circuit across its output,
the switching converter must be capable of operating under this
severe load condition. This may require the implementation of
a current limiting scheme in the converter control circuit.

One switching converter as shown in Fig. 21.7 consists of
a resonant converter. Note that the MOSFETs and resonant
components Lr and Cr are connected on the low-voltage side
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of the transformer. Only the rectifier diodes and energy stor-
age capacitor must have high voltage ratings. When the out-
put rectifier is conducting, the energy storage capacitor C1 is
connected in series with the resonant capacitor Cr. For a trans-
former turns ratio of 1:N , reflecting C1 through the transfomer
yields a capacitance of N 2C1. Since N is typically large, this
reflected capacitance is much larger than Cr, thus the reso-
nant frequency, which is defined in Eq. (21.10), is not affected
by C1. For high-voltage, high-frequency operation, the leakage
inductance of the transformer may be utilized as Lr. Thus, the
resonant frequency can be expressed as

ωr = 1√
Lr((NCrC1)/(Cr + NC1))

(21.10)

One characteristic of this converter, which makes it attrac-
tive for capacitor charging, is the ability to operate under the
short-circuit conditions present at the beginning of the charg-
ing mode. The voltage across C1 is zero at the beginning of
this mode. The current in the switches is limited by the input
voltage and impedance Z0 as is defined in Eq. (21.11).

Z0 =
√

Lr

Cr
(21.11)

Another method for current limiting is to vary the ratio of
fs, the switching frequency of the MOSFETs, and the resonant
frequency, fr, which is ωr/2π . This effectively controls the flow
of energy from the source to C1. The ratio fs/fr may be set to a
low value at the beginning of the charging mode and increased
toward unity as the voltage across C1 increases. This limits the
current when the voltage across C1 is low and allows increased
energy transfer as the voltage approaches the target voltage. The
disadvantage of this approach is that variable frequency opera-
tion complicates device and component selection and degrades
EMI/EMC performance of the CCPS.

The flyback converter, shown in Fig. 21.8, also may be
utilized for capacitor-charging applications [4, 5]. When the
MOSFET is turned on, current increases in the primary wind-
ing, storing energy in the magnetic field. When it reaches a
specified level, the MOSFET is turned off and the energy is
transferred from the magnetic field to C1. This energy transfer
is terminated when the MOSFET is turned on again.

In cases where precise output regulation is not required and
the packet energy is low, the diode in Fig. 21.8 can be replaced
with a Zener diode with a Zener voltage of

VZ = nVin + VO,nom

where VO,nom is the nominal value of VO [6]. Once VO,nom is
reached, the next energy packet will force the diode into a brief
period of breakdown with the excess energy partially recycled

Vin

N1: N2

C1

FIGURE 21.8 Flyback converter.

to the input circuit. If the packet energy is small enough, the
breakdown is not destructive and VO is limited to

VO = VO,nom + VO,�

where VO,� is the small excess voltage caused by the last energy
packet.

Sokal and Redl [7] have investigated different control
schemes for charging capacitors using the flyback converter.
Their recommendation is to charge C1 with current pulses that
are nearly flat-topped. This strategy results in higher average
current for a given peak current. The capacitor is charged faster
because the charge delivered to it during a pulse is directly pro-
portional to the average current. This desired pulse shape is
achieved by turning on the MOSFET to terminate the trans-
fer of energy to C1 soon after the MOSFET is turned off, which
increases the switching frequency. When the primary current
rises to a preset minimum level, the MOSFET is again turned
off. This switching strategy is essentially hysteretic current
mode control, in which the switch current is limited between
two preset bounds.

Another converter for capacitor-charging applications is the
Ward converter [8–10] shown in Fig. 21.9. When the MOSFET
is turned on, energy is stored in the inductor and capacitor
Ca transfers energy into the energy storage capacitor C1 and
capacitor Cb. The energy stored in the inductor is transferred to
Ca when the MOSFET is turned off. The leakage inductance of
the transformer and Ca resonate producing a sinusoidal current
that flows in the primary winding of the transformer and the
MOSFET. When the primary current reaches zero and starts
negative, the diode turns on, which allows the MOSFET to be
turned off efficiently at zero current.

In some converter operating conditions, the voltage across
Ca is very small because most of the energy has been transferred
from Ca to C1. The energy stored in Ca may be too small to
ensure zero-current turn off of the MOSFET. In this case, the



572 W. C. Dillard

1: N

Vin

L
Ca

Cb C1

FIGURE 21.9 Ward converter.

energy stored in Cb helps to ensure that the amplitude of the
current is large enough for zero-current turn off of this device.
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22.1 Introduction

Electronic ballasts, also called solid-state ballasts, are those
power electronic converters used to supply discharge lamps.
The modern age of electronic ballasts began with the intro-
duction of power bipolar transistors with low storage time,
allowing to supply fluorescent lamps at frequencies of several
kilohertz and increasing lamp luminous efficacy by operating
at these high frequencies. Later, electronic ballasts became very
popular with the development of low-cost power MOSFETs,
with unique features that make them very attractive to imple-
ment solid-state ballasts. The main benefits of electronic bal-
lasts are the increase in the lamp and ballast overall efficiency,
increase in lamp life, reduction of ballast size and weight, and
improvement in lighting quality. This chapter attempts to give
a general overview about the more important topics related to
this type of power converters.

22.1.1 Basic Notions

Discharge lamps generate electromagnetic radiation by means
of an electric current passing through a gas or metal vapor. This
radiation is discrete, as opposed to the continuous radiation

emitted by an incandescent filament. Figure 22.1 shows the
electromagnetic spectrum of an electric discharge, which con-
sists of a number of separate spectral lines.

As can be seen in Fig. 22.1, only the electromagnetic radi-
ation emitted within the visible region (380–780 nm) of the
radiant energy spectrum is useful to provide lighting. The total
power in watts emitted by an electric discharge can be obtained
by integrating the spectral energy distribution. However, this
is not a suitable parameter to measure the amount of light
emitted by a discharge lamp.

The human eye presents different responses to the differ-
ent types of electromagnetic waves within the visible range.
As illustrated in Fig. 22.2, there exist two response curves.
First, the photopic curve, also called V (λ), is the characteris-
tic used to represent the human eye under normal illuminating
level conditions or daylight vision. Second, the scotopic curve
V ′(λ) is the response of the human eye for situations with
low illuminating levels, also known as nocturnal vision. The
reason for this different behavior is physiologic. The human
eye consists of two types of photoreceptors: rods and cones.
Rods are much more sensitive at low lighting levels than cones,
but they are not sensitive to the different light colors. On
the other hand, cones are responsible for normal color vision

Copyright c© 2007, 2001, Elsevier Inc.
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at higher lighting levels. Normally, only the photopic func-
tion is considered in lighting design and used to calibrate
photometers [29, 30].

Since the human eye responds in different ways to the dif-
ferent wavelengths or colors, the output power of a lamp,
measured in watts, is no longer applicable to represent the
amount of light generated. Thus, a new unit is used to incor-
porate the human eye response, which is called lumen. The
total light output of a lamp is then measured in lumens, and
it is known as luminous flux of the lamp, which is obtained by

integrating the radiant power as follows:

� = Km

780nm∫
380nm

P(λ)V (λ)dλ (22.1)

where Km represents the maximal spectral luminous efficacy,
which is equal to 683 lumens/watt (at λ= 555 nm) for pho-
topic vision and 1700 lumens/watt (at λ= 507 nm) for sco-
topic vision. The standard photopic and scotopic functions
were defined by the International Commission on Illumination
(CIE) in 1924 and 1951, respectively.

The measurement of the total luminous flux of the lamp is
very useful to know whether the lamp is working properly. This
can be measured by means of an integrating sphere and using
the substitution method. The integrating sphere, also known as
Ulbricht photometer, is internally coated with a perfectly dif-
fusing material. Thus, the integral of the sphere is performed
in Eq. (22.1), and the illuminance on the internal surface is
proportional to the total luminous flux. A photometer with
a V (λ) filter is placed so that the internal illuminance can be
measured, and a baffle is located to avoid direct illumination of
the photometer probe by the lamp. The measurement is made
in two steps, one with the lamp under test in place and the other
with a standard lamp of known total luminous flux. From the
two measurements, the total luminous flux of the lamp under
test is deduced by linear relationship. Figure 22.3 illustrates an
integrating sphere photometer.
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FIGURE 22.3 Integrating sphere used for measurement of the lamp
total luminous flux.

An important parameter related to the supply of discharge
lamps is the luminous efficacy. Luminous efficacy is defined
as the rate of the lamp total luminous flux to the total
electric power consumed by the lamp, usually expressed in
lumens/watt. The luminous efficacy of a discharge lamp can be
increased by proper designing of the electronic ballast, which
finally results in energy saving.

22.1.2 Discharge Lamps

Basically, discharge lamps consist of a discharge tube inside
which the electric energy is transformed into electromagnetic
radiation. The discharge tube is made of a transparent or
translucent material with two sealed-in electrodes placed at
both ends, as shown in Fig. 22.4. The discharge tube is filled
with an inert gas and a metal vapor. The electrodes generate
free electrons, which are accelerated by the electrical field exist-
ing in the discharge. These accelerated electrons collide with
the gas atoms, resulting in both elastic and inelastic collisions
depending on the electron kinetic energy. The basic processes
inside the discharge tube are illustrated in Fig. 22.4. They are as
follows [28]:

1. Heat Generation. When the kinetic energy of the electron
is low, an elastic collision takes place and only a small part of

Heat generation Energy radiation Ionization

Electrode
Electrons

FIGURE 22.4 Basic processes inside the discharge tube.

the electron energy is transferred to the gas atom. The result
of this type of collisions is an increase in the gas tempera-
ture. In this case, the electrical energy is consumed to produce
heat dissipation. However, this is also an important process
because the discharge has to set in its optimum operating
temperature.

2. Gas Atom Excitation. Some electrons can have a high
kinetic energy so that the energy transferred in the collision is
used to send an electron of the gas atom to a higher orbit. This
state is unstable and the electron tends to recover its original
level, emitting the absorbed energy in the form of electro-
magnetic radiation. This radiation is used to directly generate
visible light or, in other case, ultraviolet radiation is first gen-
erated and then transformed into visible radiation by means of
a phosphor coating existing in the inside wall of the discharge
tube.

3. Gas Atom Ionization. In some cases, electrons have gained
such high kinetic energy that during the collision with the gas
atom, an electron belonging to the gas atom is freed, result-
ing in a positively charged ion and a free electron. This freed
electron can play the same roles as those generated by the
electrodes. This process is specially important during both dis-
charge ignition and normal running because ionized atoms
and electrons are necessary to maintain the electrical current
through the lamp.

The number of free electrons in the discharge can increase
rapidly due to continuing ionization, producing an unlimi-
ted current and finally a short circuit. This is illustrated in
Fig. 22.5, which shows how the voltage–current characteris-
tics of a gas discharge exhibits a negative differential resistance.
Therefore, in order to limit the discharge current, the use of
an auxiliary supply circuit is mandatory. This circuit is called
ballast.

Focusing on discharge lamps, the complete stabilization
process consists of two main phases:

1. Breakdown Phase. Most of the gases are very good insu-
lators, and an electric discharge is only possible if a sufficient



576 J. M. Alonso

V

I

V1

V2

I1 I2

P1

P2

R1

R2

Rd = 
I2   –  I1

V2  – V1 < 0

FIGURE 22.5 Voltage–current characteristics of a gas discharge.

concentration of charged particles is present. Normally, a high
voltage is used to provide electricity carriers and to initi-
ate the discharge. The minimum voltage applied to initiate
the discharge is called starting voltage. The starting voltage
mainly depends on the type of gas, gas pressure, and distance
between electrodes. Figure 22.6a represents the starting voltage
as a function of the gas pressure multiplied by electrode dis-
tance, for different gases. These functions are known as Paschen
curves.

Usually, auxiliary inert gases are used to decrease the starting
voltage. Particularly, there exist some special inert gas mix-
tures presenting a very low starting voltage, which are called
Penning mixtures. These penning mixtures are very often used
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FIGURE 22.6 (a) Paschen curves for different inert gases and (b) stabilization curve of a discharge lamp.

as initial starting gas. Figure 22.6a shows a typical penning
mixture constituted by neon with 0.1% of argon.

2. Warm-up Phase. Once the lamp is ignited, the collisions
between free electrons and atoms generate heat and discharge
temperature increases until reaching the normal operation
conditions. During this phase, the heat is used to evaporate
the metal atoms existing in the discharge tube and the emit-
ted electromagnetic radiation has the characteristics of a metal
vapor discharge instead of an inert gas discharge. From the
electrical point of view, the discharge warm-up phase shows
initially low discharge voltage and high discharge current. As
long as more and more metal atoms are evaporated, the dis-
charge voltage increases and the discharge current decreases.
Finally, an equilibrium is reached at steady-state operation with
the normal values of voltage and current. The time constant
of the warm-up phase strongly depends on the lamp type.
It varies from seconds for fluorescent lamps to minutes for
high-intensity discharge lamps. Figure 22.6b illustrates some
discharge waveforms during the warm-up phase.

The basic elements used in lamps to generate radiation in the
visible part of the spectrum are sodium and mercury. The for-
mer generates radiation directly within the visible part of the
spectrum; the latter generates radiation mainly in the ultra-
violet region, but this radiation can be easily transformed to
visible radiation by means of a phosphor coating on the inter-
nal wall of the discharge tube. Besides the element used, a very
important parameter related to the efficiency and richness of
the emitted radiation is the discharge pressure. For the sodium
and mercury elements, there exist two pressure values around
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which the luminous efficacy of the discharge is higher. The first
is obtained at quite low pressures, about 1 Pa, and the second
at higher pressures around 105 Pa (1 at). This is the reason why
there exist two main types of discharge lamps:

1. Low-Pressure Discharge Lamps. This type of lamps oper-
ates with pressures around 1 Pa, and they feature low current
density inside the discharge and low power/unit of discharge
length. Therefore, these lamps present normally a quite large
discharge volume with low power rating. Most representa-
tive examples are low-pressure mercury lamps, also known as
fluorescent lamps and low-pressure sodium lamps.

2. High-Pressure Discharge Lamps. The operating pressure
in this type of lamps is around 105 Pa and higher, in order to
achieve a considerable increase in the luminous efficacy of the
discharge. These lamps present a high current density in the
discharge and a high power/discharge length ratio, thus show-
ing much smaller discharge tubes. Examples of these lamps
are high-pressure sodium lamps, high-pressure mercury lamps,
and metal halide lamps.

Finally, to characterize the light produced by a discharge
lamp, it is necessary to know two important concepts: the cor-
related color temperature (CCT) and the color rendering index
(CRI).

The CCT is defined as the temperature of the blackbody
radiator whose perceived color most closely resembles that of
the discharge lamp. The color of an incandescent body changes
from deep red to orange, yellow, and finally white as its tem-
perature rises. Thus, a cool white fluorescent lamp has a CCT
around 3500 K and it is perceived as a white source of light,
whereas a high-pressure sodium lamp presents a CCT of about
2000 K and it appears as yellow.

The CRI of a light source is the effect that the source has on
the color appearance of the objects under it, when compared
with their appearance under a reference source of equal CCT.
The measurement gives a value lower than 100, and the higher
the CRI the better the color rendition. For example, daylight
and incandescent lamps has a CRI equal to 100.

To conclude this introduction on the discharge lamps, some
comments regarding the most important types of discharge

TABLE 22.1 Comparison of different discharge lamps

Lamp Wattage (W) Luminous efficacy (lm ·W−1) Life (h) CCT (K) CRI

Fluorescent 4–100 62 20,000 4200 62
Compact fluorescent 7–30 60–80 10,000 2700–5000 82
Low-pressure sodium 50–150 110–180 15,000 1800 <0
Mercury vapor 50–1000 40–70 24,000 4000–6000 15–50
Metal-halide 40–15,000 80–125 10,000 4000 65
HPS 35–1000 65–140 24,000 2000 22
HPS(Amalgam) 35–1000 45–85 10,000 2200 65

lamps will be given. Table 22.1 provides some additional data
on the different discharge lamps for comparison.

1. Fluorescent Lamps. These lamps belong to the category
of low-pressure mercury vapor discharge lamps. The discharge
generates two main lines at 185 and 253.7 nm and other weak
lines in the visible range of the spectrum. A fluorescent powder
on the inside wall of the discharge tube converts the ultraviolet
radiation into visible radiation, resulting in a broadband spec-
tral distribution and good color rendition. In these lamps, the
optimum mercury vapor pressure (which gives the maximum
luminous efficacy) is 0.8 Pa. For the tube diameters normally
used, this pressure is reached at a wall temperature of about
40◦C, not much higher than typical ambient temperature. The
heat generated inside the discharge is sufficient to attain the
required operating temperature without using an outer bulb.
However, this structure causes a great variation of the lamp
lumen output with the temperature, which is one important
drawback of the fluorescent lamps. One solution to this prob-
lem is the addition of amalgams to stabilize the light output.
This is specially used in compact fluorescent lamps.

2. Low-Pressure Sodium Lamps. These lamps are the most
efficient source of light. The reason is the almost monochro-
matic radiation that they generate, with two main lines at 589
and 589.6 nm, very close to the maximum human eye sensi-
tivity. Therefore, color rendition of these lamps is very poor;
however contrasts are seen more clearly under this light. This is
the reason for using these lamps in situations where the recog-
nition of objects and contours is essential for safety, such as
motorway bridges, tunnels, intersections, and so on. The opti-
mum pressure for the low-pressure sodium discharge is about
0.4 Pa, which is attained in normal discharge tubes at a tem-
perature of 260◦C. An outer bulb is normally used to reach and
maintain this temperature.

3. High-Pressure Mercury Vapor Lamps. The increase in the
pressure of the mercury vapor produces a radiation richer in
spectral lines, some of them are in the visible part of the spec-
trum (405, 436, 546, and 577/579 nm). This leads to an increase
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in the luminous efficacy, reaching values of 40–60 lm·W−1 at
pressures 105–107 Pa (1–100 at). These lamps operate with
unsaturated mercury vapor, which means that all the mercury
in the discharge tube has evaporated and the number of mer-
cury atoms/unit volume remains constant. Thus, the operation
of this type of lamps is more independent of the temperature
than most other discharge lamps. One drawback of these lamps
is the lack of spectral lines in the long wavelengths (reds) of
the spectrum, thus showing low CRI. An increase of the color
rendition can be obtained by adding metal halide compounds
into the discharge tube, in order to generate radiation all over
the visible spectrum. These lamps are known as metal halide
lamps.

4. High-Pressure Sodium Lamps. This is a very popular
source of light due to its high luminous efficacy and long
life. The increase in the sodium vapor pressure produces a
very widening spectrum, with good color rendition compared
with the low-pressure sodium lamps. This also leads to a
lower luminous efficacy, but it is still higher than the other
high-intensity discharge lamps. Some of these lamps also incor-
porate mercury in the form of sodium amalgam to increase
the field strength of the discharge, thus decreasing the dis-
charge current. A lower lamp current and a higher lamp voltage
allow to reduce the size and cost of the ballast. However, the
addition of sodium amalgam strongly reduces the life of the
lamp.

22.1.3 Electromagnetic Ballasts

Electromagnetic ballasts are commonly used to stabilize the
lamp at the required operating point by limiting the discharge
current. The operating point of the lamp is given by the inter-
section of both lamp and ballast characteristics, as shown in
Fig. 22.7. The ballast line is the characteristic that shows the
variation of the lamp power versus lamp voltage for a constant
line voltage, and it can be measured during the warm-up phase
of the lamp. The lamp line is the characteristic that gives the
variation of the lamp power as a function of the lamp voltage
for different line voltages, and it can be measured by varying
the line voltage. Some lamps, such as high-pressure sodium,
exhibit a great variation of lamp voltage with changes in the
lamp wattage. Because of this characterstic, trapezoids have
been established that define maximum and minimum permis-
sible lamp wattage versus lamp voltage for purposes of ballast
design, as shown in Fig. 22.7.

Figure 22.8 shows basic electromagnetic ballast used to
supply low- and high-pressure lamps at line frequencies
(50–60 Hz). Figure 22.8a illustrates the typical circuit used to
supply fluorescent lamps with preheating electrodes, which
basically uses a series inductor to limit the current through the
discharge. Initially, the glow switch is closed and the short cir-
cuit current flows through the circuit, heating the electrodes.

Lamp
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Lamp voltage

Maximum lamp wattage

Minimum lamp wattage

Lamp line
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Maximum lamp
voltage
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FIGURE 22.7 Lamp and ballast characteristics.

A fraction of a second later, the glow switch is opened and
the energy stored in the ballast inductor causes a voltage spike
between the lamp electrodes (about 800 V), which finally pro-
duces the discharge breakdown. Once ignited, the lamp voltage
is lower than the line voltage and the glow switch remains
open during the normal lamp operation. Typical glow switches
are based on two bimetal strips inside a small tube filled
with an inert gas. An external capacitor of about 10 nF is
used to enhance the glow-switch operation and also to reduce
radio interference during lamp starting. Finally, in this type of
inductive ballasts, a capacitor placed across the line input is
mandatory to achieve a reasonable value of the input power
factor.

Starting voltages of high-pressure discharge lamps are nor-
mally higher than low-pressure discharge lamps and can range
from 2500 V for a lamp at room temperature to 30–40 kV to
reignite a hot lamp. Thus, the simple ignition system based
on the glow switch is no longer applicable for these lamps.
Figures 22.8b and c show two typical arrangements to supply
high-intensity discharge lamps. A series inductor is also used
to limit the lamp current at steady-state operation, but auto-
transformers are used to attain higher voltage spikes for lamp
ignition. For higher line voltages and short distances between
starter and lamp, the inductor ballast can be used as ignition
transformer as shown in Fig. 22.8b. In other cases, a separate
igniting transformer is needed to provide higher voltage spikes
and to avoid the effect of parasitic capacitance of connection
cables (Fig. 22.8c).

The inductive ballast provides low lamp-power regulation
against line voltage variation and therefore it is only recom-
mended in those installations with low voltage fluctuations.
When a good lamp power regulation is necessary, the cir-
cuit shown in Fig. 22.8d is normally used. This circuit
is commonly named as constant wattage autotransformer
(CWA) and incorporates a capacitor in series with the lamp
to limit the discharge current. Compared with the normal



22 Electronic Ballasts 579

Line
Glow
switch

(a)

Line
Starter

(b)

Line
Starter

(c)

Ballast Ballast

Ballast Starting transformer

Line

(d)

CWA

Air gapped
core

FIGURE 22.8 Typical electromagnetic ballast used to supply discharge lamps at low frequency.

inductive ballast, the CWA also exhibits higher input power
factor, lower line extinguishing voltage, and lower line starting
currents.

The main advantage of electromagnetic ballasts is their
simplicity, which in turn provides low cost and high relia-
bility. However, since they operate at line frequencies, typi-
cally 50–60 Hz, they also feature high size and weight. Other
important drawbacks of electromagnetic ballasts are as follows:

• Low efficiency especially for those ballasts featuring good
lamp-power regulation against line voltage variation.

• Low reliability for ignition and reignition. If the volt-
age spike is not well located within the line period, the
ignition of the lamp can fail.

• Difficult to control the lamp luminous flux (dimming).
• Lamp operating point changes due to lamp aging process,

thus reducing lamp life.
• Low input power factor and high harmonic distortion.

Large capacitors are needed across the line input to
increase power factor.

• Over-current risk due to ballast saturation caused by rec-
tifying effect of some discharge lamps, specially at the end
of their life.

• Flickering and stroboscopic effect due to low frequency
supply. The energy radiated by the lamp is a function
of the instantaneous input power. Therefore, when sup-
plied from an ac line, an instantaneous variation of the
light output occurs, which is called flicker. For a line fre-
quency of 60 Hz, the resulting light frequency is 120 Hz.
This variation is too fast for the human eye, but when
rapidly moving objects are viewed under these lamps,
the objects seem to move slowly or even halted. This is
called stroboscopic effect, and it can be very dangerous in

industrial environments. A flicker index is defined with
values from 0 to 1.0 [1]. The higher the flicker index
the higher is the possibilities of noticeable stroboscopic
effect.

• Unsuitable for dc applications (emergency lighting, auto-
mobile lighting, etc.).

22.2 High Frequency Supply
of Discharge Lamps

22.2.1 General Block Diagram of Electronic
Ballasts

Figure 22.9 shows the general block diagram of a typical
electronic ballast. The main stages are the following:

• EMI Filter. This filter is mandatory for commercial elec-
tronic ballast. Usually, it consists of two coupled induc-
tors and a capacitor. The input filter is used to attenuate
the electromagnetic interference (EMI) generated by the
high frequency stages of the ballasts. It also protects the
ballast against possible line transients.

• AC–DC Converter. This stage is used to generate a dc
voltage level from the ac line. Normally, a full-bridge
diode rectifier followed by a filter capacitor is used. How-
ever, this simple rectifier provides low input power fac-
tor and poor voltage regulation. In order to obtain a
higher power factor and a regulated bus voltage, active
converters can be used as expounded later in this chapter.

• DC–AC Inverter and High-Frequency Ballast. These
stages are used to supply the lamp at high frequency. The
inverter generates a high-frequency waveform, and the
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FIGURE 22.9 Block diagram of a typical electronic ballast.

ballast is used to limit the current through the discharge.
Both inductors and capacitors can be used to perform
this function, with the advantage of low size and weight,
because they operate at high frequencies.

• Starting Circuit. In most electronic ballast, specially
those for low-pressure discharge lamps, the high-
frequency ballast is used to both ignite the lamp and
limit the lamp current at steady state. Therefore, no extra
starting circuit is necessary. However, when supplying
high-pressure discharge lamps, the starting voltages are
quite higher and separate ignition circuits are needed,
specially if hot reignition is pursued.

• Control and Protection Circuit. This stage includes the
main oscillator, error amplifiers to regulate lamp current
or power, output over-voltage protection, timers to con-
trol the ignition times, over-current protection, lamp fail-
ure protection, etc. It can vary from very simple circuits,
those used in self-oscillating ballasts, to very complicated
ones, which sometimes include a microprocessor-based
control circuit.

There are several important topics when designing electronic
ballasts:

• Operating Frequency. The operating frequency should be
high in order to take benefit of the lower size and weight
of the reactive elements used to stabilize the discharge.
Usually, the operating frequency should be higher than
20 kHz to avoid audible frequencies, which can produce
annoying noises. On the other hand, a higher frequency
produces higher switching losses and the practical limit
of the switching frequency is about 100 kHz when using
MOSFET switches. It is also important to avoid frequen-
cies in the range 30–40 kHz because these frequencies are
normally used in IR remote controls and could generate
some kind of interference.

• Lamp Current Waveform. In order to attain the maxi-
mum lamp life, it is important to drive the lamp with
symmetrical alternating currents, thus making use of

both the lamp electrodes alternately. Also, an important
parameter is the lamp current crest factor (CF), which is
the ratio of the peak value to the rms value of the lamp
current. In case of electronic ballasts, the ratio of the peak
value of the low-frequency-modulated envelope to the
rms value should be used. The higher the CF the lower the
lamp life. The ideal situation is to supply the lamp with a
pure sinusoidal waveform. Usually, a CF lower than 1.7 is
recommended to avoid early aging of the lamp [31].

• Lamp Starting Procedure. This is a very important issue
when developing commercially available electronic bal-
lasts. The reason is that the life of the lamp greatly
depends on how well the lamp starting is performed,
specially for hot-cathode fluorescent lamps. During the
starting process, electrodes must be warmed up to the
emission temperature, about 800◦C, and no high voltage
should be applied until their temperature is sufficiently
high, thus avoiding sputtering damage. Once the elec-
trodes reach the emission temperature, the starting volt-
age can be applied to ignite the lamp. For lamps with cold
cathodes, the starting voltage must be applied rapidly
to prevent harmful glow discharge and cathode sputter-
ing. In any case, starting voltage must be limited to the
minimum value to ignite the lamp, since higher voltages
could provide undesirable starting conditions that would
reduce the life of the lamp.

• Dimming. This is an important feature, which allows
the ballast to control lamp power and thereby light-
ing output. Usually the switching frequency is used in
solid-state ballasts as a control parameter to provide
dimming capability. Variations in frequency affect the
high-frequency ballast impedance and allow to change
the discharge current. For example, if an inductor is used
as high-frequency ballast, a frequency increase yields an
increase in the ballast impedance, thus decreasing lamp
current. Dimming should be carried out smoothly, avoid-
ing abrupt changes in lamp power when passing from one
level to another. In an eventual power cutoff, the lamp
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should be restarted at maximum lighting level and then
slowly reduced to the required output level.

• Acoustic Resonance. The HID lamps exhibit an unsta-
ble operation when they are supplied at high frequency.
At certain operating frequencies, the arc fluctuates and
becomes unstable, which can be observed as a high flicker
due to important changes in the lamp power and thus in
the lighting output. This can be explained by the depen-
dence of the damping of acoustic waves on the plasma
composition and pressure. More information about this
topic can be found in [2]. The avoidance of acoustic
resonance is mandatory to implement commercial elec-
tronic ballasts. This can be performed by selecting the
operating frequency in a range free of acoustic reso-
nances, typically below 1 kHz and over 100 kHz. Other
methods are frequency modulation, square wave opera-
tion, and sine-wave superposed with the third harmonic
frequency [3, 4].

22.2.2 Classification of Electronic Ballast
Topologies

Typical topologies used to supply discharge lamps at high fre-
quency can be classified into two main groups: nonresonant
ballasts and resonant ballasts.

22.2.2.1 Nonresonant Ballasts
These topologies are usually obtained by removing the out-
put diode of dc-to-dc converters, in order to supply alternat-
ing current to the lamp. Current mode control is normally
employed to limit the discharge lamp current. The lamp is
supplied with a square current waveform, which can exhibit
a dc level in some cases. A small capacitor is used to initially
ignite the lamp, but its effect at steady-state operation can be
neglected.

Examples of nonresonant electronic ballasts are shown in
Fig. 22.10. Figures 22.10a and 22.10b illustrate a boost-based
and a flyback-based ballast, respectively. Other topologies,
which can supply symmetric alternating current through the

Vin Vin
Vin Vin

L

Q1

D1

Q1 Q1Q2 Q2
D1 D2

Lamp

(d)(c)(b)(a)

C1
L1 L2

Q1C

C

C

Lamp

Lamp

Lamp

FIGURE 22.10 Nonresonant electronic ballasts.

lamp, are shown in Fig. 22.10c (symmetric boost) and 22.10d
(push–pull).

These topologies present several drawbacks such as high-
voltage spikes across the switch, which necessitates the use of
high-voltage transistors, and high switching losses due to hard
switching, which gives low efficiency specially for high pow-
ers. Besides, since the ideal situation is the lamp being supplied
with a sine wave, these circuits produce an early aging of the
lamp. To conclude, typical applications of these topologies are
portable and emergency equipments, in which lamp power is
low and the number of ignitions during its life is not very high.
Some applications of these circuits can be found in [5–8].

22.2.2.2 Resonant Ballasts
These ballasts use a resonant tank circuit to supply the lamp.
The resonant tank filters the high-order harmonics, thus
obtaining a sine current waveform through the lamp. Resonant
ballasts can be classified into two categories:

A. Current-fed Resonant Ballasts
These ballasts are supplied with a dc current source, usu-

ally obtained by means of a choke inductor in series with the
input dc voltage source. The dc current is transformed into an
alternating square current waveform by switching power tran-
sistors. Typical topologies of this type of ballasts are shown in
Fig. 22.11.

The topology shown in Fig. 22.11a corresponds to a class E
inverter. Inductor Le is used to obtain a dc input current with
low current ripple. This current supplies the resonant tank
through the power switch formed by Q1–D1. The resonant
tank used in this topology can vary from one ballast to another;
the circuit shown in Fig. 22.11a is the one, which is nor-
mally used. The main advantage of this topology is that zero
voltage switching (ZVS) can be attained in the power switch,
thus reducing the switching losses and making possible the
operation at very high frequencies, which can reach several
megahertz. This allows to drastically reduce the size and weight
of the ballast. However, the adjustment of the circuit parame-
ters to obtain the optimum operation results is quite difficult,
specially for mass production. Another important drawback is
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FIGURE 22.11 Two typical current-fed resonant inverters: (a) class E inverter; (b) current-fed push–pull inverter; and (c) current-fed full-bridge
resonant inverter.

the high voltage stress across the switch, which can reach values
of three times the dc input voltage. For these reasons, the main
applications of this circuit are battery-supplied ballasts with
low input voltage and low lamp power, as those used in emer-
gency lighting and portable equipment. Typical power range of
this ballast varies from 5 to 30 W. Applications of this circuit
can be found in [9, 10].

Another typical topology in this group is the current-fed
push–pull inverter shown in Fig. 22.11b. In this circuit, a dc
input current is obtained by means of choke inductor Le. Tran-
sistors are operated with a 50% duty cycle, thus providing a
current square wave, which supplies the current-fed parallel
resonant circuit formed by the mutual inductance of the trans-
former and capacitor C. This circuit has the advantage of being
relatively easy to implement in a self-oscillating configuration,
avoiding the use of extra control circuits and thereby reduc-
ing the cost. Also, ZVS can be obtained in the power switches.
However, the switches also present a high voltage stress, about
three times the dc input voltage, which makes this topology
unsuitable for power line applications. This circuit is also nor-
mally used in battery-operated applications in a self-oscillating
arrangement. The typical power range is 4–100 W. Applications
based on this circuit can be found in [11, 12].

Finally, Fig. 22.11c shows a current fed full-bridge resonant
inverter, which can be used for higher power rating. Also, this
circuit allows to control the output power at constant fre-
quency by switching the devices of the same leg simultaneously,
generating a quasi-square current wave through the resonant
tank [13].

B. Voltage-fed Resonant Ballasts
At present, electronic ballast manufactures mostly use

voltage-fed resonant ballasts, specially for applications supplied
from the ac mains. The circuit is fed from a dc voltage source,
normally obtained by line voltage rectifying. A square wave
voltage waveform is then obtained by switching the transistors
with a 50% duty cycle, and is used to feed a series resonant
circuit. This resonant tank filters the high/order harmonics
and supplies the lamp with a sine current waveform. One

advantage of the voltage-fed series resonant circuit is that the
starting voltage can be easily obtained without using extra igni-
tion capacitors by operating close to resonant tank frequency.
Figure 22.12 shows electrical diagrams of typical voltage-fed
resonant ballasts.

The voltage-fed version of the push–pull inverter is illus-
trated in Fig. 22.12a. This inverter includes a transformer,
which can be used to step up or down the input voltage in order
to obtain an adequate rms value of the output square wave volt-
age. This not only provides higher design flexibility but also
increases the cost. One disadvantage is that the voltage across
transistors is twice the input voltage, which can be quite high
for line applications. Therefore, this inverter is normally used
for low-voltage applications. Another important drawback of
this voltage-fed inverter is that any asymmetry in the two pri-
mary windings (different number of turns) or in the switching
times of power transistors would provide an undesirable dc
level in the transformer magnetic flux, which in turn could sat-
urate the core or decrease the efficiency due to the circulation
of dc currents.

Figures 22.12b and 22.12c illustrate two possible arrange-
ments for the voltage-fed half-bridge resonant inverter. The
former is normally referred as asymmetric half-bridge, and it
uses one of the resonant tank capacitors (C1 in the figure) to
block the dc voltage level of the square wave generated by the
bridge. This means that capacitor C1 will exhibit a dc level
equal to half the dc input voltage superimposed to its nor-
mal alternating voltage. A transformer can also be used in this
inverter to step up or down the input voltage to the required
level for each application. In this case, the use of the series
capacitor C1 prevents any dc current from circulating through
the primary winding, thus avoiding transformer saturation.
This topology is widely used by ballast manufacturers to sup-
ply fluorescent lamps, especially in the self-oscillating version,
which allows to drastically reduce the cost. When supplying
hot-cathode fluorescent lamps, the parallel capacitor C2 is nor-
mally placed across two electrodes, as shown in Fig. 22.12b, in
order to provide a preheating current for the electrodes and
achieve soft ignition. Figure 22.12c shows other version of the
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FIGURE 22.12 Typical voltage-fed resonant inverters: (a) push–pull; (b)–(c) half-bridge; and (d) full-bridge.

half-bridge topology, using two bulk capacitors to provide a
floating voltage level equal to half the input voltage. In this
case, capacitor C1 is no longer used to block a dc voltage, thus
showing lower voltage stress.

Finally, for the high power range (>200 W), the full-bridge
topology shown in Fig. 22.12d is normally used. The transistors
of each half-bridge are operated with a 50% duty cycle, and
their switching signals are phase-shifted by 180◦. Thus, when
switches Q1 and Q2 are activated, direct voltage Vin is applied
to the resonant tank; when switches Q3 and Q4 are activated,
the reverse voltage−Vin is obtained across the resonant circuit.
One of the advantages of this circuit is that the switching signals
of the two branches can be phase-shifted by angles between 0
and 180◦, thus controlling the rms voltage applied to the res-
onant tank ranging from 0 to Vin. This provides an additional
parameter to control the output power at constant frequency,
which is useful to implement dimming ballast.

22.3 Discharge Lamp Modeling

The low frequency of the mains is not an adequate power
source for supplying discharge lamps. At these low frequencies,
electrons and ionized atoms have enough time to recombine
at each current reversal. For this reason, the discharge must be
reignited twice within each line period. Figure 22.13a illustrates
the current and voltage waveforms and the I–V characteristics
of a 150-W HPS lamp operated with an inductive ballast at

50 Hz. As can be seen, the reignition voltage spike is nearly 50%
higher than the normal discharge voltage, which is constant
during the rest of the half-cycle.

When lamps are operated at higher frequencies (above
5 kHz), electrons and ions do not have enough time to recom-
bine. Therefore, charge carrier density is sufficiently high at
each current reversal and no extra power is needed to reignite
the lamp. The result is an increase in the luminous flux com-
pared with that at low frequencies, which is especially high for
fluorescent lamps (10–15%).

Figure 22.13b shows the lamp waveforms and I–V charac-
teristics for the same 150-W HPS when supplied at 50 kHz. It
also shows how the reignition voltage spikes dissapear, and the
lamp behaviour is nearly resistive.

Figure 22.14 illustrates how the voltage waveforms change
in a fluorescent lamp when increasing the supply frequency.
As can be seen, at a frequency of 1 kHz, the voltage is already
nearly sinusoidal and the lamp exhibits a resistive property.

Therefore, a resistor can be used to model the lamp at high
frequencies for ballast design purposes. However, most lamp
manufactures provide only lamp data for operating at low fre-
quencies, where the lamp acts as a square wave voltage source.
Table 22.2 shows the low-frequency electric data of different
discharge lamps provided by the manufacturer and the mea-
sured values at high frequency for the same lamps. As can be
seen, a power factor close to unity is obtained at high frequency.

The equivalent lamp resistance at high frequencies can be
easily estimated from the low-frequency data. Lamp power at
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FIGURE 22.14 Voltage waveforms for a 36-W linear fluorescent lamp
supplied through a resistive ballast at nominal power and different oper-
ating frequencies. Vertical scale: 100 V/DIV.

any operating frequency can be expressed as follows:

PLA = VLA ILA FPLA (22.2)

where VLA and ILA are the rms values of lamp voltage and
current, and FPLA is the lamp power factor.

At line frequencies, the lamp power factor is low (typically
0.8), due to the high distortion in the lamp voltage waveform.
However, at high frequencies the lamp power factor reaches
nearly 1.0. Then, lamp voltage and current at high frequency
(VLA,hf, ILA,hf) can be estimated from the following equation:

ILA,hf VLA,hf = PLA (22.3)

where PLA is the nominal lamp power provided by the manu-
facturer.

As can be seen in Table 22.2, fluorescent lamps tend to main-
tain nearly the same rms current at low and high frequency,
whereas high-pressure discharge lamps tend to maintain nearly
the same rms voltage. Based on these assumptions, the equiva-
lent lamp resistance at high frequency estimated from the low
frequency values is shown in Table 22.3.
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TABLE 22.2 Electric data of different discharge lamps

Lamp∗ Manufacturer @ 50 Hz Measured @ H.F.

V (Vrms) I (Arms) P (W) PF V (Vrms) I (Arms) P (W) PF

Fluorescent (TLD-36 W) 103 0.44 36 0.79 83.2 0.46 36 0.94

Compact fluorescent (PLC-26 W) 105 0.31 26 0.80 82 0.32 26 0.99

Low-pressure sodium (SOX-55 W) 109 0.59 55 0.86 75 0.76 56 0.98

Mercury vapor (HPLN-125 W) 125 1.15 125 0.87 132 0.92 120 0.99

Metal-halide (MHN-TD-150 W) 90 1.80 150 0.93 92 1.63 146 0.97

High-pressure sodium (SON-T-150 W) 100 1.80 150 0.83 105 1.42 148 0.99

∗Lamps aged for 100 h.

TABLE 22.3 Estimated electric data of discharge lamps at high frequency

Lamp V LA,hf ILA,hf RLA,hf

Fluorescent lamps PLA/ILA,lf ILA,lf PLA/I2
LA,lf

High-pressure lamps VLA,lf PLA/VLA,lf V 2
LA,lf/PLA

Low-pressure sodium lamps neither maintain voltage nor
current constant at high frequency, and they also exhibit
an equivalent resistance quite dependent on the frequency.
Therefore, their equivalent resistance can only be obtained by
laboratory testing.

Note that the values given in Table 22.3 are only an approxi-
mation to the real value, which should be obtained by mea-
surement at the laboratory. This can be used as the first
starting point in the design of the electronic ballast, but final
adjustments should be made at the laboratory.

Another important issue is that the lamp equivalent resis-
tance is strongly dependent on power delivered to the lamp,
which is specially important for designing electronic ballasts
with dimming feature. The characteristic lamp resistance ver-
sus lamp power is different for each discharge lamp type and
must be obtained by laboratory testing. One of the best possi-
bilities to fit the lamp resistance versus power characteristic is
the hyperbolic approximation. For example, Mader and Horn
propose in [14] the following simple approximation:

RLA(PLA) = V 2
0

PLA + P0
(22.4)

where RLA is the equivalent lamp resistance, PLA is the average
lamp power, and V0 and P0 are two parameters which depend
on each lamp. This characteristic has been plotted in Fig. 22.15
for a particular lamp with V0 = 100 V and P0 = 1 W.

This model can be implemented very easily in circuit simu-
lation programs, such as SPICE-based programs. Figure 22.16
shows the electric circuit and the description used to model the
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FIGURE 22.15 Lamp resistance versus lamp power characteristic.

characteristic of lamp in a SPICE-based simulation program.
The voltage-controlled voltage source EL is used to model the
resistive property of the lamp. The voltage source Vs is used to
measure the lamp current, so that the instantaneous and aver-
age lamp current can be calculated; for this reason, its voltage
value is equal to zero. GP is a voltage-controlled current source
used to calculate the instantaneous lamp power, which is then
filtered by RP and CP in order to obtain the averaged lamp
power. Finally, the hyperbolic relationship between the lamp
resistance and power is implemented by means of the voltage-
controlled voltage source EK. The time constant τ = RP ·CP is
related to the ionization constant of the discharge.

Figure 22.17 illustrates some simulation results at low fre-
quency when the lamp is supplied from a sinusoidal voltage
source and stabilized with an inductive ballast.

The Mader–Horn model can also be used at high frequen-
cies, which makes the lamp resistive. The equivalent lamp
resistance at high frequency will also exhibit a hyperbolic vari-
ation with the averaged lamp power and with a time constant
given by τ . This model is then useful to simulate electronic
ballast with dimming feature.
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Discharge lamp modeling has become an important subject,
since its results are very useful to optimize the electronic ballast
performance. Some improvements on the Mader–Horn model
and other interesting models can be found in the literature
[14–16].

22.4 Resonant Inverters for Electronic
Ballasts

Most modern domestic and industrial electronic ballasts use
resonant inverters to supply discharge lamps. They can be

implemented in two basic ways: current-fed resonant inverters
and voltage-fed resonant inverters.

22.4.1 Current-fed Resonant Inverters

One of the most popular topologies belonging to this cate-
gory is the current-fed push–pull resonant inverter, previously
shown in Fig. 22.11. For this reason, this inverter will be stud-
ied here to illustrate the operation of the current-fed resonant
ballasts.

The current-fed push–pull inverter uses an input choke to
obtain a dc input current with low current ripple. This cur-
rent is alternatively conducted by the switches so that a parallel
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resonant tank can be supplied with a current square wave.
Figure 22.18 shows the equivalent circuit and the operating
waveforms of a current-fed parallel resonant inverter.

The input current can be expressed as a Fourier series in the
following way:

is(t) =
∑

n=1,3,5...

IS,n sin nωt =
∑

n=1,3,5...

4IS

nπ
sin nωt (22.5)

IS,n being the peak value of each current harmonic and IS the
DC input current of the inverter. The output voltage for each
current harmonic is obtained by multiplying the input current
IS,n by the equivalent parallel impedance ZE,n, which is given
below:

V0,n = IS,nZE,n = IS,n
1

1/R + jnωC − j(1/nωL)
(22.6)

Usually, normalized values are employed in order to provide
more general results. Then, the output voltage can be expressed
as follows:

V0,n = IS,nZB
1

1/Q + jn�− j(1/n�)
(22.7)

where ZB is the base impedance of the resonant tank, Q is the
normalized load, � is the normalized frequency, and ω0 is the
natural frequency of the resonant circuit, given by

ZB =
√

L/C Q = R/ZB � = ω/ω0 = ω
√

LC ω0 = 1/
√

LC
(22.8)

From Eq. (22.7), the peak output voltage V0,n and phase angle
ϕn can be obtained for each harmonic as follows:

V0,n = IS,nZB
1√

1/Q2 + (n�− 1/n�)2
(22.9)

ϕn = − tan−1 Q(n�− 1/n�) (22.10)

The total harmonic distortion (THD) of the output voltage
can be calculated as follows:

THD(%) =

√ ∑
n=3,5,7...

V 2
0,n

V0,1
· 100 (22.11)

Based on these equations, the analysis and design of the
current-fed resonant inverter can be performed. Normally, the
circuit operates close to the natural frequency ω0 and the effect
of the high frequency harmonics can be neglected. To probe
this, Fig. 22.19a obtained by plotting Eq. (22.11) illustrates the
THD of the output voltage as a function of the normalized load
and frequency. As can be seen, for values of Q higher than 1
and for operation close to the natural frequency (� = 1), the
THD is low, which means that the output voltage is nearly a
sinusoidal waveform. However, for low values of Q, the out-
put voltage tends to be a square waveform and the THD tends
to the value of about 48%, corresponding to the THD of
a square waveform. Figure 22.19b illustrates the normalized
output voltage for the fundamental component.

As stated previously, when used as lamp ballast, the current-
fed parallel resonant inverter operates at the natural frequency
of the resonant tank to both ignite the lamp and limit the cur-
rent at normal running. Neglecting the effect of high-order
harmonics, the rms output voltage is given by the fundamental
component and can be obtained using � = 1 in Eq. (22.9) as
follows:

V0(rms) ≈ V0,1(rms) = IS,1(rms)ZBQ = 4ISR

π
√

2
(22.12)

In a current-fed resonant inverter, the dc input current IS is
supplied from a dc voltage source Vin with a series choke, as
stated previously. Then, the dc input current can be obtained,
assuming 100% efficiency, by equaling input and output power
as follows:

Pin = VinIS =
V 2

0(rms)

R
(22.13)



588 J. M. Alonso

0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

10

20

30

40

50

0.2

0.5

1

2

7

Ω

Q=0.01
THD(%)

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.6

1.2

1.8

2.4

3

0.2

0.5

1

2

Q=3

Ω

V0,1

IS,1ZB

(b)(a)

FIGURE 22.19 Characteristics of the current-fed parallel resonant inverter: (a) THD and (b) fundamental output voltage.

and then

IS =
V 2

0(rms)

VinR
(22.14)

Using Eq. (22.14) in Eq. (22.12) and solving for the output
voltage

V0(rms) = π
√

2

4
Vin = 1.1Vin (22.15)

As can be seen, when operating at the natural frequency, the
rms output voltage is independent of the resonant tank load.
The peak output voltage is equal to πV in/2. This value is
directly related to the peak voltage stress in the switches. For a
full-bridge topology, as shown in Fig. 22.11c, this value is equal
to the switch voltage stress. However, for the current-fed push–
pull inverter, the voltage stress is twice this value, which is πVin,
due to the presence of the transformer. This gives a very high
voltage stress for the switches in this topology, which is the rea-
son why the current-fed push–pull is mainly used to implement
low input voltage ballasts.

On the other hand, lamp starting voltage can vary from 5
to 10 times the lamp voltage in normal discharge mode. This
makes difficult the use of the current-fed parallel resonant
inverter at constant frequency to both ignite the lamp and sup-
ply it at steady state, since the output voltage is independent of
the resonant tank load.

One solution to this problem is to ignite the lamp at the
resonant tank natural frequency and then change the frequency
to decrease the output voltage and output current to the nor-
mal running values of the lamp. This solution makes necessary
the use of extra circuitry to control the frequency, normally
in closed loop to avoid lamp instabilities, which increase the
ballast cost.

Another solution, very often used in low-cost ballasts, is to
design the parallel resonant tank to ignite the lamp and limit
the lamp current in discharge mode by using an additional
reactive element in series with the lamp. Normally a capacitor is
used to limit the lamp current in order to minimize the cost of
the ballast. This solution is used in combination with the self-
oscillating technique, which assures the operation at a constant
frequency equal to the natural frequency of the resonant tank.
Figure 22.20a illustrates this circuit. Normally, the effect of the
series capacitor is neglected and the resonant tank is assumed to
act as a sinusoidal voltage source during both ignition and nor-
mal operation, as shown in Fig. 22.20b. The high lamp starting
voltage is obtained by means of a step-up transformer, which is
the reason why typically a push–pull topology is used. If Vin

is the dc input voltage and Vig is the lamp ignition voltage,
then the necessary transformer turn ratio is given by the
following expression:

N2

N1
= Vig

πVin/2
(22.16)

iS L

+

(a)

CS

RRC

(b)

1.1 Vin

CS

+

FIGURE 22.20 (a) Typical parallel resonant circuit used to supply dis-
charge lamps and (b) equivalent circuit.
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The rms lamp current in discharge mode can be approximated
as follows:

ILA = 1.1(N2/N1)Vin√
R2 + (1/2π fCS)2

(22.17)

where R is the equivalent resistance of the lamp. From
Eq. (22.17), the necessary value of the series capacitor CS, used
to limit the lamp current to the nominal value ILA, can be easily
obtained.

Finally, Figs. 22.21a and b illustrate a typical ballast based
on a current-fed resonant inverter and its equivalent circuit,
respectively.

22.4.2 Voltage-fed Resonant Inverters

Some voltage-fed resonant inverters used to supply discharge
lamps were previously shown in Fig. 22.12. Basically, they use
two or more switches to generate a square voltage waveform.
The different topologies are mainly given by the type of reso-
nant tank used to filter this voltage waveform. There are three
typical resonant tanks; their equivalent circuits are shown in
Fig. 22.22. These circuits are the series-loaded resonant tank
(Fig. 22.22a), the parallel-loaded resonant tank (Fig. 22.22b),
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FIGURE 22.22 (a–c) Equivalent circuits of voltage-fed resonant inverters and (d) typical operating waveforms.

and the series–parallel-loaded resonant tank (Fig. 22.22c). The
typical operating waveforms are shown in Fig. 22.22d.

Similar to the current-fed resonant inverter, the input volt-
age can be expressed as a Fourier series in the following way:

vs(t) =
∑

n=1,3,5...

VS,n sin nωt =
∑

n=1,3,5...

4VS

nπ
sin nωt (22.18)

VS,n being the peak value of each voltage harmonic and VS

the dc input voltage of the inverter. The same methodology as
that used to analyze the current-fed resonant inverter will be
used here to study the property of the three basic voltage-fed
resonant inverters.

22.4.2.1 Series-Loaded Resonant Circuit
The output voltage corresponding to the n-order harmonic is
easily obtained as follows:

V0,n = VS,n
1√

1+ 1
Q2

S

(
n�− 1

n�

)2 (22.19)
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FIGURE 22.23 Characteristics of series-loaded resonant inverter: (a) THD and (b) fundamental output voltage.

where QS and � are the normalized load and switching fre-
quency given by the following expressions:

QS = R/ZB = R (L/CS)
−1/2 � = ω/ω0 = ω

√
LCS (22.20)

Figure 22.23a shows the THD of the series-loaded circuit and
Fig. 22.23b shows the fundamental output voltage, which is
normally considered for design purposes.

In this circuit, the input and output currents are equal and
can be calculated by dividing the output voltage by the load
impedance. This current is also circulating through the inverter
switches and therefore represents an important parameter for
the design. Another important parameter is the phase angle
of the input current, which defines the type of commutations
in the inverter switches. For the fundamental harmonic, the
phase angle of the current circulating through the resonant
tank can be calculated as follows:

ϕ = − tan−1 �− 1/�

QS
(22.21)

At the natural frequency (ω0), the input voltage and current
will be in phase, which means that there is no reactive energy
handled by the circuit and all the input energy is transferred
to the load at steady-state operation. For frequencies higher
than ω0, the current is lagged and some reactive energy will
be handled. In this case the inverter switches will present zero
voltage switching (ZVS) [17]. For frequencies lower than ω0,
the current is in advance and also some reactive energy will
be handled. In this case, the inverter switches will present zero
current switching (ZCS).

As can be seen in Fig. 22.23a, the THD is lower for the lower
values of the normalized load and for frequencies close to the
natural frequency of the resonant tank. For the higher values of

QS, the THD tends to the value corresponding to a square wave.
The output voltage is always lower than the input voltage, and
for frequencies around the natural frequency, the circuit acts
as a voltage source, especially for the high values of QS. This
means that the lamp cannot be ignited and supplied in dis-
charge mode, maintaining a constant switching frequency. This
property is similar to that encountered for the current-fed reso-
nant inverter. The use of step-up transformers is mandatory
to achieve lamp ignition, especially for the low input volt-
ages. In order to maintain the operating frequency constant,
a series element will be necessary to limit the lamp current at
normal discharge operation. A capacitor can also be used as
expounded in the previous section. In summary, this circuit
is mainly used in high input voltage and low-current applica-
tions, and it is not very frequently used to implement electronic
ballasts.

22.4.2.2 Parallel-loaded Resonant Circuit
In this circuit, the output voltage corresponding to the n-order
harmonic is given by the following expression:

V0,n = VS,n
1√

n2�2

Q2
P
+ (n2�2 − 1

)2 (22.22)

where

QP = R/ZB = R (L/CP)
−1/2 � = ω/ω0 = ω

√
LCP (22.23)

The THD and fundamental output voltage are shown in
Fig. 22.24. This circuit has characteristics very much useful to
implement electronic ballasts than the series-loaded resonant
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FIGURE 22.24 Characteristics of parallel-loaded resonant inverter: (a) THD and (b) fundamental output voltage.

circuit. First, the THD of the output voltage around the nat-
ural frequency is in general quite lower than that of the series
circuit. For the lower values of QP, the THD tends to a value of
12%, which corresponds to the THD of a triangular wave. As
a result, the lamp voltage and current waveforms will be very
similar to a sine wave, which is an adequate waveform to supply
the lamp. Second, the frequency response of the output volt-
age (Fig. 22.24b) makes it possible to both ignite the lamp and
limit the lamp current at steady state, maintaining a constant
operating frequency. During ignition, the lamp shows a very
high impedance, thus giving a high value of QP. Under these
conditions, the parallel circuit can generate a very high output
voltage, provided that the operating frequency is close to the
natural frequency. Once the lamp is ignited, the normalized
load QP decreases and the circuit can limit the lamp current
without changing the operating frequency. In fact, the parallel
circuit operating close to the natural frequency acts as a current
source for the load, as will be shown later. This is adequate to
supply discharge lamps because it assures a good discharge sta-
bility, avoiding the lamp being easily extinguished by transitory
power fluctuations.

The maximum value of the voltage gain shown in Fig. 22.24

can be calculated to be equal to QP
/√

1− 1/4Q2
P, and it

appears at a frequency �m=
√

1− 1/2Q2
P. This means that a

maximum is only present if QP is greater than 1
/√

2 ≈ 0.71.
For the higher values of QP, the maximum gain can be approxi-
mated to QP and the frequency of maximum gain can be
approximated to the natural frequency ω0.

The input current of the parallel resonant circuit is
another important parameter to calculate the current han-
dled by the inverter switches. Since the operating frequency is
normally around resonance, only the fundamental component

is considered. The value of this fundamental current and its
phase angle can be obtained as follows:

IS,1 = VS,1

ZB

√
1+ Q2

P�
2

�2 + Q2
P(�2 − 12)

(22.24)

ϕ = tan−1 −1

�QP
− tan−1 QP

(
�− 1

�

)
(22.25)

The condition for the input voltage being in phase with the
input current can be obtained by equaling Eq. (22.25) to
zero. This gives a value of the normalized frequency, which is

�ϕ=0 =
√

1− 1/Q2
P. For a frequency greater than that value,

the input current will lag the input voltage and the inverter
switches will present zero voltage switching. For frequencies
lower than that value, the current will be in advance and zero
current switching is obtained. The output voltage gain at that
frequency is equal to QP.

Finally, it is very interesting to study the characteristic of
this circuit for frequencies close to the natural frequency ω0

(� = 1), since this is the normal region selected to operate
for ballast applications. At this frequency, the output volt-
age gain is equal to QP and then the output current will be
VS,1/ZB. This means that when operated at the natural fre-
quency, the parallel circuit acts as a current source, whose
value only depends on the input voltage. At the natural fre-

quency, the input current is equal to VS,1

√
1+ Q2

P

/
ZB and the

phase angle is equal to tan−1(−1/QP). The circuit is always
inductive, with ZVS, and the phase angle decreases when QP

increases, which means that less reactive energy is handled by
the circuit.
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FIGURE 22.25 Characteristics of series–parallel-loaded resonant inverter: (a) THD and (b) fundamental output voltage.

22.4.2.3 Series–Parallel-Loaded Resonant Circuit
This circuit is also very widely used to implement electronic
ballasts. The fundamental output voltage is given by the fol-
lowing expression:

V0,1 = VS,1
1√

1
Q2

SP

(
�− 1−α

�

)2+ 1
α2

(
�2−1

)2 (22.26)

where

QSP = R/ZB = R (L/CE)
−1/2 � = ω/ωo = ω

√
LCE

α = CE/CP = 1− CE/CS

(22.27)

and CE=CSCP/(CS + CP) is the series equivalent of the
two capacitors present in this resonant circuit.

The fundamental input current and its phase angle are the
following:

IS,1= VS,1

ZB

[
1+(�2Q2

SP/α2
)

(�−(1−α/�))2+(Q2
SP/α2

)(
�2−1

)2
]1/2

(22.28)

ϕ=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

tan−1 −α
QSP�

− tan−1
(

QSP
α

�2−1
�−((1−α)/�)

)
+180◦

if �<�C=
√

1−α
tan−1 −α

QSP�
− tan−1

(
QSP
α

�2−1
�−((1−α)/�)

)
if �≥�C=

√
1−α

(22.29)

Figure 22.25 shows the characteristics corresponding to the
THD of the output voltage and the fundamental output voltage

for α=0.5. As can be seen, the THD is also very low around
the natural frequency, especially for the higher values of the
normalized load QSP. Regarding the output voltage, this circuit
acts as a parallel circuit around the natural frequencyω0, with a
maximum gain voltage of about QSP/α. Around the natural fre-
quency of the series circuit given by L and CS, ω0S=ω0

√
1−α,

the circuit acts as a series-loaded circuit with a maximum
voltage gain equal to unity.

The series–parallel circuit can also be used to both ignite and
supply the lamp at constant frequency, since it also acts as a cur-
rent source at the natural frequency. Besides, this circuit allows
to limit the ignition voltage by means of the factor α, thus
avoiding sputtering damage of lamp electrodes. Also, the series
capacitor can be used to block any dc component of the inverter
square output voltage, as that existing in the asymmetric half-
bridge. In summary, the series–parallel circuit combines the
best features of the series-loaded and the parallel-loaded, and
this is the reason why it is used widely to implement electronic
ballasts.

When operated at frequency ω0, the output voltage gain is
equal to QSP/α, and then the circuit acts as a current source
equal to VS,1/αZB, which is independent of the load. As stated
previously, this current source behaviour is adequate to supply
discharge lamps because it allows the lamp current to be limited
all the time. The input current phase angle at this frequency is
equal to tan−1(−α/QSP), and the input current always lags the
input voltage, thus showing ZVS operation.

Finally, the condition to have input current in phase with the
input voltage can be obtained by equaling Eq. (22.27) to zero.
This gives the following value:

QSP,ϕ=0= α
�

√
�2−(1−α)

(1−�2)
(22.30)
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Equation (22.30) defines the borderline between the ZVS
and the ZCS modes. The output voltage gain in this border-
line can be obtained by using Eq. (22.30) in Eq. (22.26), and it

is equal to α/
√
α(1−�2).

22.4.3 Design Issues

The design methodology of a resonant inverter for discharge
lamp supply can be very different depending on the lamp type
and characteristics, inverter topology, design goals, etc. Some
guidelines, especially focused for supplying fluorescent lamps
with voltage-fed resonant inverters are presented in this section
to illustrate the basic design methodology.

A typical starting process for a hot-cathode fluorescent lamp
is shown in Fig. 22.26. Initially, lamp electrodes are heated up
to the emission temperature. During this phase, the inverter
should assure a voltage applied to the lamp not high enough
to produce sputtering damage in lamp electrodes, thus avoid-
ing premature aging of the lamp. Once electrodes reach the
emission temperature, the lamp can be ignited by applying
the necessary starting voltage. Following this procedure, a soft
starting is achieved and a long lamp life is assured.

The best method to perform this soft starting is to control
the inverter switching frequency, so that the lamp voltage and
current are always under control. During the heating process,

Q=RLA / ZB

VLA

ΩR

Q≈∞

Heating

Running

Ignition
VIG

VHEAT

ΩHΩIG

FIGURE 22.26 Typical starting process of discharge lamps.
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FIGURE 22.27 (a) Fluorescent lamp supplied with a series–parallel circuit; (b) equivalent circuit during heating and ignition; and (c) equivalent
circuit during normal discharge mode.

the operating frequency is adjusted to a value above the nat-
ural frequency of the resonant tank. In this way, the heating
current can be adjusted to the necessary value, maintaining a
lamp voltage quite lower than the starting voltage. Since nor-
mally MOSFET or bipolar transistors are used, the operation
over the natural frequency is preferable because they provide
ZVS, and the slow parasitic diodes existing in these transistors
can be used. After a short period of time, the switching fre-
quency is reduced until the starting voltage is obtained, and
then the lamp is ignited. Normally, the final operating point at
steady-state operation is adjusted to be at a switching frequency
equal to the natural frequency, so that a very stable operation
for the lamp is assured.

Figure 22.27a shows a fluorescent lamp supplied using a
series–parallel resonant tank. The input data for the design are
normally the fundamental input voltage VS, the switching fre-
quency in normal discharge operation (running) fS, the lamp
voltage and current at high frequency V LA, ILA, the electrode
heating current IH, the maximum lamp voltage during heating
process VH, and the lamp starting voltage VIG.

The equivalent circuit during the heating and ignition phase
is shown in Fig. 22.27b. The current circulating in this circuit is
the electrode heating current, which can be calculated by using
QSP =∞ in Eq. (22.24)

IH= VS/ZB

�−1/�
(22.31)

where the electrode resistance has been neglected for simplicity.
For a given heating current IH, the necessary switching fre-
quency is obtained from Eq. (22.31) as follows:

�H= VS

2ZBIH
+
√

1+
(

VS

2ZBIH

)2

(22.32)

Regarding the heating voltage, it can be calculated from
Eq. (22.26) using QSP=∞, and the following value is obtained:

VH= αVS

�2
H−1

(22.33)
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The frequency at which the starting voltage is achieved can
also be obtained using QSP=∞ in Eq. (22.26), giving the
following value:

�IG=
√

1+α VS

VIG
(22.34)

Once the lamp is ignited, the new operation circuit is shown
in Fig. 22.27c. Normally, the switching frequency is selected to
be very close to the natural frequency, and the circuit char-
acteristics can be obtained by using �=1. Thus, as stated
previously, the circuit acts as a current source of the following
value:

ILA= VS

αZB
(22.35)

From this equation, the impedance ZB needed to provide a
lamp current equal to ILA is easily obtained

ZB= VS

αILA
(22.36)

Using Eqs. (22.31)–(22.36), the design procedure can be per-
formed as follows:

Step 1 Steady-state operation. Choose a value for the fac-
tor α; normally a value of 0.8–0.9 will be adequate for most
applications. From Eq. (22.36), calculate the value of ZB for
the resonant tank. Since the natural frequency is equal to the
switching frequency, the reactive elements of the resonant tank
can be calculated as follows:

L= ZB

2π fS
CP= 1

2π fSαZB
CS= 1

2π fS(1−α)ZB
(22.37)

Step 2 Heating phase. From Eq. (22.32), calculate the switching
frequency for a given heating current IH. Then, calculate the
value of the heating voltage V H from Eq. (22.33).
Step 3 Check if the heating voltage is lower than the maximum
value allowed to avoid electrode sputtering. If the voltage is
too high, choose a lower value of α and repeat steps 1 and 2.
Also, the maximum heating frequency can be limited to avoid
excessive frequency variation. The lower the α the lower is the
frequency variation from heating to ignition, since the out-
put voltage characteristics are narrower for the lower values
of α.

The described procedure to achieve lamp soft ignition
requires the use of a voltage-controlled oscillator to control the
switching frequency. This can increase the cost of the ballast.
A similar soft ignition can be achieved using the resonant cir-
cuit shown in Fig. 22.28. This circuit is very often used in
self-oscillating ballasts, where the switches are driven from the
resonant current using a current transformer [18].

L

+

Cs

Lamp

CP1

CP2

PTC

Vs

FIGURE 22.28 Resonant circuit using a PTC resistor.

In the circuit shown in Fig. 22.28, the PTC is initially
cold and capacitor CP1 is practically short-circuited by the
PTC. The resonant tank under these conditions is formed by
L−CS−CP2, which can be designed to heat the lamp electrodes
with a heating voltage low enough to avoid lamp cold ignition.
Since the PTC is also heated by the circulating current, after
a certain period of time, it reaches the threshold temperature
and trips. At this moment, the new resonant tank is formed
by L, CS, and the series equivalent of CP1 and CP2. This cir-
cuit can be designed to generate the necessary ignition voltage
and to supply the lamp in normal discharge mode. Once the
lamp is ignited, the PTC maintains its high impedance since
the dominant parallel capacitor in this phase is CP1 (usually
CP1	CP2).

22.5 High-Power Factor Electronic
Ballasts

As commented in a previous section, when electronic bal-
lasts are supplied from the ac line, an ac–dc stage is necessary
to provide the dc input voltage of the resonant inverter (see
Fig. 22.9). Since the introduction of harmonic regulations, as
IEC 1000-3-2, the use of a full-bridge diode rectifier followed
by a filter capacitor is no longer applicable for this stage due
to the high harmonic content of the input current. Therefore,
the use of an ac–dc stage showing a high input power factor
(PF) and a low total harmonic distortion (THD) of the input
current is mandatory. The inclusion of this stage can signifi-
cantly increase the cost of the complete ballast, and therefore
the search for low-cost high-power factor electronic ballasts is
presently an important field of research.

Figure 22.29a shows a first possibility to increase the input
power factor of the ballast by removing the filter capacitor
across the diode rectifier. However, since there are no low-
frequency storage elements inside the resonant inverter, the
output power instantaneously follows the input power, thus
producing an annoying light flicker. Besides, the resulting lamp
current crest factor is very high, which considerably decreases
lamp life.

In order to avoid flicker and increase lamp current crest
factor, continuous power must be delivered to the lamp.
This can only be accomplished by using a PFC stage with
a low-frequency storage element. This solution is shown in
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FIGURE 22.29 High power factor ballasts.

Fig. 22.29b, where capacitor C0 is used as energy storage ele-
ment. The main drawback of this solution is that the input
power is handled by the two stages, which reduces the efficiency
of the complete electronic ballast.

22.5.1 Harmonic Limiting Standards

The standards IEC 1000-3-2 and EN 61000-3-2 [19] are the
most popular regulations regarding the harmonic pollution
produced by electronic equipment connected to the mains.
These standards are a new version of the previous IEC 555-2
regulation, and they are applicable to the equipment with
less than 16 A/phase and supplied from low voltage lines of
220/380 V, 230/400 V, and 240/415 V at 50 or 60 Hz. Limits
for equipment supplied from voltages lower than 220 V have
not yet been established.

This regulation divides the electrical equipment in several
classes from class A to class D. Class C is especially for lighting
equipment, including dimming devices; the harmonic limits
for this class are shown in Table 22.4. As shown in Table 22.4,
this regulation establishes a maximum amplitude for each
input harmonic as a percentage of the fundamental harmonic
component. The harmonic content established in Table 22.4 is
quite restrictive, which means that the input current wave must
be quite similar to a pure sine wave. For example, for a typi-
cal input power factor equal to 0.9, the THD calculated from
Table 22.1 is only 32%.
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FIGURE 22.30 Passive circuits to improve input power factor (a) LC filter and (b) tuned LC filter.

TABLE 22.4 IEC 1000-3-2. Harmonic limits for class c equipment

Harmonic order
n

Maximum permissible harmonic current expressed as
a percentage of the input current at the fundamental
frequency (%)

2 2
3 30 λ∗
5 10
7 7
9 5
11≤n≤39
(odd harmonics

only)

3

∗λ is the circuit power factor.

22.5.2 Passive Solutions

A first possibility to increase the ballast power factor and to
decrease the harmonic content of the input current is the use of
passive solutions. Figure 22.30 shows two typical passive solu-
tions, which can be used to improve the input power factor of
electronic ballasts.

Figure 22.30a shows the most common passive solution
based on a filter inductor L. Using a large inductance L a square
input current can be obtained, with an input power factor of
0.9 and a THD of about 48%. However a square input wave-
form does not satisfy the IEC 1000-3-2 requirements and then
it is not a suitable solution. The addition of capacitor C across
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the ac terminals can increase the power factor up to 0.95, but
still the standard requirements are difficult to fulfill.

A simple variation of this circuit is shown in Fig. 22.30b,
where a parallel circuit tuned to the third harmonic of the line
frequency is used to improve the shape of the line current. The
input power factor obtained with this circuit can be close to
unity.

A third possible solution, known as valley-fill circuit, is
shown in Fig. 22.31a. The typical filter capacitor following the
diode rectifier is split into two different capacitors that are alter-
nately charged using three extra diodes. The addition of a small
series resistor improves the power factor by about two points,
maintaining a low cost for the circuit. An inductor in place
of the resistor can also be used to improve the power factor
but with a higher cost penalty. Figure 22.31b shows the out-
put voltage and input current of the valley-fill circuit. The main
disadvantage of this circuit is the high ripple of the output volt-
age, which produces lamp power and luminous flux fluctuation
and high lamp current crest factor.

Passive solutions are reliable, rugged, and cheap. However,
the size and weight of these solutions are high and their design
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FIGURE 22.32 Power factor correction circuits for ballasts: (a) buck–boost; (b) flyback; and (c) boost.

to fulfill the IEC 1000-3-2 requirements is usually difficult.
Therefore, they are normally applied in the lower power range.

22.5.3 Active Solutions

Active circuits are most popular solutions to implement high-
power-factor electronic ballasts. They use controlled switches
to correct the input power factor and in some cases to include
galvanic isolation via high-frequency transformers. Active cir-
cuits normally used in electronic ballasts operate at a switching
frequency well above the line frequency and over the audible
range.

Some typical active circuits used in electronic ballasts are
shown in Fig. 22.32. Buck–boost and flyback converters shown
in Figs. 22.32a and 22.32b, respectively, can be operated in dis-
continuous conduction mode (DCM) with constant frequency
and constant duty cycle in order to obtain an input power
factor close to unity [20].

Figure 22.32c shows the boost converter, which is one of the
most popular active circuits used to correct the input power
factor of electronic ballasts [21–23]. If the boost converter



22 Electronic Ballasts 597

is operated in DCM, an input power factor close to unity
is obtained, provided that the output voltage is about twice
the peak input voltage [21]. The main disadvantage of DCM
operation, when compared with the CCM mode, is the high
distortion of the input current (due to the discontinuous high-
frequency current) and the higher current and voltage stresses
in the switches. Therefore, the DCM operation is only used for
the lower power range.

For the medium power range, the operation of the boost
converter at the DCM–CCM borderline is preferred. In this
solution, the on-time of the controlled switch is maintained
constant within the whole line period and the switching fre-
quency is adjusted to allow the input current to reach zero
at the end of the switching period. The typical control circuit
used and the input current waveform are shown in Figs. 22.33a
and 22.33b, respectively. The inductor current is sensed using a
resistor in series with the switch, and the peak inductor current
is programmed to follow a sine wave using a multiplier. A com-
parator is employed to detect the zero-crossing of the inductor
current in order to activate the switch. Most IC manufactur-
ers provide a commercial version of this circuit to be used for
electronic ballast applications.

The boost circuit operating with borderline control provides
a continuous input current, which is easier to filter. Besides,
it presents low switch turn-on losses and low recovery losses
in the output diode. The main disadvantages are the variable
switching frequency and the high output voltage, which must
be higher than the peak line voltage.

For the higher power range, the boost converter can be
operated in continuous conduction mode (CCM) to correct
the input power factor. The input current in this scheme is
continuous with very low distortion and easy to filter. The
current stress in the switch is also lower, which means that
more power can be handled maintaining a good efficiency.
The normal efficiency obtained with a boost circuit operating
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FIGURE 22.33 (a) Boost power factor corrector with borderline control and (b) input current waveform.

either in the DCM–CCM borderline or in CCM can be as high
as 95%.

22.6 Applications

Electronic ballasts are widely used in lighting applications, such
as portable lighting, emergency lighting, automotive appli-
cations, home lighting, industrial lighting, and so on. They
provide low volume and size, making it possible to reduce the
luminaire size as well, which is a very interesting new trend in
lighting design.

22.6.1 Portable Lighting

In this application, a battery is used as power source and then a
low input voltage is available to supply the lamp. Examples are
hand lanterns and backlightings for laptop computers. Typi-
cal input voltages in these applications range from 1.5 to 48 V.
Therefore, a step-up converter is necessary to supply the dis-
charge lamp, and then electronic ballasts are the only suitable
solution. Since the converter is supplied from a battery, the
efficiency of the ballast should be as high as possible in order
to optimize the use of the battery energy, thus increasing the
operation time of the portable lighting. Typical topologies used
are the class E inverter and the push–pull resonant inverter,
obtaining efficiencies up to 95%.

22.6.2 Emergency Lighting

Emergency lightings are used to provide a minimum lighting
level in case of a main supply cut-off. Batteries are employed
to store energy from the mains and to supply the lamp in
case of a main supply failure. A typical block diagram is
shown in Fig. 22.34. An ac–dc converter is used as a battery
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FIGURE 22.34 Block diagram of an emergency lighting.

charger to store energy during normal line operation. A con-
trol circuit continuously measures the line voltage and acti-
vates the inverter in case of a main supply failure. Normally
a minimum operating time of one hour is required for the
system in emergency state. Thus, the use of high efficient elec-
tronic ballasts is mandatory to reduce the battery size and
cost. Typical topologies used include class E inverters, push–
pull resonant inverters, and half-bridge resonant inverters.
Fluorescent lamps are mainly used in emergency ballasts, but
high intensity discharge lamps, such as metal-halide lamps or
high-pressure sodium lamps, are also used in some special
applications.

22.6.3 Automotive Lighting

Electronic ballasts are used in automotive applications such
as automobiles, buses, trains, and aircrafts. Normally, a
low-voltage dc bus is available to supply the lamps. These
applications are similar to portable and emergency light-
ings previously commented. In modern aircrafts, a 120/208-V,
400-Hz, 3-phase electrical system is also available and can be
employed for lighting. Fluorescent lamps are typically used for
automotive indoor lighting, whereas high-intensity discharge
lamps are preferred in the exterior lighting; for example, in
automobile headlights.

22.6.4 Home and Industrial Lighting

Electronic ballasts, especially for fluorescent lamps, are also
very often used in home and industrial applications. The higher
efficiency of fluorescent lamps supplied at high frequency pro-
vides an interesting energy saving when compared with incan-
descent lamps. A typical application is the use of compact
fluorescent lamps with the electronic ballast inside the lamp
base, which can directly substitute an incandescent lamp reduc-
ing the energy consumption four or five times. A self-oscillating
half-bridge inverter is typically used in these energy saving
lamps, since it allows to reduce the size and cost. The power
of these lamps is normally below 25 W.

Lamp 1

PFC
stage

Resonant
inverter
stage

Power line
communication

stage

Microprocessor
control
stage

Lamp 2

DC busMains

FIGURE 22.35 Block diagram of a microprocessor-based lighting.

Other applications for higher power include more developed
ballasts based on a power factor correction stage followed by
a resonant inverter. Hot-cathode fluorescent lamps are mostly
used in these electronic ballasts. Also, with the development
of modern HID lamps such as metal halide lamps and very
high-pressure sodium lamps (both showing very good color
rendition), the use of HID lamps is being more and more
frequent in home, commercial, and industrial lighting.

22.6.5 Microprocessor-Based Lighting

The use of microprocessors in combination with electronic
ballasts is very interesting from the point of view of energy sav-
ing [24–26]. The inclusion of microprocessor circuits allows to
incorporate control strategies for dimming, such as scheduling,
task tuning, daylighting, and so on [27]. Using these strategies,
the achieved energy saving can be as high as 35–40%. Another
advantage of using microprocessors is the possibility of detect-
ing lamp failure or bad operation, thus increasing the relia-
bility and decreasing the maintenance cost of the installation.
Most advanced electronic ballasts can include a communica-
tion stage to send and receive information regarding the state
of the lighting to or from a central control unit. In some cases,
communications can be performed via power line, thus reduc-
ing the installation costs. Figure 22.35 shows the block diagram
of a microprocessor-based electronic ballast.
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23. C. Blanco, J. M. Alonso, E. López, A. J. Calleja, and M. Rico, “A single-
stage fluorescent lamp ballast with high power factor”, IEEE APEC’96
proceedings, pp. 616–621, 1996.

24. W. R. Alling, “The integration of microcomputers and controllable
output ballasts - A new dimension in lighting control,” IEEE Trans. on
Industry Applications, pp. 1198–1205, September/October 1984.

25. J. M. Alonso, J. Dı́az, C. Blanco, and M. Rico, “A microcontroller-
based emergency ballast for fluorescent lamps,” IEEE Transactions on
Industrial Electronics, vol. 44, no. 2, pp. 207–216, April 1997.

26. J. M. Alonso, J. Ribas, A. J. Calleja, E. López, and M. Rico, “An intel-
ligent neuron-chip-based fluorescent lamp ballast for indoor appli-
cations”, Conf. Proc. of the IEEE Industry Applications Society Annual
Meeting (IAS’97), New Orleans: Louisiana, 1997, pp. 2388–2394.

27. Illuminating Engineering Society of North America: IES Lighting
Handbook, 1984 Application Volume, New York: IESNA, 1987.

28. Chr. Meyer and H. Nienhuis, Discharge Lamps. Philips Technical
Library, 1988.

29. G. Wyszecki and W. S. Stiles, Color Science: Concepts and Methods,
Quantitative Data and Formulae. John Wiley & Sons, Second Edition,
1982.

30. J. A. Borton and K. A. Daley, “A comparison of light sources for
the petrochemical industry,” IEEE Industry Applications Magazine, pp.
54–62, July/August 1997.

31. W. R. Alling, “Important design parameters for solid-state ballasts,”
IEEE Transactions on Industry Applications, vol. 25, no. 2, pp. 203–207,
March/April 1989.



This page intentionally left blank



23
Power Supplies

Y. M. Lai, Ph.D.
Department of Electronic and

Information Engineering,
The Hong Kong Polytechnic
University, Hong Kong

23.1 Introduction .......................................................................................... 601
23.2 Linear Series Voltage Regulator .................................................................. 603

23.2.1 Regulating Control • 23.2.2 Current Limiting and Overload Protection

23.3 Linear Shunt Voltage Regulator.................................................................. 606
23.4 Integrated Circuit Voltage Regulators .......................................................... 608

23.4.1 Fixed Positive and Negative Linear Voltage Regulators • 23.4.2 Adjustable Positive
and Negative Linear Voltage Regulators • 23.4.3 Applications of Linear
IC Voltage Regulators

23.5 Switching Regulators ............................................................................... 610
23.5.1 Single-ended Isolated Flyback Regulators • 23.5.2 Single-ended Isolated Forward
Regulators • 23.5.3 Half-bridge Regulators • 23.5.4 Full-bridge Regulators • 23.5.5 Control
Circuits and Pulse-width Modulation

Further Reading...................................................................................... 626

23.1 Introduction

Power supplies are used in most electrical equipment. Their
applications cut across a wide spectrum of product types,
ranging from consumer appliances to industrial utilities, from
milliwatts to megawatts, from hand-held tools to satellite
communications.

By definition, a power supply is a device which converts the
output from an ac power line to a steady dc output or multiple
outputs. The ac voltage is first rectified to provide a pulsating
dc, and then filtered to produce a smooth voltage. Finally, the
voltage is regulated to produce a constant output level despite
variations in the ac line voltage or circuit loading. Figure 23.1
illustrates the process of rectification, filtering, and regulation
in a dc power supply. The transformer, rectifier, and filtering
circuits are discussed in other chapters. In this chapter, we
will concentrate on the operation and characteristics of the
regulator stage of a dc power supply.

In general, the regulator stage of a dc power supply con-
sists of a feedback circuit, a stable reference voltage, and a
control circuit to drive a pass element (a solid-state device
such as transistor, MOSFET, etc.). The regulation is done

by sensing variations appearing at the output of the dc power
supply. A control signal is produced to drive the pass element
to cancel any variation. As a result, the output of the dc power
supply is maintained essentially constant. In a transistor regu-
lator, the pass element is a transistor, which can be operated in
its active region or as a switch, to regulate the output voltage.
When the transistor operates at any point in its active region,
the regulator is referred to as a linear voltage regulator. When
the transistor operates only at cutoff and at saturation, the
circuit is referred to as a switching regulator.

Linear voltage regulators can be further classified as either
series or shunt types. In a series regulator, the pass transistor
is connected in series with the load as shown in Fig. 23.2. Reg-
ulation is achieved by sensing a portion of the output voltage
through the voltage divider network R1 and R2, and compar-
ing this voltage with the reference voltage VREF to produce a
resulting error signal that is used to control the conduction of
the pass transistor. This way, the voltage drop across the pass
transistor is varied and the output voltage delivered to the load
circuit is essentially maintained constant.

In the shunt regulator shown in Fig. 23.3, the pass transistor
is connected in parallel with the load, and a voltage-dropping
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FIGURE 23.3 A linear shunt voltage regulator.

resistor R3 is connected in series with the load. Regulation
is achieved by controlling the current conduction of the pass
transistor such that the current through R3 remains essentially
constant. This way, the current through the pass transistor is
varied and the voltage across the load remains constant.

As opposed to linear voltage regulators, switching regulators
employ solid-state devices, which operate as switches: either
completely on or completely off, to perform power conversion.
Because the switching devices are not required to operate in
their active regions, switching regulators enjoy a much lower
power loss than those of linear voltage regulators. Figure 23.4

Pulse width
modulator

Unregulated
dc power

supply RL

FIGURE 23.4 A simplified form of a switching regulator.

shows a switching regulator in a simplified form. The high-
frequency switch converts the unregulated dc voltage from one
level to another dc level at an adjustable duty cycle. The output
of the dc supply is regulated by means of a feedback con-
trol that employs a pulse-width-modulator (PWM) controller,
where the control voltage is used to adjust the duty cycle of
the switch.

Both linear and switching regulators are capable of perform-
ing the same function of converting an unregulated input into
a regulated output. However, these two types of regulators
have significant differences in properties and performances.
In designing power supplies, the choice of using certain type
of regulator in a particular design is significantly based on the
cost and performance of the regulator itself. In order to use the
more appropriate regulator type in the design, it is necessary to
understand the requirements of the application and select the
type of regulator that best satisfies those requirements. Advan-
tages and disadvantages of linear regulators, as compared to
switching regulators, are given below:

1. Linear regulators exhibit efficiency of 20–60%, whereas
switching regulators have a much higher efficiency,
typically 70–95%.

2. Linear regulators can only be used as a step-down regu-
lator, whereas switching regulators can be used in both
step-up and step-down operations.
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3. Linear regulators require a mains-frequency trans-
former for off-the-line operation. Therefore, they are
heavy and bulky. On the other hand, switching regula-
tors use high-frequency transformers and can therefore
be small in size.

4. Linear regulators generate little or no electrical noise
at their outputs, whereas switching regulators may
produce considerable noise if they are not properly
designed.

5. Linear regulators are more suitable for applications of
less than 20 W, whereas switching regulators are more
suitable for large power applications.

In this chapter, we will examine the circuit operation, char-
acteristics, and applications of linear and switching regulators.
In Section 23.2, we will look at the basic circuits and proper-
ties of linear series voltage regulators. Some current-limiting
techniques will be explained. In Section 23.3, linear shunt reg-
ulators will be covered. The important characteristics and uses
of linear Integrated Circuit (IC) regulators will be discussed
in Section 23.4. Finally, the operation and characteristics of
switching regulators will be discussed in Section 23.5. Impor-
tant design guidelines for switching regulators will also be
given in this section.

23.2 Linear Series Voltage Regulator

A zener diode regulator can maintain a fairly constant voltage
across a load resistor. It can be used to improve the voltage
regulation and reduce the ripple in a power supply. However,
the regulation is poor and the efficiency is low because of
the non-zero resistance in the zener diode. To improve the
regulation and efficiency of the regulator, we have to limit the
zener current to a smaller value. This can be accomplished by
using an amplifier in series with the load as shown in Fig. 23.5.
The effect of this amplifier is to limit the variation of the
current ID through the zener diode Dz. This circuit is known

Unregulated dc
input

Regulated dc
output

IC

Vi
RB

ID

IB
RL

Vo

VZ
DZ

I

Q1 IL

FIGURE 23.5 Basic circuit of a linear series regulator.

as a linear series voltage regulator because the transistor is in
series with the load.

Because of the current-amplifying property of the transistor,
ID is reduced by a factor of (β + 1), where β is the dc current
gain of the transistor. Hence there is a small voltage drop across
the diode resistance and the zener diode approximates an ideal
voltage source. The output voltage Vo of the regulator is

Vo = Vz + VBE (23.1)

where Vz is the zener voltage and VBE is the base-to-emitter
voltage of the transistor. The change in output voltage is


Vo = 
Vz +
VBE

= 
IDrd +
ILre (23.2)

where rd is the dynamic resistance of the zener diode and re is
the output resistance of the transistor. Assume that Vi and Vz

are constant. With 
ID ≈ 
IL/(β + 1), the change in output
voltage is then


Vo ≈ 
ILre (23.3)

If Vi is not constant, then the current I will change with the
input voltage. In calculating the change in output voltage, this
current change must be absorbed by the zener diode.

In designing linear series voltage regulators, it is impera-
tive that the series transistor must work within the rated Safe
Operation Area (SOA) and be protected from excess heat dis-
sipation because of current overload. The emitter-to-collector
voltage VCE of Q1 is given by

VCE = Vi − Vo (23.4)

Thus, with specified output voltage, the maximum allow-
able VCE for a given Q1 is determined by the maximum input
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voltage to the regulator. The power dissipated by Q1 can be
approximated by

PQ1 ≈ (Vi − Vo)IL (23.5)

Consequently, the maximum allowable power dissipated in
Q1is determined by the combination of the input voltage Vi

and the load current IL of the regulator. For a low output volt-
age and a high loading current regulator, the power dissipated
in the series transistor is about 50% of the power delivered to
the output.

In many high-current high-voltage regulator circuits, it is
necessary to use a Darlington-connected transistor pair so that
the voltage, current, and power ratings of the series element are
not exceeded. The method is shown in Fig. 23.6. An additional
desirable feature of this circuit is that the reference diode dis-
sipation can be reduced greatly. The maximum base current
IB1 is then IL/(β1 + 1)(β2 + 1), where β1 and β2 are the dc
current gain of Q1 and Q2 respectively. This current is usu-
ally of the order of less than 1 mA. Consequently, a low-power
reference diode can be used.

23.2.1 Regulating Control

The series regulators shown in Figs. 23.5 and 23.6 do not
have feedback loop. Although they provide satisfactory per-
formance for many applications, their output resistances and
ripples cannot be reduced. Figure 23.7 shows an improved
form of the series regulator, in which negative feedback is
employed to improve the performance. In this circuit, tran-
sistors Q3 and Q4 form a single-ended differential amplifier,
and the gain of this amplifier is established by R6. Here Dz is
a stable zener diode reference, biased by R4. For higher accu-
racy, Dz can be replaced by an IC reference such as REF series
from Burr-Brown. Resistors R1 and R2 form a voltage divider
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FIGURE 23.6 A linear series regulator with Darlington-connected amplifier.

for output voltage sensing. Finally, transistors Q1 and Q2 form
a Darlington pair output stage. The operation of the regu-
lator can be explained as follows. When Q1 and Q2 are on,
the output voltage increases, and hence the voltage VA at the
base of Q3 also increases. During this time, Q3 is off and Q4

is on. When VA reaches a level that is equal to the reference
voltage VREF at the base of Q4, the base-emitter junction of
Q3 becomes forward-biased. Some Q1 base current will divert
into the collector of Q3. If the output voltage Vo starts to rise
above VREF, Q3 conduction increases to further decrease the
conduction of Q1 and Q2, which will in turn maintain out-
put voltage regulation. Figure 23.8 shows another improved
series regulator that uses an operational amplifier to control
the conduction of the pass transistor.

One of the problems in the design of linear series voltage
regulators is the high-power dissipation in the pass transis-
tors. If an excess load current is drawn, the pass transistor can
be quickly damaged or destroyed. In fact, under short-circuit
conditions, the voltage across Q2 in Fig. 23.7, will be the input
voltage Vi, and the current through Q2 will be greater than the
rated full-load output current. This current will cause Q1 to
exceed its rated SOA unless the current is reduced. In the next
section, some current-limiting techniques will be presented to
overcome this problem.

23.2.2 Current Limiting and Overload Protection

In some series voltage regulators, overloading causes per-
manent damage to the pass transistors. The pass transistors
must be kept from excessive power dissipation under cur-
rent overloads or short circuit conditions. A current-limiting
mechanism must be used to keep the current through the
transistors at a safe value as determined by the power rating
of the transistors. The mechanism must be able to respond
quickly to protect the transistor and yet permit the regulator to



23 Power Supplies 605

Unregulated dc
input 

Regulated dc
output

Vi RL

R2R7
DZVREF

Vo

Q1

R3

Q4 Q3

R4 R5 R6 R1

Q2

IL

FIGURE 23.7 An improved form of discrete component series regulator.
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FIGURE 23.8 An improved form of op-amp series regulator.

return to normal operation as soon as the overload condition
is removed. One of the current-limiting techniques to prevent
current overload, called the constant current-limiting method,
is shown in Fig. 23.9(a). Current limiting is achieved by the
combined action of the components shown inside the dashed
line. The voltage developed across the current-limit resistor R3

and the base-to-emitter voltage of current-limit transistor Q3

is proportional to the circuit output current IL. During current
overload, IL reaches a predetermined maximum value that is
set by the value of R3 to cause Q3 to conduct. As Q3 starts
to conduct, Q3 shunts a portion of the Q1 base current. This
action, in turn, decreases and limits IL to a maximum value
IL(max). Since the base-to-emitter voltage VBE of Q3 cannot
exceed above 0.7 V, the voltage across R3 is held at this value

and IL(max) is limited to

IL(max) = 0.7 V

R3
(23.6)

Consequently, the value of the short-circuit current is
selected by adjusting the value of R3. The voltage–current
characteristic of this circuit is shown in Fig. 23.9(b).

In many high-current regulators, foldback current limit-
ing is always used to protect against excessive current. This
technique is similar to the constant current-limiting method,
except that as the output voltage is reduced as a result of
load impedance moving toward zero, the load current is also
reduced. Therefore, a series voltage regulator that includes
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FIGURE 23.9 Series regulator with constant current limiting: (a) circuit and (b) voltage–current characteristic.

a foldback current-limiting circuit has the voltage–current
characteristic shown in Fig. 23.10. The basic idea of foldback
current limiting, with reference to Fig. 23.11, can be explained
as follows. The foldback current-limiting circuit (in dashed
outline) is similar to the constant current-limiting circuit, with
the exception of resistors R5 and R6. At low output current, the
current-limit transistor Q3 is cutoff.

A voltage proportional to the output current IL is developed
across the current-limit resistor R3. This voltage is applied to

Vo

IL(max)Ishort circuit

Output Voltage

0 Load current

FIGURE 23.10 Voltage–current characteristic of foldback current-limit.

the base of Q3 through the divider network R5 and R6. At the
point of transition into current-limit, any further increase in
IL will increase the voltage across R3 and hence across R5, and
Q3 will progressively be turned on. As Q1 conducts, it shunts a
portion of the Q1 base current. This action, in turn, causes the
output voltage to fall. As the output voltage falls, the voltage
across R6 decreases and the current in R6 also decreases, and
more current is shunted into the base of Q3. Hence, the cur-
rent required in R3 to maintain the conduction state of Q3 is
also decreased. Consequently, as the load resistance is reduced,
the output voltage and current fall, and the current-limit
point decreases toward a minimum when the output voltage
is short-circuited. In summary, any regulator using foldback
current limiting can have peak load current up to IL(max). But
when the output becomes shorted, the current drops to a lower
value to prevent overheating of the series transistors.

23.3 Linear Shunt Voltage Regulator

The second type of linear voltage regulator is the shunt regula-
tor. In the basic circuit shown in Fig. 23.12, the pass transistor
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FIGURE 23.12 Basic circuit of a linear shunt regulator.

Q1 is connected in parallel with the load. A voltage-dropping
resistor R3 is in series with this parallel network. The oper-
ation of the circuit is similar to that of the series regulator,
except that regulation is achieved by controlling the current
through Q1. The operation of the circuit can be explained as
follows. When the output voltage tries to increase because of a
change in load resistance, the voltage at the non-inverting ter-
minal of the operational amplifier also increases. This voltage
is compared with a reference voltage and the resulting differ-
ence voltage causes Q1 conduction to increase. With constant
Vi and Vo, IL will decrease and Vo will remain constant. The
opposite action occurs when Vo tries to decrease. The voltage
appearing at the base of Q1 causes its conduction to decrease.

This action offsets the attempted decrease in Voand maintains
it at an almost constant level.

Analytically, the current flowing in R3 is

IR3 = IQ1 + IL (23.7)

and

IR3 = Vi − Vo

R3
(23.8)
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With IL and Vo constant, a change in Vi will cause a change
in IQ1.


IQ1 = 
Vi

R3
(23.9)

With Vi and Vo constant,


IQ1 = −
IL (23.10)

Equation (23.10) shows that if IQ1 increases, IL decreases, and
vice versa. Although shunt regulators are not as efficient as
series regulators for most applications, they have the advantage
of greater simplicity. This topology offers inherently short-
circuit protection. If the output is shorted, the load current is
limited by the series resistor R3 and is given by

IL(max) = Vi

R3
(23.11)

The power dissipated by Q1 can be approximated by

PQ1 ≈ VoIC

= Vo(IR3 − IL) (23.12)

For a low value of IL, the power dissipated in Q1 is large
and the efficiency of the regulator may drop to 10% under this
condition.

To improve the power handling of the shunt transistor, one
or more transistors connected in the common-emitter config-
uration in parallel with the load can be employed, as shown in
Fig. 23.13.
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FIGURE 23.13 Linear shunt regulator with two transistors as shunt element.

23.4 Integrated Circuit Voltage
Regulators

The linear series and shunt voltage regulators presented in the
previous sections have been developed by various solid-state
device manufacturers and are available in integrated circuit
(IC) form. Like discrete voltage regulators, linear IC volt-
age regulators maintain an output voltage at a constant value
despite variations in load and input voltage.

In general, linear IC voltage regulators are three-terminal
devices that provide regulation of a fixed positive voltage, a
fixed negative voltage, or an adjustable set voltage. The basic
connection of a three-terminal IC voltage regulator to a load
is shown in Fig. 23.14. The IC regulator has an unregulated
input voltage Vi applied to the input terminals, a regulated
voltage Vo at the output, and a ground connected to the third
terminal. Depending on the selected IC regulator, the circuit
can be operated with load currents ranging from milliamperes
to tens of amperes and output power from milliwatts to tens

Vo
Vi RL

IL

Unregulated dc
input

Regulated dc
input

IC voltage regulator

In Out

Gnd

FIGURE 23.14 Basic connection of a three-terminal IC voltage
regulator.



23 Power Supplies 609

of watts. Note that the internal construction of IC voltage
regulators may be somewhat more complex and different from
that previously described for discrete voltage regulator circuits.
However, the external operation is much the same. In this
section, some typical linear IC regulators are presented and
their applications are also given.

23.4.1 Fixed Positive and Negative Linear
Voltage Regulators

The 78XX series of regulators provide fixed regulated voltages
from 5 to 24 V. The last two digits of the IC part number
denote the output voltage of the device. For example, a 7824
IC regulator produces a +24 V regulated voltage at the output.
The standard configuration of a 78XX fixed positive voltage
regulator is shown in Fig. 23.15. The input capacitor C1 acts
as a line filter to prevent unwanted variations in the input line,
and the output capacitor C2 is used to filter the high-frequency
noise that may appear at the output. In order to ensure proper
operation, the input voltage of the regulator must be at least
2 V above the output voltage. Table 23.1 shows the minimum
and maximum input voltages of the 78XX series fixed positive
voltage regulator.

The 79XX series voltage regulator is identical to the 78XX
series except that it provides negative regulated voltages instead

Vo
Vi C2C1

78XX

In Out

Gnd

+ +

FIGURE 23.15 The 78XX series fixed positive voltage regulator.

TABLE 23.1 Minimum and maximum input voltages for 78XX series
regulators

Type number Output voltage Vo(V) Minimum Vi(V) Maximum Vi(V)

7805 +5 7 20
7806 +6 8 21
7808 +8 10.5 25
7809 +9 11.5 25
7812 +12 14.5 27
7815 +15 17.5 30
7818 +18 21 33
7824 +24 27 38

Vo
Vi C2C1

79XX

In Out

Gnd

+ +

FIGURE 23.16 The 79XX series fixed negative voltage regulator.

of positive ones. Figure 23.16 shows the standard configura-
tion of a 79XX series voltage regulator. A list of 79XX series
regulators is provided in Table 23.2. The regulation of the cir-
cuit can be maintained as long as the output voltage is at least
2–3 V greater than the input voltage.

TABLE 23.2 Minimum and maximum input voltages for 79XX series
regulators

Type number Output voltage Vo(V) Minimum Vi(V) Maximum Vi(V)

7905 −5 −7 −20
7906 −6 −8 −21
7908 −8 −10.5 −25
7909 −9 −11.5 −25
7912 −12 −14.5 −27
7915 −15 −17.5 −30
7918 −18 −21 −33
7924 −24 −27 −38

23.4.2 Adjustable Positive and Negative Linear
Voltage Regulators

The IC voltage regulators are also available in circuit configu-
rations that allow the user to set the output voltage to a desired
regulated value. The LM317 adjustable positive voltage regu-
lator, for example, is capable of supplying an output current
of more than 1.5 A over an output voltage range of 1.2–37 V.
Figure 23.17 shows how the output voltage of an LM317 can
be adjusted by using two external resistors R1 and R2. The
capacitors C1 and C2 have the same function as those in the
fixed linear voltage regulator.

As indicated in Fig. 23.17, the LM317 has a constant 1.25 V
reference voltage, VREF, across the output and the adjustment
terminals. This constant reference voltage produces a constant
current through R1 regardless of the value of R2. The output
voltage Vo is given by

Vo = VREF

(
1+ R2

R1

)
+ IadjR2 (23.13)
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FIGURE 23.17 The LM317 adjustable positive voltage regulator.
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FIGURE 23.18 The LM337 adjustable negative voltage regulator.

where Iadj is a constant current into the adjustment terminal
and has a value of approximately 50 μA for the LM317. As can
be seen from Eq. (23.13), with fixed R1, Vo can be adjusted by
varying R2.

The LM337 adjustable voltage regulator is similar to the
LM317 except that it provides negative regulated voltages
instead of positive ones. Figure 23.18 shows the standard con-
figuration of a LM337 voltage regulator. The output voltage
can be adjusted from –1.2 to –37 V, depending on the external
resistors R1 and R2.

Vo

VI

RL

IL

C2

R2

R1

C1

Q1

Q2 78XX

In Out
Gnd

+

+

FIGURE 23.19 A 78XX series regulator with an external pass transistor.

23.4.3 Applications of Linear IC
Voltage Regulators

Most IC regulators are limited to an output current of 2.5 A.
If the output current of an IC regulator exceeds its maximum
allowable limit, its internal pass transistor will dissipate an
amount of energy more than it can tolerate. As a result, the
regulator will be shutdown.

For applications that require more than the maximum
allowable current limit of a regulator, an external pass tran-
sistor can be used to increase the output current. Figure 23.19
illustrates such a configuration. This circuit has the capability
of producing higher current to the load, but still preserving
the thermal shutdown and short-circuit protection of the IC
regulator.

A constant current-limiting scheme, as discussed in
Section 23.2.2, is implemented by using the transistor Q2 and
the resistor R2 to protect the external pass transistor Q1 from
excessive current under current-overload or short-circuit con-
ditions. The value of the external current-sensing resistor R1

determines the value of current at which Q1 begins to conduct.
As long as the current is less than the value set by R1, the tran-
sistor Q1 is off, and the regulator operates normally as shown
in Fig. 23.15. But when the load current IL starts to increase,
the voltage across R1 also increases. This turns on the external
transistor Q1 and conducts the excess current. The value of R1

is determined by

R1 = 0.7 V

Imax
(23.14)

where Imax is the maximum current that the voltage regulator
can handle internally.

23.5 Switching Regulators

The linear series and shunt regulators have control transistors
that are operating in their linear active regions. Regulation
is achieved by varying the conduction of the transistors to



23 Power Supplies 611

maintain the output voltage at a desirable level. The switching
regulator is different in that the control transistor operates as
a switch, either in cutoff or saturation region. Regulation is
achieved by adjusting the on-time of the control transistor. In
this mode of operation, the control transistor does not dis-
sipate as much power as that in the linear types. Therefore,
switching voltage regulators have a much higher efficiency and
can provide greater load currents at low voltage than linear
regulators.

Unlike their linear counterparts, switching regulators can be
implemented by many different topologies such as forward and
flyback. In order to select an appropriate topology for an appli-
cation, it is necessary to understand the merits and drawbacks
of each topology and the requirements of the application.
Basically, most topologies can work for various applications.
Therefore, we have to determine from the factors such as cost,
performances, and application that make one topology more
desirable than the others. However, no matter which topology
we decide to use, the basic building blocks of an off-the-line
switching power supply are the same, as depicted in Fig. 23.1.

In this section, some popular switching regulator topologies,
namely flyback, forward, half-bridge, and full-bridge topolo-
gies, are presented. Their basic operation is described, and the
critical waveforms are shown and explained. The merits, draw-
backs, and application areas of each topology are discussed.
Finally, the control circuitry and PWM of the regulators will
also be discussed.

23.5.1 Single-ended Isolated Flyback Regulators

An isolated flyback regulator consists of four main circuit ele-
ments: a power switch, a rectifier diode, a transformer, and a
filter capacitor. The power switch, which can be either a power
transistor or a MOSFET, is used to control the flow of energy in
the circuit. A transformer is placed between the input source
and the power switch to provide DC isolation between the
input and the output circuits. In addition to being an energy
storage element, the transformer also performs a stepping up
or down function for the regulator. The rectifier diode and
filter capacitor form an energy transfer mechanism to sup-
ply energy to maintain the output voltage of the supply. Note
that there are two distinct operating modes for flyback reg-
ulators: continuous and discontinuous. However, both modes
have an identical circuit. It is only the transformer magnetizing
current that determines the operating mode of the regulator.
Figure 23.20(a) shows a simplified isolated flyback regula-
tor. The associated steady-state waveforms, resulting from a
discontinuous-mode operation, is shown in Fig. 23.20(b). As
shown in the figure, the voltage regulation of the regulator is
achieved by a control circuit, which controls the conduction
period or duty cycle of the switch, to keep the output voltage
at a constant level. For clarity, the schematics and operation of
the control circuit will be discussed in a separate section.

23.5.1.1 Discontinuous-mode Flyback Regulators
Under steady-state conditions, the operation of the regulator
can be explained as follows. When the power switch Q1 is on,
the primary current Ip starts to build up and stores energy
in the primary winding. Because of the opposite-polarity
arrangement between the input and output windings of the
transformer, the rectifier diode DR is reverse-biased. In this
period of time, there is no energy transferred from the input
to the load RL. The output voltage is supported by the load
current IL, which is supplied from the output filter capaci-
tor CF. When Q1 is turned off, the polarity of the windings
reverses as a result of the fact that Ip cannot change instan-
taneously. This causes DR to turn on. Now DR is conducting,
charging the output capacitor CF and delivering current to RL.
This charging action ends at the point where all the magnetic
energy stored in the secondary winding during the first half-
cycle is emptied. At this point, DR will cease to conduct and
RL absorbs energy just from CF until Q1 is switched on again.

During the Q1 on-time, the voltage across the primary
winding of the transformer is Vi. The current in the primary
winding Ip increases linearly and is given by

Ip = Viton

Lp
(23.15)

where Lp is the primary magnetizing inductance. At the end
of the on-time, the primary current reaches a value equal to
Ip(pk) and is given by

Ip(pk) = ViDT

Lp
(23.16)

where D is the duty cycle and T is the switching period. Now
when Q1 turns off, the magnetizing current in the transformer
forces the reversal of polarities on the windings. At the instant
of turn off, the amplitude of the secondary current Is(pk) is

Is(pk) =
(

Np

Ns

)
Ip(pk) (23.17)

This current decreases linearly at the rate of

dIs

dt
= Vo

Ls
(23.18)

where Ls is the secondary magnetizing inductance.
In the discontinuous-mode operation, Is(pk) will decrease

linearly to zero before the start of the next cycle. Since the
energy transfer from the source to the output takes place only
in the first half cycle, the power drawn from Vi is then

Pin =
LpI 2

p

2T
(23.19)
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FIGURE 23.20 A simplified isolated flyback regulator: (a) circuit and (b) the associated waveforms.
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Substituting Eq. (23.15) into Eq. (23.19), we have

Pin = (Viton)2

2TLp
(23.20)

The output power Po may be written as

Po = ηPin

= η (Viton)2

2TLp
= V 2

o

RL

(23.21)

where η is the efficiency of the regulator. Then, from
Eq. (23.21), the output voltage Vo is related to the input voltage
Vi by

Vo = ViD

√
ηRLT

2Lp
(23.22)

Since the collector voltage VQ1 of Q1 is maximum when
Vi is maximum, the maximum collector voltage VQ1(max), as
shown in the Fig. 23.20(b), is given by

VQ1(max) = Vi(max) +
(

Np

Ns

)
Vo (23.23)

The primary peak current Ip(pk) can be found in terms of Po

by combining Eq. (23.16) and Eq. (23.21) and then eliminating
Lp as

Ip(pk) = 2V 2
o

ηViDRL

= 2Po

ηViD

(23.24)

Ip
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(Np/Ns)Ip(pk)
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t 

0

0
DT

T

FIGURE 23.21 The primary and secondary winding currents of a flyback regulator operated in the continuous-mode.

The maximum collector current IC( max) of the power switch
Q1 at turn on is

IC(max) = Ip(pk)

= 2Po

ηViD

(23.25)

As can be seen from Eq. (23.21), Vo will be maintained con-
stant by keeping the product Viton constant. Since maximum
on-time ton(max) occurs at minimum supply voltage Vi(min), the
maximum allowable duty cycle for the discontinuous-mode
can be found from Eq. (23.22) as

Dmax = Vo

Vi(min)

√
2Lp

ηRLT
(23.26)

and Vo at Dmax is then

Vo = Vi(min)Dmax

√
ηRLT

2Lp
(23.27)

23.5.1.2 Continuous-mode Flyback Regulators
In the continuous-mode operation, the power switch is turned
on before all the magnetic energy stored in the secondary
winding empties itself. The primary and secondary current
waveforms have a characteristic appearance as shown in
Fig. 23.21. This mode produces a higher power capability
without increasing the peak currents. During the on-time, the
primary current Ip rises linearly from its initial value Ip(0) and
is given by

Ip = Ip(0)+ Viton

Lp
(23.28)
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At the end of the on-time, the primary current reaches a
value equal to Ip(pk)and is given by

Ip(pk) = Ip(0)+ ViDT

Lp
(23.29)

In general, Ip(0) � ViDT
/

Lp; thus, Eq. (23.29) can be
written as

Ip(pk) ≈ Ip(0) (23.30)

The secondary current Is at the instant of turn off is
given by

Is(pk) =
(

Np

Ns

)
Ip(pk)

=
(

Np

Ns

)(
Ip(0)+ ViDT

Lp

)

≈
(

Np

Ns

)
Ip(0)

(23.31)

This current decreases linearly at the rate of

dIs

dt
= Vo

Ls
(23.32)

The output power Po is equal to Vo times the time-average
of the secondary current pulses and is given by

Po = VoIs
T − ton

T

≈ VoIs(pk)
T − ton

T

(23.33)

or

Is(pk) = Po

Vo(1− ton/T )
(23.34)

For an efficiency of η, the input power Pin is

Pin = Po

η

= ViIp
ton

T

≈ ViIp(pk)
ton

T

(23.35)

or

Ip(pk) = Po

ηVi (ton/T )
(23.36)

Combining Eqs. (23.31), (23.34), and (23.36) and solving
for Vo, we have

Vo =
(

Ns

Np

)
ηViD

1− D
(23.37)

The output voltage at Dmax is then

Vo =
(

Ns

Np

)
ηVi(min)Dmax

1− Dmax
(23.38)

The maximum collector current IC(max) for the continuous-
mode is then given by

IC( max) = Ip(pk)

= Po

ηViDmax

(23.39)

The maximum collector voltage of Q1 is the same as that in
the discontinuous-mode and is given by

VQ1(max) = Vi(max) +
(

Np

Ns

)
Vo (23.40)

The maximum allowable duty cycle for the continuous-
mode can be found from Eqs. (23.38) and is given by

Dmax = 1

1+
(

Ns
Np

)
ηVi(min)

Vo

(23.41)

At the transition from the discontinuous-mode to
continuous-mode (or from continuous-mode to discontinuous-
mode), the relationships in Eqs. (23.27) and (23.38) must hold.
Thus, equating these two equations, we have

Vi(min)Dmax

√
ηRLT

2Lp
= Ns

Np

Dmax

1− Dmax
ηVi(min) (23.42)

Solving this equation for Lp to give the critical inductance
Lp(limit) , at which the transition occurs, we have

Lp(limit) = 1

2η
TRL

[
(1− Dmax)

Np

Ns

]2

= 1

2η
T

V 2
o

Po

[
(1− Dmax)

Np

Ns

]2
(23.43)

Replacing Vo with Eq. (23.38) and solving for Lp(limit), we
have

Lp(limit) = 1

2
ηT

D2
maxV 2

i(min)

Po
(23.44)

Then, for a given Dmax, input, and output quantities, the
inductance value Lp(limit) in Eq. (23.44) determines the mode
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of operation for the regulator. If Lp < Lp(limit), then the circuit
is operated in the discontinuous-mode. Otherwise, if LP >

Lp(limit), the circuit is operated in the continuous-mode.
In designing flyback regulators, regardless of their operating

modes, the power switch must be able to handle the peak
collector voltage at turn off and the peak collector currents at
turn on as shown in Eqs. (23.23), (23.25), (23.39), and (23.40).
The flyback transformer, because of its unidirectional use of
the B–H curve, has to be designed so that it will not be driven
into saturation. To avoid saturation, the transformer needs a
relatively large core with an air gap in it.

Although the continuous and discontinuous modes have an
identical circuit, their operating properties differ significantly.
As opposed to the discontinuous-mode, the continuous-mode
can provide higher power capability without increasing the
peak current Ip(pk). It means that, for the same output power,
the peak currents in the discontinuous-mode are much higher
than those operated in the continuous-mode. As a result, a
higher current rating and, therefore, a more expensive power
transistor is needed. Moreover, the higher secondary peak cur-
rents in the discontinuous-mode will have a larger transient
spike at the instant of turn off. However, despite all these
problems, the discontinuous-mode is still much more widely
used than its continuous-mode counterpart. There are two
main reasons. First, the inherently smaller magnetizing induc-
tance gives the discontinuous-mode a quicker response and a
lower transient output voltage spike to sudden changes in load
current or input voltage. Second, the continuous-mode has a
right-half-plane zero in its transfer function, which makes the
feedback control circuit more difficult to design.

The flyback configuration is mostly used in applications
with output power below 100 W. It is widely used for high
output voltages at relatively low power. The essential attrac-
tions of this configuration are its simplicity and low cost.

DR1
DR2

Np Ns

DR3

Q1

Q2

Control

Vi
CF RL

Vo

R1

R2

FIGURE 23.22 A double-ended flyback regulator.

Since no output filter inductor is required for the secondary,
there is a significant saving in cost and space, especially for
multiple output power supplies. Since there is no output fil-
ter inductor, the flyback exhibits high ripple currents in the
transformer and at the output. Thus, for higher power appli-
cations, the flyback becomes an unsuitable choice. In practice,
a small LC filter is added after the filter capacitor CF in order
to suppress high-frequency switching noise spikes.

As mentioned previously, the collector voltage of the power
transistor must be able to sustain a voltage as defined in
Eq. (23.23). In cases where the voltage is too high for the tran-
sistor to handle, the double-ended flyback regulator shown in
Fig. 23.22 may be used. The regulator uses two transistors that
are switched on or off simultaneously. The diodes DR1 and
DR2 are used to restrict the maximum collector voltage to Vi.
Therefore, the transistors with a lower voltage rating can be
used in the circuit.

23.5.2 Single-ended Isolated Forward Regulators

Although the general appearance of an isolated forward regu-
lator resembles that of its flyback counterpart, their operations
are different. The key difference is that the dot on the secondary
winding of the transformer is so arranged that the output
diode is forward-biased when the voltage across the primary
is positive, that is, when the transistor is on. Energy is thus
not stored in the primary inductance as it was for the flyback.
The transformer acts strictly as a transformer. An inductive
energy storage element is required at the output for proper
and efficient energy transfer.

Unlike the flyback, the forward regulator is very suitable for
working in the continuous-mode. In the discontinuous-mode,
the forward regulator is more difficult to control because of a
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double-pole at the output filter. Thus, it is not as much used as
the continuous-mode. In view of it, only the continuous-mode
will be discussed here.

Figure 23.23 shows a simplified isolated forward regulator
and the associated steady-state waveforms for the continuous-
mode operation. Again for clarity, the details of the control
circuit are omitted from the figure. Under steady-state condi-
tion, the operation of the regulator can be explained as follows.
When the power switch Q1 turns on, the primary current Ip

starts to build up and stores energy in the primary winding.
Because of the same polarity arrangement of the primary and
secondary windings, this energy is forward-transferred to the
secondary and onto the L1CF filter and the load RL through the
rectifier diode DR2, which is forward-biased. When Q1 turns
off, the polarity of the transformer winding voltage reverses.
This causes DR2, to turn off and DR1, and DR3, to turn on.
Now DR3, is conducting and delivering energy to RL through
the inductor L1. During this period, the diode DR1, and the
tertiary winding provide a path for the magnetizing current
returning to the input.

When the transistor Q1 is turned on, the voltage across
the primary winding is Vi. The secondary winding current
is reflected into the primary, and the reaction current Ip, as
shown in Fig. 23.24, is given by

Ip = Ns

Np
Is (23.45)

The magnetizing current in the primary has a magnitude of
Imag and is given by

Imag = Viton

Lp
(23.46)

The total primary current I ′p is then

I ′p = Ip + Imag

= Ns

Np
Is + Viton

Lp

(23.47)

The voltage developed across the secondary winding Vs is

Vs = Ns

Np
Vi (23.48)

Neglecting diode voltage drops and losses, the voltage across
the output inductor is Vs − Vo. The current in L1 increases
linearly at the rate of

IL1 = (Vs − Vo)ton

L1
(23.49)

At the end of the on-time, the total primary current reaches
a peak value equal to I ′p(pk) and is given by

I ′p(pk) = I ′p(0)+ ViDT

Lp
(23.50)

The output inductor current IL1is

IL1(pk) = IL1(0)+ (Vs − Vo)DT

L1
(23.51)

At the instant of turn on, the amplitude of the secondary
current has a value of Is(pk) and is given by

Is(pk) =
(

Np

Ns

)
I ′p(pk)

=
(

Np

Ns

)[
I ′p(0)+ ViDT

Lp

] (23.52)

During the off-time, the current IL1 in the output inductor
is equal to the current IDR3 in the rectifier diode DR3 and both
decrease linearly at the rate of

dIL1

dt
= dIDR3

dt

= Vo

L1

(23.53)

The output voltage Vo can be found from the time integral
of the secondary winding voltage over a time equal to DT of
the switch Q1. Thus, we have

Vo = 1

T

∫ DT

0

Ns

Np
Vidt

= Ns

Np
ViD

(23.54)

The maximum collector current IC( max) at turn on is equal
to I ′p(pk) and is given by

IC(max) = I ′p(pk)

=
(

Ns

Np

)[
I ′p(0)+ ViDT

Lp

] (23.55)

The maximum collector voltage VQ1(max) at turn-off is equal
to the maximum input voltage Vi(max) plus the maximum
voltage Vr(max) across the tertiary winding and is given by

VQ1(max) = Vi(max) + Vr(max)

= Vi(max)

(
1+ Np

Nr

) (23.56)
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FIGURE 23.23 A simplified isolated forward regulator: (a) circuit and (b) the associated waveforms.
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FIGURE 23.24 The current components in the primary winding.

The maximum duty cycle for the forward regulator oper-
ated in the continuous-mode can be determined by equating
the time integral of the input voltage when Q1 is on and the
clamping voltage Vr when Q1 is off.

DT∫
0

Vidt =
T∫

DT

Vrdt (23.57)

which leads to

ViDT = Vr(1− D)T (23.58)

Grouping the D terms in Eq. (23.58) and replacing Vr/Vi

with Nr
/

Np, we have

Dmax = 1

1+ Nr
/

Np
(23.59)

Thus, the maximum duty cycle depends on the turn ratio
between the demagnetizing winding and the primary one.

In designing forward regulators, the duty cycle must be kept
below the maximum duty cycle Dmax to avoid saturating the
transformer. It should also be noted that the transformer mag-
netizing current must be reset to zero at the end of each cycle.
Failure to do so will drive the transformer into saturation,
which can cause damage to the transistor. There are many ways
of implementing the resetting function. In the circuit shown
in Fig. 23.23(a), a tertiary winding is added to the transformer
so that the magnetizing current will return to the input source
Vi when the transistor turns off. The primary current always
starts at the same value under the steady state condition.

Unlike flyback regulators, forward regulators require a min-
imum load at the output. Otherwise, excess output voltage
will be produced. One commonly used method to avoid this
situation is to attach a small load resistance at the output ter-
minals. Of course, with such an arrangement, a certain amount
of power will be lost in the resistor.

Because forward regulators do not store energy in their
transformers, for the same output power level the transformer

can be made smaller than for the flyback type. The output cur-
rent is reasonably constant owing to the action of the output
inductor and the flywheel diode; as a result, the output filter
capacitor can be made smaller and its ripple current rating can
be much lower than that required for the flybacks.

The forward regulator is widely used with output power
below 200 W, though it can be easily constructed with a much
higher output power. The limitation comes from the capabil-
ity of the power transistor to handle the voltage and current
stresses if the output power were to increase. In this case, a con-
figuration with more than one transistor can be used to share
the burden. Figure 23.25 shows a double-ended forward reg-
ulator. Like the double-ended flyback counterpart, the circuit
uses two transistors which are switched on and off simultane-
ously. The diodes are used to restrict the maximum collector
voltage to Vi. Therefore, the transistors with low voltage rating
can be used in the circuit.

23.5.3 Half-bridge Regulators

The half-bridge regulator is another form of an isolated for-
ward regulator. When the voltage on the power transistor in
the single-ended forward regulator becomes too high, the half-
bridge regulator is used to reduce the stress on the transistor. In
a half-bridge regulator, the voltage stress imposed on the power
transistors is subject to only the input voltage and is only half
of that in a forward regulator. Thus, the output power of a
half-bridge is double to that of a forward regulator for the
same semiconductor devices and magnetic core.

Figure 23.26 shows the basic configuration of a half-bridge
regulator and the associated steady state waveforms. As seen
in Fig. 23.26(a), the half-bridge regulator can be viewed as
two back-to-back forward regulators, fed by the same input
voltage, each delivering power to the load at each alternate
half cycle. The capacitors C1 and C2 are placed between the
input and ground terminals. As such, the voltage across the
primary winding is always half the input voltage. The power
switches Q1 and Q2 are switched on and off alternatively
to produce a square-wave ac at the input of the transformer.
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FIGURE 23.25 Double-ended forward regulator.

This square-wave is either stepped down or up by the isolation
transformer and then rectified by the diodes DR1 and DR2.
Subsequently, the rectified voltage is filtered to produce the
output voltage Vo.

Under steady state condition, the operation of the regula-
tor can be explained as follows. When Q1 is on and Q2 off,
DR1 conducts and DR2 is reverse-biased. The primary volt-
age Vp is Vi/2. The primary current Ip starts to build up and
stores energy in the primary winding. This energy is forward-
transferred to the secondary and onto the L1C filter and the
load RL, through the rectifier diode DR1. During the time inter-
val 
, when both Q1 and Q2 are off, DR1 and DR2 are forced
to conduct to carry the magnetizing current that resulted in
the interval during which Q1 is turned on. The inductor cur-
rent IL1 in this interval is equal to the sum of the currents in
DR1 and DR2. This interval terminates at half of the switching
period T , when Q2 is turned on. When Q2 is on and Q1 off,
DR1 is reverse-biased and DR2 conducts. The primary voltage
Vp is now −Vi/2. The circuit operates in a likewise manner as
during the first half cycle.

With Q1 on, the voltage across the secondary winding is

Vs1 = Ns1

Np

(
Vi

2

)
(23.60)

Neglecting diode voltage drops and losses, the voltage across
the output inductor is then given by

VL1 = Ns1

Np

(
Vi

2

)
− Vo (23.61)

In this interval, the inductor current IL1 increases linearly at
the rate of

dIL1

dt
= VL1

L1

= 1

L1

[
Ns1

Np

(
Vi

2

)
− Vo

] (23.62)

At the end of Q1 on-time, IL1 reaches a value which is given
by

IL1(pk) = IL1(0)+ 1

L1

[
Ns1

Np

(
Vi

2

)
− Vo

]
DT (23.63)

During the interval 
, IL1 is equal to the sum of the recti-
fier diode currents. Assuming the two secondary windings are
identical, IL1 is given by

IL1 = 2IDR1 = 2IDR2 (23.64)

This current decreases linearly at the rate of

dIL1

dt
= Vo

L1
(23.65)

The next half cycle repeats with Q2 on and for the interval 
.
The output voltage can be found from the time integral of

the inductor voltage over a time equal to T . Thus, we have

Vo = 2× 1

T

⎡
⎢⎣

DT∫
0

(
Ns1

Np

(
Vi

2

)
− Vo

)
dt +

T/2+DT∫
T/2

−Vodt

⎤
⎥⎦

(23.66)
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FIGURE 23.26 A simplified half-bridge regulator: (a) circuit and (b) the associated waveforms.
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Note that the multiplier of 2 appears in Eq. (23.66) because
of the two alternate half cycles. Solving Eq. (23.66) for Vo,
we have

Vo = Ns1

Np
ViD (23.67)

The output power Po is given by

Po = VoIL

= ηPin

= η
ViIp(avg)D

2

(23.68)

or

Ip(avg) = 2Po

ηViD
(23.69)

where Ip(avg) has the value of the primary current at the center
of the rising or falling ramp. Assuming the reaction current
I ′p reflected from the secondary is much greater than the mag-
netizing current, then the maximum collector currents for Q1

and Q2 are given by

IC(max) = Ip(avg)

= 2Po

ηViDmax
(23.70)

As mentioned, the maximum collector voltages for Q1 and
Q2 at turn off are given by

VC(max) = Vi(max) (23.71)

In designing half-bridge regulators, the maximum duty cycle
can never be greater than 50%. When both the transistors are
switched on simultaneously, the input voltage is short-circuited
to ground. The series capacitors C1 and C2 provide a dc bias
to balance the volt–second integrals of the two switching inter-
vals. Hence, any mismatch in devices would not easily saturate
the core. However, if such a situation arises, a small coupling
capacitor can be inserted in series with the primary winding.
A dc bias voltage proportional to the volt–second imbalance
is developed across the coupling capacitor. This balances the
volt–second integrals of the two switching intervals.

One problem in using half-bridge regulators is related to
the design of the drivers for the power switches. Specifically,
the emitter of Q1 is not at ground level, but is at a high ac
level. The driver must therefore be referenced to this ac level.
Typically, transformer-coupled drivers are used to drive both
switches, thus solving the grounding problem and allowing the
controller to be isolated from the drivers.

The half-bridge regulator is widely used for medium-power
applications. Because of its core-balancing feature, the half-
bridge becomes the predominant choice for output power
ranging from 200 to 400 W. Since the half-bridge is more
complex, for application below 200 W, the flyback or forward
regulator is considered to be a better choice and more cost-
effective. Above 400 W, the primary and switch currents of the
half-bridge become very high. Thus, it becomes unsuitable.

23.5.4 Full-bridge Regulators

The full-bridge regulator is yet another form of isolated for-
ward regulator. Its performance is improved over that of the
half-bridge regulator because of the reduced peak collector
current. The two series capacitors that appeared in half-bridge
circuits are now replaced by another pair of transistors of the
same type. In each switching interval, two of the switches are
turned on and off simultaneously such that the full input volt-
age appears at the primary winding. The primary and the
switch currents are only half that of the half-bridge for the
same power level. Thus, the maximum output power of this
topology is twice that of the half-bridge.

Figure 23.27 shows the basic configuration of a full-bridge
regulator and the associated steady-state waveforms. Four
power switches are required in the circuit. The power switches
Q1 and Q4 turn on and off simultaneously in one of the half
cycles. Q2 and Q3 also turn on and off simultaneously in the
other half cycle, but with opposite phase as Q1 and Q4. This
produces a square-wave ac with a value of ±Vi at the primary
winding of the transformer. Like the half-bridge, this voltage
is stepped down, rectified, and then filtered to produce a dc
output voltage. The capacitor C1 is used to balance the volt-
second integrals of the two switching intervals and prevent the
transformer from being driven into saturation.

Under steady-state conditions, the operation of the full-
bridge is similar to that of the half-bridge. When Q1 and Q4

turn on, the voltage across the secondary winding is

Vs1 = Ns1

Np
Vi (23.72)

Neglecting diode voltage drops and losses, the voltage across
the output inductor is then given by

VL1 = Ns1

Np
Vi − Vo (23.73)

In this interval, the inductor current IL1increases linearly at
the rate of

dIL1

dt
= VL1

L1

= 1

L1

[
Ns1

Np
Vi − Vo

] (23.74)
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FIGURE 23.27 A simplified full-bridge regulator: (a) circuit and (b) the associated waveforms.
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At the end of Q1 and Q4 on-time, IL1 reaches a value which
is given by

IL1(pk) = IL1(0)+ 1

L1

[
Ns1

Np
Vi − Vo

]
DT (23.75)

During the interval 
, IL1decreases linearly at the rate of

dIL1

dt
= Vo

L1
(23.76)

The next half cycle repeats with Q2 and Q3 on and the circuit
operates in a similar manner as in the first half cycle.

Again, as in the half-bridge, the output voltage can be found
from the time integral of the inductor voltage over a time equal
toT . Thus, we have

Vo = 2× 1

T

⎡
⎢⎣

DT∫
0

(
Ns1

Np
Vi − Vo

)
dt +

T/2+DT∫
T/2

−Vodt

⎤
⎥⎦

(23.77)

Solving Eq. (23.77) for Vo, we have

Vo = Ns1

Np
2ViD (23.78)

The output power Po is given by

Po = ηPin

= ηViIp(avg)D
(23.79)

or

Ip(avg) = Po

ηViD
(23.80)

where Ip(avg) has the same definition as in the half-bridge case.
Comparing Eq. (23.80) with Eq. (23.69), we see that the

output power of a full-bridge is twice that of a half-bridge
with same input voltage and current. The maximum collector
currents for Q1, Q2, Q3, and Q4 are given by

IC(max) = Ip(avg)

= Po

ηViDmax

(23.81)

Comparing Eq. (23.81) with Eq. (23.70), for the same output
power, the maximum collector current is only half that of the
half-bridge.

As mentioned, the maximum collector voltage for Q1 and
Q2 at turn off is given by

VC(max) = Vi(max) (23.82)

The design of the full-bridge is similar to that of the half-
bridge. The only difference is the use of four power switches
instead of two in the full-bridge. Therefore, additional drivers
are required by adding two more secondary windings in the
pulse transformer of the driving circuit.

For high power applications ranging from several hundred
to thousand kilowatts, the full-bridge regulator is an inevitable
choice. It has the most efficient use of magnetic core and
semiconductor switches. The full-bridge is complex and there-
fore expensive to build, and is only justified for high-power
applications, typically over 500 W.

23.5.5 Control Circuits and Pulse-width
Modulation

In previous subsections, we presented several popular voltage
regulators that may be used in a switching mode power supply.
This section discusses the control circuits that regulate the
output voltage of a switching regulator by constantly adjusting
the conduction period ton or duty cycle d of the power switch.
Such adjustment is called pulse-width modulation (PWM).

The duty cycle is defined as the fraction of the period during
which the switch is on, i.e.

d = ton

T

= ton

ton + toff

(23.83)

where T is the switching period, i.e. toff = T−ton. By adjusting
either ton or toff , or both, d can be modulated. Thus, PWM
controlled regulators can operate at variable frequency as well
as fixed frequency.

Among all types of PWM controllers, the fixed frequency
controller is by far the most popular choice. There are
two main reasons for their popularity. First, low-cost fixed-
frequency PWM IC controllers have been developed by var-
ious solid-state device manufacturers, and most of these IC
controllers have all the features that are needed to build
a PWM switching power supply using a minimum num-
ber of components. Second, because of their fixed-frequency
nature, fixed-frequency controllers do not have the prob-
lem of unpredictable noise spectrum associated with vari-
able frequency controllers. This makes EMI control much
easier.

There are two types of fixed-frequency PWM controllers,
namely, the voltage-mode controller and the current-mode
controller. In its simplified form, a voltage-mode controller
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consists of four main functional components: an adjustable
clock for setting the switching frequency, an output voltage
error amplifier for detecting deviation of the output from the
nominal value, a ramp generator for providing a sawtooth sig-
nal that is synchronized to the clock, and a comparator that
compares the output error signal with the sawtooth signal. The
output of the comparator is the signal that drives the controlled
switch. Figure 23.28 shows a simplified PWM voltage-mode
controlled forward regulator operating at fixed frequency and
its associated driving signal waveform. As shown, the duration
of the on-time ton is determined by the time between the reset
of the ramp generator and the intersection of the error voltage
with the positive-going ramp signal.

The error voltage ve is given by

ve =
(

1+ Z2

Z1

)
VREF − Z2

Z1
v2 (23.84)
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FIGURE 23.28 A simplified voltage-mode controlled forward regulator: (a) circuit and (b) the associated driving signal waveform.

From Eq. (23.84), the small-signal term can be separated
from the dc operating point by


ve = −Z2

Z1

v2 (23.85)

The dc operating point is given by

Ve =
(

1+ Z2

Z1

)
VREF − Z2

Z1
V2 (23.86)

Inspecting the waveform of the sawtooth and the error
voltage shows that the duty cycle is related to the error
voltage by

d = ve

Vp
(23.87)

where Vp is the peak voltage of the sawtooth.
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Hence, the small-signal duty cycle is related to the small-
signal error voltage by


d = 
ve

Vp
(23.88)

The operation of the fixed-frequency voltage-mode con-
troller can be explained as follows. When the output is lower
than the nominal dc value, a high error voltage is produced.
This means that 
ve is positive. Hence, 
d is positive. The
duty cycle is increased to cause a subsequent increase in
output voltage. The feedback dynamics (stability and tran-
sient response) is determined by the operational amplifier
circuit that consists of Z1 and Z2. Some of the popular
voltage-mode control ICs are SG1524/25/26/27, TL494/5, and
MC34060/63.

The current-mode control makes use of the current infor-
mation in a regulator to achieve output voltage regulation. In
its simplest form, current-mode control consists of an inner
loop that samples the inductance current value and turns the
switches off as soon as the current reaches a certain value set by
the outer voltage loop. In this way, the current-mode control
achieves faster response than the voltage mode. There are two
types of fixed-frequency PWM current-mode control, namely,
the peak current-mode control and the average current-mode
control.

In the peak current-mode control, no sawtooth generator
is needed. In fact, the inductance current waveform is itself a
sawtooth. The voltage analog of the current may be provided
by a small resistance, or by a current transformer. Also, in
practice, the switch current is used since only the positive-
going portion of the inductance current waveform is required.
Figure 23.29 shows a peak current-mode controlled flyback
regulator.

In Fig. 23.29, the regulator operates at fixed frequency. Turn
on is synchronized with the clock pulse, and turn off is deter-
mined by the instant at which the input current equals the
error voltage Ve.

Because of its inherent peak current-limiting capability, the
peak current-mode control can enhance reliability of power
switches. The dynamic performance is improved because of the
use of the additional current information. One main disadvan-
tage of the peak current-mode control is that it is extremely
susceptible to noise, since the current ramp is usually small
compared to the reference signal. A second disadvantage is
its inherent instability property at duty cycle exceeding 50%,
which results in sub-harmonic oscillation. Typically, a compen-
sating ramp is required at the comparator input to eliminate
this instability. The third disadvantage is that it has a non-ideal
loop response because of the use of the peak, instead of the
average current sensing.

Figure 23.30 shows an average current-mode controlled fly-
back regulator. In the circuit, a PWM modulator (instead
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FIGURE 23.29 A simplified peak current-mode controlled flyback
regulator: (a) circuit and (b) the associated waveforms.

of a clocked SR latch in the peak current-mode control)
is employed to compare the current error to an externally
generated sawtooth signal to formulate the desired control
signal. The main advantages of this method over the peak
current-control are that it has excellent noise immunity prop-
erty; it is stable at duty cycle exceeding 50%; and it provides
good tracking of average current. However, since there are
three compensation networks (Z1, Z2, and Z3), the analysis
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and optimal design of these networks are non-trivial. This is
a major obstacle for adopting the average current mode
control.

It should be noted that current-mode control is particu-
larly effective for the flyback and boost-type regulators that
have an inherent right-half-plane zero. Current-mode con-
trol effectively reduces the system to first-order by forcing
the inductor current to be related to the output voltage, thus
achieving faster response. In the case of the buck-type regu-
lator, current-mode control presents no significant advantage
because the current information can be derived from the out-
put voltage, and hence faster response can still be achieved
with a proper feedback network. Some of the popular current-
mode control ICs are UC3840/2, UC3825, MC34129, and
MC34065.
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24.1 Introduction

Power distortions such as power interruptions, voltage sags
and swells, voltage spikes, and voltage harmonics can cause
severe impacts on sensitive loads in the electrical systems.
Uninterruptible power supply (UPS) systems are used to pro-
vide uninterrupted, reliable, and high quality power for these
sensitive loads. Applications of UPS systems include medical
facilities, life supporting systems, data storage and computer
systems, emergency equipment, telecommunications, indus-
trial processing, and on-line management systems [1–3]. The
UPS systems are especially required in places where power
outages and fluctuations occur frequently. A UPS provides a
backup power circuitry to supply vital systems when a power
outage occurs. In situations where short time power fluctu-
ations or disturbed voltage occur, a UPS provides constant
power to keep the important loads running. During extended
power failures, a UPS provides backup power to keep the
systems running long enough so that they can be gracefully
powered down.

Most of the UPS systems also suppress line transients and
harmonic disturbances. Generally, an ideal UPS should be able
to simultaneously deliver uninterrupted power and provide the
necessary power conditioning for the particular power appli-
cation. Therefore, an ideal UPS should have the following
features: regulated sinusoidal output voltage with low total har-
monic distortion (THD) independent from the changes in the
input voltage or in the load, on-line operation that means zero

transition time from normal to back-up mode and vice versa,
low THD sinusoidal input current and unity power factor, high
reliability, high efficiency, low EMI and acoustic noise, electric
isolation, low maintenance, low cost, weight, and size. Obvi-
ously, there is not a single configuration that can provide all of
these features. Different configurations of UPS systems empha-
size on some of the features mentioned above. Classifications
of UPS systems are described in Section 24.2.

24.2 Classifications

24.2.1 Standby UPS

This configuration of UPS system is also known as “off-line
UPS” or “line-preferred UPS” [4, 5]. Figure 24.1 shows the
configuration of a typical standby UPS system. It consists of
an AC/DC converter, a battery bank, a DC/AC inverter, and
a static switch. A passive low pass filter may also be used at
the output of the UPS or inverter to remove the switching fre-
quency from the output voltage. The static switch is on during
the normal mode of operation. Therefore, load is supplied
from the AC line directly without any power conditioning. At
the same time, the AC/DC rectifier charges the battery set.
This converter is rated at a much lower power rating than the
power demand of the load. When a power outage occurs or
the primary power is out of a given preset tolerance, the static
switch is opened and the DC/AC inverter provides power to

Copyright © 2007, 2001, Elsevier Inc.

All rights reserved.
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FIGURE 24.1 Configuration of a typical standby UPS system.

the load from the battery set for the duration of the preset
backup time or till the AC line is back again. This inverter is
rated at 100% of the load power demand. It is connected in
parallel to the load and stays standby during the normal mode
of operation. The transition time from the AC line to DC/AC
inverter is usually about one quarter of the line cycle, which is
enough for most of the applications such as personal comput-
ers. The main advantages of this topology are simple design,
low cost, and small size. On the other hand, lack of real isola-
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FIGURE 24.2 Two simple topologies of AC/DC rectifier: (a) full-bridge diode rectifier and (b) full-bridge full controlled topology.
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FIGURE 24.3 Two simple single-phase topologies for the DC/AC inverter: (a) full-bridge and (b) half-bridge.

tion of the load from the AC line, no output voltage regulation,
long switching time, poor performance with non-linear loads,
and no line conditioning are the main disadvantages of this
configuration.

Different configurations of AC/DC rectifiers such as linear
or switching may be used in this system. To reduce the cost, a
simple diode-bridge rectifier with a capacitor at the front end
is used. A full-bridge or half-bridge full controlled converter
is also used to charge the battery bank. Two typical topologies
for a single-phase UPS system are shown in Fig. 24.2. The
full controlled topologies can provide power factor correction
(PFC) to meet the corresponding standards. To optimize the
charging process, the charging cycle is divided into “constant
current” and “constant voltage” modes. In the constant current
mode, the converter injects a constant current into the battery
till the battery is charged up to about 95% of its capacity.
After this mode, the constant voltage mode starts that applies a
constant voltage on the battery. In this mode, the input current
of the battery declines exponentially until it is fully charged.

The purpose of the DC/AC inverter is to provide high qual-
ity AC power to the load when the static switch is opened.
A full- or half-bridge topology is used for this inverter.
Figure 24.3 shows two simple single-phase topologies for the
DC/AC inverter.
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FIGURE 24.4 Typical configuration of ferroresonant standby UPS system.

In some topologies of standby UPS systems, an isolating
transformer is used at the output stage of the UPS. This
topology is called ferroresonant standby UPS system. The
transformer also acts as a low pass filter that cancels out
switching frequency from the output voltage of the DC/AC
inverter. On the other hand, the transformer stores electro-
magnetic energy in the core and acts as a buffer when a power
outage occurs. For a short time, the transformer provides
power to the load and protects sensitive equipment from being
affected during the transfer time from the input AC to the UPS.
Figure 24.4 shows the configuration of a ferroresonant standby
UPS system. Since the transformer is bulky and expensive, this
configuration is more appropriate for high power applications.

24.2.2 On-line UPS System

Similar to standby UPS systems, on-line UPS systems also con-
sist of a rectifier/charger, a battery set, an inverter, and a static
switch (bypass). Other names for this configuration are “true
UPS,” “inverter preferred UPS,” and “double-conversion UPS”
[6, 7]. Figure 24.5 shows the block diagram of a typical on-
line UPS. The rectifier/charger continuously supplies power
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(Normally off)

AC
Line
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FIGURE 24.5 Block diagram of an on-line UPS system.

to the DC bus. The power rating of this converter must be
designed appropriately to supply power to the load and charge
the battery bank at the same time. The batteries are rated in
order to supply full power to the load during the backup time.
The duration of this time varies in different applications. The
inverter is rated at 100% of the load power since it must sup-
ply the load during the normal mode of operation as well as
during the backup time. It is connected in series with the load;
hence, there is no transfer time associated with the transition
from normal mode to stored energy mode. This is the main
advantage of on-line UPS systems. The static switch provides
redundancy of the power source in the case of UPS malfunc-
tion or overloading. The AC line and load voltages must be in
phase in order to use the static switch. This can be achieved
easily by a phase-locked loop control. During the normal mode
of operation, the power to the load is continuously supplied
via the rectifier/charger and inverter. In fact, a double conver-
sion from AC to DC and then from DC to AC takes place.
This configuration of the UPS allows good power condition-
ing. The AC/DC converter charges the battery set and also
supplies power to the load via the inverter. Therefore, it has
the highest power rating in this topology, thereby increasing
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the cost. When the AC input voltage is outside the preset toler-
ance, the inverter and battery maintain continuity of power to
the load. The duration of this mode is the duration of preset
UPS backup time or till the AC line returns within the preset
tolerance.

The main advantages of on-line UPS are very wide tolerance
to the input voltage variation and very precise regulations of
output voltage. In addition, there is no transfer time during
the transition from normal to stored energy modes. It is also
possible to regulate or change the output frequency [8]. The
main disadvantages of this topology are low power factor, high
THD at the input, and low efficiency. The input current is
distorted by the rectifier unless an extra PFC circuit is added;
but, this adds to the cost of the UPS system [9].

As mentioned for the standby UPS system, different topolo-
gies are employed for the AC/DC rectifier and DC/AC inverter.
Unlike standby UPS system, in this system, these converters
provide power to the load continuously. Therefore, more care
should be given to the quality of the input current and out-
put voltage as well as the efficiency of the system. Figure 24.6
shows the configuration of a three-phase on-line UPS system.
The proper switching method such as PWM is employed for
the AC/DC rectifier to minimize the input current harmonics
and provide regulated DC bus voltage. A low pass filter at the
output of the system removes the switching frequency from
the output voltage.

24.2.3 Line-interactive UPS

Line-interactive UPS systems consist of a static switch, a
series inductor, a bi-directional converter, and a battery bank.
An optional passive filter can be added at the output of the
bi-directional converter or at the input side of the load. A line-
interactive UPS can operate either as an on-line UPS or as an
off-line UPS. For an off-line line-interactive UPS, the series
inductor is not required. However, most of the line-interactive
UPS systems operate on-line in order to either improve the

power factor of the load or regulate the output voltage for
the load. When the AC line is within the preset tolerance, it
feeds the load directly. The AC/DC converter is connected in
parallel with the load and charges the battery. This converter
may also be used to improve the power factor of the system
and compensate the load current harmonics. [10, 11]. Typical
configuration of a line-interactive UPS is shown in Fig. 24.7.

When a power outage occurs or input voltage falls out-
side the preset tolerance, the system goes to bypass mode.
In this mode, the bi-directional converter operates as a DC/AC
inverter and supplies power to the load from the battery set.
The static switch disconnects the AC line in order to prevent
back feed from the inverter. The main advantages of the line-
interactive UPS systems are simple design and, as a result, high
reliability and lower cost compared to the on-line UPS sys-
tems. They also have good harmonic suppression for the input
current. Since this is a single stage conversion topology, the
efficiency is higher than on-line UPS system. The main disad-
vantage is the lack of effective isolation of the load from the
AC line. Employing a transformer in the output can eliminate
this; but, it will add to the cost, size, and weight of the UPS
system. Furthermore, the output voltage conditioning is not
good because the inverter is not connected in series with the
load. In addition, since the AC line supplies the load directly
during the normal mode of operation, there is no possibility
for regulation of the output frequency.

24.2.4 Universal UPS

This type of UPS is also called “series-parallel” or “delta con-
version.” Its topology is derived from unified power quality
conditioner (UPQC) topology and combines the advantages of
both on-line and line-interactive UPS systems [12, 13]. It can
achieve unity power factor, precise regulation of the output
voltage, and high efficiency simultaneously. Its configuration
is shown in Fig. 24.8. It consists of two bi-directional con-
verters connected to a common battery set, static switch, and
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FIGURE 24.8 Block diagram of a universal UPS system.

a series transformer. The series bi-directional converter is rated
at about 20% of the output power of the UPS system and it
is connected via a transformer in series with the AC line. The
second bi-directional converter is the usual inverter for a line-
interactive UPS connected in parallel to the load and rated at
100% of the output power.

When the input voltage is in the acceptable range, the sys-
tem is in the bypass mode. In this mode, parallel converter
deals with current-based distortions. It mitigates load cur-
rent harmonics and improves input power factor. At the same
time, it charges the battery pack. Series converter deals with
voltage-based distortions. It cancels input voltage harmonics
and compensates voltage sags and swells. Most of the power
is supplied directly from the AC line to the load. Only a small
percentage of the input power is absorbed by parallel converter.
This power is used to compensate the differences between
input and reference voltages and to charge the battery pack.
On the other hand, when the input voltage shuts down, the
static switch separates the source and the load and the system
goes to backup mode. In this situation, the parallel inverter acts
as a DC/AC inverter and supplies power to the load. Since a
large portion of the power flows without any conversion from

the AC line to the load, the efficiency is higher than that of
an on-line UPS system. Having eliminated the main drawback
of double-conversion UPS systems, the universal UPS topol-
ogy appears to be a strong competitor of on-line UPS systems
in many applications. Figure 24.9 shows the topology of a
three-phase universal UPS system.

24.2.5 Rotary UPS

Rotary UPS systems use the stored kinetic energy in the elec-
trical machines to provide power to the load when a power
outage occurs. There are different configurations for rotary
UPS systems. The simplest topology consists of an AC motor
and an AC generator, which are mechanically coupled. A fly-
wheel is also used on the shaft of the machines to store more
kinetic energy in the system. In normal operation, the input
AC line provides power to the AC motor and this AC motor
drives the AC generator. The configuration of this system is
shown in Fig. 24.10a. In backup mode, the kinetic energy
stored in the motor, flywheel, and generator is converted
to electric power and supplies the load. This simple topol-
ogy is designed to provide short time backup power to the
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load (typically less than 2 s) in case of power interruption.
In another configuration of rotary UPS system which is shown
in Fig. 24.10b, an AC motor, a DC machine, an AC genera-
tor, and a battery bank are used. During the normal mode of
operation, the AC line supplies the AC motor, which drives

the DC machine. The DC machine drives the AC generator,
which supplies the load. During the backup mode of oper-
ation, the battery bank supplies the DC machine, which, in
turn, drives the AC generator and the AC generator supplies
the load. This system can provide long time backup power to
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the load depending on the capacity of the battery set. These two
rotary UPS systems are much more reliable than the static UPS
systems and provide complete electrical isolation between the
load and input AC line. Yet, they require more maintenance
and have much bigger size and weight. Therefore, they are
usually used for high power applications [14, 15]. The config-
uration of a standby rotary UPS system is shown in Fig. 24.10c.
This system does not provide electrical isolation between the
load and input AC. There is also a transition delay for switch-
ing from main AC to backup AC generator. However, it can
provide power to the load as long as needed.
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FIGURE 24.11 Three configurations of hybrid rotary-static UPS systems: (a) motor–generator set with battery backup; (b) motor–generator set with
power conditioning at input side; and (c) battery-less hybrid UPS system.

24.2.6 Hybrid Static/Rotary UPS

Hybrid static/rotary UPS systems combine the main features
of both static and rotary UPS systems. They have low out-
put impedance, high reliability, excellent frequency stability,
and low maintenance requirements [6]. Typical configurations
of hybrid static/rotary UPS are depicted in Fig. 24.11. They
are usually used in high power applications. In the system
shown in Fig. 24.11a, during normal operation, the input AC
power feeds the AC motor. The power is provided to the load
from the AC generator, which is driven by the AC motor. In
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case of low input power quality or power interruption, the
bidirectional AC/DC converter acts as an inverter and feeds
the AC motor from battery pack. Configuration of a hybrid
UPS system with power conditioning at the input is shown in
Fig. 24.11b. Figure 24.11c shows the configuration of a more
complicated hybrid UPS system. This system has three opera-
tion modes. In normal operation, the load is directly supplied
by the main AC input and the AC motor is rotated at no-
load. In the case of short power interruption, main breaker
and generator breaker are opened and the inverter breaker
is closed. The DC/AC inverter provides power to the load
from the kinetic energy stored in the AC machine. If power
is not restored in the short-term, the diesel engine is turned
on, which provides power to the load through the AC gen-
erator. In this mode, the main breaker and inverter breaker
remain open. One of the advantages of this topology is opera-
tion without a battery set to minimize cost, space, and required
maintenance. The second advantage is avoiding double power
conversion in long-term power interruption.

24.2.7 Comparison of UPS Configurations

Table 24.1 below provides the comparison between character-
istics of different types of UPS systems.

24.3 Performance Evaluation

There are four criteria for evaluating the performance of a UPS
system: quality of output voltage, input PFC and current har-
monic cancellation, transition time, and efficiency. The quality
of output voltage is the most important factor. The output
voltage of a UPS system should be sinusoidal with low THD
in different loading conditions even with non-linear loads. The
control system should have small transient responses to pro-
vide appropriate line conditioning in different loading profiles.
Typically, rotary UPS systems, which employ an AC generator
at the load side, have better output voltage quality than static
UPS systems. In these systems, there is no converter switch-
ing frequency present at the output voltage. Among the static

TABLE 24.1 Performance comparison of different configurations of UPS systems

Parameter On-line Line interactive Off-line Universal Rotary Hybrid

Surge protection Excellent Good Good Good Excellent Excellent
Transition time Excellent Good Poor Good Excellent Excellent
Line conditioning Poor Good Poor Excellent Good Good
Backup duration Depends on

battery
Depends on

battery
Depends on

battery
Depends on

battery
Typically 0.1–0.5 s Depends on battery

Efficiency Low around 80% High up to 95% High High up to 95% High typically
above 85%

High typically
around 95%

Input/Output
isolation

Poor Poor Poor Poor Perfect Perfect

Cost High Medium-high Low High Very high Very high

UPS systems, on-line UPS configuration provides better output
voltage quality. In this system, output voltage is provided by
a DC/AC inverter regardless of input voltage quality. Usually,
a pulse width modulation (PWM) method is used to regulate
the output voltage. This kind of UPS should be designed to
have minimum switching frequency at the output and provide
pure sinusoidal voltage at different loading conditions. Fol-
lowed by on-line UPS system are universal and line-interactive
configurations. In universal topology, during normal mode of
operation, the series converter provides voltage conditioning
and regulates output voltage. In the backup mode, the par-
allel converter provides the load with sinusoidal voltage. In
the line-interactive topology, during normal operation mode,
input voltage directly supplies the load and no voltage condi-
tioning is provided. In the backup mode, the DC/AC inverter
provides the load with sinusoidal voltage.

The second criterion is transition time from normal mode
of operation to stored energy mode. On-line rotary and static
UPS systems have superior performance in this regard. The
output voltage is always provided by the output generator
or output DC/AC inverter and there is no transition time
between operation modes of the systems. However, some of
the rotary and hybrid configurations shown in Figs. 24.10
and 24.11 can only provide power to the load for a limited
time. This time is determined by the amount of kinetic energy
stored in the mechanical system. The transfer time in universal
and line-interactive topologies depends on the time necessary
for converting the power flow from the battery bank through
the inverter to the load. Improved performance is achieved
by choosing the DC bus capacitor voltage at the battery side
to be slightly higher than the floating voltage of the batter-
ies. Therefore, when the AC line fails, it is not necessary to
sense the failure because the DC bus voltage will immediately
fall under the floating voltage of the batteries and the power
flow will naturally turn to the load. For off-line UPS systems,
the transfer time is the longest. It depends upon the speed of
sensing the failure of the AC line and starting the inverter.

The next important factor is the input power factor and
the ability of the system to provide conditioning for load
power. Universal UPS system has better performance followed
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by line-interactive and on-line UPS in this regard. During
normal mode of operation, the parallel converter acts as an
active filter and compensates reactive current and current har-
monics generated by the load. In the line-interactive system,
the bi-directional AC/DC converter performs this task. In an
on-line UPS system, an additional system must be added to
improve PFC and mitigate current harmonics.

The last criterion for performance evaluation is efficiency.
To emphasize this factor, it should be noted that losses in UPS
systems represent about 5–12% of all the energy consumed
in data centers. Efficiency in rotary and hybrid configurations
depends on the topology of the system but typically for low
power application due to mechanical loss in the motor and
generator, the efficiency is not very high. Among the static UPS
systems, on-line UPS system has the poorest efficiency due to
double conversion. Line-interactive and universal topologies
provide higher efficiencies since most of the power directly
flows from the input AC to the load during normal operation.

24.4 Applications

The UPS systems have wide applications in a variety of indus-
tries. Their common applications range from small power
rating for personal computer systems to medium power rat-
ing for medical facilities, life supporting systems, data storage,
and emergency equipment and high power rating for telecom-
munications, industrial processing, and on-line management
systems. Different considerations should be taken into account
for these applications. For emergency systems and lighting, the
UPS should support the system for at least 90 minutes. Except
for emergency systems, the UPS is designed to provide backup
power to sensitive loads for 15–20 minutes. After this time, if
the power is not restored, the system will be gracefully shut
down. If a longer backup period is considered, a larger battery
with higher cost and space is required. For process equipment
and high power applications, some UPS systems are designed
to provide enough time for the secondary power sources such
as diesel generators to start up.
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Network

Main Power
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Utility Power
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UPS

UPS

Static Bypass
Switch

Load
Load

Load

Load Load

FIGURE 24.12 Typical configuration of a distributed UPS network.

For industrial applications, it should be noted that UPS sys-
tems add to the complexity of the electrical system. They also
add installation and ongoing maintenance costs. They may
also add non-linearity to the system, decrease the efficiency,
and deteriorate the input PFC mechanism. The power rating
of the UPS should be appropriately selected considering the
existing load and future extensions. For many applications,
input voltage surges and spikes cause more damage than power
outages. For these systems, another device instead of UPS can
be utilized. Load characteristics should also be considered in
UPS selection. For motor loads, the inrush current, which is
sometimes 2.5 times of the rated current, should be consid-
ered. A good UPS for the motor loads is the one with higher
transient overloads. For non-linear loads such as switching
power supplies, the input current is not sinusoidal. There-
fore, the instantaneous current is higher than the RMS current.
This high instantaneous current should be considered in UPS
selection.

For a power distribution network, two different approaches
are taken to support sensitive loads. In a distributed approach,
which is more suitable for highly proliferated loads such as
medical equipment, data processing, and telecommunications
many separate UPS units operate in parallel to supply critical
loads. UPS units are placed flexibly in the system to form a
critical load network. A typical on-line distributed UPS sys-
tem is shown in Fig. 24.12. High flexibility and redundancy
are the main advantages of distributed systems. Individual load
increase can be supported by adding more UPS systems. Con-
sideration for future extension can also be delayed until the
loads are added. On the other side, this method has some dis-
advantages. The load sharing between different UPS units is a
difficult task. Complicated digital control methods and com-
munication between units are required to perform optimal
load sharing. The second disadvantage is that the monitoring
of the whole system is difficult and requires specially trained
staff.

The other method to support distributed loads is to use a
large UPS unit to supply all the critical loads in a centralized
approach. This approach is more desirable for industrial and
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utility applications. The advantage of this method is easier
maintenance and troubleshooting. The disadvantages on the
other side are lack of redundancy and high installation cost. In
addition, consideration for system expansion should be taken
into account when the original UPS unit is selected.

24.5 Control Techniques

The main task of the control system in a UPS unit is to mini-
mize the output voltage total harmonic distortion in different
loading profiles. In addition, it should provide the proper
mechanism to recharge the battery set and maintain high input
power factor and low total input current harmonic distor-
tion. Other factors considered for a good control technique
are nearly zero steady-state inverter output voltage error, good
voltage regulation, robustness, fast transient response, and pro-
tection of the inverter against overload under linear/non-linear
loads.

The most common switching technique is Sinusoidal PWM.
This method can be utilized for both single-phase and three-
phase systems. The advantage of this method is low output
voltage harmonic and robustness. This strategy uses a single
feedback loop to provide well-regulated output voltage with
low THD. The feedback control can be continuous or discon-
tinuous. Analog techniques are used in continuous approach.
The sinusoidal PWM (SPWM) can be of natural sampling
type, average type, or instantaneous type [17, 18].
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FIGURE 24.13 (a) Configuration of a three-phase DC/AC inverter for UPS systems and (b) simple voltage controller using PWM technique.

In natural sampling type, the peak value of the output volt-
age is detected and compared with a reference voltage in order
to obtain the error, which is used to control the reference to
the modulator. The average approach is basically the same; but,
the sensed voltage is converted to an average value and after
that, is compared with a reference signal. These approaches
control only the amplitude of the output voltage and are good
only at high frequencies. In an instantaneous voltage feedback
SPWM control, the output voltage is continuously compared
with the reference signal improving the dynamic performance
of the UPS inverter.

A typical block diagram of a three-phase DC/AC inverter
for UPS systems and SPWM switching control technique is
shown in Fig. 24.13. The disadvantage of this method is lack
of flexibility for non-linear loads. Other programmed PWM
techniques such as selective harmonic elimination, minimum
THD, minimum loss, minimum current ripple, and reduced
acoustic noise may be used for the inverter.

Better performance even with non-linear and step-changing
loads can be achieved by multiple control loop strategies [19].
As shown in Fig. 24.14, there are two control loops: an outer
and an inner. The outer control loop uses the output voltage
as a feedback signal, which is compared with a reference sig-
nal. The error is compensated by a PI-integrator to achieve
stable output voltage under steady-state operation. This error
is also used as a reference signal for the inner current regu-
lator loop, which uses the inductor or the capacitor output
filter current as the feedback signal. The minor current loop
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FIGURE 24.14 Typical current and voltage control loops for UPS inverter.

ensures fast dynamic responses enabling good performance
with non-linear or step-changing loads. The basic current
regulators employed as minor current loop are: hysteresis reg-
ulators, sinusoidal PWM regulator, and predictive regulators.
In a typical hysteresis regulator, the reference signal is com-
pared with the feedback signal. The sign and predetermined
amplitude of the error determine the output of the modula-
tor. The duration between two successive levels is determined
by the slope of the reference signal. The output voltage tracks
the reference signal within the upper and lower boundary lev-
els. This hysteresis control has fast transient response; but, the
switching frequency varies widely [20].

In SPWM control technique, the output voltage feedback
is compared with a sine reference signal and the error volt-
age is compensated by a PI-regulator to produce the current
reference. The current through the inductor or the capaci-
tor is sensed and compared with the reference signal. After
being compensated by a PI-regulator, the error signal is com-
pared with a triangular waveform to generate SPWM signal for
switching control. The SPWM current control has a constant
switching frequency and also provides fast dynamic responses.
In predictive current control method, the switching instants
are determined by suitable error boundaries. When the current
vector touches the boundary line, the next switching state vec-
tor is determined by prediction and optimization in order to
minimize the error. Predictive current control requires a good
knowledge of the load parameters. All these current regulators
are typically used as an inner loop to regulate the current in
the filter inductor. The current reference for the current reg-
ulator is obtained by summing together the error in an outer
voltage loop with the actual load current to yield the rated
output voltage.

With the increase of speed and reliability of digital proces-
sors and a decrease in their cost, digital processors have been
facing an enormous growth of popularity in control applica-
tions in the past few years. Many digital and discrete control
techniques such as dead-beat control [21], dissipativity-based
control [22], sliding-mode control [23], space vector-based
control [24], and multiple-feedback loop [25] have been
developed using digital signal processors (DSP).

In this section, fundamental analysis of a dead-beat control
method is explained for the three-phase UPS configuration

shown in Fig. 24.13a. The state space equations of one phase
of this system in the continuous time-domain are as follows.

CF
dVa

dt
= iLF − iLa (24.1)

LF
diLF

dt
= VA − Va (24.2)

Considering Va and iLF as state variables, the state space
equation of the system is as follows:

[
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iLF

]•
=
[

0 1/CF

−1/LF 0

][
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iLF

]
+
[

0
1/LF

]
VA+

[−1/CF

0

]
iLa

(24.3)

These continuous time-domain state space equations are con-
verted to the discontinuous time domain with a sampling
period of Ts [26].

[
Va(k + 1)
iLF (k + 1)

]
=
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(24.4)

Where ω0 is the angular resonance frequency of LF and CF .
The sampling frequency of the system is always considered
much higher than the resonance frequency of LF and CF . With
this assumption, Eq. (24.4) is simplified to Eq. (24.5). This
conversion is valid for almost fs ≥ 20f0.

[
Va(k+1)
iLF (k+1)

]
=
[

1 Ts /CF

−Ts /LF 1

][
Va(k)
iLF (k)

]

+
[

0
Ts /LF

]
VA(k)+

[−Ts /CF

0

]
iLa(k) (24.5)
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The current equation according to Eq. (24.5) is given by:

iLF (k + 1) = iLF (k)+ Ts

LF
[VA(k)− Va(k)] (24.6)

Alternatively, this equation can be achieved by converting
Eq. (24.2) from a differential equation to a difference equa-
tion. The same suggestion of fs ≥ 20f0 has to be made for this
conversion as well. If Va and i∗LF are considered constant over
the next switching period, the output voltage of the inverter,
which corrects the error of iLF after two sampling periods, is
described by:

VA(k + 1) = Va(k + 1)+ LF

Ts
[i∗LF (k + 1)− iLF (k + 1)]

(24.7)

A linear estimation of Va(k+1) can be achieved from previous
values:

Va(k+1)=Va(k)+[Va(k)−Va(k−1)]=2Va(k)−Va(k−1)
(24.8)

By substituting Eqs. (24.8) and (24.10) in Eq. (24.9) and updat-
ing reference current for iLF in every two sampling periods, the
dead-beat digital control for series converter is described by:

VA(k+1)= LF

Ts
[i∗LF (k)− iLF (k)]−VA(k)+3Va(k)−Va(k−1)

(24.9)

Equation (24.9) ensures that the current error between iLF and
i∗LF at time k+ 2 goes to zero with a delay of two sampling peri-
ods. Avoiding interaction between voltage and current control
loops, load voltage, Va , is sampled at half of the current sam-
pling frequency. The voltage equation according to Eq. (24.5)
is as follows.

Va(k + 1) = Va(k)+ Ts

CF
iCF (k) (24.10)

Va(k + 2) = Va(k + 1)+ Ts

CF
iCF (k + 1)

= Va(k)+ Ts

CF
iCF (k)+ Ts

CF
iCF (k + 1) (24.11)
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FIGURE 24.15 Implementation of the current and voltage control for the inverter shown in Figure 24.13a.

As current control is suggested to be dead-beat with a delay of
two sampling periods, capacitor current at time k and (k+1)
are given by:

iCF (k) = i∗CF (k − 2), iCF (k + 1) = i∗CF (k − 1) (24.12)

Substituting Eq. (24.12) in Eq. (24.11) and updating the refer-
ence current at each of the two sampling periods, Va(k + 2) is
given by:

Va(k + 2) = Va(k)+ 2Ts

CF
i∗CF (k − 2) (24.13)

The current of i∗CF at time k which corrects the voltage error
of Va at time k + 4 is as follows.

i∗CF (k) = CF

2Ts
[V ∗

a (k)− Va(k)] − i∗CF (k − 2) (24.14)

A block diagram of the implementation of voltage and current
control of the inverter is shown in Fig. 24.15. Block diagram of
the current and voltage controller for the inverter is also shown
in Fig. 24.16. Voltage regulator is a pure dead-beat controller
with a delay of two sampling periods including the consumed
time for calculation. G1 is the time delay needed for calcula-
tions and analog to digital conversions. G2 is the time delay
caused by the PWM inverter and G3 is the transfer function of
the low pass filter. Current regulator is also considered as a pure
delay. The output voltage of the inverter follows its reference
with four sampling periods of delay. In practice, the dynamics
of the current regulator is not a pure delay and shows some
deviation from the dead-beat controller.

24.6 Energy Storage Devices

In this section, three dominant energy storage devices for the
existing and future UPS systems are described. These energy
storage devices are battery, flywheel, and fuel cell.

24.6.1 Battery

Battery is the energy storage component of current static UPS
systems. It determines the capacity and run-time of the UPS.
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FIGURE 24.16 Block diagram of the current and voltage controller for the inverter shown in Figure 24.13a.

For small units, it is the size of battery that determines the
size of the UPS. Different types of batteries are used in UPS
systems but the most commonly used types are lead-acid,
nickel–cadmium, and lithium ion. The lead acid batteries used
in this application are the same as the ones used in the cars.
However, there is one small difference. Car batteries generate
electricity by the reaction of sulfuric acid on lead plates that
are drowned under the liquid. These types of battery cells are
not suitable for UPS applications because there is a chance
of acid spillage from them. In addition, during the charging
process, they release hydrogen that is explosive and dangerous
in a closed environment. Lead acid batteries used in UPS sys-
tems are a special kind called sealed or valve-regulated. The
nickel–cadmium batteries are another popular type of batter-
ies used in UPS systems. They usually provide higher energy
and power density compared to lead-acid batteries. The nom-
inal voltage of nickel–cadmium cells is 1.2 V, which is smaller
than 1.5 V of lead-acid batteries. However, the cell voltage
variation throughout different charge levels is less than lead-
acid batteries. These batteries also have less series resistance
and can provide higher surge currents. Lithium-ion batteries
have much higher energy density. This kind of battery can
be molded into different shapes. They have a nominal volt-
age of 4.2 V. The main disadvantage of lithium-ion battery is
that they lose their capacity from the time of manufacturing
regardless of their charge level and conditions of use. Table 24.2
shows a comparison between different kinds of batteries for
UPS application.

TABLE 24.2 A comparison between different types of batteries for
UPS systems

Battery type Energy density
(WH/kg)

Power density
(W/kg)

Commercial
availability

Lead-acid 35 300 Very mature and
readily available

Nickel–cadmium 40 200 Mature and
available

Lithium-ion 120 180 Available
Nickel hydride 70 200 Available
Zinc-air 350 60–225 Research stage
Aluminum-air 400 10 Research stage
Sodium chloride 110 150 Available
Sodium sulfur 170 260 Available
Zinc bromine 70 100 Available

The traditional method of charging batteries is to apply con-
stant current and constant voltage in two consecutive periods.
Constant current is applied at the beginning of a typical full-
charge cycle, when the battery voltage is low. When the battery
voltage rises to a specified limit, the charger switches to con-
stant voltage and continues in that mode until the charging
current declines to nearly zero. At that time, the battery is
fully charged. During the constant-voltage phase, the current
drops exponentially due to the sum of battery resistance and
any resistance in series with the battery (much like charg-
ing a capacitor through a resistor). Because current drops
exponentially, a complete, full charge takes a long time.

24.6.2 Flywheel

Flywheel is simply a mechanical mass that is placed on the shaft
of a motor–generator set and stores mechanical energy in the
form of kinetic energy. When the electrical power is required,
this kinetic energy is converted to electricity by the genera-
tor coupled with the flywheel. Flywheels are the oldest type of
energy storage devices. The advantages of flywheel energy stor-
age systems are high efficiency, high energy and power density,
and long life. On the other hand, flywheels are more expen-
sive and require more space than batteries and fuel cells. There
are also some safety concerns about flywheels rotating at high
speeds.

24.6.3 Fuel Cell

Due to high efficiency and low emissions, fuel cell systems
have been gaining popularity in recent years. A fuel cell uses
hydrogen as fuel and produces electricity, heat, and water from
the reaction between hydrogen and oxygen. Each cell consists
of an electrolyte and two electrodes as anode and cathode.
Figure 24.17 shows the configuration of a typical fuel cell sys-
tem. There are different kinds of fuel cell system depending on
the types of electrolyte and hydrogen sources. Some fuel cell
systems have an on-board fuel reformer and generate hydrogen
from natural gas, methanol, and other hydrocarbons. Recent
technology development in this field has made fuel cells a more
reliable and cost-effective alternative for batteries. Fuel cells
currently have a variety of applications in automotive, electric
utility, and portable power industries. Table 24.3 provides a
comparison between the most popular types of fuel cells.
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TABLE 24.3 A comparison between different types of fuel cell system

Fuel cell type Applications Advantages Disadvantages

Proton exchange
membrane (PEM)

• Electric utility
• Portable power
• Automotive

• Solid electrolyte reduces corrosion and
management problems

• Low temperature
• Quick start-up

• Expensive catalysts
• High sensitivity to fuel impurities

Alkaline (AFC) • Military
• Space

• High performance • Expensive removal of CO2 from fuel and
air streams required

Phosphoric acid
(PAFC)

• Electric utility
• Automotive

• Up to 85% efficiency in cogeneration of
electricity and heat

• Can use impure H2 as fuel

• Expensive catalysts
• Low power
• Large size/weight

Molten carbonate
(MCFC)

• Electric utility • High efficiency
• Fuel flexibility
• Can use a variety of catalysts

• High temperature enhances corrosion and
breakdown of cell components

Solid oxide fuel cell
(SOFC)

• Electric utility • High efficiency
• Fuel flexibility
• Can use a variety of catalysts
• Solid electrolyte reduces corrosion and

management problems
• Low temperature
• Quick start-up

• High temperature enhances the
breakdown of cell components

Direct alcohol fuel cell
(DAFC)

• Automotive
• Portable power

• Compactness
• High energy density

• Lower efficiency
• Alcohol passing between electrodes with-

out reacting
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FIGURE 24.17 Configuration of a typical fuel cell system.
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25.1 Introduction

The modern automobile has an extensive electrical system
consisting of a large number of electrical, electromechani-
cal, and electronic loads that are central to vehicle operation,
passenger safety, and comfort. Power electronics is playing an
increasingly important role in automotive electrical systems –
conditioning the power generated by the alternator, processing
it appropriately for the vehicle electrical loads, and controlling
the operation of these loads. Furthermore, power electronics
is an enabling technology for a wide range of future loads with
new features and functions. Such loads include electromag-
netic engine valves, active suspension, controlled lighting, and
electric propulsion.

This chapter discusses the application and design of power
electronics in automobiles. Section 25.2 provides an overview

of the architecture of the present automotive electrical power
system. The next section, Section 25.3, describes the envi-
ronmental factors, such as voltage ranges, EMI/EMC require-
ments, and temperature, which strongly influence the design of
automotive power electronics. Section 25.4 discusses a number
of electrical functions that are enabled by power electron-
ics, while Section 25.5 addresses load control via multiplexed
remote switching architectures that can be implemented with
power electronic switching. Section 25.6 considers the appli-
cation of power electronics in automotive electromechanical
energy conversion, including power generation. Section 25.7
describes the potential evolution of automotive electrical sys-
tems towards high- and dual-voltage systems, and provides an
overview of the likely requirements of power electronics in
such systems. Finally, the application of power electronics in
electric and hybrid electric vehicles is addressed in Section 25.8.
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FIGURE 25.1 The 12-V point-to-point automotive electrical power system.

25.2 The Present Automotive Electrical
Power System

Present-day automobiles can have over 200 individual electri-
cal loads, with average power requirements in excess of 800 W.
These include such functions as the headlamps, tail lamps,
cabin lamps, starter, fuel pump, wiper, blower fan, fuel injector,
transmission shift solenoids, horn, cigar lighter, seat heaters,
engine control unit, cruise control, radio, and spark ignition.
To power these loads, present day internal combustion engine
(ICE) automobiles use an electrical power system similar to the
one shown in Fig. 25.1. Power is generated by an engine-driven
three-phase wound-field synchronous machine – a Lundell
(claw-pole) alternator [1, 2]. The ac voltage of this machine is
rectified and the dc output regulated to about 14 V by an elec-
tronic regulator that controls the field current of the machine.
The alternator provides power to the loads and charges a 12 V
lead-acid battery. The battery provides the high power needed
by such loads as the starter, and supplies power when the
engine is not running or when the demand for electrical power
exceeds the output power of the alternator. The battery also
acts as a large capacitor and smoothes out the system voltage.

Power is distributed to the loads via fuses and point-to-point
wiring. The fuses, located in one or more fuseboxes, protect
the wires against overheating and fire in the case of a short.
Most of the loads are controlled directly by manually actuated
mechanical switches. These primary switches are located in
areas in easy reach of either the driver or the passengers, such
as the dashboard, door panels, and the ceiling. Some of the
heavy loads, such as the starter, are switched indirectly via
electromechanical relays.

25.3 System Environment

The challenging electrical and environmental conditions found
in the modern automobile have a strong impact on the design
of automotive power electronic equipment. Important factors
affecting the design of electronics for this application include

static and transient voltage ranges, electromagnetic interfer-
ence and compatibility requirements (EMI/EMC), mechanical
vibration and shock, and temperature and other environmen-
tal conditions. This section briefly describes some of the factors
that most strongly affect the design of power electronics for
automotive applications. For more detailed guidelines on the
design of electronics for automotive applications, the reader is
referred to [1, 3–16] and the documents cited therein, from
which much of the information presented here is drawn.

25.3.1 Static Voltage Ranges

In most present-day automobiles, a Lundell-type alternator
provides dc electrical power with a lead-acid battery for
energy storage and buffering. The nominal battery voltage
is 12.6 V, which the alternator regulates to 14.2 V when the
engine is on in order to maintain a high state of charge on
the battery. In practice, the regulation voltage is adjusted for
temperature to match the battery characteristics. For exam-
ple, in [1], a 25◦C regulation voltage of 14.5 V is specified
with a −10 mV/◦C adjustment. Under normal operating con-
ditions, the bus voltage will be maintained in the range of
11–16 V [3]. Safety-critical equipment is typically expected to
be operable even under battery discharge down to 9 V, and
equipment operating during starting may see a bus voltage as
low as 4.5–6 V under certain conditions.

In addition to the normal operating voltage range, a wider
range of conditions is sometimes considered in the design of
automotive electronics [3]. One possible condition is reverse-
polarity battery installation, resulting in a bus voltage of
approximately−12 V. Another static overvoltage condition can
occur during jump starting from a 24-V system such as on a
tow truck. Other static overvoltage conditions can occur due to
failure of the alternator voltage regulator. This can result in a
bus voltage as high as 18 V, followed by battery electrolyte boil-
off and a subsequent unregulated bus voltage as high as 130 V.
Typically, it is not practical to design the electronics for oper-
ation under such an extreme fault condition, but it should
be noted that such conditions can occur. Table 25.1 summa-
rizes the range of static voltages that can be expected in the
automotive electrical system.
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TABLE 25.1 Static voltage range for the automotive
electrical system [3]

Static voltage condition Voltage

Nominal voltage with engine on 14.2 V
Nominal voltage with engine off 12.6 V
Maximum normal operating voltage 16 V
Minimum normal operating voltage 9 V
Minimum voltage during starting 4.5 V
Jump start voltage 24 V
Reverse battery voltage −12 V
Maximum voltage with alternator regulator

failure followed by battery failure
130 V

25.3.2 Transients and Electromagnetic
Immunity

Power electronic circuits designed for automotive applications
must exhibit electromagnetic compatibility, i.e. the conducted
and radiated emissions generated by the circuit must not
interfere with other equipment on board the vehicle, and the
circuit must exhibit immunity to radiated and conducted dis-
turbances. The Society of Automotive Engineers (SAE) has
laid out standards and recommended practices for the elec-
tromagnetic compatibility of automotive electronics in a set
of technical reports [4]. These reports are listed in Table 25.2.
Here we will focus on two of the basic requirements of auto-
motive power electronics: immunity to power lead transients
and limitation of conducted emissions.

A major consideration in the design of an automotive power
electronic system is its immunity to the transients that can
appear on its power leads. A number of transient sources exist
in the vehicle [5] and procedures for validating immunity to
these transients have been established in documents such as

TABLE 25.2 SAE J1113 electromagnetic compatibility technical reports

SAE specification Type Description

SAE J1113/1 Standard Electromagnetic compatability measurement procedures and limits, 60 Hz–18 GHz
SAE J1113/2 Standard Conducted immunity, 30 Hz–250 kHz
SAE J1113/3 Standard Conducted immunity, direct injection of RF power, 250 kHz–500 MHz
SAE J1113/4 Standard Conducted immunity, bulk current injection method
SAE J1113/11 Standard Conducted immunity to power lead transients
SAE J1113/12 Recommended practice Electrical interference by conduction and coupling – coupling clamp
SAE J1113/13 Recommended practice Immunity to electrostatic discharge
SAE J1113/21 Information report Electrical disturbances by narrowband radiated electromagnetic energy – component test methods
SAE J1113/22 Standard Immunity to radiated magnetic fields from power lines
SAE J1113/23 Recommended practice Immunity to radiated electromagnetic fields, 10 kHz–200 MHz, strip line method
SAE J1113/24 Immunity to radiated electromagnetic fields, 10 kHz–200 MHz, TEM cell method
SAE J1113/25 Standard Immunity to radiated electromagnetic fields, 10 kHz–500 MHz, tri-plate line method
SAE J1113/26 Recommended practice Immunity to ac power line electric fields
SAE J1113/27 Recommended practice Immunity to radiated electromagnetic fields, reverberation method
SAE J1113/41 Standard Radiated and conducted emissions, 150 kHz–1000 MHz
SAE J1113/42 Standard Conducted transient emissions

SAE J1113/11 [4, 6] and DIN 40389 [1]. Table 25.3 illustrates
the transient test pulses specified in SAE J1113/11. Each test
pulse corresponds to a different type of transient. The vehicle
manufacturer determines which test pulses apply to a specific
device.

Transients occur when inductive loads such as solenoids,
motors, and clutches are turned on and off. The transients
can be especially severe when the bus is disconnected from the
battery, as is the case for the accessory loads when the ignition
is switched off. Test pulse 1 in Table 25.3 simulates the transient
generated when an inductive load is disconnected from the
battery and the device under test remains in parallel with it.
When the inductive load is a dc motor, it may briefly act as
a generator after disconnection. This transient is simulated by
test pulse 2b. Test pulse 2a models the transient when current
in an inductive element in series with the device under test
is interrupted. Test pulses 3a and 3b model switching spikes
that appear on the bus during normal operation. Test pulse 4
models the voltage transient that occurs on starting.

Perhaps the best-known electrical disturbance is the
so-called load dump transient that occurs when the alterna-
tor load current drops sharply and the battery is unable to
properly buffer the change. This can occur when the battery
becomes disconnected while drawing a large amount of cur-
rent. To understand why a major transient can occur under this
situation, consider that the Lundell-alternator has a very large
leakage reactance. The high commutating reactance interacting
with the diode rectifier results in a high degree of load regula-
tion, necessitating the use of a large back emf to source rated
current at high speed [7]. Back voltages as high as 120 V may
be needed to generate rated current into a 14 V output at top
speed. Analytical modeling of such systems is addressed in [8].
Two effects occur when the load on the alternator suddenly
steps down. First, as the machine current drops, the energy
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TABLE 25.3 Transient pulse waveforms specified in SAE J1113/11

Pulse Shape Maximum excursion Source impedance Duration and
repetition rate

1

t

v −100 V 10 � Tpulse = 2 ms
0.5 s < Trep < 5 s

2a

t

v 100 V 10 � Tpulse = 50 μs
0.5 s < Trep < 5 s

2b

t

v 10 V 0.5–3 � Tpulse ≥ 200 ms

3a

t

v −150 V 50 � Tpulse = 100 ns
Trep = 100 μs

3b v

t

100 V 50 � Tpulse = 100 ns
Trep = 100 μs

4

v

t

−7 V 0.01 � Tpulse ≤ 20 s

5 i

t

84 A 0.6 � τ = 115 ms
Tpulse ∼ 4τ

in the alternator leakage reactances is immediately delivered to
the alternator output, causing a voltage spike. The peak voltage
reached depends on the electrical system impedance, and may
be limited by suppression devices. Second, once the alternator
current is reduced, the voltage drops across the leakage (com-
mutating) reactances are reduced, and a much larger fraction
of the machine back-emf is impressed across the dc output.
The proper output voltage is only re-established as the voltage
regulator reduces the field current appropriately. With conven-
tional regulator circuits, this takes place on the time scale of
the field winding time constant (typically 100 ms), and results
in a major transient event. In systems without centralized

protection, a load dump can generate a transient with a peak
voltage in excess of 100 V lasting hundreds of milliseconds.
Test pulse 5 in Table 25.3 (expressed as a current waveform in
parallel with an output resistance) is designed to simulate such
a load-dump transient; other load-dump tests are even more
severe [1, 3].

25.3.3 Electromagnetic Interference

Strict limits also exist for the amount of electromagnetic inter-
ference (EMI) that an automotive electronic component can
generate. Limits for both conducted and radiated emissions are
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specified in SAE standards J1113/41 and J1113/42 [4, 9, 10].
Here we will consider the conducted EMI specifications for
power leads, since they directly impact the design of EMI
filters for automotive power electronics. Meeting the con-
ducted specifications is a major step towards achieving overall
compliance.

The conducted EMI specifications in SAE J1113/41 limit
the ripple that an electronic circuit can inject onto the voltage
bus over the frequency range from 150 KHz to 108 MHz. The
amount of ripple injected by a circuit usually depends on the
bus impedance. To eliminate any variability due to this, EMI
compliance testing is done using a line impedance stabiliza-
tion network (LISN) between the bus and the device under
test, as illustrated in Fig. 25.2. The LISN is also sometimes
referred to as an artificial mains network (AN). Essentially,
the LISN ensures that the equipment under test receives the
proper dc voltage and current levels and also sees a controlled
impedance for the ripple frequencies of interest. Figure 25.3
shows the magnitude of the LISN output impedance for a low-
impedance input source; the effective impedance is 50 � over
most of the frequency range of interest. The 50-� termination
impedance of the LISN is typically provided by the measure-
ment equipment. The EMI specifications are stated in terms

LISN

VIN
VLISN

Equipment
Under
Test

++
–

–

FIGURE 25.2 Conducted EMI test set up with LISN. LLISN = 5 μH,
CLISN = 0.1 μF, and RLISN = 50 �.
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FIGURE 25.3 The LISN output impedance magnitude for a low
impedance input source.

of the allowable voltage ripple (in dB μV) appearing across the
50-� LISN resistance as a function of frequency.

There are a wide range of other technical considerations for
EMI testing, including the arrangement of the equipment over
a ground plane and the types and settings of the measuring
devices. One characteristic to consider is that the EMI mea-
surements are done across frequency with a spectrum analyzer
having a prespecified receiver bandwidth (RBW). For frequen-
cies between 150 kHz and 30 MHz, the receiver bandwidth is
9 kHz, resulting in spectral components within 9 kHz of one
another being lumped together for purposes of the test. A full
test procedure is defined in the SAE specifications, beginning
with narrowband measurements and moving to wideband
measurements if necessary. Figure 25.4 illustrates the narrow-
band conducted EMI limits for power leads in SAE J1113/41.
It is interesting to note that for the commonly used Class 5
limits, the allowable ripple current into the LISN at 150 kHz is
less than 100 μA!

As seen in the previous section, the transient disturbances
generated by electrical and electronic equipment are an impor-
tant consideration in automotive applications. Because power
electronic circuits typically contain switches and magnetic ele-
ments, they are potential sources for such transients, especially
when powered from the switched ignition line. SAE J1113/42
specifies methods for testing and evaluating the transients
generated by automotive electrical components, and proposes
transient waveform limits for different severity levels. The
equipment under test is set up in a configuration similar to
that in Fig. 25.2, but with a switching device on one side or the
other of the LISN, depending on the application. The equip-
ment under test is then evaluated for transient behavior at
turn on, turn off, and across its operating range. The voltage
transients at the input of the equipment are measured and
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to 108 MHz.



648 D. J. Perreault et al.

evaluated with respect to magnitude, duration, and rise and
fall times. Specific limits for such transients are specified by
the vehicle manufacturer, but SAE J1113/42 proposes a rep-
resentative set of limits for four different transient severity
levels.

Due to the tight conducted emissions limits, input EMI fil-
ter design is an important consideration in automotive power
electronics. Single or multistage low-pass filters are typically
used to attenuate converter ripple to acceptable levels [11–13].
When designing such filters, the parasitic behavior of the filter
components, such as capacitor equivalent series resistance and
inductance, and suitable filter damping are important consid-
erations [14]. One must also ensure that the filter design yields
acceptable transients at switch on and off, and does not result
in undesired dynamic interactions with the power circuit [13].
Attention to appropriate filter design, coupled with proper cir-
cuit layout, grounding, and shielding goes a long way towards
meeting electromagnetic interference specifications [14].

25.3.4 Environmental Considerations

The automobile is a very challenging environment for elec-
tronics. Environmental factors influencing the design of auto-
motive electronics include temperature, humidity, mechanical
shock, vibration, immersion, salt spray, and exposure to sand,
gravel, oil, and other chemicals. In 1978, the SAE developed
a recommended practice for electronic equipment design to
address these environmental considerations [3, 4]. This doc-
ument, SAE J1211, provides quantitative information about
the automotive environment to aid the designer in developing
environmental design goals for electronic equipment. Here, we
briefly summarize a few of the most important factors affecting
the design of power electronics for automotive applications.
For more detailed guidelines, the reader is referred to [3] and
the documents cited therein.

Perhaps the most challenging environmental characteristic
is the extreme range of temperatures that can occur in the
automobile. Table 25.4 summarizes some of the temperature
extremes listed in SAE J1211 for different locations in the auto-
mobile. Ambient temperatures as low as −40◦C may be found
during operation, and storage temperatures as low as −50◦C
may be found for components shipped in unheated aircraft.
Maximum ambient temperatures vary widely depending on
vehicle location, even for small differences in position. Because
ambient temperature has a strong impact on the design of a
power electronic system it is important to work closely with the
vehicle manufacturer to establish temperature specifications
for a particular application. For equipment that is air-cooled,
one must also consider that the equipment may be operated at
altitudes up to 12,000 feet above sea level. This results in low
ambient pressure (down to 9 psia), which can reduce the heat
transfer efficiency [3]. For equipment utilizing the radiator-
cooling loop, maximum coolant temperatures in the range of
105–120◦C at a pressure of 1.4 bar are possible [15].

TABLE 25.4 Automotive temperature extremes by location [3]

Vehicle location Min temp. (◦C) Max temp. (◦C)

Exterior −40 85

Chassis
Isolated −40 85
Near heat source −40 121
Drive train high temperature

location
−40 177

Interior
Floor −40 85
Rear deck −40 104
Instrument panel −40 85
Instrument panel top −40 177

Trunk −40 85

Under hood
Near radiator support

structure
−40 100

Intake manifold −40 121
Near alternator −40 131
Exhaust manifold −40 649
Dash panel (normal) −40 121
Dash panel (extreme) −40 141

In addition to the temperature extremes in the automobile,
thermal cycling and shock are also important considerations
due to their effect on component reliability. Thermal cycling
refers to the cumulative effects of many transitions between
temperature extremes, while thermal shock refers to rapid
transitions between temperature extremes, as may happen
when a component operating at high temperature is sud-
denly cooled by water splash. The damaging effects of thermal
cycling and shock include failures caused by thermal expan-
sion mismatches between materials. Test methods have been
developed which are designed to expose such weaknesses
[3, 16]. The thermal environment in the automobile, including
the temperature extremes, cycling, and shock, are challeng-
ing issues that must be addressed in the design of automotive
power electronics.

A number of other important environmental factors exist in
the automobile. Humidity levels as high as 98% at 38◦C can
exist in some areas of the automobile, and frost can occur in sit-
uations where the temperature drops rapidly. Salt atmosphere,
spray, water splash, and immersion are also important fac-
tors for exterior, chassis, and underhood components. Failure
mechanisms resulting from these factors include corrosion and
circuit bridging. Dust, sand, and gravel bombardment can
also be significant effects depending on equipment location.
Mechanical vibration and shock are also important considera-
tions in the design of automotive power electronic equipment.
Details about the effects of these environmental factors, sam-
ple recorded data, and recommended test procedures can be
found in [3].
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25.4 Functions Enabled by Power
Electronics

Over the past 20 years, power electronics has played a major
role in the introduction of new functions such as the antilock
breaking system (ABS), traction control, and active suspension,
as well as the electrification of existing functions such as the
engine-cooling fan, in the automobile. This trend is expected to
continue, as a large number of new features being considered
for introduction into automobiles require power electronics.
This section discusses some of the new functions that have
been enabled by power electronics, and some existing ones
that benefit from it.

25.4.1 High Intensity Discharge Lamps

High intensity discharge (HID) lamps have started to appear in
automobiles as low-beam headlights and fog lights. The HID
lamps offer higher luminous efficacy, higher reliability, longer
life, and greater styling flexibility than the traditional halo-
gen lamps [17, 18]. The luminous efficacy of an HID lamp is
over three times that of a halogen lamp and its life is about
2000 hours, compared to 300–700 hours for a halogen lamp.
Therefore, HID lamps provide substantially higher road illumi-
nation while consuming the same amount of electrical power
and, in most cases, should last the life of the automobile. The
HID lamps also produce a whiter light than halogen lamps
since their color spectrum is closer to that of the sun.

High intensity discharge lamps do not have a filament.
Instead, light is generated by discharging an arc through a
pressurized mixture of mercury, xenon, and vaporized metal
halides – mercury produces most of the light, the metal halides
determine the color spectrum, and xenon helps reduce the
start-up time of the lamp [17, 19]. Unlike halogen lamps that
can be powered directly from the 12-V electrical system, HID
lamps require power electronic ballasts for their operation.
Initially, a high voltage pulse of 10–30 kV is needed to ignite
the arc between the electrodes and a voltage of about 85 V is
needed to sustain the arc [4.3]. Figure 25.5 shows a simplified
power electronic circuit that can be used to start and drive
an HID lamp. A step-up dc–dc converter is used to boost the

HID
lamp

12 V

Starter

H-bridgeBoost converter

FIGURE 25.5 Simplified power electronic circuit for an HID lamp ballast.

voltage from 12 V to the voltage needed for the steady-state
operation of the HID lamp. Any dc–dc converter that can step
up the voltage, such as the boost or flyback converter, can be
used for this application. An H-bridge is then used to create
the ac voltage that drives the lamp in steady state. The circuit
to initiate the arc can be as simple as a circuit that provides an
inductive voltage kick, as shown in Fig. 25.5.

25.4.2 Pulse-width Modulated Incandescent
Lighting

Future automobiles may utilize a 42 V electrical system in place
of today’s 14 V electrical system (see Section 25.7). Because
HID lamps are driven through a power electronic ballast, HID
lighting systems operable from a 42 V bus can be easily devel-
oped. However, the high cost of HID lighting – as much as an
order of magnitude more expensive than incandescent light-
ing – largely limits its usefulness to headlight applications.
Incandescent lamps compatible with 42 V systems can also be
implemented. However, because a much longer, thinner fila-
ment must be employed at the higher voltage, lamp lifetime
suffers greatly. An alternative to this approach is to use pulse-
width modulation to operate 12 V incandescent lamps from a
42 V bus [20].

In a pulse-width modulated (PWM) lighting system, a semi-
conductor switch is modulated to apply a periodic pulsed
voltage to the lamp filament. Because of its resistive nature,
the power delivered to the filament depends on the rms of the
applied voltage waveform. The thermal mass of the system fil-
ters the power pulsations so that the filament temperature and
light production are similar to that generated by a dc voltage
with the same rms value. The PWM frequency is selected low
enough to avoid lamp mechanical resonances and the need for
EMI filtering, while being high enough to limit visible flicker;
PWM frequencies in the range of 90–250 Hz are typical [20].

Ideally, a 11.1% duty ratio is needed to generate 14 V rms
across a lamp from a 42 V nominal voltage source. In practice,
deviations from this duty ratio are needed to adjust for input
voltage variations and device drops. In some proposed systems,
multiple lamps are operated within a single lighting module
with phase staggered (interleaved) PWM waveforms to reduce
the input rms current of the module.
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Another issue with PWM lighting relates to startup. Even
with operation from a 12 V dc source, incandescent lamps have
an inrush current that is 6–8 times higher than the steady-
state value, because of how filament resistance changes with
temperature; this inrush impacts lamp durability. The addi-
tional increase in peak inrush current due to operating from
a 42 V source can be sufficient to cause destruction of the
filament, even when using conventional PWM soft-start tech-
niques (a ramping up of duty ratio). Means for limiting the
peak inrush current – such as operating the controlling MOS-
FET in current limiting mode during startup – are needed to
make practical use of PWM lighting control.

While PWM incandescent lighting technology is still in the
early stages of development, it offers a number of promis-
ing advantages in future 42 V vehicles. These include low-cost
adaptation of incandescent lighting to high-voltage systems,
control of lighting intensity independent of bus voltage, the
ability to implement multiple intensities, flashing, dimming,
etc. through PWM control, and the potential improvement of
lamp durability through more precise inrush and operating
control [20].

25.4.3 Piezoelectric Ultrasonic Actuators

Piezoelectric ultrasonic motors are being considered as actu-
ators for window lifts, seat positioning, and head restraints
in automobiles [21, 22]. These motors work on the principle
of converting piezoelectrically induced ultrasonic vibrations
in an elastic body into unidirectional motion of a moving
part. Unidirectional motion is achieved by allowing the vibrat-
ing body to make contact with the moving part only during
a half-cycle of its oscillation, and power is transferred from
the vibrating body to the moving part through frictional
contact. Ultrasonic motors have a number of attractive fea-
tures, including high-torque density, large holding torque even
without input power, low speed without gears, quiet opera-
tion, no magnetic fields, and high dynamics [21, 23]. These
characteristics make ultrasonic motors an attractive alterna-
tive to electromagnetic motors for low-power high-torque
applications.

Various types of ultrasonic motors have been developed.
However, because of its compact design, the traveling wave
type is the most popular ultrasonic motor [24]. Figure 25.6a
shows the basic structure of such a motor. It consists of a
metal stator and rotor, which are pushed against each other
by a spring. The rotor is coated with a special lining material
to increase friction and reduce wear at the contacting surfaces.
A layer of piezoelectric material, such as lead zirconate titanate
(PZT), is bonded to the underside of the stator. Silver elec-
trodes are printed on both sides of the piezoceramic ring. The
top electrode is segmented and the piezoceramic is polarized
as shown in Fig. 25.6b. The number of segments is twice the
order of the excited vibration mode.
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FIGURE 25.6 (a) Basic structure of a traveling wave piezoelectric ultra-
sonic motor and (b) structure of the piezoceramic ring and electrode for a
four-wavelength motor. Arrows indicate direction of polarization. Dashed
lines indicate segments etched in the electrode for poling but electrically
connected during motor operation.

When a positive voltage is applied between terminals A
and C, the downwards poled segment elongates and the
upwards poled segments contract. This causes the stator to
undulate, waving down at the elongated section and up at the
contracted one. When the polarity of the voltage is inverted,
the undulations are also inverted. Hence, when an ac voltage is
applied a flexural standing wave is created in the stator. To get a
large wave amplitude, the stator is driven at the resonance fre-
quency of the flexural mode. An ac voltage between terminals
B and C similarly produces another standing wave. However,
because of the spacer segments in the piezoceramic ring, the
second standing wave is 90◦ spatially out of phase from the first
one. If the two standing waves are excited by ac voltages that are
out of phase in time by 90◦, a traveling wave is generated. As the
traveling wave passes through a point along the neutral plane,
that points simply exhibits axial (z-axis) motion. However,
off-neutral plane points also have an azimuthal (φ-axis) com-
ponent of motion. This azimuthal motion of the surface points
propels the rotor. Ultrasonic motors require a power electronic
drive. A power electronic circuit suitable for driving an ultra-
sonic motor is shown in Fig. 25.7. The two H-bridges are
controlled to generate waveforms that are 90◦ out of phase
with each other.

25.4.4 Electromechanical Engine Valves

Electromagnetic actuators are finding increasing application in
automotive systems. These actuators are more desirable than
the other types of actuators, such as the hydraulic and pneu-
matic actuators, because they can be more easily controlled by
a microprocessor to provide more precise control. An applica-
tion of electromagnetic actuators that is of particular interest
is the replacement of the camshaft and tappet valve assembly
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FIGURE 25.7 Drive circuit for an ultrasonic motor.
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FIGURE 25.8 Power electronic circuits for driving solenoids.

by electromechanically driven engine valves [25]. The opening
and closing of the intake and exhaust valves can be controlled
to achieve optimum engine performance and improved fuel
economy over a wide range of conditions determined by vari-
ables such as the speed, load, altitude, and temperature. The
present cam system provides a valve profile that can give opti-
mum engine performance and improved fuel economy only
under certain conditions.

Two power electronic circuits suitable for driving the
solenoids for valve actuation are shown in Fig. 25.8. The
circuit of Fig. 25.8a is suitable for solenoids that require uni-
directional currents through their coils, while the circuit of
Fig. 25.8b is suitable for solenoids that require bidirectional
currents through their coils.

25.4.5 Electric Air Conditioner

It is desirable to replace some of the engine-driven functions of
a vehicle with electrically driven counterparts. The benefits of
driving these functions electrically include the elimination of
belts and pulleys, improved design and control due to indepen-
dence from engine speed, and resulting increased efficiency and
improved fuel economy. Furthermore, there is the opportunity
for operation of the function in the engine-off condition.

The air conditioner is an example of an engine-driven func-
tion that could benefit from electrification. The engine drives
the compressor of the air conditioner. Consequently, the speed
of the compressor varies over a wide range and the compres-
sor has to be over-sized to provide the desired performance at
engine idle. Also, since the compressor speed is dependent on

the engine speed, excessive cooling occurs at highway speeds
requiring the cool air to be blended with the hot air to keep
the temperature at the desired level. Furthermore, shaft seals
and rubber hoses can lead to the loss of refrigerant (CFC) and
pose an environmental challenge.

In an electric air conditioner, an electric motor is used to
drive the compressor [26]. The motor is usually a three-phase
brushless dc motor driven by a three-phase MOSFET bridge.
The speed of the compressor in an electric air conditioner is
independent of the engine speed. As a result, the compres-
sor does not have to be over-sized and excessive cooling does
not occur. Also, shaft seals and hoses can be replaced with a
hermetically sealed system. Another benefit of an electric air
conditioner is the flexibility in its location, since it does not
have to be driven by the engine.

25.4.6 Electric and Electrohydraulic Power
Steering Systems

The hydraulic power steering system of a vehicle is another
example of an engine-driven accessory. This system can be
replaced with an electric power steering (EPS) system in which
a brushless dc motor is used to provide the steering power
assist [27]. The electric power steering system is more effi-
cient than the hydraulic power steering system because, unlike
the engine-driven hydraulic steering pump, which is driven by
the engine all the time, the motor operates only on demand.
Another system that can replace the hydraulic power steering
system is the electrohydraulic power steering (EHPS) system.
In this case, a brushless dc motor and inverter can be employed
to drive the hydraulic steering pump. The ability of the EPHS
system to drive the pump only on demand leads to energy
savings of as much as 80% as compared with the conven-
tional hydraulic system. Challenges in implementing EPS and
EPHS systems include meeting the required levels of cost and
reliability for this critical vehicle subsystem.

25.4.7 Motor Speed Control

Some of the motors used in a vehicle require variable speed
control. Consider, as an example, the blower motor used to
provide air flow to the passenger compartment. This motor is
typically a permanent magnet dc motor with a squirrel-cage
fan. The speed of the motor is usually controlled by varying
the resistance connected in series with the motor winding.
This method of speed control leads to a significant power
loss. A low-loss method of speed control employs semicon-
ductor devices as shown in Fig. 25.9. In this case, the speed
of the motor is controlled via PWM – that is, by switching
the MOSFET on and off with different duty-ratios for differ-
ent speed settings. An input filter is needed to reduce the EMI
generated by the switching of the MOSFET. This method of
speed control is equivalent to supplying power to the motor
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Motor

FIGURE 25.9 Low-loss circuit to control the speed of a motor.

through a variable-output dc-to-dc converter. The converter is
located close to the motor and no filter is required between the
converter output and motor winding.

Another low-loss method that can be used to control the
speed of a motor employs a three-phase brushless dc motor.
The speed in this case is controlled by controlling the MOS-
FETs in the dc-to-three-phase-ac converter that drives the
motor.

25.5 Multiplexed Load Control

Another emerging application of power electronics in auto-
mobiles is in the area of load control. In the conventional
point-to-point wiring architecture, most of the loads are con-
trolled directly by the primary mechanical switches, as shown
in Fig. 25.1. In a point-to-point wiring architecture, each load
has a dedicated wire connecting it to the fuse box via the pri-
mary switch. Consequently, fairly heavy wires have to be routed
all over the vehicle, as illustrated in Fig. 25.10a. The situation
is made worse when multiple switches control the same load,
as is the case with power windows and power door locks. The
complete harness of a 1994 C-class Mercedes-Benz that uses
point-to-point wiring has about 1000 wires, with a total length
of 2 km, over 300 connectors and weighs 36 kg. The process
of assembling the wiring harness is difficult and time con-
suming, leading to high labor costs. Retrofitting, fault tracing,
and repairing are time consuming and expensive. The bulky
harness also places constraints on the vehicle body design,
and the large number of connectors compromise system
reliability.

An alternative wiring technique is to control the loads
remotely and multiplex the control signals over a communica-
tion bus, as shown in Fig. 25.10b and c. A control message is
sent on the communication bus to switch a particular load on
or off. This allows more flexibility in the layout of the power
cables and could allow the pre-assembly of the harness to be
more automated. Furthermore, with communication between
the remote switches, it is practical to have a power manage-
ment system than can turn off non-essential loads when there
is a power shortage. One possibility is to group the remote
switches into strategically located distribution boxes, as shown
in Fig. 25.10b. A power and a communication bus connect
the distribution boxes. Another possibility is to integrate the
remote switches with the load, i.e. point-of-load switching,

as shown in Fig. 25.10c. In Fig. 25.10b the transceivers are
also built into the distribution boxes, while in Fig. 25.10c each
load and primary switch has an integrated transceiver. The
point-of-load switching topology is attractive because of its
simplicity, but raises cost and fusing challenges.

Multiplexed remote switching architectures have been under
consideration since at least the early 1970s, when Ziomek
investigated their application to various electrical subsys-
tems [28]. The initial interest was dampened by cost and
reliability concerns and the non-availability of appropriate
remote switches. However, advances in semiconductor tech-
nology and rapid growth in the automotive electrical system
revived interest in multiplexed architectures. The SAE Mul-
tiplexing Standards Committee has partitioned automotive
communications into three classes: Class A for low data-rate
(1–10 kbit/s) communication for the control of body func-
tions, such as headlamps, windshield wipers, and power win-
dows, Class B for medium data-rate (10–100 kbit/s) parametric
data exchange, and Class C for high data-rate (1 Mbit/s) real-
time communication between safety critical functions, such
as between ABS sensors and brake actuators [29]. Although
load control is categorized as Class A, lack of any widely
accepted Class A communication protocols has lead to the
application of Class B and Class C communication IC’s to
load control. Class B has received the most attention due to
the California Air Resources Board mandated requirement for
on-board diagnostics (OBD II) and a large number of com-
peting protocols, including the French vehicle-area network
(VAN), the ISO 9141 and the SAE J1850, have been devel-
oped [30]. Of these, the SAE J1850 is the most popular in
the US. Another popular protocol is the controller area net-
work (CAN) developed by Bosch [31]. Although designed for
Class C with bit rates up to 1 Mbit/s, it is being applied for
Class A and Class B applications due to the availability of
inexpensive CAN ICs from a large number of semiconductor
manufacturers.

Remote switching systems require remote power switches.
An ideal remote switch must have a low on-state voltage,
be easy to drive from a micro-controller, and incorporate
current sensing. A low on-state voltage helps minimize the
heatsinking requirements, while current sensing is needed for
the circuit protection function to be incorporated into the
switch. To withstand the harsh automotive environment the
switch must also be rugged. Furthermore, if PWM control is
required for the load, the switch must have short turn-on and
turn-off times and a high cycle-life. The traditional means of
remotely switching loads in an automobile is via electrome-
chanical relays. Although relays offer the lowest voltage drop
per unit cost, they require large drive current, are relatively
large, are difficult to integrate with logic, and are not suitable
for PWM applications [32–34]. Therefore, their use will be lim-
ited to very high current, non-PWM applications. The power
levels of the individual loads in the automobile are too low
for IGBTs and MCTs to be competitive. Bipolar transistors are



25 Automotive Applications of Power Electronics 653

F1

S4
S1

S2

S5

S6
S3

L2

L1

L4

L3

L6

L5

(a)

(b)

Alternator

Battery

S4
S1

S2

S5

S6
S3

L2

L1

L4

L3

L6

L5

(c)

Communication Bus

Communication Bus

P
ow

er
 B

us

Alternator

Battery

Alternator

Battery

S4
S1

S2

S5

S6
S3

L2

L1

L4

L3

L6

L5

P
ow

er
 B

us

D2

D1

D2

FIGURE 25.10 Alternative control strategies illustrated for a simple automotive electrical system with six loads (L1-6) and six primary switches
(S1-6): (a) conventional direct switching architecture with a single fusebox (F1); (b) multiplexed remote switching architecture, with remote switches
and transceivers in three distribution boxes (D1-3); and (c) multiplexed point-of-load switching with electronics integrated into the loads and the
primary switches.

also not very attractive because they are harder to drive than
a MOS-gated device. Because of its fast switching speed, low
voltage drop, relative immunity to thermal runaway, low drive
requirements, and ease of integration with logic, the power
MOSFET is the most attractive candidate for remote switching.
Smart-power MOSFET devices with integrated logic interface
and circuit protection have recently become available. Use of
these devices for power electronic control of individual loads
has become economically competitive in some subsystems, and
may be expected to become more so with the advent of higher
voltage electrical systems.

The benefits of remote switching electrical distribution sys-
tems have been demonstrated by Furuichi et al. [35]. The
multiplexed architecture they implemented had 10 remote
units (two power units with fuses, power drivers and signal
inputs, five load control units with power drivers and signal
inputs but no fuses, and three signal input units with only sig-
nal inputs). To increase system reliability, each power unit was
connected to the battery via independently fused power cables.
Although wiring cost decreased, the authors report an increase
in overall system cost due to the additional cost of the remote
units. Intel’s CAN ICs with data rates of 20 kbit/s were used
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TABLE 25.5 Comparison of a multiplexed and the conventional
system, as reported by Furuichi et al. for a compact vehicle [35].
In the multiplexed system, the function of nine electronic control
units (ECUs) was integrated into the remote units

Point-to-point Multiplexed Change (%)

Harness weight (kg) 14.0 9.8 −30
ECU weight (kg) 1.2 0.0 N/A
Remote unit weight (kg) 0.0 3.5 N/A
Total weight (kg) 15.2 13.3 −12.5
Number of wires 743 580 −21.9
Number of terminals 1195 915 −23.4
Number of splices 295 246 −16.6
Length of wire (m) 809 619 −23.5

for the transmission and reception of control signals over an
unshielded twisted-pair ring bus. Intelligent power MOSFETs
were used as the remote switches and fusing was done with
mini-fuses. The results of their work are shown in Table 25.5.
Although weight of the wiring harness was reduced by 30%,
the total system weight decreased by only 12.5% due to the
added weight of the remote units.

25.6 Electromechanical Power
Conversion

Power is generated in the automobile by an electrical machine
driven by the engine. In the early days of the automobile,
the electrical load was small and a dc generator was used for
this purpose. As the electrical loads grew, the dc generator
could not meet the growing demand of electrical power and
was displaced by a three-phase alternator and diode rectifier.
Continuously increasing power and performance requirements
are driving further evolution in automotive power generation
and control, and are motivating the introduction of power
electronics and improved electrical machines in automobiles.
In addition to high-power alternators, future applications
of electromechanical power conversion may include inte-
grated starter/alternators and propulsion systems. This section
describes some of the machine and power electronic technolo-
gies that are useful for meeting the increasing challenges in the
automobile.

25.6.1 The Lundell Alternator

The Lundell, or claw-pole, alternator is a three-phase wound-
field synchronous machine that is almost universally used for
power generation in present-day vehicles [1]. As illustrated in
Fig. 25.11, the rotor is made of a pair of stamped pole pieces
(“claw poles”) fixed around a cylindrical field coil. The field
winding is driven from the stator via a pair of slip rings and

FIGURE 25.11 Structure and circuitry of the conventional Lundell
alternator.

brushes, and causes the two pole pieces to become opposing
magnetic poles. A full-bridge diode rectifier is traditionally
used at the machine output, and a fan mounted on the rotor
is typically used to cool the whole assembly.

The dc output voltage of the alternator system is regulated
by controlling the field current. A switching field regulator
applies a pulse width modulated voltage across the field. The
steady-state field current is determined by the field-winding
resistance and the average voltage applied by the regulator.
Changes in the field current occur with an L/R field-winding
time constant in the order of 100 ms or more. This long field-
winding time constant and a large stator leakage reactance are
characteristic of this type of alternator and tend to dominate
its performance.

The alternator is driven by means of a belt, and is designed
to operate over a wide speed ratio of about 10:1, though much
of its operating lifetime is spent within a narrower 3:1 or 4:1
range. The gearing ratio provided by the belt is a design vari-
able for the alternator; an alternator mechanical speed range
from 1800 to 18,000 rpm for a 12-pole machine is typical.

A simple electrical model for the Lundell alternator is shown
in Fig. 25.12. The armature of the alternator is modeled as a
Y-connected set of leakage inductances Ls and back voltages
vsa , vsb , and vsc . The fundamental electrical frequency ω of
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FIGURE 25.12 A simple Lundell alternator model.
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the back-emfs is one-half of the product of the number of
machine poles p and the mechanical speed ωm . The magnitude
of the back-emfs is proportional to the electrical frequency and
the field current. For the sinusoidal case, the line-to-neutral
voltage back-emf magnitude can be calculated as:

Vs = kωif (25.1)

where k is the machine constant and if is the field current.
The diode bridge feeds a constant voltage Vo representing the
battery and other loads. This simple model captures many of
the important characteristics of the Lundell alternator, while
remaining analytically tractable. Other effects, such as stator
resistance, mutual coupling, magnetic saturation, and wave-
form harmonic content, can be incorporated into this model
at the expense of simplicity. The constant-voltage battery load
on the alternator makes the analysis of this system different
from the classic case of a diode rectifier with a current-source
load. Nevertheless, with reasonable approximations, the behav-
ior of this system can be described analytically [8]. Using the
results presented in [8], alternator output power vs operating
point can be calculated as:

Po = 3Vo
√

V 2
s − (4V 2

o /π2)

πωLs
(25.2)

where Vo is the output voltage, Vs is the back-emf magnitude,
ω is the electrical frequency, and Ls is the armature leakage
inductance. Extensions of Eq. (25.2) that also include the effect
of the stator resistance are given in [8].

As can be inferred from Eq. (25.2), alternator output power
varies with speed, and is maximized when the back-emf mag-
nitude of the machine is substantially larger than the output
voltage. In a typical Lundell alternator, back voltages in excess
of 80 V may be necessary to source-rated current into a 14 V
output at high speed. Furthermore, as can be seen from
Eq. (25.2), the armature leakage reactance limits the output
power capability of the alternator. These characteristics are a
result of the fact that significant voltage drops occur across the
leakage reactances when current is drawn from the machine.
These drops increase with speed and current, and cause the
alternator to exhibit significant drop in output voltage with
increasing current. Thus, an appropriate dc-side model for a
Lundell alternator is a large open-circuit voltage (related to
the back-emf magnitude) in series with a large current- and
speed-dependent output impedance. This characteristic, cou-
pled with the long field time constant, is the source of the
undesirable load-dump transient characteristic of the Lundell
alternator. In this transient, the large open-circuit voltage is
transiently impressed across the alternator output when the
load is suddenly reduced.

The efficiency of the conventional Lundell alternator is
relatively poor. Typical efficiency values are in the order of
40–60%, depending on the operating point [1, 36, 37]. At low

and medium speeds, losses tend to be dominated by stator
copper losses. Iron losses become dominant only at very high
speeds [1].

25.6.2 Advanced Lundell Alternator Design
Techniques

The conventional diode-rectified Lundell alternator, though
inefficient, has so far met vehicle electrical power requirements
in a cost-effective manner. However, continuing increase in
electrical power demand and growing interest in improved
fuel economy is pushing the limits of conventional Lundell
alternator technology. This section describes some established
and emerging technologies that can be used to improve the
performance of the Lundell alternator.

25.6.2.1 Third-harmonic Booster Diodes
One widely used approach for improving the high-speed
output power capability of Lundell alternators is the introduc-
tion of third-harmonic booster diodes [1]. In this technique,
the neutral point of the Y-connected stator winding is cou-
pled to the output via a fourth diode leg, as illustrated in
Fig. 25.13. While the fundamental components of the line-
to-neutral back voltages are displaced by 120◦ in phase, any
third-harmonic components will be exactly in phase. As a
result, third-harmonic energy can be drawn from the alter-
nator and transferred to the output by inducing and rectifying
common-mode third-harmonic currents through the three
windings. The booster diodes provide a means for achieving
this. At high speed, the combination of the third-harmonic
voltages at the main rectifier bridge (at nodes a, b, and c in
Fig. 25.13), combined with the third-harmonic of the back
voltages are large enough to forward bias the booster diodes
and deliver third-harmonic energy to the output. In systems
with significant (e.g. 10%) third-harmonic voltage content, up
to 10% additional output power can be delivered at high speed.
Additional power is not achieved at low speed, or in cases
where the third-harmonic of the back voltage is small.

25.6.2.2 Lundell Alternator with Permanent Magnets
The structure of the rotor of the claw-pole alternator is such
that the leakage flux is high. This reduces the output current
capability of the alternator. The leakage flux can be reduced
by placing permanent magnets on the pole faces or in the
spaces between the adjacent poles of the rotor. This modifi-
cation allows the alternator to deliver more output current.
Placing the magnets in the spaces between adjacent poles is a
better approach because it is simpler to implement and leads
to a higher output current at engine idle [38].
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FIGURE 25.13 Lundell alternator with booster diodes.

25.6.2.3 Twin-rotor Lundell Alternator
The maximum power capability of the Lundell alternator is
limited in part by the limit on its length-to-diameter ratio
imposed by mechanical stresses on the stamped pole pieces.
This prevents the Lundell alternator from being arbitrarily
scaled up in size. The power capability of conventional designs
is probably limited to 3 kW, which is likely to be unacceptable
in the foreseeable future [39]. One way to retain the cost-
effectiveness of the claw-pole alternator while achieving higher
output power is to place two claw-pole rotors back-to-back on
a common shaft inside a common stator [40]. This effectively
increases the length of the claw-pole alternator without chang-
ing its diameter. This design allows higher power alternators
to be built while retaining most of the cost benefits of the
claw-pole design.

25.6.2.4 Power Electronic Control
Another approach for improving the output power and
efficiency of the Lundell alternator is through the use
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FIGURE 25.14 Lundell alternator with a switched-mode rectifier.

of more sophisticated power electronics. Power electronics
technology offers tremendous value in this application. For
example, replacing the conventional diode rectifier with a
switched-mode rectifier provides an additional degree of
design and control freedom, and allows substantially higher
levels of power and efficiency to be attained from a given
machine. One such design is shown in Fig. 25.14. It employs
a simple switched-mode rectifier along with a special load-
matching control technique to achieve dramatic improvement
in alternator output power, efficiency, and transient perfor-
mance [37]. The switched-mode rectifier provides improved
control without the cost and complexity of a full active
converter bridge. By controlling the duty ratio of the switched-
mode rectifier based on available signals such as alternator
speed, the alternator output power characteristic Eq. (25.2)
can be altered and improved, particularly for speeds above
idle [37]. Improvements in average power capability of a fac-
tor of two and average efficiency improvements on the order
of 20% are possible with this technology. Furthermore, the
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switched-mode rectifier can be employed to achieve greatly
improved load-dump transient control.

25.6.3 Alternative Machines and Power
Electronics

The demand for increased alternator power levels, efficiency,
and performance also motivates the consideration of alter-
native electrical machines, power electronics, and design
approaches. While no alternative machine has yet displaced
the Lundell alternator in production vehicles, primarily due to
cost considerations, some potential candidates are reviewed
in this section. These include machines that are mounted
directly on the engine rather than driven from a belt. These
direct-driven machines become important as power levels
rise. This section also addresses the more general case of
the combined starter/alternators. While the use of a sin-
gle machine to do both starting and generation functions
is clearly possible, a separate (transient-rated) dc machine
is presently used for starting. This is because the large mis-
match in starting and generating requirements has made the
combined starter/alternator approach unattractive. However,
as alternator power ratings increase, the mismatch is reduced,
and a single starter/alternator system becomes more practical.
A combined system has the potential to eliminate the need for
a separate flywheel, starter, solenoid switch, and pinion engag-
ing drive. It also has the potential to allow regenerative braking
and “light hybrid” operation, and to provide idle-stop capabil-
ity (i.e. the ability to turn off the engine when the vehicle is
stopped and seamlessly restart when the vehicle needs to move)
for reduced fuel consumption. A move to this more sophisti-
cated approach relies upon advanced electrical machines and
power electronics.

25.6.3.1 Synchronous Machine with a Cylindrical
Wound Rotor

The claw-pole rotor can be replaced with a cylindrical rotor
to achieve better coupling between the stator and rotor.

vsa

vsc

vsb

Ls

Ls

Ls

FIGURE 25.15 Model of an alternator with full-bridge converter.

The cylindrical rotor is made from steel laminations and the
field winding is placed in the rotor slots. The cylindrical rotor
is similar to the armature of a dc machine except that the con-
nection of the field winding to the external circuit is made
through slip rings instead of a commutator. The cylindrical
rotor structure leads to quiet operation and increased out-
put power and efficiency. Unlike the claw-pole alternator, the
length of the machine can be increased to get higher output
power at a higher efficiency. The efficiency is higher since the
effect of the end windings on the machine performance is less
in a machine with a long length. It is also possible to build
the machine with a salient-pole rotor instead of a cylindrical
rotor. However, a machine with a salient-pole rotor is likely to
produce more noise than a machine with a cylindrical rotor.

A machine with a cylindrical wound rotor has similar power
electronics and control options as a claw-pole machine. If
generation-only operation is required, a diode bridge and field
current control is sufficient to regulate the output voltage. Bet-
ter performance can be achieved by using a switched-mode
rectifier in conjunction with field control [37]. If motoring
operation is desired (e.g. for starting), or even better perfor-
mance is desired, a full-bridge (active-switch) converter can
be used, as shown in Fig. 25.15. Since this is a synchronous
machine, some form of rotor position sensing or estimation
is typically necessary. The full-bridge converter allows maxi-
mum performance and flexibility but carries a significant cost
penalty.

25.6.3.2 Induction Machine
The stator of a three-phase induction machine is similar to
that of a three-phase synchronous machine. The rotor is either
a squirrel-cage or wound rotor. The machine with the squirrel-
cage rotor is simpler in construction and more robust than the
machine with a wound rotor in which the three-phase rotor
winding is brought outside the rotor through slip rings. The
rotor is cylindrical and is constructed from steel laminations.
It is also possible to use a solid rotor instead of a laminated
rotor. However, a solid rotor leads to higher losses as com-
pared with a laminated rotor. The losses in a solid rotor can be
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reduced by cutting slots in the rotor surface, filling the stator
slot openings with magnetic wedges to reduce the field ripple,
and placing a copper cage on the rotor.

An induction machine requires a source that can provide
the leading reactive power to magnetize the airgap. This means
that a three-phase induction generator cannot supply power to
a load through a three-phase diode bridge. Capacitor supply of
the reactive energy is impractical because of the wide operating
speed range. In the most general case (in which both motoring
and generating operation can be achieved) a three-phase active
bridge can be used. If only generating operation is desired,
the power to the load can be supplied through a three-phase
diode bridge and the reactive power can be obtained from a
small three-phase active bridge provided for this purpose. This
design requires a large number of devices and complex control.

25.6.3.3 Reluctance Machines
The switched reluctance machine is a doubly salient machine.
Both the stator and rotor of the machine are made from steel
laminations to reduce the iron losses. Only the stator carries
windings; the rotor is constructed of steel laminations with a
salient shape. The structure of a three-phase switched reluc-
tance machine with six stator poles and four rotor poles is
shown in Fig. 25.16a. A winding placed on diametrically oppo-
site stator poles forms a phase winding. When a phase of the
machine is excited, a pair of rotor poles tends to align with the
excited stator poles to provide a path of minimum reluctance.
If the rotor is moving towards alignment with the excited pair
of stator poles, then the machine develops a positive torque and
acts as a motor. If the rotor is moving away from the excited
pair of stator poles, then the machine develops a negative
torque and acts as a generator. The advantages of the switched
reluctance machine include simple construction, fault-tolerant
power electronic circuit, high reliability, unidirectional phase
currents, and low cost. The drawbacks of the machine include
high levels of torque ripple, vibration and acoustic noise, and
a relatively high power electronics cost.

The synchronous reluctance machine is a singly salient
machine. The stator of the machine is similar to that of

FIGURE 25.16 Structures of: (a) switched reluctance and (b) synchro-
nous reluctance machines. AA′ represents phase A winding.

a synchronous or induction machine. The rotor has a seg-
mented structure with each segment consisting of a stack of
axially laminated steel sheets sandwiched with a non-magnetic
material. The structure of a four-pole synchronous reluctance
machine is shown in Fig. 25.16b. A synchronous reluctance
machine has less torque ripple, lower losses, and higher power
density than a comparable switched reluctance machine. Inclu-
sion of permanent magnets in the rotor structure allows both
reluctance and magnet torque to be achieved. Such interior
permanent magnet (IPM) machines can achieve very high
performance and power density. When permanent magnets
are included, however, careful attention must be paid to the
effects of shutdown of the power electronics as an uncontrolled
back-emf component will exist in this case [41].

The switched reluctance machine, like the induction
machine, requires an external source to magnetize the airgap.
Several circuits are available to excite the switched reluctance
machine. A circuit that is suitable for the automotive appli-
cation of this machine is shown in Fig. 25.17. A phase leg
is needed for each stator phase of the machine. In this case,
the switched reluctance machine obtains its excitation from
the same bus that it generates into. Unlike the synchronous
and induction machines in which the number of wires needed
to connect the machines to the power converters is usually
equal to the number of phases, the number of wires needed
to connect the switched reluctance machine to a converter is
equal to twice the number of phases. This is of no particular
concern in a switched reluctance machine in which the power
converter is integrated with the machine in the same housing.
The synchronous reluctance machine also requires an external
source to magnetize the airgap. The machine usually employs
an active bridge similar to the one used with an induction
machine for the desired power conversion. The machine can
also employ the converters used with the switched reluctance
machine. In this case, the currents through the stator wind-
ings are unidirectional. The relative complexity of the power
electronics is a disadvantage of these machine types in the case
where only generator operation is necessary.

25.6.3.4 Permanent Magnet and Hybrid
Synchronous Machines

The permanent magnet synchronous machine designed with
high-energy rare-earth magnets operates with high efficiency,
high power density, low rotor inertia, and low acoustic noise.
The excitation from the permanent magnets is fixed and, there-
fore, the regulation of the output voltage of the machine is
not as straightforward as in a synchronous machine with a
wound rotor. For generator operation, machines of this type
can use switched-mode rectifiers to regulate the output volt-
age [42, 43]. The boost rectifier of Fig. 25.14 is one possible
implementation of this approach. Alternatively, a diode rec-
tifier followed by a dc/dc converter can be used to regulate
the generator system output [44]. Another method proposed

)b()a(

A

A′
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FIGURE 25.17 Circuit for a switched reluctance machine.

for this type of system involves the use of tapped windings
and two three-phase SCR bridges [45]. The taps on the phase
windings are connected to one bridge, while full phase wind-
ings are connected to the other bridge. The bridge connected
to the full phase windings is used to supply power to the dc
bus at low engine speeds, while the converter connected to the
taps is used at high speed. The use of a tapped winding and
dual bridges helps the system cope with the wide speed range
of the alternator and limit the losses associated with the pul-
sating output currents. In the case when both motoring and
generating modes are desired, a full-bridge converter can be
used. Again, as this is a synchronous machine, some form of
position sensing or estimation is necessary. Also, in all of these
systems the effects of failure of the power electronics must be
carefully considered as there is no possibility of regulating the
back voltages by field control.

Attempts to develop a simpler voltage regulation scheme for
permanent magnet synchronous machines have led to a per-
manent magnet/wound-rotor hybrid synchronous machine in
which the rotor consists of two parts: a part with permanent
magnets and a part with a field winding [46]. The two parts
are placed next to each other on a common shaft. The rotor
with the field winding can employ claw-pole, salient-pole, or
cylindrical structure. The field current generates a flux that is
used to either aid or oppose the permanent magnet flux and
regulate the output voltage of the machine. One possible fail-
ure mode of this approach that can lead to catastrophic failure
is if the field winding breaks while the machine is operating
at high speed. In this case, the generated output voltage will
become large and uncontrolled. Some means of mechanically
disconnecting the alternator at the input or electrically discon-
necting it at the output may be necessary to limit the impact
of this failure mode.

25.6.3.5 Axial-airgap Machines
The principle of operation of an axial-airgap, or axial-flux,
machine is the same as that of a radial-airgap machine. An
axial-airgap machine is characterized by a short axial length
and large diameter. The structure of an axial-airgap per-
manent magnet machine with surface magnets is shown in
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FIGURE 25.18 Structure of an axial-airgap permanent magnet
machine.

Fig. 25.18 [47]. The stator of the machine can be slotless or
slotted. Two different magnetic circuit configurations are pos-
sible. In the NN configuration, the magnetic polarities in one
pole pitch on both sides of stator are the same so that there
are two main fluxes with symmetrical distribution through
the stator. In this case, the conductors can be wound into two
back-to-back stator slots to make one coil. The machine has
a large stator yoke dimension because the flux passes through
the yoke, but less copper loss because of short end windings.
In the NS configuration, the magnetic polarities in one pole
pitch on the opposite sides of stator are the opposite of each
other so that there is only one main axial flux through the sta-
tor. In this case, the stator yoke dimension is small, but the end
windings are long because the direction of current in the back-
to-back stator slots is the same. The iron losses are small due to
small yoke dimension and the copper losses are high because
of long end windings. Heat removal is more challenging due
to small stator dimensions. The structure shown in Fig. 25.18
is that of an axial-airgap permanent magnet machine with
surface magnets. In an axial-airgap machine with interior per-
manent magnets, the magnets are embedded in the steel of
the rotor.

The axial airgap versions of other types of machines, such
as the induction and switched reluctance machines, are also
possible. The structure of an axial-airgap induction machine
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is similar to that of an axial-airgap permanent magnet machine
except that windings are used instead of permanent magnets.

25.7 Dual/High Voltage Automotive
Electrical Systems

The electrical system of a 1920s internal combustion engine
(ICE) automobile had only a few loads: a starter, an ignition
device, a horn, and some lamps [48]. The mean power con-
sumption of these loads was less than 100 W. An engine-driven
dc generator charged a 6 V lead-acid battery that provided
electrical power. The power was distributed via point-to-point
wiring, with most loads controlled directly by manually oper-
ated primary switches located within the reach of the driver.
Only the starter was switched indirectly by an electromechani-
cal relay. After the Second World War, the automotive electrical
system started to grow rapidly in complexity and power con-
sumption as additional features, including radios, multispeed
windshield wipers, and power windows, were added. The
introduction of higher compression engines stretched the 6-V
system beyond its technological limits. The 8.5 to 1 compres-
sion ratio engines required 100–200% greater ignition voltages
than the 6.4 to 1 engines. As a result, the primary side cur-
rent of the ignition coil was doubled or tripled and the life of
the distributor contacts was reduced to an unacceptable level.
To overcome this problem, the battery voltage was increased
to 12 V in the mid-1950s [49, 50].

Over the past four decades, the electrical power require-
ments of automobiles have increased even more rapidly. From
a mere 400 W in 1955, the power rating of a luxury vehi-
cle’s generator has increased to over 1800 W [51, 52]. However,
the electrical system of a modern automobile is architecturally
identical to the 12-V point-to-point system of the 1950s. The
only changes that have taken place have been at the compo-
nent level, such as the replacement of the dc generator by
a three-phase alternator-rectifier, the replacement of wound-
field dc motors by permanent magnet ones, and an increased
use of relays. The rapid growth in the electrical system is
expected to continue due to environmental regulations, con-
sumer demand for increased functionality, safety, security and
comfort, and replacement of some mechanical actuators by
electrical counterparts. The average electrical power require-
ment of a modern luxury vehicle is about 800 W. With the
addition of such loads as electric power steering, engine-
cooling fan, water pump, and electromechanical engine valves,
the average power requirement could increase to 2.5 kW by
2005 [53]. The traditional solution of increasing the size of the
alternator and the battery is not practical due to space limita-
tions and fuel efficiency requirements. Furthermore, the peak
power requirements of some of the anticipated loads – heated
windshield (2.5 kW), heated catalyst (3 kW), electromechani-
cal engine valves (2.4 kW at 3000 rpm), and active suspension

(12 kW) – cannot be met economically using the present
architecture. These factors have motivated the development
of new dual/high voltage electrical architectures that incorpo-
rate a higher-voltage bus in addition to the standard 14 V bus
[39, 54–56]. A dual/high voltage approach allows an efficient
supply of power to many loads which benefit from operat-
ing at a higher voltage, while retaining the 14 V bus for loads
(such as lamps and electronics) which do not benefit from a
higher voltage. High-voltage architectures that do not retain
the 14 V bus are also possible, but will require a substantial
investment in the design and production of new high-voltage
components. This section describes some of the characteristics
and preliminary specifications of the new dual/high voltage
electrical system architectures. It also discusses some of the
widely considered implementation approaches.

25.7.1 Trends Driving System Evolution

The conventional 12-V automotive electrical power system has
many defects, including a widely varying steady-state system
voltage and large transients, which force the electrical func-
tions to be over-designed. However, these limitations alone
have not been a strong enough driver for automotive compa-
nies to seriously evaluate advanced alternatives. Now a number
of new factors are changing this situation. The most important
of these are future load requirements that cannot be met by
the present 12-V architecture.

25.7.1.1 Future Load Requirements
Table 25.6 gives a list of electrical loads expected to be intro-
duced into automobiles in the next ten years [53]. Some of
these loads (electrohydraulic power steering, electric engine
fan, electric water pump, and electromechanical valves) will
replace existing mechanically or hydraulically driven loads. The
remaining are new loads introduced to either meet government
mandates or satisfy customer needs.

TABLE 25.6 Electrical loads expected to be introduced into automobiles
in the next decade [53]

Load Peak power (W) Average power (W)

Exhaust air pump 300 10
Electrohydraulic power

steering
1000 150

Electric engine fan 800 150
Heated catalytic converter 3000 90
Electric water pump 300 150
Heated windshield 2500 120
Electromechanical engine

valves (6 cylinders at
6000 rpm)

2400 800

Active suspension 12,000 360
Total 1830
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The average electrical power requirement of a present-
day automobile is in the range of 500–900 W depending on
whether it is an entry-level or a luxury vehicle. When the
loads of Table 25.6 are introduced, the average electrical power
requirement will increase by 1.8 kW. Furthermore, if the air-
conditioning (A/C) pump were to ever become electrically
driven, the peak and average power demands would increase
by an additional 3.5 kW and 1.5 kW, respectively. Distributing
such high power at a relatively low voltage will result in unac-
ceptably bulky wiring harnesses and large distribution losses.
Since the alternator has to generate both the power consumed
by the loads and the power dissipated in the distribution
network, its output rating (and hence size and power con-
sumption) will be greater than in an architecture with lower
distribution losses. With the large premium attached to the
size of the alternator (due to space constraints in the engine
compartment), an architectural change in the distribution and
generation systems is essential before many of the future loads
can be introduced.

There is also an increasing disparity in the voltage require-
ments of future electrical loads. High pulse-power loads, such
as the heated windshield and electrically heated catalytic con-
verter, become feasible only at voltages greater than the current
14 V [57]. On the other hand, incandescent lamps and elec-
tronic control units (ECUs) will continue to require low
voltages. For example, present day ECUs have linear regula-
tors which convert the 14 V distribution voltage to the 5 V
needed by the integrated circuits. The efficiency of these reg-
ulators is equal to the ratio of output to input voltage, i.e.
35%. Furthermore, the next generation of higher speed lower
power consumption integrated circuits operate at 3.3 V, mak-
ing the regulators more inefficient. This inefficiency also means
that larger heat sinks are required to remove the heat from
the ECUs.

25.7.1.2 Higher Fuel Efficiency
A secondary motivating factor for the introduction of a higher
system voltage is the challenge of achieving higher fuel econ-
omy. The average fuel economy of present-day automobiles in
the United States is in the vicinity of 30 miles per gallon (mpg).
There is little market incentive for automobile manufacturers
to increase the fuel economy of vehicles for the US market
where the price of fuel is relatively low. The price of gasoline in
the US ($1.70 per gallon) is less than the price of bottled water
($4.00 per gallon when bought by the quart). Although market
forces have not been a driver for the development of fuel-
efficient vehicles, a number of new incentives have emerged
over the past few years. One of these is the fine imposed on the
automakers by the US government if the average fuel economy
of their fleet falls below the mandated standard. The man-
dated standard for cars has increased from 24 mpg in 1982 to
its 1997 level of 27.5 mpg, and will continue to increase. In
Europe, the German Automotive Industry Association (VDA)

plans to increase the average fleet fuel efficiency to 39.9 mpg
by 2005 – compared to 31.4 mpg in 1990 [58].

Another driver behind the development of fuel-efficient
vehicles is the partnership for a new generation of vehi-
cles (PNGV). This ten-year research program, launched in
September 1993, is a collaboration between the US Federal
Government and the big three US automakers (General
Motors, Ford, and DaimlerChrysler) that aims to strengthen
national competitiveness in the automotive industry and
reduce dependence on foreign oil. The PNGV has set a goal to
develop an 80 mpg midsize vehicle by 2004 [59]. The German
Automotive Industry Association is pursuing similar targets.
The VDA has undertaken a pledge to introduce a 3 L/100 km
(78 mpg) vehicle by the year 2000. This is complemented by
the introduction of highly fuel-efficient vehicles (in excess of
50 mpg) in both the Japanese and American markets.

With the present alternator, 800 W of electrical power con-
sumes 1.33 L of gasoline for every 100 km driven when the
vehicle has an average speed of 33.7 km/h. This represents a
45% increase in fuel consumption for a 3 L/100 km vehicle.
Hence, if future high fuel economy vehicles are going to
have comfort, convenience, and safety features comparable to
present-day vehicles, the efficiency of the electrical generation
and distribution system will have to be substantially improved.
Furthermore, as discussed in Section 25.8, one widely con-
sidered means of achieving high fuel economy is the use
of a hybrid vehicle architecture. In practice, this approach
necessitates the introduction of a higher voltage in the vehicle.

25.7.2 Voltage Specifications

A major issue when implementing a high or dual voltage sys-
tem is the nominal voltage of the high-voltage bus, and the
operating limits of both buses. While there are many possibil-
ities, there is a growing consensus in the automotive industry
for a nominal voltage of 42 V for the high-voltage bus (cor-
responding to a 36 V lead-acid storage battery) [39, 56, 60].
This voltage is gaining acceptance because it is as high as pos-
sible while remaining within acceptable safety limits for open
wiring systems (once headroom is added for transients) and it
provides substantial benefits in the power semiconductors and
wiring harness [61]. Furthermore, this voltage is sufficient to
implement starter/alternator systems and “light” hybrid vehicle
designs [62, 63]. While no vehicles equipped at 42 V are in pro-
duction at present, availability of 42 V components is rapidly
increasing and 42 V equipped vehicles may be expected early
in this decade.

The permissible static and transient voltage ranges in
an electrical system are important design considerations
for power electronic equipment. At present, no universally
accepted specification exists for high or dual voltage auto-
motive electrical systems. However, the preliminary spec-
ifications proposed by the European automotive working
group, Forum Bordnetz, are under wide consideration by the



662 D. J. Perreault et al.

TABLE 25.7 Voltage limits for 14 and 42 V buses proposed in [56]

Voltage Description Value

V42,OV−dyn Maximum dynamic overvoltage on 42 V bus during fault conditions 55 V
V42,OV−stat Maximum static overvoltage on 42 V bus 52 V
V42,E−max Maximum operating voltage of 42 V bus while engine is running 43 V
V42,E−nom Nominal operating voltage of 42 V bus while engine is running 41.4 V
V42,E−min Minimum operating voltage of 42 V bus while engine is running 33 V
V42,OP−min Minimum operating, voltage on the 42 V bus. Also, lower limit operating voltage for all non-critical

loads (i.e. loads not required for starting and safety)
33 V

V42,FS Failsafe minimum voltage: lower limit on operating voltage for all loads critical to starting and safety
on the 42 V bus

25 V

V14,OV−dyn Maximum dynamic overvoltage on 14 V bus during fault conditions 20 V
V14,OV−stat Maximum static overvoltage on 14 V bus 16 V
V14,E−max Maximum operating voltage of 14 V bus while engine is running 14.3 V
V14,E−nom Nominal operating voltage of 14 V bus while engine is running 13.8 V
V14,E−min Minimum operating voltage of 14 V bus while engine is running 12 V
V14,OP−min Minimum operating voltage of 14 V bus. Also lower limit operating voltage for all non-critical loads 11 V
V14,FS Failsafe minimum voltage: lower limit on operating voltage for all critical loads on the 14 V bus 9 V

automotive industry [56]. These specifications, summarized in
Table 25.7, impose tight static and transient limits on both the
42 and 14 V buses. The upper voltage limit on the 14 V bus is
far lower than in the conventional 12-V system. The allowed
upper limit on the 42 V bus is also proportionally tight. These
strict limits facilitate the use of power semiconductor devices
such as power MOSFETs and lower the cost of the protection
circuitry needed in individual functions. However, they also
require much more sophisticated means for limiting transients
(such as load dump) than is found in conventional systems,
which imposes a significant cost. Appropriate voltage range
specifications for dual/high voltage electrical systems are thus
a subject of ongoing investigation by vehicle manufacturers,
and will likely continue to evolve for some time.

25.7.3 Dual-voltage Architectures

Conventional automotive electrical systems have a single alter-
nator and battery. Dual-voltage electrical systems have two
voltage buses and typically two batteries. Single-battery con-
figurations are possible, but tend to be less cost effective [61].
A variety of different methods for generating and supplying
energy to the two buses are under investigation in the automo-
tive community. Many of these have power electronic circuits
at their core. This section describes three dual-voltage electrical
system architectures that have received broad attention. In all
three cases the loads are assumed to be partitioned between the
two buses with the starter and many of the other high-power
loads on the 42 V bus and most of the lamps and electronics
on the 14 V bus.

The dc/dc converter-based implementation of Fig. 25.19 is
perhaps the most widely considered dual-voltage architecture.
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dc
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dc
loads

loads

FIGURE 25.19 Dual-voltage architecture based on a dc/dc converter.

In this implementation, an alternator and associated battery
provide energy to one bus (typically the 42 V bus), while the
other bus is supplied via a dc/dc converter. If a battery is used at
the dc/dc converter output, the converter needs to be rated for
slightly above average power. Otherwise, the converter needs
to be rated a factor of two to three higher to meet peak power
requirements [61]. The architecture of Fig. 25.19 has a number
of advantages. The dc/dc converter provides high-bandwidth
control of energy flow between the two buses, thus enabling
better transient control on the 14 V bus than is available in
present-day systems or in most other dual-voltage architec-
tures. Furthermore, in systems with batteries on both buses, the
dc/dc converter can be used to implement an energy manage-
ment system so that generated energy is always put to best use.
If the converter is bidirectional it can even be used to recharge
the high-voltage (starter) battery from the low-voltage battery,
thus providing a self jump start capability. The major challenge
presented by this architecture is the implementation of dc/dc
converters having the proper functionality within the tight cost
constraints dictated by the automotive industry. Some aspects
of design and optimization of converters for this application
are addressed in [64].
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FIGURE 25.20 Dual-voltage architecture based on a dual-wound
alternator.

The dual-stator alternator architecture of Fig. 25.20 is also
often considered for dual-voltage automotive electrical sys-
tems [65, 66]. In this case, an alternator with two armature
windings is used along with two rectifiers to provide energy to
the buses and their respective batteries. Control of the bus volt-
ages is achieved via a combination of controlled rectification
and field control. Typically, field control is used to regulate one
output, while the other output is regulated using a controlled
rectifier. Figure 25.21 shows one possible implementation of
this architecture. It should be noted that to achieve sufficient
output power and power steering from the dual-wound alter-
nator, the winding ratio between the two outputs must be
carefully selected. For 42/14 V systems, a winding ratio of 2.5:1
is typical [66]. Advantages of this electrical architecture include
low cost. However, it does not provide the bidirectional energy
control that is possible in the dc/dc converter architecture.
Furthermore, there are substantial issues of cross-regulation
and transient control with this architecture that remain to be
fully explored.

In a third architecture, a single-output alternator with a
dual-output rectifier is employed. This approach is shown
schematically in Fig. 25.22. As with the dual-stator alternator
configuration, this architecture has the potential for low cost.
One widely considered implementation of the dual-rectified
alternator is shown in Fig. 25.23 [65, 67–69]. Despite its
simplicity, this implementation approach provides less func-
tionality than the dc/dc converter-based architecture, generates
substantial low-frequency ripple which must be filtered, and
has serious output power and control limitations [66]. An
alternative implementation, proposed in [37] and shown in
Fig. 25.24, seems to overcome these limitations, and may
potentially provide the same capabilities as the dc/dc converter-
based architecture at lower cost. Clearly, this architecture has
promise for dual-voltage electrical systems, but remains to be
fully explored.

25.8 Electric and Hybrid Electric
Vehicles

Battery-powered electric vehicles were first introduced over
one hundred years ago, and continue to incite great pub-
lic interest because they do not generate tailpipe emissions.

Field Current
Regulator

field

FIGURE 25.21 Model for a dual-wound alternator system. The two out-
put voltages are regulated through field control and phase control. For a
42/14 V system, a winding ratio between the two stator windings of 2.5:1
is typical.
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FIGURE 25.22 Dual-voltage architecture based on a dual-rectified
alternator.

Nevertheless, the low energy storage density and the high
cost of suitable batteries makes pure electric vehicles non-
competitive with internal combustion engine vehicles in
most applications. An alternative approach that is generat-
ing widespread attention is the hybrid electric vehicle (HEV).
An HEV combines electrical propulsion with another energy
source, such as an internal combustion engine, allowing the
traditional range and performance limitations of pure electric
vehicles to be overcome [70]. Alternative energy sources, such
as fuel cells, are also possible in place of an internal combustion
engine.

Hybrid electric vehicles can be classified as having either a
parallel or series driveline configuration [71]. In a series HEV
all of the propulsion force is produced from electricity; the
engine is only used to drive a generator to produce electricity.
In a parallel hybrid, propulsive force can come from either the
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FIGURE 25.23 A dual-rectified alternator with a phase-controlled
rectifier.
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FIGURE 25.24 A dual-rectified alternator with a switched-mode
rectifier.

engine or the electrical drive. In both cases, batteries or other
electrical storage devices are used to buffer the instantaneous
difference between the power needed for propulsion and that
generated by the engine. The selection of a series or parallel
driveline depends heavily on the performance requirements
and mission of the vehicle.

In a series HEV, all power delivered to the wheels of the
vehicle must be delivered through the electrical driveline. The
electrical driveline components, including the batteries, power
electronics, and machine(s), must all be rated for the peak trac-
tion power requirements, making these components relatively
large and expensive if performance (e.g. acceleration) compa-
rable to a conventional vehicle is to be achieved. To achieve the

required power levels, the electrical driveline must operate at
hundreds of volts, necessitating the electrical subsystem to be
sealed from access by the user. The engine, on the other hand,
need only be rated to deliver the average power required by the
vehicle, which is much lower. In a system that does not require
utility recharge of the batteries (i.e. can drive indefinitely on
fuel alone), the engine size is set by the power requirements
of the vehicle at maximum cruising speed. If utility recharge
of the batteries and a battery-limited driving range is accept-
able, engine power requirements can be reduced even further.
Because the engine does not provide tractive power, it can be
designed to run at a single optimized condition, thus maximiz-
ing engine efficiency and minimizing emissions. Furthermore,
the need for a transmission is eliminated and there is a great
deal of flexibility in the engine placement.

In a parallel HEV, traction power is split between the engine
and the electrical driveline. One possible approach is to uti-
lize a single machine mounted on the engine crankshaft to
provide starting capability along with electrical traction power
and regeneration [72–75]. This approach can be replaced or
complemented with other approaches, such as use of a power-
splitting device such as a planetary gear set [70, 76], or using
different propulsion and generation techniques on different
sets of wheels [71, 77, 78]. In all parallel hybrid approaches,
some form of transmission is needed to limit the required
speed range of the engine. A wide range of divisions between
engine size and electrical system size is possible in the parallel
hybrid case, depending on structure. Depending on this split,
the necessary electrical driveline system voltage may be as low
as 42 V (which is safe for an open wiring system) or as high
as 300 V. Also because the electrical subsystem, the internal
combustion engine subsystem, or both may provide tractive
power under different conditions, there exists a wide range
of possible operating approaches for a parallel hybrid system.
Consequently, the control strategy for a parallel hybrid tends
to be substantially more complex than for a series hybrid.

One parallel hybrid approach that is receiving a lot of atten-
tion for near-term vehicles is a “light” or “mild” hybrid. In
this case, a somewhat conventional vehicle driveline is com-
plemented with a relatively small starter/alternator machine
mounted on the crankshaft [62, 63, 72–75, 79]. The electrical
drive power is typically below 10 kW average and 20 kW peak.
The starter/alternator can be used to provide rapid, clean
restart of the vehicle so that the engine can be turned off
at idling conditions and seamlessly restarted. This so-called
“stop and go” operation of the engine is valuable for fuel
economy and emissions. The starter/alternator can also be
used to implement regenerative braking, to provide engine
torque smoothing (replacing the flywheel and allowing dif-
ferent engine configurations to be used) and to provide
boost power for short-term acceleration. At the low-power
end, such systems can be integrated directly into the open
wiring configuration of a 42 V electrical system, simplifying
the vehicle electrical architecture. System-level control remains
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a major challenge in realizing the full benefits of such systems.
Starter/alternator-based hybrids are expected to be a signifi-
cant near-term application of power electronics and machines
in automobiles.

25.9 Summary

Power electronics is playing an increasingly important role in
automobiles. It is being used to enhance the output power
capability and efficiency of the electrical power generation
components. Power electronics is also an enabling technology
for a wide range of new and improved functions that enhance
vehicle performance, safety, and functionality.

The design of automotive power electronic systems is
strongly influenced by the challenging electrical and environ-
mental conditions found in automobiles. Important factors
include the static and transient voltage ranges, electromagnetic
interference and compatibility requirements, and temperature
and other environmental conditions. Some of the most impor-
tant design considerations for automotive power electronics
were addressed in Section 25.3.

Section 25.4 described some of the vehicle functions that
benefit from, or are enabled by, power electronics. These func-
tions range from lighting to actuation and steering. Power
electronic switches also play a central role in multiplexed elec-
trical distribution systems. This role of power electronics was
addressed in Section 25.5.

The rapid increase in electrical power demand in automo-
biles is motivating the introduction of new technologies for
electrical power generation and control. Lundell alternators
are presently used for power generation in automobiles, but
are rapidly reaching their power limits. Section 25.6 reviewed
the operating characteristics of the Lundell alternator. It also
described several techniques for extending the power capa-
bilities of this machine. To meet the growing demand for
electrical power, alternative machine, and power electronic
configurations may be necessary in the future. A number
of candidate machine and power circuit configurations were
reviewed in Section 25.6. Such configurations can also be
applied towards the design of integrated starter/alternators and
hybrid propulsion systems, as was discussed in Section 25.8.

The increasing electrical and electronic content of automo-
biles is beginning to stretch the capabilities of the conventional
12-V electrical system. Furthermore, there is a desire on the
part of vehicle manufacturers to introduce new high-power
loads, such as electromechanical engine valves, active suspen-
sion, and integrated starter/alternator. These are not likely to be
practical within the present 12-V framework. These challenges
are forcing the automotive industry to seriously consider high
and dual voltage electrical systems. The ongoing developments
in this area were reviewed in Section 25.7

The increasing electrical content of vehicles both under-
scores the need for power electronics and reflects the benefits

of their introduction. It is safe to say that power electronics
will continue to play an important role in the evolution of
automobiles far into the future.
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26.1 Introduction

Pulsed power (PP) can be considered as the science and tech-
nology of accumulating electrical energy over a relatively long
period of time followed by the subsequent energy release
in very short pulses, a single one or a controlled repetitive
sequence, thus increasing the instantaneous peak power. An
example is shown in Fig. 26.1, where a stored energy of 1 kJ
can be discharged into a long pulse of 1 kW for 1 s or a short
pulse of 1 GW for 1 μs, respectively, considering the ideal case
of a lossless system.

Pulsed power is a technique primarily developed for radars,
accelerators, and military applications, but with the potential
for civil applications [1]. In fact, there is a growing variety of
environmental, biomedical, commercial, and industrial appli-
cations that use positive and/or negative high-voltage (HV)
repetitive pulses for enhancing the properties of a product or a
technique [2]. These pulses may last anywhere from hundreds
of picoseconds to tens of seconds, being released as a single shot
or as a repetitive sequence up to several tens of thousands per
second.

What makes PP so unique is the concept that one can deliver
extremely high peak powers during short times without the
demand for highly powerful energetic power sources, used in
custom direct (dc) or alternating (ac) voltage systems.

Previously, this technology was dominated by vacuum or
gas tubes (i.e., electronic valves) for switching the high powers
needed for military and large plant physical applications [3].
With the technological advent of power semiconductors in the
seventies and particularly modern power semiconductors in
the nineties, it was possible to develop PP generators based on
power semiconductors, still, lower power rated compared with
the electronic valves, but largely rewarded by the higher ener-
getic efficiency and flexibility together with compactness and
cost effectiveness [4].

Nowadays, the applications of PP are driving the need
for technological advances in medical, environment, biologi-
cal, energetic and industrial applications. For example, in the
reduction of pollution emissions from fossil fuels, in killing
bacteria and organic pollutants, in melanoma cancer treat-
ment, in molding metals sheets, and so on [5–9].

This chapter provides basic concepts and advanced know-
how on the generation of repetitive HV pulses using state of the
art power semiconductor technology. Apart from this intro-
duction, in Section 26.2, “Power Semiconductors for Pulsed
Power,” the most common power semiconductors devices used
in solid-state-based high-voltage generators are reviewed. In
Section 26.3, “Load Types and Requirements,” several types
of pulsed power applications are presented, and the type of
load requirements they present to the high-voltage modulators
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FIGURE 26.1 Discharge of 1 kJ energy; (a) 1 kW during 1 s pulse,
(b) 1 GW during 1 μs pulse.

are described. The most widespread semiconductor-based HV
pulse modulator topologies are analyzed and discussed in terms
of solid-state devices operation in Section 26.4, “Solid-State
Pulsed Power topologies.” Finally, the main conclusions about
semiconductors use in high-voltage pulse generation are pre-
sented and the future trends on this technology are discussed
in Section 26.5, “Conclusions and Future Trends.”

26.2 Power Semiconductors
for Pulsed Power

The demand for high-voltage modulators to generate repetitive
high-voltage pulses with optimized performance and charac-
teristics, based in solid-state technology, still needs enhance-
ment of the Volt–Ampere capabilities and switching speed of
modern power semiconductors.
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FIGURE 26.2 Current maximum Volt–Ampere capabilities of high-power semiconductors (SCR, silicon-controlled rectifier; GTO, gate turn-off
thyristor; GCT, gate-controlled thyristor; IGCT, integrated gate-commutated thyristor; IEGT, injection-enhanced gate transistor; IGBT, insulated gate
bipolar transistor; MOSFET, metal-oxide semiconductor field-effect transistors).

Therefore, using power semiconductors in pulsed power is
a matter of optimizing their use, going beyond the present
semiconductor ratings and taking advantage of usually nonuse-
ful phenomena or nonideal characteristics, such as controlled
avalanche breakdown (for avalanche transistors), diode reverse
recovery sharpness that can generate inductive high-voltage
pulses, Zener capacitances, peak currents, and unusual very
short-pulse behavior.

In the following subsections, the particular characteristics
of power semiconductors enabling their use in pulsed power
applications will be summarized, from the high-voltage diode
through the latest silicon carbide (SiC) power junction field-
effect transistors. To overcome power semiconductor’s limited
hold-off voltage and current ratings (Fig. 26.2), some tech-
niques will be described, including series and parallel semicon-
ductor arrangements, up to the cascode stacks.

26.2.1 High-Voltage PIN Diodes (SOS Diodes)

Figure 26.3a shows the simplified structure of a typical high-
voltage, high-power diode with forward-bias carriers [10]. It
has a heavily doped P+ anode and N+ substrate on which a
lightly doped N− (or near intrinsic, I) epitaxial layer, called
drift region, is formed [11]. The drift region, usually not
found in low-power diodes, has to contain the depletion layer
of the reverse-biased high-voltage PIN diode, establishing the
diode reverse breakdown (or hold-off) voltage rating (punch-
through diodes).

PIN diodes turn-on requires removal of the depletion layer
(the diode is reverse biased prior to turn-on). Removal of the
stored depletion charge needs a certain current and time. For-
ward conduction is dominated by injected holes (conductivity
modulation) in the drift region, which becomes a virtual P
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FIGURE 26.3 (a) Forward-biased PIN diode; (b) P+PN−N+ SOS diode structure and typical doping profile; and (c) SOS diode reverse blocking
behavior.

region. The minority injected charge is positive if the diode is
conducting, the forward current providing minority carriers at
the rate they recombine.

To turn-off the PIN diode, the stored excess carriers, mostly
in the drift region, must be discharged before the diode reverse
biases, the minority charge becoming negative. Upon apply-
ing a reverse voltage UR, the forward current will decrease at
a rate of di/dt ≈ IRR/trr, (Fig. 26.3c), becoming negative to
swept the excess carriers out of the drift region and charge the
depletion capacitance Ceqoff. At constant UR voltage applied
in inductive circuits (LS inductor), the diode reverse current
rate is di/dt ≈UR/LS, reaching the value IRR= trrUR/LS at the
reverse recovery time trr= LSIRR/UR, being the reverse recovery
charge QRR= IRRtrr/2.

In LC oscillating circuits (Fig. 26.4), the PIN diode may
become reverse biased by a negative fast rising voltage with high
peak value VRM, which can be more than three times higher
than the applied direct voltage U (Fig. 26.3c).

At high reverse voltages, the pulse energy must be lim-
ited to avoid the impact ionization current to destroy the
diode by avalanche breakdown and excessive power dissipation.
Therefore, PIN diodes should be used with very short pulses,

sharpening and increasing the voltage amplitude of the applied
pulses.

Semiconductor Opening Switches (SOS) are modified PIN
high-voltage diodes using a P+PN−N+ structure with gradual
doped P layer (Fig. 26.3b) [12]. They are optimized to exhibit
relatively slow reverse recovery (�trr ≈ 50−100 ns) but abrupt
recovery (very fast reverse current decay) (1 − �)trr ≈ 5 ns
(Fig. 26.3c).

SOS characteristics depend not only on the pumping for-
ward current (current density and very short time to avoid
saturation) but also on the doping profile of the P+PN−N+
structure. The reverse recovery of SOS diodes (e.g., their
opening) should differ from PIN diodes, since current inter-
ruption ought to occur mostly in the narrower P doped
layer, not in the drift layer. The SOS can switch high cur-
rents (kA) in nanosecond opening times, with automatic uni-
form distribution of reverse voltage (kV) in series-connected
SOSs during current decay. Series stacks of up to 1000
SOSs can be deployed to obtain working voltages near the
megavolt level, peak currents of several kiloampere, peak
power of gigawatts, and average powers of tens of kilo-
watts.
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FIGURE 26.4 SOS pulse generation using magnetic energy storage.

In a simplified circuit for SOS operation (Fig. 26.4), it is sup-
posed that a rectangular prepulse with amplitude U and pulse
length TU is generated and applied to the SOS in series with an
inductor LS to charge the capacitor CR.

During the positive part of the prepulse, the forward pump-
ing period, the SOS diode is forward biased, and the inductor
sinusoidal current rises to build up energy in the resonant
LSCR circuit and excess carriers in the diode, the capacitor
CR being charged to nearly 2U . Neglecting losses, para-
sitic effects, and diode voltage drops, the peak forward cur-
rent is IF≈U /ZR, where ZR=√LS/CR is the characteristic
impedance of the LSCR resonant tank with oscillation fre-

quency ωR=√LSCR
−1=π/TU. Charging only occurs during

the pulse length TU. Neglecting the recombination decay time
constant, the diode forward stored charge is nearly 2IF/ωR.

During the sinusoidal negative oscillation interval, the pre-
pulse voltage is nearly zero and the inductor current goes
negative. The SOS diode opens at nearly the CR discharge peak
current IRR≈ 2U /ZR≈ 2IF, being the reverse recovery charge
QRR≈ IRR/ωR nearly equal to the forward injected charge.

Supposing diode abrupt recovery and assuming energy
conservation, the maximum vp pulse voltage VRM is depen-
dent on the load capacitor CZ and resistor RZ, being
VRM≈ IRR(RZ||ZZ) for CR>>CZ, where RZ is paralleled with
ZZ = √

LS/CZ, the characteristic impedance of the second-
order LSCZ circuit with damping factor ξ ≈ZZ/(2RZ) and

natural frequency ωZ≈√LSCZ
−1

.
For near optimum energy transfer, damping slightly lower

than the critical value should be used, the vp pulse being
roughly sinusoidal. Pulse forming networks or lines can be used
to almost square it [12].

To obtain a near critical damped load (0.7< ξ< 1), it must
be 1.4 RZ< ZZ< 2RZ. Then, from the required VRM and IRR,
the ZR value, it is ZR≈ 2U(RZ||ZZ)/VRM, being LS≈ZR/ωR

and CR≈ 1/(ZRωR). From LS and ZZ, the load parallel capaci-
tor CZ, either added or stray capacitance or SOS Ceqoff, should
be CZ≈ LS/Z2

Z.
For a required VRM in load resistor RZ and capacitor CZ, the

SOS diode must withstand the forward current IF, pumping
time TU, reverse voltage VRM, reverse recovery current IRR, and
reverse recovery charge QRR.

High peak voltages VRM and comparatively low values of IRR

need very low values of the load (spurious) parallel capacitance
CZ or higher values of IRR.

EXAMPLE 26.1 Determine the circuit parameters of
Fig. 26.4 to obtain a 30 ns 1 MV pulse in resistor
RZ= 1 k� (1 MW peak) paralleled with CZ capacitor,
from a prepulse having U = 300 kV and pulse length TU.

SOLUTION. The prepulse length should be TU≈ 30 ×
10−9 × 106/(300 × 103)≈ 100 ns. Then, from the
above equations, it is obtained ωR=π/TU=π/(100 ×
10−9)≈3.14 × 107, ZZ≈1.5RZ≈1.5 k�, RZ||ZZ≈ 600�,
ZR≈ 2U(RZ||ZZ)/VRM≈ 2×300×103×600/106≈ 360�,
LS≈ZR/ωR≈ 360/3.14×107≈ 11.4 μH, CR≈ 1/(ZRωR)
≈1/(360 × 3.14 × 107)≈ 88 pF, and CZ≈ LS/Z2

Z ≈ 11.4
×10−6/3602≈5.1 pF, which is a low value, consider-
ing stray capacitances, not to forget the SOS diode
(or diode association) equivalent off-depletion capaci-
tance Ceqoff. The SOS must withstand IF≈U /ZR≈ 300×
103/360≈ 833 A, IRR≈ 2IF≈ 1.67 kA, VRM≈ IRR(RZ||ZZ)
≈1667×600≈ 106 V, QRR≈ IRR/ωR≈1667/3.14×107≈
53 μC, mean excess carrier (holes) lifetime (reciprocal
of recombination decay) higher than 1 μs, and reverse
recovery time trr≈π/(2ωR)≈π

√
LSCR/2≈ 50 ns, nearly

half of the forward pumping time.
The pulse duration (settling time) is close to Tp=

π/(ξωZ)=π
√

LSCZ /ξ ≈ 31 ns, being near the required
30 ns. Closer approximations for higher CZ values
require damping factors ξ toward 0.5, which increase
SOS diode ratings (IF, IRR, and QRR), but allow the
doubling of CZ capacitances.

This SOS pulse generator multiplies the incoming pre-
pulse amplitude by a factor slightly higher than three.
Given the present capabilities of SOS diodes (nearly 1 kA
and 1 kV), this 1 MV pulse modulator would require an
array of some thousands SOS diodes arranged in series of
few paralleled diodes. Oil isolation and cooling, comple-
mented with water/air, are mandatory. Special care must
be given to parasitic inductances and capacitances.

Other SOS devices use unique diffusion techniques to
achieve ultrafast switching times, such as the Drift Step
Recovery Device (DSRD), the Inverse Recovery Diode
(IRD), and the Delayed Ionization Devices (DID). Each
device is capable of producing pulses ranging from 1 to
10 kV, with rise times between 100 ps and 1 ns.

The PIN diode-based Silicon Avalanche Sharpener
(SAS) is a sharpening device that shortens the pulse rise
time. It works normally reverse biased, a slow rise time,
and short reverse pulse being applied to the SAS in order
to avalanche it. When avalanche breakdown of the SAS
drift layer occurs, a very short rise time pulse is applied
to the load. Avalanche breakdown does not destroy the
SAS if the input pulse is short enough.
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26.2.2 Metal Oxide Semiconductor Technology
Transistors

26.2.2.1 Metal-Oxide Semiconductor Field-Effect
Transistors (MOSFET)

MOSFETs are very fast unipolar-carrier enhancement-mode
semiconductor devices controlled by the vGS voltage applied
at the gate-source terminals (Fig. 26.5a) [10, 11, 13]. Their
speed is mostly due to the absence of carrier recombination
since in N-type MOSFETs, the carriers are almost only elec-
trons. MOSFET semiconductor structure forms a N+N−PN+
shorted base-emitter bipolar transistor (Fig. 26.5a), which is
often referred as behaving as an intrinsic antiparallel PIN diode
(Fig. 26.5b).

The MOSFET has the capabilities for high-speed switching
in the nanosecond or subnanosecond range [14, 15].

In pulsed power applications, MOSFETs should behave as
ideal switches, being switched-on if vGS exceeds the threshold
value VGSth, vGS > VGSth + VDSon, with VDSon≈RDSonID. The
ON MOSFET behaves almost like a resistor RDSon, with low
value and positive temperature coefficient. The MOSFET opens
(OFF state, ID≈ 0) if vGS < VGSth, but usually the gate driver
enforces vGS < 0 with vDS > 0. If vDS < 0, then the intrin-
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FIGURE 26.5 (a) MOSFET structure showing the Drain-Source current path; (b) Electronic symbol including intrinsic diode; and (c) MOSFET
model with parasitic components.

sic diode starts to conduct (the on voltage is VPINon), which
is seldom advantageous since the internal PIN diode is usually
not optimized for low voltage drop or high-speed switching. In
this case, it is better that the gate driver turns on the MOS-
FET channel in order to prevent the PIN diode conduction,
if−RDSonID < VPINon.

The gate current after charging or discharging of gate
stray capacitances is almost null, and therefore, needed gate
power is very low. In pulsed power applications, fast switch-
ing is needed, therefore the circuits that drive the vGS voltage
must charge/discharge the MOSFET parasitic nonlinear capac-
itances considering the effects of device terminal inductances
(Fig. 26.5c). The switching speed of existing MOSFETs is lim-
ited mainly by packaging (lead inductances) and drain, gate
and source resistances together with intrinsic capacitances.

The switching times can be in the order of some nanosec-
onds or lower and are affected by the driver RG value. Resistor
RG dampens the RLC series circuit that contains CGS, CDG, gate
and source stray inductances LS. The gate resistor can be sized
adopting a suitable value for the damping factor of the RLC
series circuit ξ =RG/(2ZG), where ZG=√LS/CG, where CG is
the equivalent gate capacitor, being RG≈ 1.4ZG for ξ = 0.7.
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The equivalent gate capacitor CG, can be known from the
manufacturers datasheets (CGS=Ciss − Crss; CDG=Crss; and
CDS=Coss − Crss), giving CG≈CGS + CDG(dvGD/dvGS), while
the gate and source stray inductances LS can be estimated
considering typical per unit values. For printed circuit boards
(strip lines) or typical parallel wires, inductance LS is usu-
ally given nearly by 10 nH/cm times the current path total
length in centimeters (typical TO220 package of MOSFETs
exhibits source terminal inductances of lS≈ 5 nH). For twisted
wire pairs or other low-inductance connections, the value can
be lowered down to 3 nH/cm. The inductor estimation (and
CG nonlinear capacitor calculation) does not need to be very
precise since they only affect RG by their square root values.

EXAMPLE 26.2 Calculate the gate resistor for a MOS-
FET with CGS≈ 800 pF and CDG≈ 40 pF, operating at a
drain voltage of 800 V, driven by vGS= 15 V through a
printed circuit strip-line of 5 cm total length.

SOLUTION. For the given strip-line length, it is obtained
LS≈ 50 nH. The gate capacitor is CG≈CGS+CDG(dvGD/
dvGS)≈ 10−12 × [800+ 40× (800/15)] ≈ 2.9 nF. There-
fore, the gate resistor is RG≈ 1.4

√
LS/CG≈ 5.8�. As CGS

and CDG are nonlinear voltage-dependent capacitances,
using RG<<ZG can establish gate-source overvoltages
two to three times the applied vGS voltage, which can
disrupt the gate insulation oxide if they exceed the break-
down voltage VGSS, destroying the MOSFET. To min-
imize the RG value, for faster gate capacitor charging
and switching, it is essential to strongly reduce the stray
inductances (if LS≈ 0, then RG≈ 0).

Fast MOSFET drivers require low stray inductances and
often must be based on avalanche transistors [12] (switching
bipolar transistors optimized to operate near their collector
emitter breakdown voltage VB, but at limited current) or res-
onant circuits [13]. The avalanche transistors rapidly charge
the capacitors CGS and CDG, by transferring capacitor charge
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FIGURE 26.6 (a) Avalanche transistor MOSFET driver; (b) Tailoring switching speed using two resistors.

from a capacitor reservoir Ca to CGS and CDG (Fig. 26.6a).
Supposing charge continuity, the MOSFET gate voltage should
be VGS≈VBCa/(Ca + CG). The Zener diode Z18V helps pro-
tect the gate oxide against disruption, but the Zener junction
capacitance should be added to the above CG value.

MOSFET switching behavior includes crossing the satura-
tion zone (MOSFET active zone) where iD≈K(vGS − VGSth)2,
being K a MOSFET structural parameter (see Chapter 4,
“MOSFET,” in this book). This effect can be worsened when
switching pulsed power capacitive loads.

Switch-on ton and Switch-off toff times can be tailored
using different resistive paths to turn-on (R2) and to turn-
off (R1||R2) (Fig. 26.6b) limiting the charging current and
the drain voltage rise or fall rates, at the expense of increased
switching losses.

Considering the on and off switching times (ton, toff), the
dissipated switching power at the switching frequency fS is
PS= [(ton + toff)VDSID + CDSV 2

DS]fS/2.
Pulsed power applications often need semiconductor switch

protection to limit load short-circuit current. Since in MOS-
FETs VDSon≈RDSonID, and if RDSon is fairly constant, then
short-circuit protection circuits can be based on the measured
VDSon voltage (Fig. 26.7a) [10]. Sensed by diode Db3, this volt-
age, if low enough, maintains the Cz voltage low preventing Dz

to avalanche and maintaining Qt2 off. However, if VDSon rises,
then Db3 turns off, Cz voltage rises, and Dz avalanches turn-
ing Qt2 into saturation that shorts the vGS voltage and turns off
the MOSFET. Capacitor Cz acts as a memory, creating a delay
that enables the MOSFET turn-on. Figures 26.7b,c show alter-
natives in which the rate of the vGS decay is slowed to lower
the rate of rise of the vDS preventing this voltage to exceed
the MOSFET hold-off (avalanche) voltage VDSS. Figure 26.7b
shows a capacitive method in which Cg � CG, whereas in
Fig. 26.7c, the low-power P MOSFET Mp, in series with the
main MOSFET gate, is turned off, putting the high-valued
resistor Rg2 in the turn-off path to limit the vGS decay and vDS

rate of rise.
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The maximum turn-off overvoltage can also be limited
either by using MOSFET parallel connected Zeners (or volt-
age clamping Metal Oxide Varistors [MOV]) or by using an
avalanche diode (with avalanche voltage higher than the sup-
ply voltage but somewhat lower than maximum semiconductor
voltage rating) in series with a blocking diode connected to the
gate-drain terminals (Fig. 26.8).

RG

Z18 V

FIGURE 26.8 MOSFET overvoltage protection circuit.

26.2.2.2 Insulated Gate Bipolar Transistors (IGBT)
IGBTs are MOS technology based semiconductor devices,
which reduce on-state voltage drop, by adding an extra P+
semiconductor layer in the drain side (Punch-Through IGBT)
or by substituting the N+ by a P+ layer (NonPunch-Through
[NPT] or Reverse-Blocking IGBT [RB-IGBT]) [10,11,13]. The
P+ layer injects holes in the drift layer reducing voltage drop by
conductivity modulation. The resulting device can be viewed
as a low gain high-voltage PNP bipolar transistor driven by a
power MOSFET (Fig. 26.9). Gate drivers for IGBTs are similar
to those of MOSFETs.
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FIGURE 26.9 IGBT equivalent circuit and common symbols.
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IGBTs can turn-on almost as fast as MOSFETs, using vGE >

VGEth. The on-state saturation voltage VCEsat depends on the
vGE value and increases rapidly for vGE < 12 V, the device risks
working into the active zone for lower vGE values.

Due to the injected minority recombination into the base,
IGBTs are relatively slow turned-off devices and exhibit tail cur-
rents. However, they can withstand much higher hold-off volt-
ages (up to 6.5 kV) and currents (up to 3 kA) than MOSFETs,
which are limited to nearly 1.2 kV, 100 A peak current. At 6 kV
voltages and 3 kA currents, IGBTs on-state losses are signifi-
cant, degrading efficiency and causing heat removal problems,
yet they are being used in very high-voltage systems [16–19].

Most considerations about the MOSFET drive and protec-
tions are still valid for IGBTs. In particular, in shoot-through
situations, the IGBT device can be protected by detecting desat-
uration voltage, then shutting down the IGBT using gate-drive
circuits similar to those in Fig. 26.7.

26.2.2.3 Injection-Enhanced Gate Transistors
(IEGT)

IEGT are IGBT-like structures with deep trench-gates and
wider cell widths. Hole concentration in the P layer under the
gate electrode is enhanced due to hole accumulation, simi-
lar to the conductivity modulation of a PIN diode, lowering
the on-state voltage and increasing the efficiency specially in
high-voltage devices. The enhanced carrier distribution under
the gate electrode leads to higher conductivity of the N-base
region in the trench-gate IGBT structure, as the gate region
extends into the N-base region below the P-base layer. This
phenomenon has been called the injection enhancement effect
in deep trench-gate IGBT structures and enables higher device
voltage rating. As this phenomenon of carrier enhancement
under the gate electrode occurs in all IGBT structures, includ-
ing the planar-gate structures, the IEGT device is a kind of
IGBT and can be viewed as such, although their particular
physical structure enables them to withstand higher voltages
and currents than planar IGBTs structures. The same is valid
for similar proposed structures such as the Carrier-Stored
Trench-gate Bipolar Transistor (CSTBT-IGBT).
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FIGURE 26.10 (a) High-voltage thyristor structure; (b) LTT operating principle.

26.2.3 Thyristors and Turn-Off
Thyristor Devices

High-voltage high-power thyristors, also termed Silicon Con-
trolled Rectifiers (SCR), are PNIPN structures (Fig. 26.10a)
that can be gated-on by injecting a relatively small gate current
into the device. In pulsed power applications, thyristors can be
used in capacitor discharging circuits, since they can be easily
turned on by a small gate current [10,11,13]. Thyristor turn-off
behavior is not gate-controlled, being similar to the PIN diode
and of little use in pulsed power.

Thyristors can block voltages near 12 kV (the silicon limit is
near 15 kV) and conduct currents up to 8 kA.

Modern thyristor structures like the Light Activated Silicon
Controlled Rectifier (LASCR) or the Light-Triggered Thyris-
tors (LTT) are optically triggered (Fig. 26.10b) using an optical
fibre and can be valuable in high-voltage applications to enable
reducing stray capacitances.

Gate Turn Off Thyristors (GTO, and sometimes called Gate
Controlled Thyristors [GCT]) are distributed gate thyristor
structures, roughly equivalent to a NPN-PNP bipolar transistor
association [10,11,13]. As such, they have turn-on and turn-off
gate capability, present low forward voltage drop, and main-
tain the PNIPN structure, which enable blocking voltages up
to 6 kV and forward currents up to 6 kA.

The GTO, although turn-off controlled, is much slower than
MOSFET or IGBTs, since it is a bipolar carrier device and
it needs high turn-off gate currents, only slightly lower than
their anode currents, meaning their turn-off current gain is
small (between 2 and 10). Therefore, the GTO use in pulse
power is usually limited to the generation of relatively long
prepulses to be applied, through transformers, in sharpening
devices such as the SOS diode. Symmetrical GTO structures are
even slower than asymmetrical, although they can block both
forward and reverse voltages (Symmetrical Gate-Controlled
Thyristor [SGCT]).

The GTO turn-on peak and back-porch gate currents are
also significantly higher than in thyristors, since the PNP tran-
sistor must have low enough current gain to preserve the
turn-off capability. Therefore, GTO gate drivers usually need
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roughly 100 times more power than the gate power needed by
a MOSFET or IGBT. Second breakdown of its bipolar junc-
tions (transistors) and the distributed gate structure mean
that the GTO needs turn-off (dvAK/dt) and usually turn-
on snubbers (diAK/dt), Fig. 26.11, where CV≈ IAK/(dvAK/dt),
LV≈VAK/(diAK/dt), and RV≈ 2

√
LV/CV, which dissipate rela-

tively high power lowering the GTO switching frequency. GTO
thyristors also exhibit current tail at turn-off.

The above-mentioned drawbacks bound the application of
GTO-like semiconductor devices to high voltage and high cur-
rent applications, where the low on-state voltage is mandatory
for high efficiency, but the switching speed, gate-drive power
and reliability are not at concern.

The GTO device is difficult to protect against short-circuit
currents due to its long storage time, long turn-off delay, and
comparatively low turn-off current capability.

Some GTO-derived devices, such as the Integrated Gate
Commutated Thyristor (IGCT) and sometimes the GCT,
incorporate distributed gate drives in close association with the
GTO, being a single device thus improving reliability [18]. This
approach tries to circumvent the gate wiring inductances and
enables accurate control of the turn-on speed. It is useful for
series association of IGCTs, including overvoltage and short-
circuit protections, together with redundancy. Still, the gate
power is significant, and the IGCT needs a turn-on snubber.

Some GTO devices integrating MOSFET-based distributed
gate turn-off drivers, with very low gate stray inductances,
are sometimes called MOS Turn-off Thyristors (MTO) [13]
(Fig. 26.12a). They have the potential to block up to 9 kV and
can be faster than the GTO itself, although they need hybrid
gate drives to turn-on.

If low-voltage, high current MOSFETs are connected in
series with the GTO cathodes (cascode connection) and are
used to turn-on and turn-off the GTO, then the whole
device is usually called the Emitter Turn-off Thyristor (ETO)
(Fig. 26.12b) [13] and has higher switching speed, higher reli-
ability, and easier gate drive than the GTO itself. The ETO on-
state voltage can be lower than in a comparable IGBT and even
lower than in IGCT/GTOs. Thus, emitter-switched GTOs can
present efficiencies and switching speeds higher than compa-
rable high-voltage IGBTs or IGCTs at 4.5 kV, 4 kA, although at
higher costs than IGBTs, but lower than IGCTs or even GTOs.
Like IGCTs, ETOs include a GTO and need a turn-on snubber,
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FIGURE 26.12 Functional equivalent models of (a) MTO; (b) ETO;
(c) conceptual ETO driver; and (d) MCT.

but can be fully optical fiber controlled (stray and electromag-
netic interference reduction). The ETO drivers can easily gen-
erate the needed gate power (self-gate-drive power), including
minimum on/off time generation needed by the GTO, volt-
age, current, and temperature sensors, and easy over-current
protection (MOS turn-off).

The MOS Controlled Thyristors (MCT) [13] are silicon fully
integrated devices that try to improve GTOs, using integrated
both turn-on and turn-off MOS devices (Fig. 26.12d). They can
have lower on-state losses than IGBTs, current densities high
than IGBTs, working temperatures up to 200◦C, and block for-
ward voltages of few kV. Switching speed is high than in the
GTO or even in the high voltage IGBTs. The MCT promises
to withstand much higher values of dvAK/dt and diAK/dt than
GTOs, needing almost no snubbers and benefiting of simple
MOSFET-like gate drivers. As MOSFETs, MCTs can easily be
connected in series or parallel associations to increase their
voltage or current ratings.

26.2.4 Power JFETs and Derived Devices

Power Junction Field Effect Transistors (JFET) (Fig. 26.13), also
termed Static Induction Transistors (SIT), are short-channel,
depletion-type junction field-effect devices operating in the
prepunch through zone [13]. Their operation depends on the
flow of majority carriers (electrons) only (unipolar device),
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and they have very low stray capacitances. Therefore, SITs have
low switching losses and the potential to switch at very high
frequencies, even higher than MOSFETs, up to the THz band.

The SIT is normally-on device (with vGS= 0, it is in the
on-state) that turns off by applying negative gate-source volt-
ages vGS< 0, up to several tens of volts. The vGS negative
voltage reverse biases de PN gate-source junction, pinching-off
the conducting epi-drain and interrupting the flow of majority
carriers.

Unlike SCRs, GTOs, MOSFETs, or IGBTs, the SIT normally-
on property enables its use in high-speed pulse generation cir-
cuits similar to those of SOS diodes, the main difference being
the controlled turn-off with a negative gate voltage vGS≈ −
vDS/υ, where υ is the SIT blocking gain υ ≈�vDS/�vGS.

The normally-on property of the SIT can increase its gate-
drive circuit complexity. A power JFET usually requires larger
power and gate voltages compared with a similar MOSFET.
These two SIT drawbacks can be advantageously solved using
a cascode connection (Fig. 26.14a) in which a JFET is source
switched by a low-voltage, high current MOSFET.

The SIT device presents positive temperature coefficient,
enabling easy paralleling like the MOSFET, and is a unipo-
lar voltage-controlled device enabling relatively easy series
connection. The SIT does not need turn-on or turn-off
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FIGURE 26.14 (a) JFET cascode using two MOSFETs. MOS2 can be used to operate the SIT in the bipolar mode; (b) SITh cascode.

snubbers; simple RC clamping circuits (Fig. 26.15) are enough
for stray inductance overvoltage protection.

The SIT can be operated in the bipolar mode (called Bipo-
lar Mode SIT, BSIT, or BMSIT), if they are designed to allow
positive gate currents to inject holes in the drain channel.
The on-state of the BSIT is almost like that of a bipolar car-
rier device, increasing the turn-off time, but current density is
much higher and useful phenomena for pulsed power might
occur [10, 11, 13].

A SIT-derived structure which is being used in pulsed power
is the static induction thyristor (SITh) also called Field Con-
trolled Thyristor (FCTh) or Field Controlled Diode (FCD). It
includes (Fig. 26.16) a P+ layer (instead of the SIT drain N+
layer) to obtain a PN junction (hence the name pinched diode).
Present SITh devices block 4 kV and can switch peak currents
in the kA range, presenting long lifetimes.

The SITh behaves like a diode if vGK= 0 (gate-cathode
short). This diode can be turned off with almost no reverse
recovery, making vGK negative. However, the depletion capaci-
tance gate current to turn-off can be as high as half of the anode
current, making the SITh gate driver difficult to design and
operate. An alternative to ease the gate driver is to use a cascode
connection (Fig. 26.14b).

The SITh is being used for pulse generation as an opening
switch in inductive circuits (Fig. 26.17), much like the SOS
diode (the SITh behaves as a controlled diode), and holds the
pulse voltage V p during the output phase. The gate current
needed to extract carriers out of the device, to cause deple-
tion and the off-state, is obtained by switching off the inductive
current (with the cascode SITh) in a step-up auto-transformer.
The switching-off induces the negative, fast rising vGK voltages
necessary to extract SITh carriers and to apply the load pulse.
Speed switching in this case can be enhanced by positive feed-
back, the fast gate current decay creating a depleted SITh that
helps in turning off the current.

Much attention is being devoted to new SITs based on sili-
con carbide (SiC) structures and their derived devices, which
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can switch voltages in the kV range and current near the
kA, specially the 4H–SiC SIT cascodes, which are expected to
attain 8–10 kV blocking voltages. Other semiconductor materi-
als such as gallium arsenide (GaAs), gallium nitride (GaN), and
Superjunction Structures (SJ) are being investigated to build
SJ power MOSFET structures, Super Trench MOSFETs (STM),
Vertical Deep Trench (Resurf DMOS – VTR-DMOS), SJ DMOS
and UMOS, SITs, and SIT-derived structures [4]. The GaAs
SIThs are expected to be faster devices than existing power
semiconductors.

26.2.5 Semiconductor Series Stacks and
Generalized Cascodes, Semiconductor
Parallel Stacks

26.2.5.1 Semiconductor Series Stacks
For applications where the needed working voltage is higher
than the available semiconductor ratings, one possible solution

is to series connect several power devices. Steady state and
transient balance or sharing of the voltage between series semi-
conductor devices are very important, since most power semi-
conductor devices do not hold voltages above their rating and
their reverse currents and reverse recovered charges differ from
device-to-device even within the same type and maker, the
semiconductor with the least reverse leakage current will hold
higher voltages.

EXAMPLE 26.3 Consider a string of two series diodes
and suppose the total voltage U = 10 kV, the two diodes
both with nominal repetitive reverse voltage VRRM =
6 kV, but reverse leakage currents of IRmax= 40 mA, and
IRmin= 10 mA. Calculate the diodes reverse voltages.

SOLUTION. We can calculate Reqoffmin=VRRM/IRmax =
150 k� and Reqoffmax=VRRM/IRmin= 600 k� (Fig. 26.18).
Therefore, the diode with Reqoffmin would have the volt-
age VReqoffmin= 10×103×150/(150+600)= 2kV, while
VReqoffmax= 10 × 103 × 600/(150 + 600)= 8 kV that
exceeds the diode maximum rating. This diode would
operate near its avalanche voltage (≈6 kV), which could
be destructive.

Steady-state balancing can be achieved using high-value
parallel resistors Rh so that the parallel of Rh with Reqoffmin or
Reqoffmax should give a resistance able to maintain the semicon-
ductor reverse voltage within acceptable limits.

Considering n-series-connected power semiconductors and
one of them with IRmin= 0 (Reqoffmax≈∞), while the remain-
ing n − 1 have the typical value Reqoff, the total value RT of the
string of resistors is RT=Rh + (n− 1)(Rh||Reqoff) (Fig. 26.19).
The maximum voltage occurs in the diode with Reqoffmax≈∞
being VRmax=URh/RT. This value should observe a safety mar-
gin U /n<VRmax< κVRRM, where κ< 1, that permits to obtain
n>U /VRmax and Rh=Reqoff(nκVRRM−U)/(U−κVRRM). Note
that U > κVRRM and nκVRRM>U .

The Rh resistors should be as high as possible to min-
imize their dissipated power. The maximum Rh value can
be obtained considering the IRmin and IRmax semiconductor
currents (instead of IRmin= 0) to obtain Rh < (nκVRRM − U)/
[(n− 1)(IRmax − IRmin)].

An alternative to the use of the dissipative resistors is to
antiparallel avalanche or Zener diodes or Metal Oxide Varistors
(MOV) with each series device.

To help share the voltage during transients, RSCS paral-
lel snubbers must be also included (Fig. 26.20). If they are
designed just to balance the reverse recovered charge QRR, then
the capacitor value can be given by CSmin≈�QRR/�U , �U is
the allowed voltage mismatch and �QRR is the QRR variation
among devices. Resistor RS limits the discharge current when
the power semiconductor turns on.

To operate the RSCS as a parallel snubber, the cir-
cuit associated stray inductance LS should be estimated.
Assuming energy conservation, a rough estimation of the
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CS value is CS≈ LSI2
RR/[n(κVRRM)2]. Resistor RS should

define the damping factor ξ of the equivalent RLC circuit,
being RS= 2ξ

√
LS/(nCS). For controlled turn-on and turn-

off devices, the RSCS parallel snubber can be improved using
an extra diode (RVCVDV in Fig. 26.11, with LV= LS). To
obtain near-balanced turn-on tr and turn-off tf times for each
series semiconductor, with direct current IAK, hold-off voltage
κVDRM and pulse on minimum time Tpmin, LS should have
the value LS≈ κVDRMtr/IAK and CV≈ IAKtf/(κVDRM), being
RV≈Tpminξ

2/(πCV).

26.2.5.2 Generalized Cascodes
To use a series stack of controlled turn-off semiconductors such
as MOSFETs, SITs, or even IGBTs, the generalized cascode asso-
ciation (Fig. 26.21) is a valuable alternative to the simple series

connection [10, 14, 15]. The simple series association of turn-
off devices usually needs optical fibre isolated gate drivers fed
from transformer isolated current source power inverters with
series connection through high-voltage closed-loop cables, to
assure the insulation between the voltage levels.

The Cascode association is faster than other associations
when unipolar carrier semiconductors such as MOSFETs or
SITs are used. For MOSFET devices (Fig. 26.21b), the capac-
itor C must hold the charge to turn the MOSFET on, being
Ca≈VGSCG/(VDSoff − VGS). Zener diodes should be used
to protect the gate-source oxide. In Fig. 26.21b, the charge-
holding gate capacitors are placed in a configuration where the
m capacitor Cm should have the value Cm≈Ca(n − m + 1), n
being the total number of MOSFETs and m > 1 [15].

For stacking IGBTs, care must be taken when designing the
drivers of the totem pole IGBTs [20, 21]. The positive voltage
of each driver can be obtained from the capacitor of the below
RSCS snubber through a blocking diode connecting the resistor
RS to a turn-off MOSFET driving the IGBT [20, 21]. The CS

capacitor should hold the needed charge to turn-on the IGBT.
When dealing with cascodes, it is mandatory to minimize

the source (or emitter) inductances as they can badly affect the
charging rate of the gate capacitances. Bare chips (bare dice)
and surface mount design should be used, instead of packaged
MOSFETs, IGBTs, or SITs.

26.2.5.3 Parallel Stacks
Parallel associations of power devices can be used when the
available semiconductors do not present the needed current
ratings.

For positive temperature coefficient devices such as MOS-
FETs, SITs, and most of their derived structures, the devices
can be just connected in parallel, taking care of symmetry to
minimize stray inductances and capacitances and to balance
junction temperatures. Individual gate drivers and protection
circuits (except if stray effects are not a concern) should also be
used. This is not valid for the MOSFET intrinsic diode, which
must be disabled.

For negative temperature coefficient devices such as diodes,
thyristors, bipolar transistors, GTO, and other bipolar devices,
several methods could be used as follows:

a. To select devices with very small relative parame-
ter variations (matched devices) and to balance their
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junction temperatures by using a single heat sink and
symmetrical disposition;

b. To use current sharing transformers or coupled induc-
tors (Fig. 26.22);

c. To use current feedback control techniques [22] if the
paralleled devices have turn-off capability;

d. To use small resistors in series with each power semi-
conductor device (Fig. 26.23), calculated upon the
maximum, minimum, and typical device parameters. It
is possible to show that a rough estimate for the series
resistor RE is RE≈ (V1max−V1min)/(I2−I1) [10], where
V1max is the device family maximum on voltage at the
minimum allowed current I1, and V2min is the device
type minimum on voltage at the maximum allowed
current I2 (I2 > I1).

One of the previous approaches has to be selected upon
the pulsed power application to minimize costs and maximize
performance.

26.3 Load Types and Requirements

Pulsed power applications present some of the most demand-
ing loads to the modulators in terms of pulse requirements,
as, normally, almost rectangular pulses are needed to many
applications in capacitive and inductive loads.

Nowadays when evaluating a PP modulator topology, it
is important to consider, in addition to cost, size, simplicity
of operation, and efficiency, the flexibility for different oper-
ating conditions into various load conditions (i.e., resistive,
capacitive, and inductive).

In fact, the growing variety of environmental, biological,
medical, and industrial applications using positive or negative
high-voltage repetitive pulses, for enhancing the characteristics
of a product or method, impose various load conditions to the
modulator circuits [23].

For example, applications with plasmas or gases present
normally capacitive behavior, like plasma implantation or air
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processing for pollution control [24, 25]. Applications that use
coils present an inductive behavior, like electromagnetic form-
ing, or whenever a high-voltage transformer is associated to the
modulator to further increase the output voltage [26, 27]. In
addition, food processing and water treatment present resistive
behavior.

26.3.1 Resistive (R) Loads

Pure resistive-type loads are not common in pulsed power
applications, being the processing of liquids one of the excep-
tions, in applications such as liquid food sterilization, waste
water decontamination, and biomedical materials. However,
resistive loads are used frequently as a load reference for test-
ing and comparison of the pulse voltage waveform between
different types of modulators.

The problem is to find a resistor that can handle the gen-
erated power, the voltage level, at the same time, without

presenting inductive behavior. There are expensive commer-
cially available types for HV and kW operations, alternatively,
it is possible to fabricate, much cheaper, water resistors for any
power and voltage needed.

A water resistor is essentially an insulator tube filed with
an aqueous electrolytic solution and a metal electrode in each
extremity, capable of dissipating the average power and holding
the high voltage from the modulator. Typically, it is made up of
dilute solution of copper sulfate (CuSO4) in deionized water
(a good electric insulator), which does not degrade the copper
electrodes, the higher the CuSO4 concentration the lower the
resistance, being the total resistance proportional to the length
of the tube [28].

The energy dissipated in the water produces a change in
its temperature �t , which can be determined by knowing the
specific heat of water, Cp,

�t = Q

mCp
, (26.1)

where Q is the change in thermal energy, and m is the mass of
the water resistance tube.

Nevertheless, the use of water resistances brings some lim-
itations. First, with the temperature increase, air bubbles are
formed that change the resistance value. Second, the CuSO4

molecule breakdown linked with electrolyses phenomenon has
undesirable results: (1) gas release that increase the pressure
inside the tube, a gas release aperture is advisable in the tube
edges to prevent the increase of the pressure inside the tube; (2)
the metallic copper decomposition in the cathode (i.e., copper
transport from the anode to the cathode), changes the test
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conditions. With time, the performance of a water resistance
may change in consequence of these effects.

EXAMPLE 26.4 Consider a HV pulse modulator that
produces a 20 kV/10 A pulse during 10 μs with 100 Hz
repetition rate. Calculate the temperature increment of
l= 1 − m tube (made from insulating material) with an
internal diameter of d= 2.5 cm when used as a load to
the modulator during 60 s.

SOLUTION. The energy per pulse is

Ep=VpIpton= 20× 103 × 10× 10−5= 2 J.

The energy in 60 s is

E60= 60f Ep= 60× 100× 2= 12 kJ.

The volume of water inside of the tube is

VW=πr2l=π0.01252= 0.491× 10−3m3= 491 g.

Then, considering that 1 calorie= 4.2 J, results in

�t = Q

mCp
= 12000

491× 4.2
= 5.8◦C.

Hence, for an initial water temperature at 25◦C, after 60 s,
the temperature will reach up to 30.8◦C.

26.3.2 Capacitive (C) and RC Loads

Pulse power applications associated with plasma and gas pro-
cessing, and occasionally liquids, present typically capacitive
behavior to the PP modulators. In fact, some of the most chal-
lenging operating conditions are related with the operation
with plasmas.

A typical example is plasma-based ion implantation (PBII)
where a target is immersed in a plasma, produced in a confined
volume, and almost rectangular negative HV pulses are applied
to it. This results into a high current peak at the beginning of
the pulse, rapidly decreasing to a much smaller value. The ini-
tial transient current that charges the main system capacitances
can be several orders of magnitude greater than the stationary
current at the pulse end, when the load imposes almost open-
circuit impedance, presenting an additional challenge to the
modulator. The above load dynamic characteristics can be rep-
resented in an RC electrical equivalent circuit as in Fig. 26.24
[29, 30].

For plasma loads such as PBII, considering plasma character-
istics and typical wanted results, the modulator requirements
can be sought: (a) the voltage pulse waveform must be inde-
pendent of the load impedance; (b) the pulse rise time must be

−

+

C1

R1

R2νo

C2

FIGURE 26.24 Simplified electrical equivalent circuit of a PBII load.

in the order of the microseconds and small compared with the
pulse width; (c) the pulse duty cycle must be a few percent; (d)
the pulse width and frequency should allow some load varia-
tion; (e) there must be a current limit in case of short circuit;
(f) in order to be practical, the power supply cannot be too
complex and bulky while including all the necessary protection
systems for personnel and equipments.

In capacitive-type loads, it is extremely important, also, that
the modulator topology has the capability to short circuit the
load after the HV pulse, quickly discharging all the load and
parasitic capacitances to zero, otherwise the load stays charged
to almost full pulse voltage.

26.3.3 Inductive (L) and LR Loads

Inductive-type loads are present when a pulse transformer is
used to further increase the voltage level of a modulator or
when voltage pulses are applied to inductive loads such as coils.
An example of the last is electromagnetic metal forming appli-
cation (EMF), where HV resonant topologies apply kiloampere
current pulses, during hundreds of microseconds, into very
low-inductance systems [8].

For inductive operation, the modulator must clamp the load
with an opposite polarity voltage after each HV pulse, dur-
ing enough time to guarantee a zero average load voltage.
In general, this is not accomplished with turn-off capability
semiconductor switches but rather with freewheeling diodes.
Also, the topology can either be dissipative or it can send the
energy stored in the magnetic circuit back to the power supply,
increasing the efficiency of the modulator.

26.4 Solid-State Pulsed Power Topologies

The use of innovative techniques, supported on dc–dc isolated
converter topologies, brought from solid-state power electron-
ics, taking advantage of all the capabilities of such devices,
circumventing their limitations, is playing an important role to
the expansion of pulse power technology to a wide range of new
applications, needing compact, small size, and efficient pulse
modulators, spreading to almost every industrial and commer-
cial fields, from food sterilization, biomedical applications, and
pollution control to surface engineering [30–35].
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Nevertheless, each pulsed power application represents a dif-
ferent challenge for the pulsed power technology and the load
requirements normally imposes limits to the use of each type of
power converter topology. One important characteristic associ-
ated with many pulse power applications is the low duty ratio,
D, pulse operation (i.e., usually lower than 5%, [1, 2]), where
the pulse width is much shorter than the pulse period, which
reduces significantly the modulator average power and also the
dissipated power into the load, as

Pav=VpIpD, (26.2)

where Vp and Ip are, respectively, the pulse voltage and current
amplitude, supposing a rectangular pulse with D= ton/T duty
ratio.

In order to take the most of each topology and also to be able
to extend these concepts to other topologies that have potential
for high-voltage pulsed generation, it is important to under-
stand the concepts and to know the advantages and limitations
when using each topology.

In this section, several topologies capable of generating high-
voltage pulses based on relatively low voltage semiconductors
devices are analyzed. The study begins with the most common
configurations for pulse generation that switch the HV voltage
directly into the load, using stacks of series semiconductors.

The dc–dc isolated converter topologies, forward, flyback,
full-bridge, and half-bridge, which can be modified to produce
high-voltage rectangular repetitive pulses, with techniques that
enable the use of relatively low semiconductor devices, are
presented in the next section. Here, the use of a step-up
transformer provides galvanic isolation and further increases
the output voltage pulse amplitude, although the transformer
presents limitations to its use. In order to overcome various
technical hitches in assembling a unique high-voltage cir-
cuit, stacked associations of lower voltage topologies are also
discussed with and without the use of output transformers.
Finally, the mature Marx generator pulse power topology is dis-
cussed with the intensive use of semiconductors. This concept

is also proposed for distributing the voltage in series stacks of
semiconductors.

It is important to define some of the pulse parameters men-
tioned in the following sections, as shown in Fig. 26.25 for the
practical shape of unipolar voltage pulses.

Considering Fig. 26.25, the voltage pulse can be character-
ized by several parameters:

• rise time, tr: period of time from 0.1 to 0.9 V, where V is
the plateau amplitude of the pulse;

• overshoot, �Vs: voltage excursion, after the rise time,
above the pulse plateau V ;

• width,�t : pulse duration in the 0.5 V region;
• undershoot, �Vd: voltage excursion, after the fall time,

below minimum voltage, 0 volt;
• droop, �V : in relation to the plateau amplitude V ,
�V =V − Vf ;

• fall time, tf : period of time from 0.9 to 0.1 Vf, where Vf is
the final pulse voltage, different from V because of�V ;

• tail: voltage descend during pulse fall.

26.4.1 Direct Switching

The most straightforward technique for high-voltage pulse
generation consists in switching directly the voltage from a dc
capacitor bank charged with high voltage into the load, using
a floating or a grounded switch, as shown in Fig. 26.26 and
Fig. 26.28, respectively.

26.4.1.1 Floating Switch
Consider the circuit in Fig. 26.26, where the HV power supply,
PS, Vdc charges an energy storage capacitor bank Cdc. The PS
internal resistance added by the switch and wiring ohmic resis-
tances is represented by rdc that limits the maximum charging
current. Sometimes, a series inductor Laux is also added, which
acts as a current limiter and causes some boost of the capacitor
voltage during the charging period.

The voltage is modulated into the load by the series float-
ing switch Sp, which operates with duty ratio D. The switch-on
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FIGURE 26.26 Direct modulator simplified circuit with floating switch.
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FIGURE 26.27 Typical RC discharge waveform.

and switch-off control applies the full bank voltage to the load
with the pulse width and frequency being controlled by the gate
trigger. Supposing Cdc charged with Vdc, when Sm is on, during
ton, the Cdc capacitor applies a voltage Vdc into the load. During
this period, the inductance Laux limits the discharge of the PS
to the load.

If the load has capacitive behavior, an auxiliary circuit must
be added to discharge the load capacitance to zero after the
voltage pulse. For low duty ratio operation or low-power oper-
ation, a permanent parallel resistor Ra1 can be connected to the
load, which must hold-off the applied voltage. The Ra1 value
depends on its average power dissipation

PRa1 =
V 2

dc

Ra1
D (26.3)

and the required load voltage fall time.
As an alternative, for high duty ratio operation or high-

power operation, it is preferable to use an auxiliary series switch
Sa with Ra2 to short the load after the pulse. In this case, the
value of Ra2 can be significantly reduced.

The main advantages of Fig. 26.26 topology are associated
with the generation of voltage pulses with low rise time, low
voltage droop, and also the flexibility to change the frequency
and duty ratio operation. However, the pulse characteristics are
limited by the energy stored in the capacitor bank and on the
performance and power dissipated in the switches, and also on
the rate of charge of Cdc.

The energy initially stored in the Cdc capacitor is

ECdci =
CdcV

2
dc

2
, (26.4)
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FIGURE 26.28 Direct modulator simplified circuit with grounded
switch.

if the S off time, T− ton, is enough for the PS Vdc to charge Cdc.
Following, during ton, the energy delivered to the load is

E0= V 2
dc

RL
ton. (26.5)

For PP applications, only a small fraction of the stored energy
should be transferred to the output during the pulse mode,
otherwise the pulse voltage has a typical RC discharge wave-
form, as shown in Fig. 26.27, and not an almost rectangular
shape, as shown in Fig. 26.25.

For a resistive load, the pulse voltage decay Vdcf can be
calculated as

Vdcf=Vdcie
− t

RLCdc . (26.6)

Considering a resistive load RL, the capacitance of the Cdc

capacitor (Fig. 26.26 circuit) can be determined according to
energy delivered to the load. For the required pulse voltage
droop�v0,

�v0=
VCdcf

VCdci

, (26.7)

where VCdcf is the capacitor voltage at the end of pulse, ton,
and VCdci is the capacitors voltage immediately before the pulse.
Considering (26.7), the difference between (26.4) and (26.5) is
the energy stored in the Cdc capacitor at end of pulse mode,
ECdcf ,

ECdci − E0= ECdcf , (26.8)

where (26.8) for this case results in

CdcV
2
dc

2
− V 2

dc

RL
ton= Cdc(�v0Vdc)

2

2
(26.9)

considering that VCdci =Vdc. Equating (26.9), the capacitor
value should satisfy the condition

Cdc ≥ 2ton

RL(1−�v2
0)

. (26.10)
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Considering (26.3) through (26.10), it is mandatory to store in
Cdc an energy greater than five times the pulse energy in order
to have an output voltage droop better than 10%, but if a 1%
voltage droop is expected, a 50 times storage energy is required,
which may impose limits to the design of the modulator.

In addition, the Vdc power supply must be able to recharge
the Cdc capacitor with an energy equal to the delivered pulse
energy, E0, plus losses, during the charging, T − ton, and pulse,
ton, periods

PVdc =
E0

T − ton
+ Ploss. (26.11)

During the initial charging of the capacitor Cdc, the PS takes a
longer time in order to limit the power dissipation in the Rdc

resistor.
The main disadvantages associated with the circuit in

Fig. 26.6 are the Sm switch floating trigger terminals, resulting
in a trigger signal that must be transmitted with galvanic isola-
tion. Also, switch Sm must hold the total Vdc voltage during the
off period, T − ton, and conduct the load current during the on
period.

EXAMPLE 26.5 Consider the HV pulse modulator of
Fig. 26.26, where Vdc= 20 kV. Calculate the value of
the capacitor Cdc for applying 50 μs, 1600 Hz, into a
RL= 1 k� load, and the minimum power of the power
supply, Vdc, considering 20% losses during the charging
and pulse modes.

SOLUTION. Considering the capacitor Cdc initially charged
with Vdc and a voltage droop of 5%, then (26.7)

�v0=
VCdcf

VCdci

= 19, 000

20, 000
= 0.95,

which results (26.3)

Cdc ≥ 2ton

RL(1−�v2
0)
= 2× 50× 10−6

1000(1− 0.952)
= 1.025 μF

Choosing a 1.2 μF, then the energy stored in Cdc initially
is

ECdci =
CdcV

2
dc

2
= 1.2× 10−6 × 20, 0002

2
= 240 J.

The energy delivered to the pulse is

E0= V 2
dc

RL
ton= 20, 0002

1000
× 50× 10−6= 20 J.

This means that after the pulse, the energy stored in
the Cdc capacitor is 220 J, corresponding to a final pulse
voltage of 19.149 V that is 4.2% voltage droop.

Finally, the PS Vdc must recharge the 20 J, plus 4 J (i.e.,
20% losses) in T − ton= 625 μs, then

PVdc =
E0

T − ton
+ Ploss= 20+ 4

625× 10−6
= 38.4 kW.

26.4.1.2 Ground Switch
It is possible to connect the switch Sm referenced to ground and
the Cdc capacitor floating as shown in Fig. 26.28. Considering
Fig. 26.27 circuit, when Sp is off, the Cdc capacitor is charged
through the load. Supposing Cdc charged with Vdc, when Sm

turns on the positive terminal of Cdc is grounded and a voltage
of Vdc is applied into the load.

The main advantage of Fig. 26.28 configuration in relation
to Fig. 26.26 is that Sm is grounded, which makes the trigger-
ing process easier. However, in the Fig. 26.28 circuit, during the
pulse period ton, the Vdc power supply is shorted, increasing
dramatically the power dissipation in Rdc, which is a significant
disadvantage that limits the operation to very low duty ratios.

If inductive-type loads are to be connected in both circuits,
it is mandatory to use a free wheeling diode in parallel with
the load to reset it after the pulse and, also, to maintain the
magnetic energy continuity.

26.4.1.3 Series Stacks of Semiconductors
Considering the dozens of kilovolt range pulse amplitude in the
majority of pulsed power applications and the limited maxi-
mum reverse voltage of semiconductor switches, such as power
BJT, MOSFET, IGBT, GTO, and IGCT, it is necessary to con-
nect many semiconductors in series to assemble the Sm and Sa

switches in Fig. 26.26 and Fig. 26.28, as shown in Fig. 26.29
[36–41].

As seen, sharing resistors for steady state and RCD snubber
circuits for transient voltage balance are needed for on–off -
controlled semiconductors. In addition, it is complex to syn-
chronously trigger many devices in series, placed at different
floating high-voltage potentials.

Gate-control delay techniques, or generalized cascades, are
used to force the synchronized operation of semiconductors
with mismatched switching on/off characteristics [42].

Nevertheless, in order to prevent shutdown of a series-
stacked semiconductor switch due to a defect arising in one
semiconductor, redundant switches are, usually, included in the
series, about 20% more, such that the surviving semiconduc-
tors share the voltage and the failed semiconductor is still able
to carry the load current. This is true since the power switches
used are built to short circuit when failing [43].

In order to decrease the voltage hold-off stress on the semi-
conductors, it is possible to add a high-voltage step-up pulse
transformer in the output, further increasing the output volt-
age to the desired amplitude. However, several following issues
must be taken into consideration before designing the circuit
[44–47]:
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FIGURE 26.29 Series-stacked semiconductor topology for high-voltage pulse generation.

1. The parasitic elements (i.e., distributed capacitance
and leakage inductance) normally associated with the
assembling of the transformer impose limitations to the
output pulse waveform, degrading the pulse rise time
and voltage plateau;

2. The transformer core volt-seconds product limits the
transformer flexibility to accommodate different oper-
ating conditions, such as, duty ratio and frequency;

3. After the pulse, it is mandatory to reset the transformer
core magnetic flux back to the initial status before the
next pulse, which imposes an auxiliary circuit.

Some of the topologies used in power electronics, designed
for dc–dc isolated converters, can be specially modified for
pulse generation, where the addition of the transformer gives
the galvanic insulation and contributes to the reduction of
the hold-off voltage in the semiconductors as described in the
following sections.

26.4.2 DC–DC Isolated Converters

The use of classic high-voltage modulator topologies, such as
the ones described in the previous section, substituting the
hard-tube switches by stacked semiconductors is frequently
not the best solution for high-voltage pulse generation when
using semiconductors, due to the still high-voltage limitations
of the devices and their sensibility to over-voltage and over-
currents.

Alternatively, it is advantageous to take into account the
topologies that were originally designed for power semicon-
ductors such as the dc–dc isolated converters. The literature
refers the use of full-bridge, half-bridge, forward and flyback
converters in hard-switching and resonant topologies for appli-
cations such as rapid capacitor high-voltage charging, food
processing, X-ray, plasma processing, and air and water pol-
lution control [32–35].

The use of a transformer for galvanic isolation in the forward
converter, derived from the buck dc–dc converter, the flyback
converter, derived from the buck-boost dc–dc converter, and
the bridge topologies can significantly reduce the voltage stress

on the semiconductors. In this section, the focus is placed
on the particular characteristics that enable high-voltage pulse
generation, using relatively low-voltage semiconductor devices.

As the objective is to generate high-voltage pulses at the
output, several changes must be introduced in the typical
topologies and operating conditions of these circuits. The most
obvious is the elimination of the output LC filter used to keep
the output voltage nearly constant.

In the following analysis, it is considered that the semi-
conductors switches have ideal switching behavior, instanta-
neous commutation times, zero voltage drop, and zero leakage
current.

26.4.2.1 Forward Topology
The simplified forward-type circuit used to generate negative
unipolar high-voltage pulses into a load is shown in Fig. 26.30
and the theoretical key waveforms are shown in Fig. 26.31. For
positive unipolar pulses, the ground should be placed on the
opposite secondary transformer terminal. The auxiliary RCD
voltage clamp circuit connected to the transformer primary
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FIGURE 26.30 Simplified layout of the pulsed power forward-type cir-
cuit used to generate negative, high-voltage pulses to a load.
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FIGURE 26.31 Theoretical key waveforms for the circuit in Fig. 26.30,
for a resistive load: (a) switch-trigger signal vgs; (b) primary winding volt-
age, v1; (c) switch voltage vs; (d) D2 reverse voltage; (e) D1 reverse voltage;
and (f) load voltage v0.

winding is used to reset the transformer using the lowest con-
stant voltage. Considering that the RCD clamp capacitance Cs

is sufficiently large, the voltage VC across it can be assumed
constant [48, 49].

For pulse generation, the circuit operation can be explained
considering only three operating modes [32, 50]. In the first
mode, the pulse mode, when the main switch S is turned on
during �1T =DT = ton, where D and T are, respectively, the
S duty ratio and operating period, the energy is transferred
from the transformer primary winding circuit to the output. As
the voltage applied to the transformer primary winding N1 is
Vdc, the secondary winding N2 diode D2 is on, thus the voltage

applied to the load is

v0= N2

N1
Vdc, (26.12)

where N2/N1 is the transformer turns ratio, N. In addition, the
RCD diode D1 is off, with a reverse voltage of

vka(D1)=Vdc + VC. (26.13)

For a resistive load RL, the pulse amplitude is given by

i0=
N2
N1

Vdc

RL
(26.14)

In the second mode, the reset mode, when the main switch S
turns off, the RCD diode D1 goes on and the voltage applied to
transformer primary winding is −VC, which resets the trans-
former core. During this time,�2T , the secondary diode D2 is
off, holding off a reverse voltage of

vka(D2)= N2

N1
VC, (26.15)

which results into a zero-load voltage. From (26.15), the lower
the VC voltage and the transformer turns ratio N , the lower is
the voltage hold-off by diode D2. In addition, the switch S must
hold-off a voltage

vs=Vdc + VC, (26.16)

where VC must be as low as possible to decrease this voltage.
Finally, in the third mode, the safety mode, following the

transformer reset period, during �3T , still with S off, the
voltage applied to S is

vs=Vdc, (26.17)

and the voltage applied to the transformer is zero. It is impor-
tant to have �3T > 0 in order to guarantee a safety operating
margin for the transformer core reset. For practical opera-
tion, values between 20% and 30% should be sufficient. This is
done by increasing the VC clamp voltage above the calculated
value.

The operation of Fig. 26.30 circuit for high-voltage pulse
generation imposes several conditions as follows:

1. The use of a step-up transformer in order to decrease
the voltage on the devices connected on the primary
side;

2. A minimum reset voltage VC to guarantee the complete
transformer core reset during the S off period, �3T >

0, reducing at the same time the hold-off voltage of D2

(26.15) and of S (26.16).
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Considering the second condition, it is important to under-
stand the relation between the reset voltage VC with the
operating conditions, such as the duty ratio D.

The reset voltage VC can be calculated by equating the inte-
gral of the primary winding voltage, v1, over one time period
to zero

1

T

T∫
0

v1dt = 0 ⇔ 1

T

⎡
⎢⎣
�1T∫
0

Vdcdt +
�1T+�2T∫
�1T

(−VC) dt

+
T∫

�1T+�2T

0dt

⎤
⎥⎦ = 0

⇔ VC = Vdc
D

�2
=Vdc

ton

�2T
, (26.18)

where�2T = τ is the transformer core reset period.
For the boundary condition�3T = 0 (i.e.,�1T +�2T =T

and�2=D), (26.18) becomes

VC= D

1− D
Vdc. (26.19)

Substituting (26.19) in (26.15) results for vka in diode D2 results
in

Vka(D2)= N2

N1
VC= N2

N1
Vdc

D

�2
. (26.20)

Considering (26.18) and (26.20) and introducing the load
voltage module |V0| and the ratio of τ /toff, the reset time and
the time switch S is off, results in

Vka(D2)

|V0| = ton

�2T
= ton

�2T
toff

toff

= ton
�2T
toff
(T − ton)

= DT
�2T
toff
(T − ton)

. (26.21)

Simplifying (26.21) becomes

Vka

|V0| =
(

D
τ

toff
(1− D)

)
, (26.22)

which can be represented graphically by Fig. 26.32, where

τ

toff
= �2T

(�2 +�3)T
= �2

�2 +�3
, (26.23)

with�1 +�2 +�3= 1 and�1=D.
The graphic in Fig. 26.32 shows the maximum load voltage

hold-off by diode D2 as a function of S duty ratio, D, and the
transformer reset factor, τ /toff.
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FIGURE 26.32 Graphic representation of the reverse voltage of diode
D2 as a function of the reset time and duty ratio of the forward topology
(26.30).

Various conditions can be presented for high-voltage pulse
generation by forward converters using low-voltage solid-state
devices as follows:

1. If the switching duty ratio is only a few percent, and the
resetting time extends to almost all the main switch-
off time (i.e., �2T +�3T), diode D2 holds off a small
fraction of the output voltage;

2. If a step-up transformer is used, N � 1, this topology
enables, also, the use of low hold-off voltage semicon-
ductors in the primary transformer side, when com-
pared with the output load voltage.

For safety reasons in order to ensure that the transformer
core is fully reset, the transformer resetting time must end
before the off state of the S switch ends,�3T > 0.

The short duty cycles required for generation of HV pulses
with low-voltage semiconductors is not a shortcoming, as most
PP applications require short-pulse widths and large recovery
times.

Much care should be put in the design and assembling of
the transformer as this element must sustain the HV between
its terminals. In addition, this topology requires the polar-
ity of the primary winding of the transformer to be identical
to that of the secondary winding and so the energy of the
load is obtained during the on-state of the switching device.
Therefore, it behaves like a true transformer, wherein energy
storage is undesirable, associated with the leakage inductance.
However, the forward converter transformers have the poorest
utilization and efficiency ratios, because neither the core nor
the windings are used during the lengthy core reset interval.

Due to the low, main switch S duty-cycle operation and
transformer behavior, the RCD clamp voltage is designed for a
low current, typically, a few percent of the main circuit current.

The RCD clamp can be considered a buck-boost converter
in discontinuous mode of operation, and designed so that,
under any load conditions, during the S switch-off period, the
transformer core is fully reset [49].

For resetting the transformer core, other solutions can be
implementing, such as a third auxiliary winding, but the fact
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that this transformer is for HV pulse generation, limits in terms
of parasitic, assembling complexity and safety.

EXAMPLE 26.6 Suppose the generation of−5 kV ampli-
tude pulses with 5 μs and f = 10 kHz (D= 5%) from the
circuit in Fig. 26.30. The circuit is supplied from a mains
transformer at Vdc = 500 V and a N = 10 pulse trans-
former is used. Calculate the semiconductor switches S,
D1, and D2 hold-off voltage.

SOLUTION. Consider first boundary condition (26.19),
then

VC= D

1− D
Vdc= 0.05

1− 0.05
500= 26.3 V.

The semiconductors hold-off at 526.3 V for the S switch
and diode D1, and 263 V for diode D2, respectively,
10.5% and 5.26% of the output voltage.

Consider now a reset factor of τ /toff ≈ 65%, then
�1= 5%,�2≈ 62.5%, and�3≈ 32.5%. From (26.18)

VC =Vdc
ton

�2T
= 40 V,

resulting in 540 V for the S switch and diode D1, and
400 V for diode D2, respectively, 10.8% and 8% of the
output voltage.

Hence, for generating 5-kV pulse, 800 V semiconduc-
tors could be used, considering a 100% safety factor.

26.4.2.2 Flyback Topology
The simplified flyback-type circuit used to generate negative
high-voltage pulses into a load is shown in Fig. 26.33; for
positive pulses, the ground should be placed on the opposite
terminal.

The circuit in Fig. 26.33 is similar to the circuit shown in
Fig. 26.30, but the polarity of the diode D2 on the secondary
winding is reversed. However, this simple change imposes
completely different circuit behavior [48].

Considering the circuit in Fig. 26.33 and the theoretical key
waveforms of Fig. 26.34, for boundary conditions, when the
main switch S turns on, the energy is stored in the transformer
as magnetic flux, the transformer must act as a coil storing
energy. The voltage applied to the transformer primary wind-
ing is Vdc ; the RCD diode D1 and the secondary winding diode
D2 are off, thus the voltage applied to the load is zero. The
secondary diode D2 reverse voltage is

vka(D2)= N2

N1
Vdc, (26.24)

and the RCD diode D1 reverse voltage is

vka(D1)=Vdc + VC. (26.25)
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FIGURE 26.33 Simplified layout of the pulsed power flyback-type cir-
cuit used to generate negative high-voltage pulses to a load.

When the main switch S is turned off, the energy stored in the
transformer is transferred to the output. The voltage applied
to the transformer primary winding is −VC; the RCD diode
D1 and the secondary winding diode D2 are on, and voltage
applied to the load is, approximately,

v0= − N2

N1
VC. (26.26)

The voltage hold-off the main switch S is

vds=Vdc + VC. (26.27)

The RCD clamp voltage has two purposes: (1) reduce the
voltage spike that occurs due to the resonance between the
transformer leakage inductance and the switch S output capac-
itance, in the off state; and (2) establish the pulse voltage during
the same period of time.

Considering the transformer primary winding voltage wave-
form given in Fig. 26.34, the clamp voltage, VC, can be approxi-
mately derived by equating the integral of the primary winding
voltage, v1, over one time period to zero

VC= D

1− D
Vdc, (26.28)

similar to the VC voltage in the buck-boost topology (26.19).
Concerning high-voltage pulse generation [50], if the

switching duty ratio is near 100%, D2 blocks only a small frac-
tion of the output voltage. Additionally, if the RCD diode D1

is on during the S switch-off time, meaning the flyback cir-
cuit runs in continuous mode, the output voltage pulse is well
defined by the RCD capacitors voltage VC. Moreover, with
a step-up transformer (N � 1), this topology also enables
relatively low-voltage semiconductor devices in the primary
side.
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FIGURE 26.34 Theoretical key waveforms for the circuit in Fig. 26.33,
for a resistive load: (a) switch-trigger signal vgs; (b) primary winding volt-
age, v1; (c) switch voltage vs; (d) D2 reverse voltage; (e) D1 reverse voltage;
and (f) load voltage v0.

For efficiency reasons, the flyback circuit parameters should
be calculated in order that the circuit works at the boundary
between the continuous and noncontinuous state. This is done
by assuring that the RCD diode D1 turns off at the same instant
the switch S turning on. The RCD clamp voltage is sized by the
main circuit current due to the high duty ratio operation of
switch S and the coil-like transformer behavior.

The flyback transformer design is more complex than the
forward transformer, as the energy is supplied to the load

during the off state of the S switch, meaning that the trans-
former must be designed to store energy during the on state of
the S switch, behaving as a coupled inductor.

The S switch current interruption requirements and the cou-
pled inductor design can be much more challenging in the
flyback topology at power levels of interest and represent a lim-
itation of this topology. This is normally the realm of much
higher current devices such as the IGBT and GTO or the use of
parallel semiconductors.

Nevertheless, the flyback circuit is much more fault tolerant
to a short circuit in the load or load faults since the switch S
is in the off state during the output pulse and will not see the
fault current as would the forward converter topology.

Comparing the forward and flyback topologies for HV pulse
generation for the same output voltage pulse amplitude, using
the same turn ratio transformer, the forward circuits need a
high amplitude dc PS voltage Vdc, but the RCD voltage is lower
and the switch S duty ratio is low. Also, in the flyback topology,
the voltage pulse width is not as well defined as in the forward
because it is generated by the RCD circuit.

Both topologies have problems in dealing with capacitive
loads because the dynamic variations in the load impedance
mismatch the output of the transformer. The solution requires
the use of a permanent dummy load, but this increases the
power dissipation. Another possibility is the use of a switch
dummy load, which will put a semiconductor device in the
high-voltage region.

EXAMPLE 26.7 Suppose the generation of−5 kV ampli-
tude pulses with 5 μs and f = 10 kHz (D= 95%) from the
circuit in Fig. 26.33. The circuit is supplied at Vdc= 25 V
and a N = 10 pulse transformer is used. Calculate the
semiconductor switches S, D1, and D2 hold-off voltage.

SOLUTION. Consider (26.28), then

VC= D

1− D
Vdc= 0.95

1− 0.95
26.3= 500 V.

The semiconductors hold-off at 526.3 V for the S switch
and diode D1, and 263 V for diode D2, respectively,
10.5% and 5.26% of the output voltage.

Hence, for generating 5-kV pulse, 800 V semiconduc-
tors could be used, considering a 100% safety factor.

26.4.2.3 Bridge Topologies
The forward and flyback topologies are suitable for the genera-
tion of unipolar HV pulses. If bipolar pulses are needed, bridge
configurations should be used, like the full- and half-bridge
topologies with or without a step-up transformer [32–35].

Considering a half-bridge topology (Fig. 26.35a) shows the
configuration for obtaining positive pulses, where the switch
S1 applies the pulse to the load, and switch S2 is capable of
applying a zero voltage to the load, which can be important
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if the load is capacitive, as shown in Fig. 26.35b, otherwise, the
load will stay charged. If antiparallel diodes are connected to
the switches, pulses can be applied to inductive loads, where the
S2 antiparallel diode reset the load after the pulse. For negative
pulses, the circuit is presented in Fig. 26.36a, similar operat-
ing behavior applies now for opposite polarity, as shown in
Fig. 26.36b.

The main limitation of this topology is the hold-off voltage
of the semiconductors, which must block the same voltage as
the dc HV power supply Vdc. If a transformer is connected in
parallel with switch S2, its antiparallel diode can reset the trans-
former core after the pulse, but this is limited to low duty ratio
operation due to the low-reset voltage impose by the diode.

If positive and negative pulses (i.e., bipolar) need to be gen-
erated using a half-bridge topology, then two power supplies
are required, as shown in Fig. 26.37. In this case, each switch Si
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FIGURE 26.35 Half-bridge topology for generating positive HV pulses; (a) simplified circuit and (b) output voltage, v0, for a capacitive load, CL//RL.
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FIGURE 26.37 Half-bridge topology for generating positive and/or negative HV pulses; (a) simplified circuit and (b) output voltage, v0, for a capacitive
load, CL//RL.

must hold-off the sum of the two power supplies voltages, that
is, 2Vdc. However, for capacitive-type loads, it is not possible
to discharge the load capacitance after the pulse, as shown in
Fig. 26.37b, since both S1 and S2 must be off.

In order to decrease the switches voltage hold-off, it is com-
mon to use the full-bridge topology, shown in Fig. 26.38a,
which also uses one less power supply. Each switch hold-off
voltage is only Vdc. The use of more switches also increases
the capability to deal with different load conditions, as shown
in Fig. 26.38b. In fact, with the full-bridge topology, positive
and/or negative pulses can be applied to any type of load. Nev-
ertheless, depending on the flux of energy not all the controlled
turn-off switches are always required.

These topologies are used in applications such as rapid high-
voltage capacitor charging, food processing, or air pollution
control, where bipolar pulses enhance the process [26–30].
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It is also possible to connect a transformer at the output ter-
minals to increase the output voltage amplitude and to lower
the hold-off voltage in the semiconductors switches if high-
voltage pulses are to be generated, with the limitations already
described. In order to limit the switches losses, it is common to
use auxiliary inductors and capacitors in series or parallel con-
figurations to couple the H-bridge to the HV transformer and
also to guarantee a zero average voltage applied to the primary
winding.

26.4.3 Cascade Circuits

The assembling of a single modulator circuit with very HV can
be a very complex task and result in a number of problems as
follows:

• Transformer assembled with very high turn ratio and
voltage output;

• Many semiconductors stacked in series;
• Presence of HV in small distributed volume and safety

distances;
• Coupling parasitic capacitances and inductances between

devices.

In order to avoid these problems, it is possible to cascade single
modulators circuits where the output voltage is the sum of the
individual outputs. However, care is needed in the connection
of each circuit as voltage sharing between them is essential.

26.4.3.1 Circuit without Output Transformers
In the topology shown in Fig. 26.39, there is no transformer
between the energy storing capacitors and the load, the system
is composed of basic pulse generator cells, made by a capacitor
Ci and a switch Si, stacked in series. The challenge in this type
of generator is the uniform distribution of the voltage between
each cell due to the floating nature of each cells and the high
dv/dt with respect to the ground occurring during the rise and
falling time of the pulse. For this reason, great care must be
taken in order to limit capacitance between each cell and the
ground [17].

For proper operation, the capacitors in each cell of Fig. 26.39
circuit need to be charged using a galvanically isolated power
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FIGURE 26.39 Series-stacked modulator topology.

supply. One of the possible methods includes the use of float-
ing transformer secondary windings connected to an ac–dc
converter, as shown in Fig. 26.39.

During the pulse period, the voltages of the individual cells
are added up, hence the output voltage is

v0= v1 + v2 + · · · + vn, (26.29)

and the current through all the switches is almost the same.
The freewheeling diode Di in the output of each cell enables

the switch of each cell on and off independently of other cells,
which makes the system capable of adjusting the output volt-
age. This technique protects also the switches during the on–off
commutation transient for any mismatch in the voltage distri-
bution, where the Ri resistors help on equalizing the voltage in
the Si switches during off -state (see Section 26.2.5, “Semicon-
ductor Series, Parallel Stacks and Generalized Cascodes”).

26.4.3.2 Circuit with Output Transformers
The construction of a single, high-voltage pulse transformer,
needing a high enough turns ratio (N � 1) to increase the
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output voltage, is complex due to the transformer’s nonideal
behavior leading to significant parasitic effects as the output
voltage rises. To solve this problem, it is possible to stack series
several pulse transformers with lower turns ratio, in order to
have only a fraction of the total voltage in each one [27,51,52].
With a careful design, the leakage inductance and distributed
capacitances of the equivalent circuit are reduced as compared
with one single equivalent transformer, leading to a better rise-
time performance [53].

The most common ways to associate pulse transformers are
shown in Fig. 26.40 [54]. The auto-transformer type cascade
layout, is shown in Fig. 26.40a, with three transformers, each
one holding one-third of the output voltage v0

v0= v1 + v2 + v3. (26.30)

In this topology, power is supplied to Tp2 and Tp3 from the
previous transformers. Transformer Tp1 and Tp2 have three
secondary terminals, two of them to feed the primary of
the next transformer, and the third to step up the voltage of the
next transformer. This configuration decreases significantly the
distributed capacitive between windings.

The major advantage of the cascade association, of
Fig. 26.40a, is that the isolation voltage between windings of
each transformer is the same, and equal to v0/3. However,

• Considering transformers with equal turn ratio N and
primary voltage, vin, as each transformer is fed by the
previous one, each transformer has a different power.
Considering Fig. 26.40a, if the load power is P, neglect-
ing the losses, in the first transformer, the input cascade
power is P. The following transformer withstands 2P/3,
and the third transformer withstands P/3, being the total
installed transformer power 2P;

• Due to the inclusion of an extra terminal in the high-
voltage side with different current ratings, the trans-
former assembling is complex.

(a) (b) 

Tp1

Tp2

Tp3

vin

ν3

ν2 ν0

ν1

+ +

−

+

−

+

−

+

− −
νin ν1

Tp2

Tp3

Tp1

νin

νin ν2

ν3

ν0

++

+

+

−

−

−

+

− −

FIGURE 26.40 Simplified transformers association: (a) cascade; and
(b) secondary windings in series.

Alternatively, Fig. 26.40b presents three transformers with
the secondary windings in series, each one designed for one-
third of the output voltage v0. In the primary side, windings are
in parallel, supplied by vin, and referenced to ground. Hence,
the isolation voltage between windings of each transformer is
different.

Considering Fig. 26.40b, although the secondary winding
potential in transformer Tp2 and Tp3 is, respectively, increased
by v0/3 and 2v0/3 through the secondary winding of transformer
Tp1 and Tp2, in the primary windings the reference potential
stays constant. As a result, each transformer holds a different
voltage between windings, depending on the series position
of each transformer, which increases toward higher potentials.
Thus, transformer galvanic isolation between windings must
be designed to v0/3 for Tp1, 2v0/3 for Tp2, and v0 for Tp3.

The above-mentioned drawback sets serious difficulties for
pulse applications of the Fig. 26.40b circuit. Since the pulse
transformers placed at higher potentials hold higher voltages,
the isolation distance should be increased. Consequently, the
pulse waveform is distorted due to the increase of the parasitic
leakage inductance with the isolation distance.

To overcome this problem, it is possible to feed the pri-
mary windings of the pulse transformers with galvanic isolated
power supplies. This can be achieved with the introduction of
isolation transformers, in order to keep the secondary windings
of the pulse transformers in series, but with the same isolation
voltage between windings. This solution has the immediate
advantage that all the pulse transformers are similarly built,
with the same minimum isolation distance, which helps to
reduce the output pulse rise-time. Two configurations can be
considered, Fig. 26.41, as follows:

• Independent isolation transformers (Fig. 26.41a);
• Cascade connected isolation transformers (Fig. 26.41b).

For both circuits in Fig. 26.41, the secondary windings of the
pulsed transformer are series connected, delivering each one
(Tp1, Tp2, and Tp3), v0/3 of the total output voltage v0. In the
circuit of Fig. 26.41a, the primary windings of Tp1, Tp2, and Tp3

are fed, respectively, by the secondary windings of the isolation
transformers Ti1, Ti2, and Ti3, these ones being fed by the input
voltage vin. In this way, the pulse transformers Tp1, Tp2, and Tp3

can be assembled with the same structure and characteristics,
for the same isolation voltage of v0/3. The voltage increase due
to the secondary winding series connection of Tp2 and Tp3 is
sustained by the isolation transformer Ti2 and Ti3. Then, for
the worst running condition (considering a high capacitance
between primary and secondary of the pulse transformers), the
galvanic isolation of Ti2 and Ti3 must be predicted to hold,
respectively, v0/3 and 2v0/3. The isolation transformer Ti1 is
not necessary.

In the circuit of Fig. 26.41b, the primary windings of Tp1,
Tp2, and Tp3 are fed, respectively, by the secondary windings
of Ti1, Ti2, and Ti3, with primary windings fed successively by
the secondary windings of the previous transformer (i.e., Ti3
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FIGURE 26.41 Simplified layout of series-connected secondary wind-
ings transformers fed by (a) independent isolation transformers and
(b) cascade isolation transformers.

fed by Ti2, which is fed by Ti1, which is fed by vin). In this
way, the pulse transformers Tp1, Tp2, and Tp3 can be assembled
with the same structure and characteristics, for the same isola-
tion voltage of v0/3. The voltage increase due to the secondary
winding series connection of Tp2 and Tp3 is held by the isola-
tion transformer Ti2 and Ti3. The isolation transformer Ti1 is
not needed.

Taking into account the two circuits of Fig. 26.41 as follows:

• In Fig. 26.41a, considering a load power P, neglecting
the losses in the transformers, each one is assembled
for a power of P/3 (i.e., the power installed in all the
transformers is 2P). However, in Fig. 26.41b, the pulse
transformers are assembled with a power of P/3, but the
isolation transformers have successive powers of P, 2P/3,
and P/3. The total power installed in all the transformers
is 3P;

• In Fig. 26.41b, all the transformers have the same isola-
tion voltage, whereas in Fig. 26.41a, the isolation voltage
in isolation transformers is different.

Considering only the pulse transformers, the two topolo-
gies, in Fig. 26.41, are equivalent. Hence, the choice between
the two should be based on the characteristics preferred for

the isolation transformers and the features desired for the pulse
generator.

Regarding the last, it is considered a great advantage for the
high-voltage pulse generator to be of modular construction,
built upon several equal modules, where each one could occupy
any position in the generator.

EXAMPLE 26.8 Consider the generation of −15-kV
pulse from a series stack of three −5 kV forward
HV pulse generators based on the topology shown in
Fig. 26.30, with the operating conditions of Exam-
ple 26.6. Select the stack method to implement and draw
the complete assembly, taking into consideration a mod-
ular perspective. Specify, also, the energy supply to the
three stages, the selection of semiconductors and their
triggering.

SOLUTION. The modular high-voltage generator con-
struction is based on three main principles as follows:

• distribute the total voltage of a high-voltage circuit by
holding the potential of several points in the circuit
relatively to ground;

• distribute the total voltage for several transformers
connected in series;

• use isolation transformers to feed the primary of the
series-connected transformers, as shown in 26.41a.

The proposed circuit layout is shown in Fig. 26.42. If posi-
tive pulses are desired, it is only necessary to invert the polarity
of the secondary diodes Dri, where i ∈ {1, 2, . . . , n}. Power is
supplied to the three modules via isolation transformers (1:1),
Tii, which must hold-off a maximum voltage of 1 k kV between
primary and secondary. These transformers are assembled
with primary windings in parallel, connected to a dc–ac high-
frequency inverter to reduce the size and increase the efficiency
of the system. In addition, each secondary winding is con-
nected to an ac–dc rectifier that produces the necessary vdci

voltage to the forward converters.
Considering the −5-kV voltage at each individual forward

pulse generator with the operating condition of Example 26.3,
then 800 V semiconductors can be used. Hence MOSFETs can
be selected for switches Si.

Considering the three modules, in Fig. 26.42, with switch Si

on, diodes Dri are conducting, and the voltage applied to the
load is

v0= − (v01 + v02 + v03)= − 3× 5000= − 15 kV.

considering three equal modules, v01= v02= v03= v0i. During
this time, the voltage reference at the secondary terminal with
a dot point of each pulse transformer is raised

vref Tp1
= 0V,

vref Tp2
= (2− 1)v0i= − 5 kV

vref Tp3
= (3− 1)v0i= 2× 5000= − 10 kV
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FIGURE 26.42 Modular, pulsed generator simplified layout for−15 kV output pulses.

During the off time of switches Si, the voltage applied to
the load goes to zero, diodes Dri in each module hold-off only
the reset voltage of their respective pulse transformer. Voltage-
sharing resistors, Rsi, are used to equally distribute the reset
voltages of each module through diodes Dri. In order to hold
the high-voltage potential in each module relative to ground,
high-valued Rdi resistances can also used.

Regarding the triggering of the MOSFETs in each stage, dc
isolated power supplies are used in each stage to supply the
necessary energy to the trigger drives that receives the signals
by optic fiber from the ground control circuit.

26.4.4 Solid-State Marx Generators

The use of voltage multiplication techniques for generating
HV repetitive pulses is not limited to the use of transform-
ers. More complex methods can be used without the limitation
of transformers. The most common is the Marx generator
concept [55].

The Marx generator concept is presented in the circuit of
Fig. 26.43, which comprises a number of modular stages con-
stituted by an energy storage capacitor Ci, two impedances
Zi (resistive and/or inductive) for charging and limiting the
self-short-circuit capacitor paths and a switch Si, for i ∈
{1, 2, . . . , n}. During the charging period, a relatively low-
voltage dc power supply Vdc charges the Ci capacitors in parallel
trough impedances Zi.

When switches Si are turned on, the Ci capacitors are con-
nected in series and a voltage is applied into the load, equal to

v0= − nVdc, (26.31)

depending on that the capacitors are charged to the power sup-
ply full voltage, Vdc. During this time, the bottom impedances
Zi limit the self-short-circuit path of the Ci capacitors.

The circuit in Fig. 26.43 is assembled in such a way that there
is voltage modularity, meaning that each stage holds the power
supply voltage Vdc. However, due to this parallel process, the
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first stages carry the total charging current, which sets different
power requirements for the devices in each stage.

This concept has been used intensively through the years,
with spark gaps used as switch Si for very high voltages and
powers, but the spark gap only turns off when the current
goes to zero. Recent technological upgrades with the addi-
tion of solid-state switches and the replacement of most of the
passive elements increased the lifetime of the modulator and
allowed higher pulse repetition rates, meaning an improved
performance [56–59].

26.4.4.1 Generation of Negative Pulses
During the last years, various semiconductors based on Marx,
SM, and topologies have been described, with analogous char-
acteristics in order to reduce the losses and increase the per-
formance of the circuit for different types of applications and
loads [56–59].

Figure 26.44 shows a typical SM topology, with n stages, able
to deliver negative high-voltage repetitive pulses into a load RL,
the theoretical key waveforms are shown in Fig. 26.45. Each
stage of the SM consists of a energy storing capacitor Ci, a
diode Dci, and two switches Sci and Spi, with antiparallel diodes,
where the subscript i ∈ {1, 2, . . . , n−1, n, n+1}. The Si switches
can be implemented with BJTs, GTOs, IGCTs, IGBTs, MOS-
FETS, or other on–off devices. The inclusion of Sc1 guarantees
that during the pulse period, the dc charging power supply
Vdc is not short-circuited, preventing high current load pulses
through the power supply.
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FIGURE 26.44 Circuit for applying HV-negative repetitive pulses into
resistive load.
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switches Sci, vgs(Sci); (c) output voltage, v0; and (d) output current, i0.

Considering resistive load, RL, the operation of the Fig. 26.44
modulator can be understood considering two operating
modes, for a switch duty ratio D= ton/T . In the first one,
switches Sci and Spi are, respectively, turned on and turned off.
During the charging period, (T−ton), capacitors Ci are charged
from the dc charging power supply, Vdc, with current limited by
the internal resistance of the semiconductors, wires, and the dc
charging power supply internal resistance (or externally added)
rdc, resulting in a small time constant that enables kHz opera-
tion. The on-state of Dci ensures that during this period, the
voltage, v0, applied to the load is, approximately, zero.

In the second operating mode, switches Sci and Spi are,
respectively, turn-off and turn-on. During the pulse mode, ton,
capacitors Ci are connected in series and their voltage applied
to the load. The load voltage v0 is proportional to the charging
power supply

v0= − knVdc, (26.32)

where n is the number of stages, and k < 1 characterizes the
nonideal behavior of the passive and active elements in the
circuit and operating conditions.

The Dci diodes guarantee, also, that the Spi switches only
block a maximum voltage of Vdc, even in fault condition, such
as lack of synchronization. Considering Fig. 26.44, for example,
if switch Tpn is off during pulse mode, Dcn conducts and short
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circuits the last stage, imposing an output voltage of

v0= − k (n− 1)Vdc. (26.33)

The operation of Fig. 26.44 circuit can be represented by its
equivalent model during both operating modes, considering
ideal switches and Ci=C. During the charging mode, the Ci

capacitors are in parallel, and the circuit can be modeled as
shown in Fig. 26.46a, where nC is the equivalent capacitance,
seen by the power supply, charged with Vdc. In addition, dur-
ing pulse mode, the Ci capacitors are in series, where C/n is the
equivalent capacitance, seen by the load, charged with nVdc, as
shown in Fig. 26.46b.

The energy stored in the Ci capacitors, during T − ton, is

ECi =
n

2
CV 2

dc, (26.34)

and the energy delivered to the load, during ton, is

E0= n2 V 2
dc

RL
ton. (26.35)

For pulse power applications, only a small fraction of the
stored energy should be transferred to the output during the
pulse mode; otherwise, the pulse voltage has a typical RC
discharge waveform, not an almost rectangular shape. Consid-
ering a resistive load RL, the capacitance of the Ci capacitors
in the Fig. 26.44 circuit can be determined according to energy
delivered to the load. For the required pulse voltage droop,

�v0=
VCf

VCi

, (26.36)

where VCf is the capacitors voltage at the end of pulse mode,
ton, and VCi is the capacitors voltage immediately before pulse
mode. Considering (26.36), the difference between (26.34) and
(26.35) is the energy stored in the Ci capacitors at end of pulse
mode, ECf ,

ECi − E0= ECf , (26.37)

where (26.37) for this case results in

n

2
CV 2

dc − n2 V 2
dc

RL
ton= n

2
C(�v0Vdc)

2 (26.38)

Assuming that VCi =Vdc. Equating (26.38), the capacitor
value should satisfy the condition

C ≥ 2nton

RL(1−�v2
0)

. (26.39)

Considering (26.34) through (26.39), it is mandatory to have
storage energy greater than five times the pulse energy in order
to have an output voltage droop better than 10%, but if a 1%
voltage droop is expected a 50 times storage energy is required,
which impose limits to the design of the modulator.

The power dissipation in the switches and the capacitors
charging time impose a high-voltage pulse frequency limita-
tion. Therefore, this circuit operates better with low duty ratio,
D, pulses as required in most PP applications.

In addition, the Vdc power supply must be able to charge the
Ci capacitors with an energy equal to the delivered pulse energy,
E0, plus losses during the charging time, T − ton.

PVdc =
E0

T − ton
− Ploss, (26.40)

where the Ploss term represents the power dissipated in the
circuit wiring and switches.

This determines the maximum power rating for the Vdc

power supply that imposes the maximum operating frequency,
pulse duty ratio, and load power to the modulator.

To build and operate the circuit of Fig. 26.44, some design
consideration must be considered. First, during start-up, when
the energy storing capacitors are completely discharged, the
charging voltage Vdc must be slowly increased in order to limit
the charging current on the switches Sci and Dci, which is crit-
ical in the first stages due to the parallel charging topology of
the capacitors.

Actually, in the parallel charging method, the semiconductor
modules current loading is not equal. For instance, in Fig. 26.44
circuit, switch Sc1 conducts current required to capacitors
C1, C2, . . . , Cn−1, Cn, and switch Sc2 conducts charging current
for C2, C3, . . . , Cn−1, Cn, and so forth. Thus, in practical imple-
mentation, modules with successive decreasing current ratings
can be used, the benefits of standardization being somewhat
compromised.

Also, the Sci and Spi switches conduct different current
values, respectively, the discharge and pulse current. Hence,
instead of switches needing to block unequal voltages, they are
required to conduct unequal currents.

Consequently, when choosing semiconductors to implement
the S switches, it is fundamental that the semiconductor cur-
rent rating must be selected to guarantee that the devices work
always in the saturation region inside the forward safe operat-
ing area. If not, during the first instants of the on-state (when
the current is high), the semiconductors can operate in the
active region where the voltage drop and losses are higher,
which might destroy the devices.
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The switches triggering is another important concern in
these circuits. There are two drive signals, vgs(Spi) and vgs(Sci),
respectively, to Spi and Sci, which should be triggered syn-
chronously. Since all the semiconductor switches are at dif-
ferent high-voltage potentials, gate-drive circuits with galvanic
isolation are required (the use of optic fibers is mandatory to
transmit the gate signals and to reduce stray capacitances to
ground and neighbor cells), together with isolated power sup-
plies to further process the transmitted gate signal and supply
power to the gate drivers.

Several authors have come up with solutions to supply power
to semiconductor triggering drivers for high-voltage applica-
tions. The most common include isolation transformers [60],
but diode strings are also described [58].

The circuit in Fig. 26.44 enables the use of typical half-
bridge semiconductor structures currently integrated in mod-
ular packages, which is advantageous to assemble the circuit
and trigger the semiconductors, since it allows bootstrap oper-
ation [10].

However, the circuit topology shown in Fig. 26.44 is not
suitable for dealing with capacitive loads. In fact, if a capacitive-
type load is connected to the circuit output, the load stays
charged after the HV pulse with a negative voltage until the
charging mode of the energy storing capacitors. However,
during the charging period, the load is not shorted by the
Dci, except if the energy stored in the load is very low and
the charging current of capacitors Ci is sufficient to turn-on
diodes Dci.
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FIGURE 26.47 Circuit for applying HV-negative repetitive pulses into a capacitive load, with a negative dc power supply, Vdc.
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FIGURE 26.48 Circuit for applying HV-negative repetitive pulses into an inductive load.

In order to guarantee the discharge of the load capaci-
tances after the negative HV pulse, it is necessary to change
the Fig. 26.44 circuit topology for the one shown in Fig. 26.47,
which also produces negative HV pulses into the load.

Considering the circuit in Fig. 26.47, as the Vdc power supply
is negative, it is necessary to change the topology in compari-
son with Fig. 26.44 in order to maintain a similar operating
behavior. The two main differences are the addition of an extra
switch, Sc0, which guarantees that, during the pulse period, the
dc charging power supply Vdc does not participate in the pulse
mode, ton. The most important regards the fact that during the
charging period, T − ton, the Sci switches short circuit the load
discharging any capacitance, as the one shown in Fig. 26.47.

Considering now the application of negative HV pulses into
inductive loads, the circuit in Fig. 26.44 requires an additional
half-bridge switching structure that connects to the load, as
shown in Fig. 26.48.

As shown in Fig. 26.49, the operation of the circuit
in Fig. 26.48 in comparison with circuit in Fig. 26.44 as
some changes, which includes one additional time period for
enabling the reset of the inductive load by the freewheeling
diodes, tab, besides the charging, tc, and pulse modes, ton, in
order to impose a zero average voltage to the load.

During the charging period, the on-state of Dci and the
Sp(n+1) antiparallel diode ensures that the output voltage, v0,
applied to the load is approximately zero.

After the HV-negative pulse, ton, the Sci and Spi switches
are turned off, but in order to conserve energy, the inductive
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FIGURE 26.49 Theoretic waveform for the operation of the circuit in Fig. 26.48: (a) trigger signal of switches Spi, vgs(Spi); (b) trigger signal of switches
Sci, vgs(Sci); (c) output voltage, v0; and (d) output current, i0.

load current, i0, must have an alternative path. This path is set
by freewheeling diodes (Sci antiparallel diodes and Dci diodes)
and the capacitor with the lowest voltage, which is charged.
Normally, Cn has the lowest voltage, thus the current path is
through the Sc(n+1) antiparallel diode DB, capacitor Cn, and
diodes Dc1 to Dcn. During this time, ta, the voltage applied to
the load is, about, Vdc (voltage in capacitor Cn), resetting the
inductive load. Capacitor Cn is charged until its voltage is equal
to the capacitor Cn−1 voltage, after which, if there is still energy
in the load, the current path changes to capacitor Cn−1. As the
maximum clamping voltage is Vdc, the higher the number of
stages the longer the resetting time.

In this way, most of the load magnetic energy is sent back
to energy storing capacitors Ci, after which the load current i0
goes to zero and it can be imposed again the charging mode
of operation. It is important to have a safety time tb in order
to guarantee the completely reset of the load. Due to this load
energy recovery method, the power supply energy needed to

charge the capacitors after each pulse is lower, and the yield of
this modulator can be higher.

EXAMPLE 26.9 A negative solid-state Marx generator
needs to be assembled for delivering−9 kV, 25 μs pulses
into a 900� resistive load, with less than 20% volt-
age droop. Considering the existent equipment, there
are two alternatives as follows: (1) Vdc= 1.5 kV, n= 6,
and Ci= 1 μF; (2) Vdc= 1 kV, n= 9, and Ci= 1 μF.
Determine which is the best alternative.

SOLUTION. Considering the capacitance of 1 μs in each
stage, then the pulse voltage droop can be determined by
(26.39). Hence, for the first alternative

C= 2nton

RL(1−�v2
0)
⇔ 10−6= 2× 6× 25× 10−6

900(1−�v2
0)

⇔ �v0= 0.816,
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and for the second alternative

C= 2nton

RL(1−�v2
0)
⇔ 10−6= 2× 9× 25× 10−6

900(1−�v2
0)

⇔ �v0= 0.707

which gives, respectively, 18.35% and 29.23% voltage
droop, meaning that after the pulse the capacitors stay
charged with about (26.36), respectively, 1224.7 and
707.1 V. Hence, only the first alternative keeps the pulse
voltage droop below 20%. In this case, the energy stored
in the capacitors is (26.34) 6.75 J, three times bigger than
the energy delivered to the load during each pulse (26.35)
2.25 J.

26.4.4.2 Generation of Positive Pulses
The solid-state Marx modulators for generating positive HV
pulses, with different load conditions, have equivalent prop-
erties as the ones for negative pulses, shown in the previ-
ous section, besides the necessary modifications to enable the
change in the output polarity. Thus, Fig. 26.50 shows the basic
topology of the SM, with n stages, able to deliver positive high-
voltage repetitive pulses into resistive and capacitive loads,
RLCL.

During the pulse mode, ton, the switches Sci and Spi are,
respectively, turned off and turned on. Capacitors Ci are

C1 Cn

Dc (n−1)

i0

Vdc

rdc

CLCn−1

Sp (n−1)

Sc (n−1)Sc1

Sp1

C2

Dc1

Spn

Scn

Sc0

ν0RL

+ + + + +
+

−

FIGURE 26.50 Circuit for applying HV-positive repetitive pulses into resistive and capacitive loads.
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+
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FIGURE 26.51 Circuit for applying HV-positive repetitive pulses into an inductive load.

connected in series and their voltage applied to the load. The
load voltage v0, is proportional to the charging power supply,

v0= knVdc, (26.41)

where n is the number of stages, and k < 1 characterizes the
nonideal behavior of the passive and active elements in the
circuit and operating conditions. Also, in this topology, for
example, if Spn is off during pulse mode, the antiparallel Scn

diode conducts and short circuits the last stage, imposing an
output voltage of

v0= k (n− 1)Udc. (26.42)

Actually, the Fig. 26.50 circuit is equivalent to Fig. 26.44 cir-
cuit, whereas in this case, with a positive Vdc power supply, it
can produce positive HV pulses for both resistive and capacitive
loads. The capacitive load can be driven, given that during the
charging mode of capacitors Ci, the load is short circuited by
the Sci switches, stray inductances limiting the discharge rate.

Considering now the application of positive HV pulses into
inductive loads, the circuit in Fig. 26.50 requires an additional
switch Sp0 and diode D0 at the input, as shown in Fig. 26.51.

The circuit operation requires, also, an additional time
period for resetting the inductive load by the added freewheel-
ing diodes, tab, in addition to the charging, tc, and pulse modes,
ton, in order to impose a zero average voltage to the load.
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Input
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FIGURE 26.52 Series switch for positive voltages based on the Marx concept.

Considering an inductive load, after the HV-positive pulse,
the Sci and Spi switches are off, and the path for the inductive
current i0 is set by the capacitor Cn, which usually has the low-
est voltage, the Sci antiparallel diode and diode DB. During this
time, the voltage applied to the load is approximately−Vdc (the
voltage in capacitor Cn), resetting the inductive load. After the
load current i0 goes to zero, the charging mode of operation
can be imposed.

26.4.5 Solid-State Marx Based High-Voltage
Switches

The solid-state Marx generator concept described in the previ-
ous section can be used for distributing the voltage in series-
stacked semiconductors. Further, the Marx generator circuit
can be used as a series switch, maintaining some intrinsic prop-
erties, which are desirable for the use with relatively low-voltage
semiconductors, such as equal voltage distribution between
stages and the fact the semiconductors in each stage hold-off
only the stage voltage capacitor.

The Marx series switch, based on the solid-state Marx of
Fig. 26.50, for positive voltages, is shown in Fig. 26.52 not to
apply voltage but to hold it between its terminals. Therefore,
the input power supply Vdc is removed and the Spi switches are
replaced by diodes Dpi. Also, resistors Rci are connected in par-
allel with the Dci diodes in order to equalize the voltage in the
capacitors Ci.

Consider the common HV pulse power topology of
Fig. 26.53, where switches S1 and S2 commutate alternately.
A HV power supply, Vdc, charges an energy storage capacitor
Cdc, with current limited by resistor Rdc. The switch S1 applies
the capacitor Cdc voltage vc to the capacitive load CL//RL, dur-
ing the pulse period, ton. Subsequently, switch S2 discharges the
load and other circuit parasitic capacitances to zero.

Taking into account the proposed operating scheme, each
switch Si, where i ∈ {1, 2}, holds a maximum voltage equal
to the power supply voltage amplitude, Vdc, considering that
the capacitor Cdc is charged with the voltage Vdc. When S1

is conducting, S2 holds off the voltage Vdc, and when S2 is

S1

Vdc

S2

rdc

Cdc CL RLνC

νS1

ν0
+

+

FIGURE 26.53 Proposed pulsed power HV topology for describing the
operation of the series switch of Fig. 26.52.

conducting, S1 holds off the voltage Vdc. Hence, if the volt-
age Vdc is greater than a couple of kilovolt, a solid-state switch
comprising series-stacked semiconductors is mandatory for
implementing switches S1 and S2.

The switching frequency of S1 and S2 and the pulse on
time depend on the energy stored in the Cdc capacitor, on the
load consumption and on the power dissipated in the switches
during commutation.

The proposed pulsed power topology in Fig. 26.53 imple-
mented with the series switch of Fig. 26.52 as series switch S1

(Marx 1) and S2 (Marx 2) is shown in Fig. 26.54.
The operation of Fig. 26.54 circuit can be understood con-

sidering the concept presented in Fig. 26.52 and the voltage
waveforms presented in Fig. 26.56. For the first operating
mode, during time ton, the Sci switches in Marx 1 are on, the Ci

capacitors in Marx 1 are in parallel, and the Sci switches in Marx
2 are off, as shown in Fig. 26.55a. The capacitor Cdc voltage, vc,
is applied into the load, v0, and the Ci capacitors in Marx 2
are stacked in series, through the Dpi diodes, distributing the
voltage across the Sci switches, in parallel with the load.

Subsequently, in the second operating mode, during time
T− ton, the Sci switches in Marx 1 are off and the Sci switches in
Marx 2 are on, and the load is discharged to zero, as shown in
Fig. 26.55b. The vc voltage appears between the Marx 1 termi-
nals as shown in Fig. 26.56d, where this voltage is sustained by
the Ci capacitors in series through the Dpi diodes, distributing
the voltage across the Sci switches.
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FIGURE 26.54 Proposed pulsed power topology for testing the new series switches.

Unlike in a typical Marx generator, the Ci capacitors in both
Marx 1 and Marx 2 of Fig. 26.54 can suffer from voltage imbal-
ance problems due to the fact that the Ci capacitors are charged
in series: (1) in Marx 1 during period T − ton, when the load is
short-circuited and the voltage vC appears between the Marx 1
terminals, vS1; (2) in Marx 2 during period ton, when the volt-
age is applied to the load and the voltage vC appears between
the Marx 2 terminals.

Two main causes contribute to this voltage imbalance: (1)
the Ci capacitances values are not equal; (2) the Ci capacitors
placed near the Vdc power supply are charged with a higher
voltage due to the voltage droop in the semiconductors in each
stage. Considering the later, the Dci diodes do not conduct
and Rci are used in parallel to uniformly distribute the voltage
between the Ci capacitors during: (1) ton in the Marx 1 switch;
(2) T − ton in Marx 2 switch. Alternatively, extra switches can
be placed in antiparallel with diodes Dci.

26.5 Conclusions and Future Trends

This chapter reviewed some of the most typical semiconduc-
tors and topologies used for generating repetitive unipolar and
bipolar high-voltage pulses based on semiconductor devices

for various load conditions. These topologies have in com-
mon the techniques for limiting the high-voltage stress onto
the power semiconductor switches, still relatively low-voltage
devices, considering the dozens of kilovolt needed for the
pulse power applications. Techniques spread from the series
(and parallel) stacks of semiconductors switches, to generalized
cascodes, passing through the modified dc–dc isolated convert-
ers for pulse generation, and their cascade association, to the
Marx-type solid-state generators topologies.

With semiconductor-based generators, pulse power appli-
cations have expanded into many new fields such as mate-
rial modification, environment protection, and biological and
medical developments. The presented topologies can bring a
completely new extent of capability in repetition rate, effi-
ciency, lifetime, compactness, and portability.

In addition to the methods to generate high-voltage pulse,
the performances of the semiconductor switches determine
the performance of the pulse power generators. In this way,
power semiconductor devices have made significant progress
in both power capability and operation speed. Various semi-
conductor switching units have become commercially avail-
able and have been used in various pulse power applications.
The most typical devices such as SOS diodes, GTOs, IGBTs
MOSFETs, and the emerging devices like SITh based on Si
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FIGURE 26.55 Operating modes for the Fig. 26.54 circuit: (a) voltage applied to the load and (b) load discharge.
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FIGURE 26.56 Theoretical waveforms for Fig. 26.54 circuit operation:
(a) Marx 1 Sci drive signal; (b) Marx 2 Sci drive signal; (c) load voltage, v0;
and (d) Marx 1 voltage, vs1.

or SiC technology, the SiC devices such as JFETs, and cas-
cade JFET devices were described. As the performance of these
devices continues to improve, it is expected they will replace
the more conventional switching devices for high-voltage
applications.

State-of-the-art HV pulse generators must use several stages
to obtain the desired final high-voltage pulse: the first stage
can use SCRs and start at 1–2 kV, then and intermediate full-
bridge resonant stage using IGBTs, or full-bridge associations,
can boost this voltage to 4–10 kV, which is applied to HV high-
frequency or high-pulse transformers to obtain 50–100 kV in
the secondary. Diode polyphase rectifiers in the transformer
secondary windings, or saturated pulse transformers, can boost
the voltage roughly to 300 kV. If needed, a final stage using a
SOS or SAS diode can boost the voltage up to 1 MV. Alterna-
tively, other solutions such as solid-state Marx generators are
being used, each Marx cell operating at 2–10 kV (using series
stacks if needed). The required number of Marx cells should be
minimized and arranged in shielded groups, the groups being
connected to obtain the full HV generator. Droop voltage con-
trol and simulation are necessary to be able to design a practical
HV pulse generator.

The future of solid-state pulse power is linked to the capa-
bility of making semiconductor-based high-voltage generators
with superior properties in compactness, low weight, low cost,
high efficiency, modularity, and very important portability to
deal with future applications near the consumer.
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27.1 Introduction

For many years, fossil fuels have been the primary source
of energy. However, due to the limited supply, the rate of
deployment of fossil fuels is more rapid than their rate of
production, and hence, fossil fuels will eventually run out.
Moreover, the threat of global climate change caused by carbon
dioxide (CO2) emissions from fossil fuels is one of the main
reasons for the increasing consensus to reduce the consump-
tion of such fuels. This reduction can be achieved by switching
to renewable energy for many energy-requiring applications,
since it is “clean” and “green.” Today, the global trend is to
use nondepletable clean source of energy for a healthier and
greener environment to save the future generation. The most
efficient and harmless energy source is probably solar energy,
which is so technically straightforward to use in many applica-
tions. Almost, all renewable energy sources, except nuclear and
geothermal, are the energy forms originating from the solar
energy.

Solar energy is considered one of the most promising energy
sources due to its infinite power. Thus, modern solar tech-
nologies have been penetrating the market at faster rates, and

photovoltaic (PV) technology that has the greatest impact, not
because of the amount of electricity it produces but because
photovoltaic cells – working silently, not polluting – can gen-
erate electricity wherever sun shines, even in places where no
other form of electricity can be obtained [1]. PV is a combina-
tion of the Greek word for light and the name of the physicist
Alessandro Volta [2]. PV is the direct conversion of sunlight
into electricity by means of solar cells.

This chapter will highlight in brief how solar cells produce
electricity and will discuss in detail the various techniques
available to track the sun in order to maximize the output
power generated by the PV array. Moreover, the various com-
ponents required to operate PV systems efficiently will be
described.

27.2 Solar Cell Characteristics

Solar cells are composed of various semiconductor materials
that become electrically conductive when supplied with heat
or light. The majority of the first-generation solar cells pro-
duced are composed of silicon (Si), which exists in sufficient
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FIGURE 27.1 Effect of the Electric Field in a PV Cell [3].

quantities. However, more than 95% of these cells have power
conversion efficiency about 17% [4], whereas solar cells devel-
oped over the last decade in laboratory environment have
efficiency as high as 31% [5]. All technologies related to cap-
turing solar energy to be used as direct electricity generator are
described as photovoltaic technology, which is subdivided into
crystalline, thin film, and nanotechnology.

Doping technique is used to obtain excess of positive charge
carriers (p-type) or a surplus of negative charge carriers
(n-type). When two layers of different doping are in contact,
then a p-n junction is formed on the boundary.

An internal electric field is built up causing the separation
of charge carriers released by light, freeing electrons within the
electric field proximity, which then pull the electrons from the
p-side to the n-side (Fig. 27.1). The primary solar cell equiva-
lent circuit (Fig. 27.2) contains a current source with a parallel
diode, in addition to parasitic series (Rs; normally small) [6]
and shunt (Rsh) resistances (relatively large) [7]. Rs is mainly
affected by the factors such as the bulk resistance of the semi-
conductor material, metallic contacts, and interconnections,
whereas Rsh is affected mainly by the p-n junction nonidealities
and impurities near the junction [8].

A simplified equivalent circuit is shown in Fig. 27.3.
The diode current is given by the Shockley equation:

ID = I0

⌊
exp

(
qV

nkT

)
− 1

⌋
(27.1)

where I0 is the reverse saturation current, q is the charge carrier,
k is the Boltzman constant, T is the cell temperature, and n is
the ideality factor.

The PV module has two limiting components (Fig. 27.3):
open-circuit voltage (Voc) and short-circuit current (Isc). To

RS IL

V

ISH

Iph RSH

ID
+

−

FIGURE 27.2 Solar cell equivalent circuit [8].
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VIph

ID +

−

FIGURE 27.3 Model for a PV cell [9].

determine Isc, set V = 0 and Isc = Iph Eq. (27.4), and this value
changes proportionally to the cell irradiance. To determine Voc,
set the cell current IL = 0, hence Eq. (27.3) leads to

VOC = nkT

q
ln

[
I

I0

]
(27.2)

The PV module can also be characterized by the maximum
point when the product (Vmp (voltage, where power is max-
imum) ×Imp (current, where power is maximum)) is at its
maximum value. The maximum power output is derived by

d(V × I)

dt
= 0 (27.3)

and

Vmp = VOC − kT

q
ln

[
Vmp

nkT/q
+ 1

]
(27.4)

A PV module is normally rated using its Wp, which is normally
1 kW/m2 under standard test conditions (STC), which defines
the PV performance at an incident sunlight of 1000 W/m2, a
cell temperature of 25◦C (77◦F), and an air mass (AM) of 1.5.
The product (Vmp× Imp) is related to the product generated by
(VOC×ISC) by a fill factor (FF) that is a measure of the junction
quality and series resistance, and it is given by

FF = Vmp × Imp

VOC × ISC
(27.5)

The closer the FF is to unity, the higher the quality of the PV
module.

Finally, the last and most important factor of merit for a PV
module is its efficiency (η), which is defined as

η = FF× VOC × LOC

pin
(27.6)

Pin represents the incident power depending on the light spec-
trum incident on the PV cell.
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To achieve the desired voltage and current levels, solar cells
are connected in series (Ns) and parallel (Np) combinations
forming a PV module. The PV parameters are then affected as
shown below [9]:

Iphtotal = NpIph (27.7)

I0total = NpI0 (27.8)

ntotal = Nsn (27.9)

Rstotal = Ns

Np
Rs (27.10)

This model is shown in Figure 27.4.
In order to obtain the appropriate voltages and outputs for

different applications, single solar cells are interconnected in
series (for larger voltage) and in parallel (for larger current) to
form the photovoltaic module. Then, several of these modules
are connected to each other to form the photovoltaic array. This
array is then fitted with aluminum or stainless steel frame and
covered with transparent glass on the front side (Fig. 27.5).

The voltage generated by the array depends primarily on
the design and materials of the cell, whereas the electric cur-
rent depends primarily on the incident solar irradiance and
the cell area. This current fluctuates since the path of the
sun varies dramatically over the year, with winter and sum-
mer seasons being the two extreme excursions. The elevation
angle of the sun (θ elevation

sun ) is expressed in degrees above the
horizon. Azimuth angle (φazimuth

sun ) of the sun is expressed in
degrees from true north. Zenith angle (θ zenith

sun ) of the sun equals

Np

Ns

Iphtotal

Rstotal

FIGURE 27.4 PV module circuit model.
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FIGURE 27.5 Photovoltaic cells, modules, panels, and array [10].
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FIGURE 27.6 Azimuth, zenith, and elevation angles of a vector pointed
toward the sun [11].

90 degrees less than the elevation angle of the sun, or

θ zenith
sun = 90◦ − θ elevation

sun (27.11)

Azimuth, zenith, and elevation angles are illustrated in Fig. 27.6
The output from a typical solar cell that is exposed to the

sun, therefore, increases from zero at sunrise to a maximum at
midday, and then falls again to zero at dusk. The radiation of
the sun varies when reaching the surface of the earth due to
absorption and scattering effect in the earth’s atmosphere. PV
system designers require the estimate of the insolation expected
to fall on a randomly tilted surface, hence need a good eval-
uation of global radiation on a horizontal surface, horizontal
direct and diffuse components, in order to estimate the amount
of irradiation striking a tilted plane.

27.3 Photovoltaic Technology Operation

Photovoltaic technology is used to produce electricity in areas
where power lines do not reach. In developing countries, it
helps improving living conditions in rural areas, especially in
health care, education, and agriculture. In industrialized coun-
tries, such technology has been used extensively and integrated
with the utility grid.

Photovoltaic arrays are usually mounted in a fixed position
and tilted toward the south to optimize the noontime and the
daily energy production. The orientation of fixed panel should
be carefully chosen to capture the most energy for the season,
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or for a year. Photovoltaic arrays have an optimum operating
point called the maximum power point (MPP) as shown in
Fig. 27.7 [12].

It is noted that power increases as voltage increases, reaching
a peak value and decreases as the resistance increases to a point
where current drops off. According to the maximum power
transfer theory, this is the point where the load is matched
to the solar panel’s resistance at a certain level of temperature
and insolation. The I–V curve changes as the temperature and
insolation levels change as shown in Fig. 27.8 and thus the MPP
will vary accordingly [13].

It is shown that the open-circuit voltage increases logarith-
mically while the short-circuit current increases linearly as
the insolation level increases [14]. Moreover, increasing the
temperature of the cell decreases the open-circuit voltage and
increases slightly the short-circuit current, causing reduction in
the efficiency of the cell.

The PV panels, usually mounted on the roof or at a near
open area, are fixed to face the sun at an angle matching the
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FIGURE 27.7 (a) I–V characteristic of a solar cell showing maximum power point (MPP); (b) P–V characteristic of a solar cell showing MPP.
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FIGURE 27.8 (a) PV panel insolation characteristics; (b) PV panel temperature characteristics [13].

country’s latitude. If possible, seasonal adjustment of the mod-
ule’s direction toward the sun is done manually. Since solar
power technology is relatively expensive, it is important to
operate panels at their maximum power conditions. However,
to collect as much solar radiation as possible, it is more conve-
nient and efficient to use a sun tracking mechanism causing the
module’s surface to track the sun throughout the day.

The tracking can be along either one axis or two axes,
whereby double axes tracking provides higher power output.
The energy yield can be thus increased by about 20% to 30%
depending on the seasonal climate and geographical location
[15–17]. Although some claim that a fixed system costs less
and requires almost no maintenance [18], different tracking
mechanisms utilized to control the orientation of the PV pan-
els have proved their superiority over fixed systems in terms of
converted power efficiency.

To get maximum power from the PV panel at the prevail-
ing temperature and insolation conditions, either the operat-
ing voltage or current should be controlled by a maximum
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power point tracker (MPPT) that should meet the following
conditions [19]:

• Operate the PV system close to the MPP irrespective of
the atmospheric changes.

• Have low cost and high conversion efficiency.
• Provide an output interface compatible with the battery-

charging requirement.

27.4 Maximum Power Point Tracking
Components

The MPPT increases the energy that can be transferred from
the array to an electrical system. The main function is to adjust
the panel’s output voltage to supply the maximum energy to the
load. Most current designs consist of three basic components:
switch-mode dc–dc converter, control system, and tracking
component.

The switch-mode converter is the core of the entire sup-
ply because the energy drawn, stored as magnetic energy, is
released at different potential levels. By setting up the switch-
mode section in various topologies such as buck or boost
converter, voltage converters are designed providing a fixed
input voltage or current, which correspond to the maximum
power point, allowing the output resistance to match the bat-
tery. To achieve the above-stated mechanism, a controller is
essential to continuously monitor the PV system and ensure
its operation at the PV maximum power point by tracking this
MPP. The controller’s aim is to continuously measure the volt-
age and current values generated from the PV, and compare
them to certain treshhold values in order to apply either voltage
controlled method or power feedback control [20].

27.4.1 Voltage Feedback Control

With the PV array terminal voltage being the controlled vari-
able, voltage feedback controller forces the PV array to oper-
ate at its MPP by changing the array terminal voltage and
neglecting the variation in the temperature and insolation level
[20, 21].

27.4.2 Power Feedback Control

In this method, power delivered to the load is the controlled
variable. To achieve maximum power, dp/dv should be zero.
This control scheme is not affected by the characteristics of
the PV array, yet it increases power to the load and not power
from the PV array [20, 21]. Factors such as fast shadows may
cause trackers to lose the MPP momentarily. It is very criti-
cal to ensure that the time lost in seeking MPP again, which
equates the energy lost while the array is off power point, is very
short. On the other hand, if lighting conditions do change, the
tracker needs to respond within a short amount of time to the

change avoiding energy loss. Therefore, the controller’s most
important feature is its capability to quickly adjust the system
to operate back at the MPPT.

27.5 MPPT Controlling Algorithms

Several proposed algorithms to accomplish MPPT are
described in the following sections.

27.5.1 Perturb and Observe (PAO)

The PAO method has a simple feedback structure and few mea-
sured parameters. It operates by periodically perturbing (i.e.
incrementing or decrementing) the duty cycle while control-
ling the array current as shown in Fig. 27.9 and comparing
the PV output power with that of the previous perturbation
cycle. It measures the derivative of power �p and the deriva-
tive of voltage�v to determine the movement of the operating
point. If the perturbation leads to an increase (or decrease) in
array power, the subsequent perturbation is made in the same
(or opposite) direction. This cost-effective technique can be
easily implemented and is characterized by continuously track-
ing and very efficiently extracting the maximum power from
PV. However, such method may fail under rapidly changing
atmospheric conditions due to its slow tracking speed.

27.5.2 Incremental Conductance Technique
(ICT)

The ICT process based on the fact that the derivative of the
power with respect to the voltage (dp/dv) vanishes at the MPP
because it is the maximum point on the curve as shown in
Fig. 27.10.

The ICT algorithm detects the MPP by comparing di/dv
against −I

V till it attains the voltage operating point at which
the incremental conductance is equal to the source conduc-
tance [23, 24]. The Reference [23] describes in detail the ICT

PV output
power

MPP

Steady-state operation

Possible starting points

Duty cycle

FIGURE 27.9 PAO technique [19].
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FIGURE 27.10 The slope “conductance” of the P–V curve [22].

algorithm used for maximum power point tracking. The algo-
rithm starts by measuring the present values of the I and V ,
then uses the corresponding stored value (Ib and Vb) measured
during the preceding cycle to calculate the incremental changes
as: dI = I− Ib and dV = V −Vb. Based on the result obtained,
the control reference signal Vref will be adjusted in order to
move the array voltage toward the MPP voltage. At the MPP,
di/dv= −I

V , no control action is needed; therefore, the adjust-
ment stage will be bypassed and the algorithm will update the
stored parameters at the end of the cycle. In order to detect any
changes in weather conditions, the algorithm detects whether
a control action took place when the array was operating at
the previous cycle MPP (dv= 0). This technique is accurate
and well suited for rapid changes in atmospheric conditions;
however, because the increment size approach is used to deter-
mine how fast the system is responding, ICT requires precise
calculations of both instantaneous and increasing conductance.

27.5.3 Constant Reference

One very common MPPT technique is to compare the PV array
voltage (or current) with a constant reference voltage (or cur-
rent), which corresponds to the PV voltage (or current) at the
maximum power point, under specific atmospheric conditions.
The resulting difference signal (error signal) is used to drive a
power conditioner, which interfaces the PV array to the load.
Although the implementation of this method is simple, the
method itself is not very accurate because it does not consider
the effects of temperature and irradiation variations in addition
to the difficulty in choosing the optimum point [19].

VPVVoc

Vsmp V * V *
q1K1Sampler

Hold
circuit

Sawtooth

FIGURE 27.11 The conventional MPPT controller using open-circuit voltage Voc [26].

27.5.4 Current-Based Maximum Power Point
Tracker

Current-based maximum power point tracker (CMPPT) is
another MPPT technique that exists [22]. Employed numerical
methods show a linear dependence between the “cell currents
corresponding to maximum power” and the “cell short-circuit
currents.” The current IMPP operating at the MPP is calculated
using the following equation:

IMPP = MCISC (27.12)

where MC is the “current factor” that differs from one panel to
another and is affected by the panel surface conditions, espe-
cially if partial shading covers the panel [25]. Although this
method is easy to implement, additional switch is added to the
power converter to periodically short the PV array, increase the
cost, and reduce the output power. This method also suffers
from a major drawback due to periodic tuning requirement.

27.5.5 Voltage-Based Maximum Power Point
Tracker

Similar to the above-mentioned method, voltage-based max-
imum power tracking (VMPPT) technique can also be
applied [22]. The MPP operating voltage is calculated directly
from VOC

VMPP = MVVOC (27.13)

where MV is the “voltage factor.” The open-circuit voltage VOC

is sampled by an analogue sampler, and then VMPP is calculated
by Eq. (27.13). This operating VMPP voltage is the reference
voltage for the voltage control loop as shown in Fig. 27.11.
This method always “results in a considerable power error
because the output voltage of the PV module only follows
the unchanged reference voltage during one sampling period”
[9]. Albeit the implementation of this procedure is simple,
it endures several disadvantages such as momentarily power
converter shutdown causing power loss. Furthermore, such
process depends greatly on the I–V characteristics and requires
periodic tuning.

Other researchers argue that these two practices are consid-
ered to be “fast, practical, and powerful methods for MPP esti-
mation of PV generators under all insolation and temperature
conditions” [27].
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27.5.6 Other Methods

Automated techniques such as Fibonacci line search, ripple
correlation control method, neural network, and fuzzy logic
have also been introduced for MPPT. In order to generate a
clear understanding in determining the advantages and dis-
advantages of each algorithm, a comprehensive experimental
comparison between different MPPT algorithms was made
and run for the same PV setup at South Dakota State Uni-
versity [28], and results showed that the ICT method has the
highest efficiency of 98% in terms of power extracted from the
PV array, the PAO technique has the efficiency of 96.5%, and
finally, the constant voltage method has the efficiency of 88%.

The ICT method provided good performance under rapidly
changing weather conditions and provided the highest tracking
efficiency, although four sensors were required to perform the
measurements for computations and decision making [23]. If
the system required more conversion time in tracking the MPP,
a large amount of power loss would occur [20]. On the con-
trary, under perturb and observe method, losses are reduced
if the sampling and execution speed were increased. The main
benefit of this procedure is that only two sensors are required,
which resulted in the reduction of hardware requirements
and cost.

27.6 Photovoltaic Systems’ Components

Once the PV array is controlled to perform efficiently, a num-
ber of other components are required to control, convert,
distribute, and store the energy produced by the array. Such
components may vary depending on the functional and oper-
ational requirements of the system. They may require battery
banks and controller, dc–ac inverters, in addition to other
components such as overcurrent, surge protection and, other
processing equipment. Fig. 27.12 shows a basic diagram of a
photovoltaic system and the relationship with each component.

Photovoltaic systems are classified into two major classes:
grid-connected photovoltaic systems and stand-alone photo-
voltaic systems.

Power-
conditioning

unit

Energy
distribution

PV system

Energy
storage

Electric utility
network

Load
utilization

FIGURE 27.12 Major photovoltaic system components [8].

27.6.1 Grid-Connected Photovoltaic System

Grid-connected photovoltaic systems are composed of PV
arrays connected to the grid through a power conditioning unit
and are designed to operate in parallel with the electric utility
grid as shown in Fig. 27.13. The power conditioning unit may
include the MPPT, the inverter, the grid interface as well as the
control system needed for efficient system performance [29]
There are two general types of electrical designs for PV power
systems: systems that interact with the utility power grid as
shown in Fig. 27.13a and have no battery backup capability,
and systems that interact and include battery backup as well
as shown in Fig. 27.13b. The latter type of system incorpo-
rates energy storage in the form of a battery to keep “critical
load” circuits operating during utility outage. When an outage
occurs, the unit disconnects from the utility and powers spe-
cific circuits of the load. If the outage occurs in daylight, the
PV array is able to assist the load in supplying the loads.

The major component in both systems is the DC-AC inverter
or also called the power conditioning unit (PCU). The inverter
is the key to the successful operation of the system, but it is
also the most complex hardware. The inverter requirements
include operation over a wide range of voltages and currents
and regulated output voltage and frequency while providing
AC power with good power quality which includes low total
harmonic distortion and high power factor, in addition to
highest possible efficiency for all solar irradiance levels. Sev-
eral interconnection circuits have been described in [30, 31].
Inverters can be used in a centralized connection (Fig 27.14a for
the whole array of PV or each PV module string is connected
to a single inverter (Fig. 27.14b [29]. The second proposed pro-
cedure is more efficient since it minimizes the losses due to
voltage/current mismatching as well as it enhances it modu-
larity capability. Moreover, the inverter may contain protective
devices that monitor the grid and islands the grid from the PV
system in case of fault occurrence [32].

For the last twenty years, researchers have been work-
ing on developing different inverter topologies that satisfy
the above listed requirements. The evolution of solid state
devices such as Metal Oxide semiconductor Field Effect
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FIGURE 27.13 Grid-Connected PV system.

Transistors (MOSFETs), Insulated Gate Bipolar Transistors
(IGBTs), microprocessors, PWM integrated circuits have all-
owed improvements on the inverter. However, more research
is being carried to ensure quality control, reliability and lower
cost since inverters are the key for a sustainable photovoltaic
market.

The main advantage of PV systems is their flexibility to be
implemented in remote locations where grid connection is
either impossible or very expensive to execute. Such systems
are called stand-alone PV systems and are described in the
following section.

27.6.2 Stand-Alone Photovoltaic Systems

Stand-alone photovoltaic systems are usually a utility power
alternate. They generally include solar charging modules, stor-
age batteries, and controls or regulators as shown in Fig. 27.15.
Ground or roof-mounted systems will require a mounting
structure, and if ac power is desired, an inverter is also required.
In many stand-alone PV systems, batteries are used for energy
storage as they may account for up to 40% of the overall
stand-alone PV system cost over its lifetime [33].

These batteries cause losses in the PV system due to limited
availability of time and energy to recharge the battery in addi-
tion to the insufficient battery maintenance. Hence, a charge
controller is then used to control the system and prevent the
battery from overcharging and overdischarging. Overcharging
shortens the battery life and may cause gassing while under-
charging may lead to sulphation and stratification, which result
in the reduction in battery effectiveness and lifetime [34–37].

Batteries are often used in PV systems for storing energy pro-
duced by the PV array during daytime and supplying it to elec-
trical loads as needed (during nighttime or cloudy weather).
Moreover, batteries are also needed in the tracker systems to
operate at MPP in order to provide electrical loads with sta-
ble voltages. Nearly, most of the batteries used in PV systems
are deep cycle lead-acid batteries [38]. These batteries have
thicker lead plates that make them tolerate deep discharges. The
thicker the lead plates, the longer the life span of the batteries.
The heavier the battery for a given group size, the thicker
the plates and the better the battery will tolerate deep dis-
charges [39].

All deep cycle batteries are rated in ampere-hour (AH)
capacity, a quantity of the amount of usable energy it can store
at nominal voltage [40]. A good charge rate is approximately
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FIGURE 27.14 Grid-Connected PV system.

10% of the total capacity of the battery per hour. This will
reduce the electrolyte losses and the damage to the plates [38].
A PV system may have to be sized to store a sufficient amount
of power in the batteries to meet power demand during sev-
eral days of cloudy weather, known as “days of autonomy.” The
Institute of Electrical and Electronics Engineers (IEEE) has set
several guidelines and standards for sizing lead-acid batteries
(IEEE Std 1013–1990) [41], for selecting, charging, and testing

in stand-alone PV systems (IEEE Std 1361–2003) [42], and for
installing and maintaining them (IEEE Std 937–2007) [43].

Nickel–cadmium batteries are also used for PV stand-alone
systems but are often expensive and “may have voltage compat-
ibility issues with certain inverters and charge controls” [44].
However, their main advantage is they are not affected by tem-
perature as other battery types, hence mostly recommended
for industrial or commercial applications in cold locations.
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FIGURE 27.15 Diagram of stand-alone PV system with battery storage
power DC and AC loads [8].

IEEE has also drafted some guidelines for installation and
maintenance (IEEE Std 1145–1999) [45].

To extend battery’s lifetime and for efficient system’s oper-
ation, a charge controller is needed to regulate the flow of
electricity from the PV modules to the battery and the load.
The controller keeps the battery fully charged without over-
charging it. Many controllers have the ability to sense the excess
of electricity drawn from batteries to the load and stop the flow
until sufficient charge is restored to the batteries. The latter
can greatly extend the battery’s lifetime. However, controllers in
stand-alone photovoltaic system are more complex devices that
depend on battery state of charge, which in turn depends on
many factors and is difficult to measure. The controller must be
sized to handle the maximum current produced. Several char-
acteristics should be considered before selecting a controller
such as adjustable set-points including high-voltage and low-
voltage disconnects, temperature compensation, low-voltage
warning, and reverse current protection. Moreover, the con-
troller should ensure that no current flows from the battery to
the array at night.

27.7 Factors Affecting PV Output

PV systems produce power in proportion to the intensity of
sunlight striking the solar array surface. Thus, there are some
factors that affect the overall output of the PV system and are
discussed below.

27.7.1 Temperature

Output power of a PV system decreases as the module temper-
ature increases. For crystalline modules, a representative tem-
perature reduction factor suggested by the California Energy
Commission (CEC) is 89% in the middle of spring or in a fall
day, under full-light conditions.

27.7.2 Dirt and Dust

Dirt and dust can accumulate on the solar module surface,
blocking some of the sunlight and reducing the output. A typ-
ical annual dust reduction factor to use is 93%. Sand and dust
can cause erosion of the PV surface, which affects the system’s
running performance by decreasing the output power to more
than 10% [46–49].

27.7.3 DC–AC Conversion

Because the power from the PV array is converted back to ac
as shown earlier, some power is being lost in the conversion
process, in addition to losses in the wiring. Common inverters
used have peak efficiencies of about 88–90%.

27.8 PV System Design

The goal for a solar direct electricity generation system or pho-
tovoltaic system is to provide high-quality, reliable, and green
electrical power.

27.8.1 Criteria for a Quality PV System

The criteria for quality PV system are as follows:

• Be properly sized and oriented to provide electrical power
and energy

• Good control circuit to reduce electrical losses, overcur-
rent protection, switches, and inverters

• Good charge controller and battery management system,
should the system contain batteries

27.8.2 Design Procedures

The first task in designing a PV system is to estimate the sys-
tem’s load. This is achieved by defining the power demand of
all loads, the number of hours used per day, and the operating
voltage [50]. From the load ampere-hours and the given oper-
ating voltage for each load, the power demand is calculated.
For a stand-alone system, the system voltage is the potential
required by the largest load. When ac loads dominate, the dc
system voltage should be chosen to be compatible with the
inverter input.

27.8.3 Power-Conditioning Unit

The choice of the PCU has a great impact on the performance
and economics of the system. It depends on the type of wave-
form produced, which in turn depends on the method used for
conversion, as well as the filtering techniques of unwanted fre-
quencies. Several factors must be considered when selecting or
designing the inverter:
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• The power conversion efficiency
• Rated power
• Duty rating, the amount of time the inverter can supply

maximum load
• Input voltage
• Voltage regulation
• Voltage protection
• Frequency requirement
• Power factor

27.8.4 Battery Sizing

The amount of battery storage needed depends on the load
energy demand and on weather patterns at the site. There
is always a trade-off between keeping cost low and meeting
energy demand.

27.9 Summary

This chapter discussed the conversion of solar energy into elec-
tricity using photovoltaic system. There are two types of PV
systems: the grid-connected PV system and the stand-alone PV
system. All major components for such systems have been dis-
cussed. Maximum power point tracking is the most important
factor in PV systems to provide the maximum power. For this
reason, several tracking systems have been described and com-
pared. Factors affecting the output of such systems have been
defined and steps for a good and reliable design have been
considered.
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28.1 Introduction

The Kyoto agreement on global reduction of greenhouse gas
emissions has prompted renewed interest in renewable energy
systems worldwide. Many renewable energy technologies today
are well developed, reliable, and cost competitive with the
conventional fuel generators. The cost of renewable energy
technologies is on a falling trend and is expected to fall further
as demand and production increases. There are many renew-
able energy sources (RES) such as biomass, solar, wind, mini
hydro and tidal power. However, solar and wind energy sys-
tems make use of advanced power electronics technologies and,
therefore the focus in this chapter will be on solar photovoltaic
and wind power.

One of the advantages offered by (RES) is their poten-
tial to provide sustainable electricity in areas not served by
the conventional power grid. The growing market for renew-
able energy technologies has resulted in a rapid growth in the
need of power electronics. Most of the renewable energy tech-
nologies produce DC power and hence power electronics and
control equipment are required to convert the DC into AC
power.

Inverters are used to convert DC to AC. There are two
types of inverters: (a) stand-alone or (b) grid-connected. Both
types have several similarities but are different in terms of
control functions. A stand-alone inverter is used in off-grid

applications with battery storage. With back-up diesel genera-
tors (such as photovoltaic (PV)/diesel/hybrid power systems),
the inverters may have additional control functions such as
operating in parallel with diesel generators and bi-directional
operation (battery charging and inverting). Grid interactive
inverters must follow the voltage and frequency characteristics
of the utility generated power presented on the distribution
line. For both types of inverters, the conversion efficiency is a
very important consideration. Details of stand-alone and grid-
connected inverters for PV and wind applications are discussed
in this chapter.

Section 28.2 covers stand-alone PV system applications such
as battery charging and water pumping for remote areas.
This section also discusses power electronic converters suit-
able for PV-diesel hybrid systems and grid-connected PV
for rooftop and large-scale applications. Of all the renewable
energy options, the wind turbine technology is maturing very
fast. A marked rise in installed wind power capacity has been
noticed worldwide in the last decade. Per unit generation cost
of wind power is now quite comparable with the conventional
generation. Wind turbine generators are used in stand-alone
battery charging applications, in combination with fossil fuel
generators as part of hybrid systems and as grid-connected sys-
tems. As a result of advancements in blade design, generators,
power electronics, and control systems, it has been possible to
increase dramatically the availability of large-scale wind power.

Copyright © 2007, 2001, Elsevier Inc.
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Many wind generators now incorporate speed control mech-
anisms like blade pitch control or use converters/inverters to
regulate power output from variable speed wind turbines. In
Section 28.3, electrical and power conditioning aspects of wind
energy conversion systems were included.

28.2 Power Electronics for Photovoltaic
Power Systems

28.2.1 Basics of Photovoltaics

The density of power radiated from the sun (referred as “solar
energy constant”) at the outer atmosphere is 1.373 kW/m2.
Part of this energy is absorbed and scattered by the earth’s
atmosphere. The final incident sunlight on earth’s surface has
a peak density of 1 kW/m2 at noon in the tropics. The tech-
nology of photovoltaics (PV) is essentially concerned with the
conversion of this energy into usable electrical form. Basic ele-
ment of a PV system is the solar cell. Solar cells can convert
the energy of sunlight directly into electricity. Consumer appli-
ances used to provide services such as lighting, water pumping,
refrigeration, telecommunication, television, etc. can be run
from PV electricity. Solar cells rely on a quantum-mechanical
process known as the “photovoltaic effect” to produce electric-
ity. A typical solar cell consists of a p–n junction formed in a
semiconductor material similar to a diode. Figure 28.1 shows
a schematic diagram of the cross section through a crystalline
solar cell [1]. It consists of a 0.2–0.3 mm thick monocrystalline
or polycrystalline silicon wafer having two layers with dif-
ferent electrical properties formed by “doping” it with other
impurities (e.g. boron and phosphorous). An electric field is
established at the junction between the negatively doped (using
phosphorous atoms) and the positively doped (using boron
atoms) silicon layers. If light is incident on the solar cell, the
energy from the light (photons) creates free charge carriers,
which are separated by the electrical field. An electrical volt-
age is generated at the external contacts, so that current can
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FIGURE 28.2 Simplified equivalent circuit for a solar cell.
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FIGURE 28.1 Principle of the operation of a solar cell [2].

flow when a load is connected. The photocurrent (Iph), which
is internally generated in the solar cell, is proportional to the
radiation intensity.

A simplified equivalent circuit of a solar cell consists of a
current source in parallel with a diode as shown in Fig. 28.2a.
A variable resistor is connected to the solar cell generator
as a load. When the terminals are short-circuited, the out-
put voltage and also the voltage across the diode is zero. The
entire photocurrent (Iph) generated by the solar radiation then
flows to the output. The solar cell current has its maximum
(Isc ). If the load resistance is increased, which results in an
increasing voltage across the p–n junction of the diode, a
portion of the current flows through the diode and the out-
put current decreases by the same amount. When the load
resistor is open-circuited, the output current is zero and the
entire photocurrent flows through the diode. The relation-
ship between current and voltage may be determined from the
diode characteristic equation

I = Iph − I0(eqV /kT − 1) = Iph − Id (28.1)

where q is the electron charge, k is the Boltzmann constant, Iph

is photocurrent, I0 is the reverse saturation current, Id is diode
current, and T is the solar cell operating temperature (◦K). The
current vs voltage (I–V) of a solar cell is thus equivalent to an
“inverted” diode characteristic curve shown in Fig. 28.2b.
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A number of semiconductor materials are suitable for the
manufacturing of solar cells. The most common types using
silicon semiconductor material (Si) are:

• Monocrystalline Si cells.
• Polycrystalline Si cells.
• Amorphous Si cells.

A solar cell can be operated at any point along its characteris-
tic current–voltage curve, as shown in Fig. 28.3. Two important
points on this curve are the open-circuit voltage (Voc ) and
short-circuit current (Isc ). The open-circuit voltage is the max-
imum voltage at zero current, while short-circuit current is
the maximum current at zero voltage. For a silicon solar cell
under standard test conditions, Voc is typically 0.6–0.7 V, and
Isc is typically 20–40 mA for every square centimeter of the cell
area. To a good approximation, Isc is proportional to the illu-
mination level, whereas Voc is proportional to the logarithm
of the illumination level.

A plot of power (P) against voltage (V ) for this device
(Fig. 28.3) shows that there is a unique point on the I–V curve
at which the solar cell will generate maximum power. This is
known as the maximum power point (Vmp , Imp). To maximize
the power output, steps are usually taken during fabrication,
the three basic cell parameters: open-circuit voltage, short-
circuit current, and fill factor (FF) – a term describing how

Voc

V

Isc

I / P

Impp

Vmpp

Pmpp

FIGURE 28.3 Current vs voltage (I–V) and current power (P–V)
characteristics for a solar cell.

PV Cell PV Module PV Panel PV Array

FIGURE 28.4 PV generator terms.

“square” the I–V curve is, given by

Fill Factor = (Vmp × Imp)/(Voc × Isc ) (28.2)

For a silicon solar cell, FF is typically 0.6–0.8. Because sili-
con solar cells typically produce only about 0.5 V, a number of
cells are connected in series in a PV module. A panel is a col-
lection of modules physically and electrically grouped together
on a support structure. An array is a collection of panels (see
Fig. 28.4).

The effect of temperature on the performance of silicon
solar module is illustrated in Fig. 28.5. Note that Isc slightly
increases linearly with temperature, but, Voc and the maximum
power, Pm decrease with temperature [1].

Figure 28.6 shows the variation of PV current and voltages
at different insolation levels. From Figs. 28.5 and 28.6, it can be
seen that the I–V characteristics of solar cells at a given inso-
lation and temperature consist of a constant voltage segment
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FIGURE 28.5 Effects of temperature on silicon solar cells.



726 C. V. Nayar et al.

0
0

0.5

1.5

2.5

3.5

4.5

1

2

3

4

5

5 10 15 20

Ambient Temp. [300 k]

BP280 Voltage [V]

G=200 W/m2

G=400 W/m2

G=600 W/m2

G=800 W/m2

G=1000 W/m2

C
ur

re
nt

 [A
]
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and a constant current segment [3]. The current is limited,
as the cell is short-circuited. The maximum power condition
occurs at the knee of the characteristic curve where the two
segments meet.

28.2.2 Types of PV Power Systems

Photovoltaic power systems can be classified as:

• Stand-alone PV systems.
• Hybrid PV systems.
• Grid-connected PV systems.

Stand-alone PV systems, shown in Fig. 28.7, are used in
remote areas with no access to a utility grid. Conventional
power systems used in remote areas often based on man-
ually controlled diesel generators operating continuously or
for a few hours. Extended operation of diesel generators at

PV
Panel

Charge
regulator

unit

+

AC
Load

_

InverterBattery

FIGURE 28.7 Stand-alone PV system.

low load levels significantly increases maintenance costs and
reduces their useful life. Renewable energy sources such as
PV can be added to remote area power systems using diesel
and other fossil fuel powered generators to provide 24-hour
power economically and efficiently. Such systems are called
“hybrid energy systems.” Figure 28.8 shows a schematic of a
PV-diesel hybrid system. In grid-connected PV systems shown
in Fig. 28.9, PV panels are connected to a grid through
inverters without battery storage. These systems can be classi-
fied as small systems like the residential rooftop systems or
large grid-connected systems. The grid-interactive inverters
must be synchronized with the grid in terms of voltage and
frequency.
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FIGURE 28.8 PV-diesel hybrid system.
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FIGURE 28.9 Grid-connected PV system.
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28.2.3 Stand-alone PV Systems

The two main stand-alone PV applications are:

• Battery charging.
• Solar water pumping.

28.2.3.1 Battery Charging
28.2.3.1.1 Batteries for PV Systems Stand-alone PV energy
system requires storage to meet the energy demand during
periods of low solar irradiation and nighttime. Several types of
batteries are available such as the lead acid, nickel–cadmium,
lithium, zinc bromide, zinc chloride, sodium sulfur, nickel–
hydrogen, redox, and vanadium batteries. The provision of
cost-effective electrical energy storage remains one of the
major challenges for the development of improved PV power
systems. Typically, lead-acid batteries are used to guarantee
several hours to a few days of energy storage. Their reasonable
cost and general availability has resulted in the widespread
application of lead-acid batteries for remote area power sup-
plies despite their limited lifetime compared to other system
components. Lead-acid batteries can be deep or shallow cycling
gelled batteries, batteries with captive or liquid electrolyte,
sealed and non-sealed batteries etc. [4]. Sealed batteries are
valve regulated to permit evolution of excess hydrogen gas
(although catalytic converters are used to convert as much
evolved hydrogen and oxygen back to water as possible). Sealed
batteries need less maintenance. The following factors are
considered in the selection of batteries for PV applications [1]:

• Deep discharge (70–80% depth of discharge).
• Low charging/discharging current.
• Long duration charge (slow) and discharge (long duty

cycle).
• Irregular and varying charge/discharge.
• Low self discharge.
• Long life time.
• Less maintenance requirement.
• High energy storage efficiency.
• Low cost.

Battery manufacturers specify the nominal number of
complete charge and discharge cycles as a function of the
depth-of-discharge (DOD), as shown in Fig. 28.10. While this
information can be used reliably to predict the lifetime of
lead-acid batteries in conventional applications, such as unin-
terruptable power supplies or electric vehicles, it usually results
in an overestimation of the useful life of the battery bank in
renewable energy systems.

Two of the main factors that have been identified as limit-
ing criteria for the cycle life of batteries in PV power systems
are incomplete charging and prolonged operation at a low
state-of-charge (SOC). The objective of improved battery con-
trol strategies is to extend the lifetime of lead-acid batteries
to achieve a typical number of cycles shown in Fig. 28.10. If
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this is achieved, an optimum solution for the required stor-
age capacity and the maximum DOD of the battery can be
found by referring to manufacturer’s information. Increasing
the capacity will reduce the typical DOD and therefore pro-
long the battery lifetime. Conversely, it may be more economic
to replace a smaller battery bank more frequently.

28.2.3.1.2 PV Charge Controllers Blocking diodes in series
with PV modules are used to prevent the batteries from being
discharged through the PV cells at night when there is no
sun available to generate energy. These blocking diodes also
protect the battery from short circuits. In a solar power system
consisting of more than one string connected in parallel, if a
short circuit occurs in one of the strings, the blocking diode
prevents the other PV strings to discharge through the short-
circuited string.

The battery storage in a PV system should be properly
controlled to avoid catastrophic operating conditions like
overcharging or frequent deep discharging. Storage batteries
account for most PV system failures and contribute signifi-
cantly to both the initial and the eventual replacement costs.
Charge controllers regulate the charge transfer and prevent the
battery from being excessively charged and discharged. Three
types of charge controllers are commonly used:

• Series charge regulators.
• Shunt charge regulators.
• DC–DC converters.

A. A Series Charge Regulators
The basic circuit for the series regulators is given in Fig. 28.11.
In the series charge controller, the switch S1 disconnects the PV
generator when a predefined battery voltage is achieved. When
the voltage reduces below the discharge limit, the load is dis-
connected from the battery to avoid deep discharge beyond the
limit. The main problem associated with this type of controller
is the losses associated with the switches. This extra power loss
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FIGURE 28.11 Series charge regulator.

has to come from the PV power and this can be quite sig-
nificant. Bipolar transistors, metal oxide semi conductor field
effect transistors (MOSFETs), or relays are used as the switches.

B. Shunt Charge Regulators
In this type, as illustrated in Fig. 28.12, when the battery is fully
charged the PV generator is short-circuited using an electronic
switch (S1). Unlike series controllers, this method works more
efficiently even when the battery is completely discharged as
the short-circuit switch need not be activated until the battery
is fully discharged [1].

The blocking diode prevents short-circuiting of the battery.
Shunt-charge regulators are used for the small PV applications
(less than 20 A).

Deep discharge protection is used to protect the battery
against the deep discharge. When the battery voltage reaches
below the minimum set point for deep discharge limit, switch
S2 disconnects the load. Simple series and shunt regulators
allow only relatively coarse adjustment of the current flow and
seldom meet the exact requirements of PV systems.
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FIGURE 28.12 Shunt charge regulator.

C. DC–DC Converter Type Charge Regulators
Switch mode DC-to-DC converters are used to match the out-
put of a PV generator to a variable load. There are various
types of DC–DC converters such as:

• Buck (step-down) converter.
• Boost (step-up) converter.
• Buck–boost (step-down/up) converter.

Figures 28.13–28.15 show simplified diagrams of these three
basic types converters. The basic concepts are an electronic
switch, an inductor to store energy, and a “flywheel” diode,
which carries the current during that part of switching cycle

Vdc

+
+

D

L

R

Iin Iout

PV panels

−

−

FIGURE 28.13 Buck converter.

+

C

+
D

L

RVdc

PV panels

lin lout

−

−

FIGURE 28.14 Boost converter.



28 Power Electronics for Renewable Energy Sources 729

−

−

Vdc

+PV panels

+

D

Lin

R

Lout

C

It

+

FIGURE 28.15 Boost–buck converter.

when the switch is off. The DC–DC converters allow the charge
current to be reduced continuously in such a way that the
resulting battery voltage is maintained at a specified value.

28.2.3.1.3 Maximum Power Point Tracking (MPPT) A con-
troller that tracks the maximum power point locus of the PV
array is known as the MPPT. In Fig. 28.16, the PV power out-
put is plotted against the voltage for insolation levels from 200
to 1000 W/m2 [5]. The points of maximum array power form
a curve termed as the maximum power locus. Due to high
cost of solar cells, it is necessary to operate the PV array at its
maximum power point (MPP). For overall optimal operation
of the system, the load line must match the PV array’s MPP
locus.

Referring to Fig. 28.17, the load characteristics can be either
curve OA or curve OB depending upon the nature of the load
and it’s current and voltage requirements. If load OA is consid-
ered and the load is directly coupled to the solar array, the array
will operate at point A1, delivering only power P1. The max-
imum array power available at the given insolation is P2. In
order to use PV array power P2, a power conditioner coupled
between array and the load is needed.
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There are generally two ways of operating PV modules at
maximum power point. These ways take advantage of analog
and/or digital hardware control to track the MPP of PV arrays.

28.2.3.1.4 Analog Control There are many analog control
mechanisms proposed in different articles. For instance, frac-
tional short-circuit current (ISC ) [6–9], fractional open-circuit
voltage (VOP ) [6, 7, 10–13], and ripple correlation control
(RCC) [14–17].

Fractional open-circuit voltage (VOP ) is one of the simple
analogue control method. It is based on the assumption that
the maximum power point voltage, VMPP , is a linear function
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of the open-circuit voltage, VOC . For example VMPP = kVOC

where k ≈ 0.76. This assumption is reasonably accurate
even for large variations in the cell short-circuit current and
temperature. This type of MPPT is probably the most com-
mon type. A variation to this method involves periodically
open-circuiting the cell string and measuring the open-circuit
voltage. The appropriate value of VMPP can then be obtained
with a simple voltage divider.

28.2.3.1.5 Digital Control There are many digital control
mechanisms that were proposed in different articles. For
instance, perturbation and observation (P&O) or hill climb-
ing [18–23], fuzzy logic [24–28], neural network [18, 29–31],
and incremental conductance (IncCond) [32–35].

The P&O or hill climbing control involves around varying
the input voltage around the optimum value by giving it a small
increment or decrement alternately. The effect on the output
power is then assessed and a further small correction is made
to the input voltage. Therefore, this type of control is called
a hill climbing control. The power output of the PV array is
sampled at an every definite sampling period and compared
with the previous value. In the event, when power is increased
then the solar array voltage is stepped in the same direction as
the previous sample time, but if the power is reduced then the
array voltage is stepped in the opposite way and try to operate
the PV array at its optimum/maximum power point.

To operate the PV array at the MPP, perturb and adjust
method can be used at regular intervals. Current drawn is sam-
pled every few seconds and the resulting power output of the
solar cells is monitored at regular intervals. When an increased
current results in a higher power, it is further increased until
power output starts to reduce. But if the increased PV current
results in lesser amount of power than in the previous sample,
then the current is reduced until the MPP is reached.

28.2.3.2 Inverters for Stand-alone PV Systems
Inverters convert power from DC to AC while rectifiers convert
it from AC to DC. Many inverters are bi-directional, i.e. they
are able to operate in both inverting and rectifying modes.
In many stand-alone PV installations, alternating current is
needed to operate 230 V (or 110 V), 50 Hz (or 60 Hz) appli-
ances. Generally stand-alone inverters operate at 12, 24, 48, 96,
120, or 240 V DC depending upon the power level. Ideally, an
inverter for a stand-alone PV system should have the following
features:

• Sinusoidal output voltage.
• Voltage and frequency within the allowable limits.
• Cable to handle large variation in input voltage.
• Output voltage regulation.
• High efficiency at light loads.

• Less harmonic generation by the inverter to avoid damage
to electronic appliances like television, additional losses,
and heating of appliances.

• Photovoltaic inverters must be able to withstand over-
loading for short term to take care of higher starting
currents from pumps, refrigerators, etc.

• Adequate protection arrangement for over/under-voltage
and frequency, short circuit etc.

• Surge capacity.
• Low idling and no load losses.
• Low battery voltage disconnect.
• Low audio and radio frequency (RF) noise.

Several different semiconductor devices such as metal oxide
semiconductor field effect transistor (MOSFETs) and insu-
lated gate bipolar transistors (IGBTs) are used in the power
stage of inverters. Typically MOSFETs are used in units up to
5 kVA and 96 V DC. They have the advantage of low switch-
ing losses at higher frequencies. Because the on-state voltage
drop is 2 V DC, IGBTs are generally used only above 96 V DC
systems.

Voltage source inverters are usually used in stand-alone
applications. They can be single phase or three phase. There
are three switching techniques commonly used: square wave,
quasi-square wave, and pulse width modulation. Square-wave
or modified square-wave inverters can supply power tools,
resistive heaters, or incandescent lights, which do not require
a high quality sine wave for reliable and efficient operation.
However, many household appliances require low distortion
sinusoidal waveforms. The use of true sine-wave inverters is
recommended for remote area power systems. Pulse width
modulated (PWM) switching is generally used for obtaining
sinusoidal output from the inverters.

A general layout of a single-phase system, both half bridge
and full bridge, is shown in Fig. 28.18. In Fig. 28.18a, single-
phase half bridge is with two switches, S1 and S2, the capacitors
C1 and C2 are connected in series across the DC source. The
junction between the capacitors is at the mid-potential. Voltage
across each capacitor is Vdc /2. Switches S1 and S2 can be
switched on/off periodically to produce AC voltage. Filter (Lf

and Cf ) is used to reduce high-switch frequency components
and to produce sinusoidal output from the inverter. The out-
put of inverter is connected to load through a transformer.
Figure 28.18b shows the similar arrangement for full-bridge
configuration with four switches. For the same input source
voltage, the full-bridge output is twice and the switches carry
less current for the same load power.

The power circuit of a three phase four-wire inverter is
shown in Fig. 28.19. The output of the inverter is connected to
load via three-phase transformer (delta/Y). The star point of
the transformer secondary gives the neutral connection. Three
phase or single phase can be connected to this system. Alter-
natively, a center tap DC source can be used to supply the
converter and the mid-point can be used as the neutral.
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FIGURE 28.19 A stand-alone three-phase four wire inverter.

Figure 28.20 shows the inverter efficiency for a typical
inverter used in remote area power systems. It is important to
consider that the system load is typically well below the nom-
inal inverter capacity Pnom , which results in low conversion
efficiencies at loads below 10% of the rated inverter output
power. Optimum overall system operation is achieved if the
total energy dissipated in the inverter is minimized. The high
conversion efficiency at low power levels of recently developed
inverters for grid-connected PV systems shows that there is a
significant potential for further improvements in efficiency.

Bi-directional inverters convert DC power to AC power
(inverter) or AC power to DC power (rectifier) and are becom-
ing very popular in remote area power systems [4, 5]. The
principle of a stand-alone single-phase bi-directional inverter
used in a PV/battery/diesel hybrid system can be explained by
referring Fig. 28.21. A charge controller is used to interface
the PV array and the battery. The inverter has a full-bridge
configuration realized using four power electronic switches
(MOSFET or IGBTs) S1–S4. In this scheme, the diagonally
opposite switches (S1, S4) and (S2, S3) are switched using a
sinusoidally PWM gate pulses. The inverter produces sinu-
soidal output voltage. The inductors X1, X2, and the AC output
capacitor C2 filter out the high-switch frequency components
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from the output waveform. Most inverter topologies use a low
frequency (50 or 60 Hz) transformer to step up the inverter
output voltage. In this scheme, the diesel generator and the
converter are connected in parallel to supply the load. The
voltage sources, diesel and inverter, are separated by the link
inductor Xm . The bi-directional power flow between inverter
and the diesel generator can be established.
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FIGURE 28.21 Bi-directional inverter system.

The power flow through the link inductor, Xm , is

Sm = VmI∗m (28.3)

Pm = (VmVc sin δ)/Xm (28.4)

Qm = (Vm/Xm)(Vm − Vc cos δ) (28.5)

δ = sin−1[(XmPm)/(VmVc )] (28.6)

where δ is the phase angle between the two voltages. From
Eq. (28.4), it can be seen that the power supplied by the inverter
from the batteries (inverter mode) or supplied to the batteries
(charging mode) can be controlled by controlling the phase
angle δ. The PWM pulses separately control the amplitude of
the converter voltage, Vc , while the phase angle with respect to
the diesel voltage is varied for power flow.

28.2.3.3 Solar Water Pumping
In many remote and rural areas, hand pumps or diesel driven
pumps are used for water supply. Diesel pumps consume fossil
fuel, affects environment, needs more maintenance, and are
less reliable. Photovoltaic powered water pumps have received
considerable attention recently due to major developments in
the field of solar cell materials and power electronic systems
technology.

28.2.3.3.1 Types of Pumps Two types of pumps are com-
monly used for the water pumping applications: positive and
centrifugal displacement. Both centrifugal and positive dis-
placement pumps can be further classified into those with
motors that are (a) surface mounted and those which are
(b) submerged into the water (“submersible”).

Displacement pumps have water output directly propor-
tional to the speed of the pump, but, almost independent of
head. These pumps are used for solar water pumping from
deep wells or bores. They may be piston type pumps, or use

diaphragm driven by a cam, rotary screw type, or use progres-
sive cavity system. The pumping rate of these pumps is directly
related to the speed and hence constant torque is desired.

Centrifugal pumps are used for low-head applications espe-
cially if they are directly interfaced with the solar panels.
Centrifugal pumps are designed for fixed-head applications
and the pressure difference generated increases in relation to
the speed of pump. These pumps are rotating impeller type,
which throws the water radially against a casing, so shaped that
the momentum of the water is converted into useful pressure
for lifting [4]. The centrifugal pumps have relatively high effi-
ciency but it reduces at lower speeds, which can be a problem
for the solar water pumping system at the time of low light
levels. The single-stage centrifugal pump has just one impeller
whereas most borehole pumps are multistage types where the
outlet from one impeller goes into the center of another and
each one keeps increasing the pressure difference.

From Fig. 28.22, it is quite obvious that the load line is
located relatively faraway from Pmax line. It has been reported
that the daily utilization efficiency for a DC motor drive is
87% for a centrifugal pump compared to 57% for a con-
stant torque characteristics load. Hence, centrifugal pumps are
more compatible with PV arrays. The system operating point is
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FIGURE 28.22 I–V characteristics of a PV array and two mechanical
loads: (a) constant torque and (b) centrifugal pump.
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determined by the intersection of the I–V characteristics of the
PV array and the motor as shown in Fig. 28.22. The torque-
speed slope is normally large due to the armature resistance
being small. At the instant of starting, the speed and the back
emf are zero. Hence the motor starting current is approxi-
mately the short-circuit current of the PV array. By matching
the load to the PV source through MPPT, the starting torque
increases.

The matching of a DC motor depends upon the type of
load being used. For instance, a centrifugal pump is charac-
terized by having the load torque proportional to the square
of speed. The operating characteristics of the system (i.e. PV
source, permanent magnet (PM) DC motor and load) are at
the intersection of the motor and load characteristics as shown
in Fig. 28.23 (i.e. points a, b, c, d, e, and f for centrifugal pump).
From Fig. 28.23, the system utilizing the centrifugal pump as
its load tends to start at low solar irradiation (point a) level.
However, for the systems with an almost constant torque char-
acteristics in Fig. 28.22, the start is at almost 50% of one sun
(full insolation) which results in short period of operation.

28.2.3.3.2 Types of Motors There are various types of
motors available for the PV water pumping applications:

• DC motors.
• AC motors.

DC motors are preferred where direct coupling to PV panels
is desired whereas AC motors are coupled to the solar panels
through inverters. AC motors in general are cheaper than the
DC motors and are more reliable but the DC motors are more

TABLE 28.1 Comparison of the different types of motor used for PV water pumping

Types of motor Advantages Disadvantages Main features

Brushed DC Simple and efficient for PV applications. Brushes need to be replaced periodically
(typical replacement interval is
2000–4000 hr or 2 years).

Requires MPPT for optimum performance.
No complex control circuits is required as

the motor starts without high current
surge.

Available only in small motor sizes.
Increasing current (by paralleling PV

modules) increases the torque.
These motors will run slowly but do not

overheat with reduced voltage.
Increasing voltage (by series PV modules)

increases the speed.

Brush-less DC Efficient.
Less maintenance is required.

Electronic computation adds to extra cost,
complexity, and increased risk of
failure/malfunction.

Growing trend among PV pump
manufacturers to use brush-less DC
motors, primarily for centrifugal type
submersible pumps.In most cases, oil cooled, can’t be

submerged as deep as water cooled AC
units.

AC induction
motors

No brushes to replace. Needs an inverter to convert DC output
from PV to AC adding additional cost
and complexity.

Available for single or three supply.
Can use existing AC motor/pump technology

which is cheaper and easily available
worldwide. These motors can handle larger
pumping requirements.

Inverters are designed to regulate frequency
to maximize power to the motor in
response to changing insolation levels.Less efficient than DC motor-pump units.

Prone to overheating if current is not
adequate to start the motor or if the
voltage is too low.

(a) (b)

a g

b

c d
e

h f

20
%

60
%

80
%

S
pe

ed
 (

ra
d/

se
c)

Torque (Nm)

10
0%

 In
so

la
tio

n

FIGURE 28.23 Speed torque characteristics of a DC motor and two
mechanical loads: (a) helical rotor and (b) centrifugal pump.

efficient. The DC motors used for solar pumping applications
are:

• Permanent magnet DC motors with brushes.
• Permanent DC magnet motors without brushes.

In DC motors with the brushes, the brushes are used to
deliver power to the commutator and need frequent replace-
ment due to wear and tear. These motors are not suitable
for submersible applications unless long transmission shafts
are used. Brush-less DC permanent magnet motors have been
developed for submersible applications.

The AC motors are of the induction motor type, which is
cheaper than DC motors and available, worldwide. However,
they need inverters to change DC input from PV to AC power.
A comparison of the different types of motors used for PV
water pumping is given in Table 28.1.
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FIGURE 28.24 Block diagram for DC motor driven pumping scheme.

28.2.3.3.3 Power Conditioning Units for PV Water Pumping
Most PV pump manufacturers include power conditioning
units (PCU) which are used for operating the PV panels close
to their MPP over a range of load conditions and varying
insolation levels and also for power conversion. DC or AC
motor-pump units can be used for PV water pumping. In
its simplest form, a solar water pumping system comprises
of PV array, PCU, and DC water-pump unit as shown in
Fig. 28.24.

In case of lower light levels, high currents can be generated
through power conditioning to help in starting the motor-
pump units especially for reciprocating positive displacement
type pumps with constant torque characteristics, requiring
constant current throughout the operating region. In positive
displacement type pumps, the torque generated by the pumps
depends on the pumping head, friction, and pipe diameter etc.
and needs certain level of current to produce the necessary
torque. Some systems use electronic controllers to assist start-
ing and operation of the motor under low solar radiation. This
is particularly important when using positive displacement
pumps. The solar panels generate DC voltage and current. The
solar water pumping systems usually has DC or AC pumps. For
DC pumps, the PV output can be directly connected to the
pump through MPPT or a DC–DC converter can also be used
for interfacing for controlled DC output from PV panels. To
feed the AC motors, a suitable interfacing is required for the
power conditioning. These PV inverters for the stand-alone
applications are very expensive. The aim of power condi-
tioning equipment is to supply the controlled voltage/current
output from the converters/inverters to the motor-pump
unit.

These power-conditioning units are also used for operating
the PV panels close to their maximum efficiency for fluctu-
ating solar conditions. The speed of the pump is governed by
the available driving voltage. Current lower than the acceptable
limit will stop the pumping. When the light level increases, the
operating point will shift from the MPP leading to the reduc-
tion of efficiency. For centrifugal pumps, there is an increase
in current at increased speed and the matching of I–V char-
acteristics is closer for wide range of light intensity levels. For
centrifugal pumps, the torque is proportional to the square
of speed and the torque produced by the motors is propor-
tional to the current. Due to decrease in PV current output,

the torque from the motor and consequently the speed of the
pump is reduced resulting in decrease in back emf and the
required voltage of the motor. Maximum power point tracker
can be used for controlling the voltage/current outputs from
the PV inverters to operate the PV close to maximum operat-
ing point for the smooth operation of motor-pump units. The
DC–DC converter can be used for keeping the PV panels out-
put voltage constant and help in operating the solar arrays close
to MPP. In the beginning, high starting current is required to
produce high starting torque. The PV panels cannot supply
this high starting current without adequate power condition-
ing equipment like DC–DC converter or by using a starting
capacitor. The DC–DC converter can generate the high start-
ing currents by regulating the excess PV array voltage. DC–DC
converter can be boost or buck converter.

Brush-less DC motor (BDCM) and helical rotor pumps can
also be used for PV water pumping [36]. Brush-less DC motors
are a self synchronous type of motor characteristics by trape-
zoidal waveforms for back emf and air flux density. They can
operate off a low voltage DC supply which is switched through
an inverter to create a rotating stator field. The current gen-
eration of BDCMs use rare earth magnets on the rotor to
give high air gap flux densities and are well suited to solar
application. The block diagram of such an arrangement is
shown in Fig. 28.25 which consists of PV panels, DC–DC
converter, MPPT, and BDCM.

The PV inverters are used to convert the DC output of the
solar arrays to the AC quantity so as to run the AC motors
driven pumps. These PV inverters can be variable frequency
type, which can be controlled to operate the motors over
wide range of loads. The PV inverters may involve impedance
matching to match the electrical characteristics of the load
and array. The motor-pump unit and PV panels operate at
their maximum efficiencies. Maximum power point tracker is
also used in the power conditioning. To keep the voltage sta-
ble for the inverters, the DC–DC converter can be used. The
inverter/converter has a capability of injecting high-switch fre-
quency components, which can lead to the overheating and the
losses. So care shall be taken for this. The PV arrays are usually
connected in series, parallel, or a combination of series parallel,
configurations. The function of power electronic interface, as
mentioned before, is to convert the DC power from the array
to the required voltage and frequency to drive the AC motors.
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FIGURE 28.26 Block diagrams for various AC motor driven pumping schemes.

The motor-pump system load should be such that the array
operates close to it’s MPP at all solar insolation levels. There
are mainly three types solar powered water pumping systems
as shown in Fig. 28.26.

The first system shown in Fig. 28.26a is an imported com-
mercially available unit, which uses a specially wound low
voltage induction motor driven submersible pump. Such a low
voltage motor permits the PV array voltage to be converted to
AC without using a step-up transformer. The second system,
shown in Fig. 28.26b makes use of a conventional “off-the-
shelf” 415 V, 50 Hz, induction motor [6]. This scheme needs
a step-up transformer to raise inverter output voltage to high
voltage. Third scheme as shown in Fig. 28.26c comprises of a
DC–DC converter, an inverter that switches at high frequency,
and a mains voltage motor driven pump. To get the optimum
discharge (Q), at a given insolation level, the efficiency of the
DC–DC converter and the inverter should be high. So the pur-
pose should be to optimize the output from PV array, motor,
and the pump. The principle used here is to vary the duty
cycle of a DC–DC converter so that the output voltage is max-
imum. The DC–DC converter is used to boost the solar array
voltage to eliminate the need for a step-up transformer and
operate the array at the MPP. The three-phase inverter used
in the interface is designed to operate in a variable frequency
mode over the range of 20–50 Hz, which is the practical limit
for most 50 Hz induction motor applications. Block diagram
for frequency control is given in Fig. 28.27.

This inverter would be suitable for driving permanent
magnet motors by incorporating additional circuitry for posi-
tion sensing of the motor’s shaft. Also the inverter could
be modified, if required, to produce higher output frequen-
cies for high-speed permanent magnet motors. The inverter
has a three-phase full-bridge configuration implemented by
MOSFET power transistors.

28.2.4 Hybrid Energy Systems

The combination of RES, such as PV arrays or wind turbines,
with engine-driven generators and battery storage, is widely
recognized as a viable alternative to conventional remote area
power supplies (RAPS). These systems are generally classified
as hybrid energy systems (HES). They are used increasingly
for electrification in remote areas where the cost of grid exten-
sion is prohibitive and the price for fuel increases drastically
with the remoteness of the location. For many applications,
the combination of renewable and conventional energy sources
compares favorably with fossil fuel-based RAPS systems, both
in regard to their cost and technical performance. Because
these systems employ two or more different sources of energy,
they enjoy a very high degree of reliability as compared to
single-source systems such as a stand-alone diesel generator
or a stand-alone PV or wind system. Applications of hybrid
energy systems range from small power supplies for remote
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households, providing electricity for lighting and other essen-
tial electrical appliances, to village electrification for remote
communities has been reported [37].

Hybrid energy systems generate AC electricity by com-
bining RES such as PV array with an inverter, which can
operate alternately or in parallel with a conventional engine-
driven generator. They can be classified according to their
configuration as [38]:

• Series hybrid energy systems.
• Switched hybrid energy systems.
• Parallel hybrid energy systems.

The parallel hybrid systems can be further divided to DC
or AC coupling. An overview of the three most common
system topologies is presented by Bower [39]. In the follow-
ing comparison of typical PV-diesel system configurations are
described.

28.2.4.1 Series Configuration
In the conventional series hybrid systems shown in Fig. 28.28,
all power generators feed DC power into a battery. Each com-
ponent has therefore to be equipped with an individual charge
controller and in the case of a diesel generator with a rectifier.

To ensure reliable operation of series hybrid energy systems
both the diesel generator and the inverter have to be sized
to meet peak loads. This results in a typical system opera-
tion where a large fraction of the generated energy is passed
through the battery bank, therefore resulting in increased
cycling of the battery bank and reduced system efficiency. AC
power delivered to the load is converted from DC to regulated
AC by an inverter or a motor generator unit. The power gener-
ated by the diesel generator is first rectified and subsequently
converted back to AC before being supplied to the load, which
incurs significant conversion losses.

The actual load demand determines the amount of electrical
power delivered by the PV array, wind generator, the battery
bank, or the diesel generator. The solar and wind charger pre-
vents overcharging of the battery bank from the PV generator
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FIGURE 28.28 Series hybrid energy system.

when the PV power exceeds the load demand and the batter-
ies are fully charged. It may include MPPT to improve the
utilization of the available PV energy, although the energy
gain is marginal for a well-sized system. The system can be
operated in manual or automatic mode, with the addition of
appropriate battery voltage sensing and start/stop control of
the engine-driven generator.

Advantages:

• The engine-driven generator can be sized to be optimally
loaded while supplying the load and charging the battery
bank, until a battery SOC of 70–80% is reached.

• No switching of AC power between the different energy
sources is required, which simplifies the electrical output
interface.

• The power supplied to the load is not interrupted when
the diesel generator is started.

• The inverter can generate a sine-wave, modified square-
wave, or square-wave depending on the application.
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Disadvantages:

• The inverter cannot operate in parallel with the engine-
driven generator, therefore the inverter must be sized to
supply the peak load of the system.

• The battery bank is cycled frequently, which shortens its
lifetime.

• The cycling profile requires a large battery bank to
limit the depth-of-discharge (DOD).

• The overall system efficiency is low, since the diesel
cannot supply power directly to the load.

• Inverter failure results in complete loss of power to the
load, unless the load can be supplied directly from the
diesel generator for emergency purposes.

28.2.4.2 Switched Configuration
Despite its operational limitations, the switched configura-
tion remains one of the most common installations in some
developing countries. It allows operation with either the
engine-driven generator or the inverter as the AC source,
yet no parallel operation of the main generation sources
is possible. The diesel generator and the RES can charge
the battery bank. The main advantage compared with the
series system is that the load can be supplied directly by the
engine-driven generator, which results in a higher overall con-
version efficiency. Typically, the diesel generator power will
exceed the load demand, with excess energy being used to
recharge the battery bank. During periods of low electric-
ity demand the diesel generator is switched off and the load
is supplied from the PV array together with stored energy.
Switched hybrid energy systems can be operated in manual
mode, although the increased complexity of the system makes
it highly desirable to include an automatic controller, which
can be implemented with the addition of appropriate bat-
tery voltage sensing and start/stop control of the engine-driven
generator (Fig. 28.29).
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FIGURE 28.29 Switched PV-diesel hybrid energy system.

Advantages:

• The inverter can generate a sine-wave, modified square-
wave, or square-wave, depending on the particular
application.

• The diesel generator can supply the load directly, there-
fore improving the system efficiency and reducing the
fuel consumption.

Disadvantages:

• Power to the load is interrupted momentarily when the
AC power sources are transferred.

• The engine-driven alternator and inverter are typically
designed to supply the peak load, which reduces their
efficiency at part load operation.

28.2.4.3 Parallel Configuration
The parallel hybrid system can be further classified as DC
and AC couplings as shown in Fig. 28.30. In both schemes,
a bi-directional inverter is used to link between the battery
and an AC source (typically the output of a diesel genera-
tor). The bi-directional inverter can charge the battery bank
(rectifier operation) when excess energy is available from the
diesel generator or by the renewable sources, as well as act
as a DC–AC converter (inverter operation). The bi-directional
inverter may also provide “peak shaving” as part of a control
strategy when the diesel engine is overloaded. In Fig. 28.30a,
the renewable energy sources (RES) such as photovoltaic and
wind are coupled on the DC side. DC integration of RES
results in “custom” system solutions for individual supply
cases requiring high costs for engineering, hardware, repair,
and maintenance. Furthermore, power system expandability
for covering needs of growing energy and power demand is
also difficult. A better approach would be to integrate the
RES on the AC side rather than on the DC side as shown
in Fig. 28.30b.
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FIGURE 28.30 Parallel PV-diesel hybrid energy system: (a) DC decou-
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Parallel hybrid energy systems are characterized by two sig-
nificant improvements over the series and switched system
configuration.

The inverter plus the diesel generator capacity rather than
their individual component ratings limit the maximum load
that can be supplied. Typically, this will lead to a doubling of
the system capacity. The capability to synchronize the inverter
with the diesel generator allows greater flexibility to optimize
the operation of the system. Future systems should be sized
with a reduced peak capacity of the diesel generator, which
results in a higher fraction of directly used energy and hence
higher system efficiencies.

By using the same power electronic devices for both inverter
and rectifier operation, the number of system components is
minimized. Additionally, wiring and system installation costs
are reduced through the integration of all power-conditioning
devices in one central power unit. This highly integrated sys-
tem concept has advantages over a more modular approach to

system design, but it may prevent convenient system upgrades
when the load demand increases.

The parallel configuration offers a number of potential
advantages over other system configurations. These objectives
can only be met if the interactive operation of the individ-
ual components is controlled by an “intelligent” hybrid energy
management system. Although today’s generation of parallel
systems include system controllers of varying complexity and
sophistication, they do not optimize the performance of the
complete system. Typically, both the diesel generator and the
inverter are sized to supply anticipated peak loads. As a result
most parallel hybrid energy systems do not utilize their capa-
bility of parallel, synchronized operation of multiple power
sources.

Advantages:

• The system load can be met in an optimal way.
• Diesel generator efficiency can be maximized.
• Diesel generator maintenance can be minimized.
• A reduction in the rated capacities of the diesel generator,

battery bank, inverter, and renewable resources is feasible,
while also meeting the peak loads.

Disadvantages:

• Automatic control is essential for the reliable operation
of the system.

• The inverter has to be a true sine-wave inverter with the
ability to synchronize with a secondary AC source.

• System operation is less transparent to the untrained user
of the system.

28.2.4.4 Control of Hybrid Energy Systems
The design process of hybrid energy systems requires
the selection of the most suitable combination of energy
sources, power-conditioning devices, and energy storage sys-
tem together with the implementation of an efficient energy
dispatch strategy. System simulation software is an essential
tool to analyze and compare possible system combinations.
The objective of the control strategy is to achieve optimal
operational performance at the system level. Inefficient opera-
tion of the diesel generator and “dumping” of excess energy is
common for many RAPS, operating in the field. Component
maintenance and replacement contributes significantly to the
lifecycle cost of systems. These aspects of system operation are
clearly related to the selected control strategy and have to be
considered in the system design phase.

Advanced system control strategies seek to reduce the num-
ber of cycles and the DOD for the battery bank, run the diesel
generator in its most efficient operating range, maximize the
utilization of the renewable resource, and ensure high relia-
bility of the system. Due to the varying nature of the load
demand, the fluctuating power supplied by the photovoltaic
generator, and the resulting variation of battery SOC, the
hybrid energy system controller has to respond to continuously
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FIGURE 28.31 Operating modes for a PV single-diesel hybrid energy system.

changing operating conditions. Figure 28.31 shows different
operating modes for a PV single-diesel system using a typical
diesel dispatch strategy.

Mode (I): The base load, which is typically experienced at night-
time and during the early morning hours, is supplied by
energy stored in the batteries. Photovoltaic power is not
available and the diesel generator is not started.

Mode (II): PV power is supplemented by stored energy to meet
the medium load demand.

Mode (III): Excess energy is available from the PV generator,
which is stored in the battery. The medium load demand is
supplied from the PV generator.

Mode (IV): The diesel generator is started and operated at its
nominal power to meet the high evening load. Excess energy
available from the diesel generator is used to recharge the
batteries.

Mode (V): The diesel generator power is insufficient to meet the
peak load demand. Additional power is supplied from the
batteries by synchronizing the inverter AC output voltage
with the alternator waveform.

Mode (VI): The diesel generator power exceeds the load demand,
but it is kept operational until the batteries are recharged
to a high SOC level.

In principle, most efficient operation is achieved if the gen-
erated power is supplied directly to the load from all energy
sources, which also reduces cycling of the battery bank. How-
ever, since diesel generator operation at light loads is inherently
inefficient, it is common practice to operate the engine-driven
generator at its nominal power rating and to recharge the
batteries from the excess energy. The selection of the most
efficient control strategy depends on fuel, maintenance and
component replacement cost, the system configuration, envi-
ronmental conditions, as well as constraints imposed on the
operation of the hybrid energy system.

28.2.5 Grid-connected PV Systems

The utility interactive inverters not only conditions the power
output of the PV arrays but ensures that the PV system out-
put is fully synchronized with the utility power. These systems
can be battery less or with battery backup. Systems with bat-
tery storage (or flywheel) provide additional power supply
reliability. The grid connection of PV systems is gathering
momentum because of various rebate and incentive schemes.
This system allows the consumer to feed its own load utiliz-
ing the available solar energy and the surplus energy can be
injected into the grid under the energy by back scheme to
reduce the payback period. Grid-connected PV systems can
become a part of the utility system. The contribution of solar
power depends upon the size of system and the load curve
of the house. When the PV system is integrated with the
utility grid, a two-way power flow is established. The util-
ity grid will absorb excess PV power and will feed the house
during nighttime and at instants while the PV power is inad-
equate. The utility companies are encouraging this scheme in
many parts of the world. The grid-connected system can be
classified as:

• Rooftop application of grid-connected PV system.
• Utility scale large system.

For small household PV applications, a roof mounted PV
array can be the best option. Solar cells provide an environ-
mentally clean way of producing electricity, and rooftops have
always been the ideal place to put them. With a PV array
on the rooftop, the solar generated power can supply resi-
dential load. The rooftop PV systems can help in reducing
the peak summer load to the benefit of utility companies by
feeding the household lighting, cooling, and other domestic
loads. The battery storage can further improve the reliability
of the system at the time of low insolation level, nighttime,
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or cloudy days. But the battery storage has some inherent
problems like maintenance and higher cost.

For roof-integrated applications, the solar arrays can be
either mounted on the roof or directly integrated into the roof.
If the roof integration does not allow for an air channel behind
the PV modules for ventilation purpose, then it can increase
the cell temperature during the operation consequently lead-
ing to some energy losses. The disadvantage with the rooftop
application is that the PV array orientation is dictated by the
roof. In case, when the roof orientation differs from the opti-
mal orientation required for the cells, then efficiency of the
entire system would be suboptimal.

Utility interest in PV has centered on the large grid-
connected PV systems. In Germany, USA, Spain, and in several
other parts of the world, some large PV scale plants have been
installed. The utilities are more inclined with large scale, cen-
tralized power supply. The PV systems can be centralized or
distributed systems.

Grid-connected PV systems must observe the islanding sit-
uation, when the utility supply fails. In case of islanding, the
PV generators should be disconnected from mains. PV genera-
tors can continue to meet only the local load, if the PV output
matches the load. If the grid is re-connected during islanding,
transient overcurrents can flow through the PV system invert-
ers and the protective equipments like circuit breakers may
be damaged. The islanding control can be achieved through
inverters or via the distribution network. Inverter controls
can be designed on the basis of detection of grid voltage,
measurement of impedance, frequency variation, or increase
in harmonics. Protection shall be designed for the islanding,
short circuits, over/under-voltages/currents, grounding, and
lightening, etc.

The importance of the power generated by the PV system
depends upon the time of the day specially when the utility is
experiencing the peak load. The PV plants are well suited to
summer peaking but it depends upon the climatic condition
of the site. PV systems being investigated for use as peaking
stations would be competitive for load management. The PV
users can defer their load by adopting load management to
get the maximum benefit out of the grid-connected PV plants
and feeding more power into the grid at the time of peak
load.

The assigned capacity credit is based on the statistical prob-
ability with which the grid can meet peak demand [4]. The
capacity factor during the peaks is very similar to that of con-
ventional plants and similar capacity credit can be given for
the PV generation except at the times when the PV plants
are generating very less power unless adequate storage is pro-
vided. With the installation of PV plants, the need of extra
transmission lines, transformers can be delayed or avoided.
The distributed PV plants can also contribute in providing
reactive power support to the grid and reduce burden on VAR
compensators.

28.2.5.1 Inverters for Grid-connected Applications
Power conditioner is the key link between the PV array and
mains in the grid-connected PV system. It acts as an interface
that converts DC current produced by the solar cells into util-
ity grade AC current. The PV system behavior relies heavily
on the power-conditioning unit. The inverters shall produce
good quality sine-wave output. The inverter must follow the
frequency and voltage of the grid and the inverter has to extract
maximum power from the solar cells with the help of MPPT
and the inverter input stage varies the input voltage until the
MPP on the I–V curve is found. The inverter shall monitor
all the phases of the grid. The inverter output shall be con-
trolled in terms of voltage and frequency variation. A typical
grid-connected inverter may use a PWM scheme and operates
in the range of 2–20 kHz.

28.2.5.2 Inverter Classifications
The inverters used for the grid interfacing are broadly classi-
fied as:

• Voltage source inverters (VSI).
• Current source inverters (CSI).

Whereas the inverters based on the control schemes can be
classified as:

• Current controlled (CC).
• Voltage controlled (VC).

The source is not necessarily characterized by the energy
source for the system. It is a characteristic of the topology of
the inverter. It is possible to change from one source type to
another source type by the addition of passive components.
In the voltage source inverter (VSI), the DC side is made to
appear to the inverter as a voltage source. The VSIs have a
capacitor in parallel across the input whereas the CSIs have
an inductor is series with the DC input. In the CSI, the DC
source appears as a current source to the inverter. Solar arrays
are fairly good approximation to a current source. Most PV
inverters are voltage source even though the PV is a current
source. Current source inverters are generally used for large
motor drives though there have been some PV inverters built
using a current source topology. The VSI is more popular with
the PWM VSI dominating the sine-wave inverter topologies.

Figure 28.32a shows a single-phase full-bridge bi-directional
VSI with (a) voltage control and phase-shift (δ) control –
voltage-controlled voltage source inverter (VCVSI). The active
power transfer from the PV panels is accomplished by con-
trolling the phase angle δ between the converter voltage and
the grid voltage. The converter voltage follows the grid volt-
age. Figure 28.32b shows the same VSI operated as a current
controlled (CCVSI). The objective of this scheme is to control
active and reactive components of the current fed into the grid
using PWM techniques.
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28.2.5.3 Inverter Types
Different types are being in use for the grid-connected PV
applications such as:

• Line-commutated inverter.
• Self-commutated inverter.
• Inverter with high-frequency transformer.

28.2.5.3.1 Line-commutated Inverter The line-commutated
inverters are generally used for the electric motor applications.
The power stage is equipped with thyristors. The maximum

PV Array

Vdc 240 Vac

+

−

Grid

FIGURE 28.33 Line-commuted single-phase inverter.

power tracking control is required in the control algorithm for
solar application. The basic diagram for a single-phase line-
commutated inverter is shown in the Fig. 28.33 [3].

The driver circuit has to be changed to shift the firing angle
from the rectifier operation (0 < φ < 90) to inverter operation
(90 < φ < 180). Six-pulse or 12-pulse inverter are used for the
grid interfacing but 12-pulse inverters produce less harmon-
ics. The thysistor type inverters require a low impedance grid
interface connection for commutation purpose. If the maxi-
mum power available from the grid connection is less than
twice the rated PV inverter power, then the line-commutated
inverter should not be used [3]. The line-commutated invert-
ers are cheaper but inhibits poor power quality. The harmonics
injected into the grid can be large unless taken care of by
employing adequate filters. These line-commutated inverters
also have poor power factor, poor power quality, and need
additional control to improve the power factor. Transformer
can be used to provide the electrical isolation. To suppress
the harmonics generated by these inverters, tuned filters are
employed and reactive power compensation is required to
improve the lagging power factor.

28.2.5.3.2 Self-commutated Inverter A switch mode inverter
using pulse width modulated (PWM) switching control, can be
used for the grid connection of PV systems. The basic block
diagram for this type of inverter is shown in the Fig. 28.34.
The inverter bridges may consist of bipolar transistors, MOS-
FET transistors, IGBT’s, or gate turn-off thyristor’s (GTO’s),
depending upon the type of application. GTO’s are used for
the higher power applications, whereas IGBT’s can be switched
at higher frequencies i.e. 16 kHz, and are generally used for
many grid-connected PV applications. Most of the present day
inverters are self-commutated sine-wave inverters.

Based on the switching control, the voltage source inverters
can be further classified based on the switching control as:

• PWM (pulse width modulated) inverters.
• Square-wave inverters.
• Single-phase inverters with voltage cancellations.
• Programmed harmonic elimination switching.
• Current controlled modulation.
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28.2.5.3.3 Inverter with High-frequency Transformer The
50 Hz transformer for a standard PV inverter with PWM
switching scheme can be very heavy and costly. While using
frequencies more than 20 kHz, a ferrite core transformer can
be a better option [3]. A circuit diagram of a grid-connected
PV system using high frequency transformer is shown in the
Fig. 28.35.

The capacitor on the input side of high frequency inverter
acts as the filter. The high frequency inverter with PWM is
used to produce a high frequency AC across the primary wind-
ing of the high frequency transformer. The secondary voltage
of this transformer is rectified using high frequency rectifier.
The DC voltage is interfaced with a thyristor inverter through
low-pass inductor filter and hence connected to the grid. The
line current is required to be sinusoidal and in phase with
the line voltage. To achieve this, the line voltage (V1) is mea-
sured to establish the reference waveform for the line current
I∗L . This reference current I∗L multiplied by the transformer
ratio gives the reference current at the output of high fre-
quency inverter. The inverter output can be controlled using
current control technique [40]. These inverters can be with
low frequency transformer isolation or high frequency trans-
former isolation. The low frequency (50/60 Hz) transformer
of a standard inverter with PWM is a very heavy and bulky
component. For residential grid interactive rooftop inverters
below 3 kW rating, high frequency transformer isolation is
often preferred.

28.2.5.3.4 Other PV Inverter Topologies In this section,
some of the inverter topologies discussed in various research
papers have been discussed.

A. Multilevel Converters
Multilevel converters can be used with large PV systems where
multiple PV panels can be configured to create voltage steps.
These multilevel voltage-source converters can synthesize the
AC output terminal voltage from different level of DC voltages
and can produce staircase waveforms. This scheme involves
less complexity, and needs less filtering. One of the schemes
(half-bridge diode-clamped three level inverter [41]) is given
in Fig. 28.36. There is no transformer in this topology. Mul-
tilevel converters can be beneficial for large systems in terms
of cost and efficiency. Problems associated with shading and
malfunction of PV units need to be addressed.

B. Non-insulated Voltage Source
In this scheme [42], string of low voltage PV panels or one
high-voltage unit can be coupled with the grid through DC
to DC converter and voltage-source inverter. This topology is
shown in Fig. 28.37. PWM-switching scheme can be used to
generate AC output. Filter has been used to reject the switching
components.
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C. Non-insulated Current Source
This type of configuration is shown in Fig. 28.38. Non-
insulated current-source inverters [42] can be used to interface
the PV panels with the grid. This topology involves low cost
which can provide better efficiency. Appropriate controller can
be used to reduce current harmonics.

D. Buck Converter with Half-bridge Transformer Link
PV panels are connected to grid via buck converter and
half bridge as shown in Fig. 28.39. In this, high-frequency
PWM switching has been used at the low-voltage PV side
to generate an attenuated rectified 100 Hz sine-wave current
waveform [43]. Half-wave bridge is utilized to convert this out-
put to 50 Hz signal suitable for grid interconnection. To step
up the voltage, transformer has also been connected before the
grid connection point.

E. Flyback Converter
This converter topology steps up the PV voltage to DC
bus voltage. Pulse width modulation operated converter has
been used for grid connection of PV system (Fig. 28.40).
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FIGURE 28.37 Non-insulated voltage source.

This scheme is less complex and has less number of switches.
Flyback converters can be beneficial for remote areas due to
less complex power conditioning components.

F. Interface Using Paralleled PV Panels
Low voltage AC bus scheme [44] can be comparatively efficient
and cheaper option. One of the schemes is shown in Fig. 28.41.
A number of smaller PV units can be paralleled together
and then connected to combine single low-frequency trans-
former. In this scheme, the PV panels are connected in parallel
rather than series to avoid problems associated with shading
or malfunction of one of the panels in series connection.

28.2.5.4 Power Control through PV Inverters
The system shown in Fig. 28.42 shows control of power flow on
to the grid [45]. This control can be an analog or a micropro-
cessor system. This control system generates the waveforms
and regulates the waveform amplitude and phase to con-
trol the power flow between the inverter and the grid. The
grid-interfaced PV inverters, voltage-controlled VSI (VCVSI),
or current-controlled VSI (CCVSI) have the potential of bi-
directional power flow. They cannot only feed the local load
but also can export the excess active and reactive power
to the utility grid. An appropriate controller is required in
order to avoid any error in power export due to errors in
synchronization, which can overload the inverter.

There are advantages and limitations associated with each
control mechanism. For instance, VCVSIs provide voltage sup-
port to the load (here the VSI operates as a voltage source),
while CCVSIs provide current support (here the VSI operates
as a current source). The CCVSI is faster in response compared
to the VCVSI, as its power flow is controlled by the switching
instant, whereas in the VCVSI the power flow is controlled
by adjusting the voltage across the decoupling inductor. Active
and reactive power are controlled independently in the CCVSI,
but are coupled in the VCVSI. Generally, the advantages of
one type of VSI are considered as a limitation of the other
type [46].
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Figure 28.43 shows the simplified/equivalent schematic dia-
gram of a VCVSI. For the following analysis it is assumed
that the output low-pass filters (Lf and Cf ) of VSIs will filter
out high-order harmonics generated by PWMs. The decou-
pling inductor (Xm) is an essential part of any VCVSI as it
makes the power flow control possible. In a VCVSI, the power
flow of the distributed generation system (DGS) is controlled
by adjusting the amplitude and phase (power angle (δ)) of
the inverter output voltage with respect to the grid voltage.
Hence, it is important to consider the proper sizing of the
decoupling inductor and the maximum power angle to provide
the required power flow when designing VCVSIs. The phasor

diagram of a simple grid-inverter interface with a first-order
filter are shown in Fig. 28.44.

Referring to Fig. 28.43, the fundamental grid current (Ig )
can be expressed by Eq. (28.7):

Ig = Vg < 0− Vc < δ

jXm
= −Vc sin δ

Xm
− j

Vg − Vc cos δ

Xm

(28.7)

where Vg and Vc are respectively the grid and the VCVSI’s
fundamental voltages, and Xm is the decoupling induc-
tor impedance. Using per unit values (Sbase = V 2

base /Zbase ,
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FIGURE 28.43 The equivalent circuit diagram of a VCVSI.

Vbase = Vc , and Zbase = Xm) where Vbase , Zbase , and Sbase

are the base voltage, impedance and complex power values
respectively. The grid apparent power can be expressed as
Eq. (28.8).

Sgpu = −Vgpu sin δ+ j(V 2
gpu − Vgpu cos δ) (28.8)

Using per unit values, the complex power of the VCVSI and
decoupling inductor are

Scpu = −Vgpu sin δ+ j(Vgpu cos δ− 1) (28.9)

Sxpu = j(V 2
gpu − 2Vgpu cos δ+ 1) (28.10)

where Sgpu , Scpu , and Sxpu are per unit values of the grid,
VCVSI, and decoupling inductor apparent power respectively,
and Vgpu is the per unit value of the grid voltage.

Figure 28.45 shows the equivalent schematic diagram of a
CCVSI. As a CCVSI controls the current flow using the VSI
switching instants, it can be modeled as a current source and
there is no need for a decoupling inductor (Fig. 28.45). As
the current generated from the CCVSI can be controlled inde-
pendently from the AC voltage, the active and reactive power
controls are decoupled. Hence, unity power factor operation
is possible for the whole range of the load. This is one of the
main advantages of CCVSIs.

As the CCVSI is connected in parallel to the DGS, it follows
the grid voltage. Figure 28.46 shows the phasor diagram of a
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FIGURE 28.46 Phasor diagram of a CCVSI with inductive load and
assuming grid is responsible for supplying the active power [46].

CCVSI based DGS in the presence of an inductive load (con-
sidering the same assumption as VCVSI section). Figure 28.49
shows that when the grid voltage increases, the load’s active
power consumption, which supplied by the grid increases and
the CCVSI compensates the increase in the load reactive power
demand. In this case, the CCVSI maintains grid supply at unity
power factor, keeping the current phase delay with respect to
the grid voltage at a fixed value (θ). Therefore, the CCVSI can-
not maintain the load voltage in the presence of a DGS without

utilizing extra hardware and control mechanisms. This limita-
tion on load voltage stabilization is one of the main drawbacks
of CCVSI based DGS.

Assuming the load active current demand is supplied by
the grid (reactive power support function), the required grid
current can be rewritten as follows

I∗g = Re [IL] = Re

[
SL

Vg

]
(28.11)

where, SL is the demanded load apparent power. For grid
power conditioning, it is preferred that the load operate at
unity power factor. Therefore, the CCVSI must provide the
remainder of the required current Eq. (28.12)

Ic = IL − I∗g (28.12)

For demand side management (DSM), it is desirable to
supply the active power by the RES, where excess energy from
the RES is injected into the DGS. The remaining load reactive
power will be supplied by the CCVSI. Hence Eq. (28.12) can
be rewritten as Eq. (28.13).

I∗g = Re [IL]− Re [Ic ] = Re

[
SL − PRES

Vg

]
(28.13)

When using a voltage controller for grid-connected PV
inverter, it has been observed that a slight error in the phase
of synchronizing waveform can grossly overload the inverter
whereas a current controller is much less susceptible to voltage
phase shifts [45]. Due to this reason, the current controllers
are better suited for the control of power export from the PV
inverters to the utility grid since they are less sensitive to errors
in synchronizing sinusoidal voltage waveforms.
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A prototype current-controlled type power conditioning
system has been developed by the first author and tested on
a weak rural feeder line at Kalbarri in Western Australia [47].
The choice may be between additional conventional generating
capacity at a centralized location or adding smaller distributed
generating capacities using RES like PV. The latter option can
have a number of advantages like:

• The additional capacity is added wherever it is required
without adding additional power distribution infrastruc-
ture. This is a critical consideration where the power
lines and transformers are already at or close to their
maximum ratings.

• The power conditioning system can be designed to pro-
vide much more than just a source of real power, for
minimal extra cost. A converter providing real power
needs only a slight increase in ratings to handle signif-
icant amounts of reactive or even harmonic power. The
same converter that converts DC PV power to AC power
can simultaneously provide the reactive power support to
the week utility grid.

The block diagram of the power conditioning system used
in the Kalbarri project has been shown in the Fig. 28.47. This
CCVSI operates with a relatively narrow switching frequency
band near 10 kHz. The control diagram indicates the basic
operation of the power conditioning system. The two outer
control loops operate to independently control the real and
reactive power flow from the PV inverter. The real power is
controlled by an outer MPPT algorithm with an inner DC
link voltage control loop providing the real current magni-
tude request I∗p and hence the real power export through PV
converter is controlled through the DC link voltage regula-
tion. The DC link voltage is maintained at a reference value
by a PI control loop, which gives the real current reference
magnitude as it’s output. At regular intervals, the DC link volt-
age is scanned over the entire voltage range to check that the
algorithm is operating on the absolute MPP and is not stuck
around a local MPP. During the night, the converter can still be
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control

Real
current control

CC-VSI with
ZACE control

Reactive
current
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FIGURE 28.47 Block diagram of Kalbarri power conditioning system.

used to regulate reactive power of the grid-connected system
although it cannot provide active power. During this time, the
PI controller maintain a minimum DC link voltage to allow the
power conditioning system to continue to operate, providing
the necessary reactive power.

The AC line voltage regulation is provided by a separate
reactive power control, which provides the reactive current
magnitude reference I∗Q . The control system has a simple trans-
fer function, which varies the reactive power command in
response to the AC voltage fluctuations. Common to the outer
real and reactive power control loops is an inner higher band-
width zero average current error (ZACE) current control loop.
I∗p is in phase with the line voltages, and I∗Q is at 90◦ to the line
voltage. These are added together to give one (per phase) sinu-
soidal converter current reference waveform (I∗ac ). The CCVSI
control consists of analog and digital circuitry which acts as
a ZACE transconductance amplifier in converting I∗ac into AC
power currents [48].

28.2.5.5 System Configurations
The utility compatible inverters are used for power condition-
ing and synchronization of PV output with the utility power.
In general, four types of battery-less grid-connected PV system
configurations have been identified:

• Central plant inverter.
• Multiple string DC/DC converter with single output

inverter.
• Multiple string inverter.
• Module integrated inverter.

28.2.5.5.1 Central Plant Inverter In the central plant
inverter, usually a large inverter is used to convert DC power
output of PV arrays to AC power. In this system, the PV mod-
ules are serially stringed to form a panel (or string) and several
such panels are connected in parallel to a single DC bus. The
block diagram of such a scheme is shown in Fig. 28.48.
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FIGURE 28.49 Multiple string DC/DC converter.

28.2.5.5.2 Multiple String DC/DC Converter In multiple
string DC/DC converter, as shown in Fig. 28.49, each string
will have a boost DC/DC converter with transformer iso-
lation. There will be a common DC link, which feeds a
transformer-less inverter.

28.2.5.5.3 Multiple String Inverters Figure 28.50 shows the
block diagram of multiple string inverter system. In this
scheme, several modules are connected in series on the DC
side to form a string. The output from each string is converted
to AC through a smaller individual inverter. Many such invert-
ers are connected in parallel on the AC side. This arrangement
is not badly affected by the shading of the panels. It is also not
seriously affected by inverter failure.
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FIGURE 28.50 Multiple string inverter.

28.2.5.5.4 Module Integrated Inverter In the module inte-
grated inverter system (Fig. 28.51), each module (typically
50–300 W) will have a small inverter. No cabling is required.
It is expected that high volume of small inverters will bring
down the cost.

28.2.5.6 Grid-compatible Inverters Characteristics
The characteristics of the grid-compatible inverters are:

• Response time.
• Power factor.
• Frequency control.
• Harmonic output.
• Synchronization.
• Fault current contribution.
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FIGURE 28.51 Module integrated inverter.

• DC current injection.
• Protection.

The response time of the inverters shall be extremely fast
and governed by the bandwidth of the control system. Absence
of rotating mass and use of semiconductor switches allow
inverters to respond in millisecond time frame. The power fac-
tor of the inverters is traditionally poor due to displacement
power factor and the harmonics. But with the latest devel-
opment in the inverter technology, it is possible to maintain
the power factor close to unity. The converters/inverters have
the capability of creating large voltage fluctuation by drawing
reactive power from the utility rather than supplying [49].
With proper control, inverters can provide voltage support
by importing/exporting reactive power to push/pull towards
a desired set point. This function would be of more use to the
utilities as it can assist in the regulation of the grid system at
the domestic consumer level.

Frequency of the inverter output waveshape is locked to the
grid. Frequency bias is where the inverter frequency is deliber-
ately made to run at 53 Hz. When the grid is present, this will
be pulled down to the nominal 50 Hz. If the grid fails, it will
drift upwards towards 53 Hz and trip on over frequency. This
can help in preventing islanding.

Harmonics output from the inverters have been very poor
traditionally. Old thyristor-based inverters are operated with
slow switching speeds and could not be pulse width mod-
ulated. This resulted in inverters known as six-pulse or
twelve-pulse inverters. The harmonics so produced from the
inverters can be injected into the grid, resulting in losses, heat-
ing of appliances, tripping of protection equipments, and poor
power quality. The number of pulses being the number of steps
in a sine-wave cycle. With the present advent in the power
electronics technology, the inverter controls can be made very
good. Pulse width modulated inverters produce high quality
sine waves. The harmonic levels are very low, and can be lower
than the common domestic appliances. If the harmonics are
present in the grid voltage waveform, harmonic currents can

be induced in the inverter. These harmonic currents, partic-
ularly those generated by a voltage-controlled inverter, will in
fact help in supporting the grid. These are good harmonic cur-
rents. This is the reason that the harmonic current output of
inverters must be measured onto a clean grid source so that the
only harmonics being produced by the inverters are measured.

Synchronization of inverter with the grid is performed auto-
matically and typically uses zero crossing detection on the
voltage waveform. An inverter has no rotating mass and hence
has no inertia. Synchronization does not involve the accel-
eration of a rotating machine. Consequently the reference
waveforms in the inverter can be jumped to any point required
within a sampling period. If phase-locked loops are used, it
could take up a few seconds. Phase-locked loops are used to
increase the immunity to noise. This allows the synchroniza-
tion to be based on several cycles of zero crossing information.
The response time for this type of locking will be slower.

Photovoltaic panels produce a current that is proportional
to the amount of light falling on them. The panels are normally
rated to produce 1000 W/m2 at 25◦ C. Under these conditions,
the short-circuit current possible from these panels is typi-
cally only 20% higher than the nominal current whereas it is
extremely variable for wind. If the solar radiation is low then
the maximum current possible under short-circuit is going to
be less than the nominal full load current. Consequently PV
systems cannot provide the short-circuit capacity to the grid.
If a battery is present, the fault current contribution is lim-
ited by the inverter. With the battery storage, it is possible for
the battery to provide the energy. However, inverters are typi-
cally limited between 100 and 200% of nominal rating under
current limit conditions. The inverter needs to protect itself
against the short circuits because the power electronic com-
ponents will typically be destroyed before a protection device
like circuit breaker trips.

In case of inverter malfunction, inverters have the capability
to inject the DC components into the grid. Most utilities have
guidelines for this purpose. A transformer shall be installed at
the point of connection on the AC side to prevent DC from
being entering into the utility network. The transformer can be
omitted when a DC detection device is installed at the point of
connection on the AC side in the inverter. The DC injection is
essentially caused by the reference or power electronics device
producing a positive half cycle that is different from the neg-
ative half cycle resulting in the DC component in the output.
If the DC component can be measured, it can then be added
into the feedback path to eliminate the DC quantity.

28.2.5.6.1 Protection Requirements A minimum require-
ment to facilitate the prevention of islanding is that the inverter
energy system protection operates and isolates the inverter
energy system from the grid if:

• Over voltage.
• Under voltage.
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• Over frequency.
• Under frequency exists.

These limits may be either factory set or site programmable.
The protection voltage operating points may be set in a nar-
rower band if required, e.g. 220–260 V. In addition to the
passive protection detailed above, and to prevent the situ-
ation where islanding may occur because multiple inverters
provide a frequency reference for one another, inverters must
have an accepted active method of islanding prevention follow-
ing grid failure, e.g. frequency drift, impedance measurement,
etc. Inverter controls for islanding can be designed on the basis
of detection of grid voltage, measurement of impedance, fre-
quency variation, or increase in harmonics. This function must
operate to force the inverter output outside the protection tol-
erances specified previously, thereby resulting in isolation of
the inverter energy system from the grid. The maximum com-
bined operation time of both passive and active protections
should be 2 s after grid failure under all local load conditions.
If frequency shift is used, it is recommended that the direction
of shift be down. The inverter energy system must remain dis-
connected from the grid until the reconnection conditions are
met. Some inverters produce high voltage spikes, especially at
light load, which can be dangerous for the electronic equip-
ment. IEEE P929 gives some idea about the permitted voltage
limits.

If the inverter energy system does not have the above fre-
quency features, the inverter must incorporate an alternate
anti-islanding protection feature that is acceptable to the rel-
evant electricity distributor. If the protection function above
is to be incorporated in the inverter it must be type tested for
compliance with these requirements and accepted by the rele-
vant electricity distributor. Otherwise other forms of external
protection relaying are required which have been type tested
for compliance with these requirements and approved by the
relevant electricity distributor. The inverter shall have adequate
protection against short circuit, other faults, and overheating
of inverter components.

28.3 Power Electronics for Wind
Power Systems

In rural USA, the first wind mill was commissioned in 1890 to
generate electricity. Today, large wind generators are competing
with utilities in supplying clean power economically. The aver-
age wind turbine size has been 300–600 kW until recently. The
new wind generators of 1–3 MW have been developed and are
being installed worldwide, and prototype of even higher capac-
ity is under development. Improved wind turbine designs and
plant utilization have resulted in significant reduction in wind
energy generation cost from 35 cents per kWh in 1980 to less
than 5 cents per kWh in 1999, in locations where wind regime
is favorable. At this generation cost, wind energy has become

one of the least cost power sources. Main factors that have
contributed to the wind power technology development are:

• High strength fiber composites for manufacturing large
low-cost blades.

• Variable speed operation of wind generators to capture
maximum energy.

• Advancement in power electronics and associated cost.
• Improved plant operation and efficiency.
• Economy of scale due to availability of large wind

generation plants.
• Accumulated field experience improving the capacity

factor.
• Computer prototyping by accurate system modeling and

simulation.

The Table 28.2 is for wind sites with average annual wind
speed of 7 m/s at 30 m hub height. Since 1980s, wind technol-
ogy capital costs have reduced by 80% worldwide. Operation
and maintenance costs have declined by 80% and the avail-
ability factor of grid-connected wind plants has increased to
95%. At present, the capital cost of wind generator plants has
dropped to about $600 per kW and the electricity generation
cost has reduced to 6 cents per kWh. It is expected to reduce
the generation cost below 4 cents per kWh. Keeping this in
view, the wind generation is going to be highly competitive
with the conventional power plants. In Europe, USA, and Asia
the wind power generation is increasing rapidly and this trend
is going to continue due to economic viability of wind power
generation.

TABLE 28.2 Wind power technology developments

1980 1999 Future

Cost per kWh $0.35–0.40 $0.05–0.07 <$0.04
Capital cost per kW $2000–3000 $500–700 <$400
Operating life 5–7 Years 20 Years 30 Years
Capacity factor (average) 15% 25–30% >30%
Availability 50–65% 95% >95%
Wind turbine unit size

range
50–150 kW 300–1000 kW 500–2000 kW

The technical advancement in power electronics is play-
ing an important part in the development of wind power
technology. The contribution of power electronics in control
of fixed speed/variable speed wind turbines and interfac-
ing to the grid is of extreme importance. Because of the
fluctuating nature of wind speed, the power quality and
reliability of the wind based power system needs to be eval-
uated in detail. Appropriate control schemes require power
conditioning.
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28.3.1 Basics of Wind Power

The ability of a wind turbine to extract power from wind is a
function of three main factors:

• Wind power availability.
• Power curve of the machine.
• Ability of the machine to respond to wind perturbations.

The mechanical power produced by a wind turbine is
given by

Pm = 0.5ρCpAU 3 W (28.14)

The power from the wind is a cubic function of wind speed.
The curve for power coefficient Cp and λ is required to infer
the value of Cp for λ based on wind speed at that time.

Where tip speed ratio, λ = rωA
U , ρ = Air density, Kg m−3,

Cp = power coefficient, A = wind turbine rotor swept area,
m2, U = wind speed in m/s.

The case of a variable speed wind turbine with a pitch mech-
anism that alters the effective rotor dynamic efficiency, can be
easily considered if an appropriate expression for Cp as a func-
tion of the pitch angle is applied. The power curve of a typical
wind turbine is given in Fig. 28.52 as a function of wind speed.

The Cp–λ curve for 150 kW windmaster machine is given in
Fig. 28.53, which has been inferred from the power curve of
the machine. The ratio of shaft power to the available power
in the wind is the efficiency of conversion, known as the power
coefficient Cp

Cp = Pm

(1/2ρAU 3)
(28.15)

The power coefficient is a function of turbine blade tip speed
to wind speed ratio (β). A tip speed ratio of 1 means the blade
tips are moving at the same speed as the wind and when β

is 2 the tips are moving at twice the speed of the wind and
so on [51]. Solidity (σ) is defined as the ratio of the sum of
the width of all the blades to the circumference of the rotor.
Hence,

σ = Nd/(2πR) (28.16)

where N = number of blades and d = width of the blades.
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FIGURE 28.52 Power curve of wind turbine as a function of wind
speed [50].
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The power from a wind turbine doubles as the area swept by
the blades doubles. But doubling of the wind speed increases
the power output eight times. Figure 28.54 gives a family of
power curves for a wind turbine. If the loading of the turbine is
controlled such that the operating point is along the maximum
power locus at different wind speeds, then the wind energy
system will be more efficient.

28.3.1.1 Types of Wind Turbines
There are two types of wind turbines available Fig. 28.55:

• Horizontal axis wind turbines (HAWTs).
• Vertical axis wind turbines (VAWTs).

Vertical axis wind turbines (VAWTs) have an axis of rota-
tion that is vertical, and so, unlike the horizontal wind turbines,
they can capture winds from any direction without the need to
reposition the rotor when the wind direction changes (with-
out a special yaw mechanism). Vertical axis wind turbines were
also used in some applications as they have the advantage that
they do not depend on the direction of the wind. It is possible
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to extract power relatively easier. But there are some disadvan-
tages such as no self starting system, smaller power coefficient
than obtained in the horizontal axis wind turbines, strong dis-
continuation of rotations due to periodic changes in the lift
force, and the regulation of power is not yet satisfactory.

The horizontal axis wind turbines are generally used. Hori-
zontal axis wind turbines are, by far, the most common design.
There are a large number of designs commercially available
ranging from 50 W to 4.5 MW. The number of blades ranges
from one to many in the familiar agriculture windmill. The
best compromise for electricity generation, where high rota-
tional speed allows use of a smaller and cheaper electric
generator, is two or three blades. The mechanical and aero-
dynamic balance is better for three bladed rotor. In small wind
turbines, three blades are common. Multiblade wind turbines
are used for water pumping on farms.

Based on the pitch control mechanisms, the wind turbines
can also be classified as:

• Fixed pitch wind turbines.
• Variable pitch wind turbines.

Different manufacturers offer fixed pitch and variable pitch
blades. Variable pitch is desirable on large machines because
the aerodynamic loads on the blades can be reduced and when
used in fixed speed operation they can extract more energy.
But necessary mechanisms require maintenance and for small
machines, installed in remote areas, fixed pitch seems more
desirable and economical. In some machines, power output

regulation involves yawing blades so that they no longer point
into the wind. One such system designed in Western Australia
has a tail that progressively tilts the blades in a vertical plane
so that they present a small surface to the wind at high speeds.

The active power of a wind turbine can be regulated by
either designing the blades to go into an aerodynamic stall
beyond the designated wind speed, or by feathering the blades
out of the wind, which results in reducing excess power using a
mechanical and electrical mechanism. Recently, an active stall
has been used to improve the stability of wind farms. This stall
mechanism can prevent power deviation from gusty winds to
pass through the drive train [52].

Horizontal axis wind turbines can be further classified into
fixed speed (FS) or variable speed (VS). The FS wind turbine
generator (FSWT) is designed to operate at maximum effi-
ciency while operating at a rated wind speed. In this case, the
optimum tip-speed ratio is obtained for the rotor airfoil at a
rated wind speed. For a VS wind turbine generator (VSWT),
it is possible to obtain optimum wind speed at different wind
speeds. Hence this enables the VS wind turbine to increase
its energy capture. The general advantages of a VSWT are
summarized as follows:

• VSWTs are more efficient than the FSWTs.
• At low wind speeds the wind turbines can still capture

the maximum available power at the rotor, hence increas-
ing the possibility of providing the rated power for wide
speed range.
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28.3.1.2 Types of Wind Generators
Schemes based on permanent magnet synchronous genera-
tors (PMSG) and induction generators are receiving close
attention in wind power applications because of their qual-
ities such as ruggedness, low cost, manufacturing simplicity,
and low maintenance requirements. Despite many positive
features over the conventional synchronous generators, the
PMSG was not being used widely [23]. However, with the
recent advent in power electronics, it is now possible to
control the variable voltage, variable frequency output of
PMSG. The permanent magnet machine is generally favored
for developing new designs, because of higher efficiency and
the possibility of a rather smaller diameter. These PMSG
machines are now being used with variable-speed wind
machines.

In large power system networks, synchronous generators
are generally used with fixed-speed wind turbines. The syn-
chronous generators can supply the active and reactive power
both, and their reactive power flow can be controlled. The
synchronous generators can operate at any power factor. For
the induction generator, driven by a wind turbine, it is a
well-known fact that it can deliver only active power, while
consuming reactive power

Synchronous generators with high power rating are signif-
icantly more expensive than induction generators of similar
size. Moreover, direct connected synchronous generators have
the limitation of rotational speed being fixed by the grid fre-
quency. Hence, fluctuation in the rotor speed due to wind gusts
lead to higher torque in high power output fluctuations and
the derived train. Therefore in grid-connected application,
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FIGURE 28.56 Variable speed doubly-fed induction generator (VSDFIG) system.

synchronous generators are interfaced via power converters
to the grid. This also allows the synchronous generators to
operate wind turbines in VS, which makes gear-less operation
of the VSWT possible.

The squirrel-cage induction generators are widely used with
the fixed-speed wind turbines. In some applications, wound
rotor induction generators have also been used with adequate
control scheme for regulating speed by external rotor resis-
tance. This allows the shape of the torque-slip curve to be
controlled to improve the dynamics of the drive train. In
case of PMSG, the converter/inverter can be used to con-
trol the variable voltage, variable frequency signal of the
wind generator at varying wind speed. The converter con-
verts this varying signal to the DC signal and the output of
converter is converted to AC signal of desired amplitude and
frequency.

The induction generators are not locked to the frequency of
the network. The cyclic torque fluctuations at the wind turbine
can be absorbed by very small change in the slip speed. In
case of the capacitor excited induction generators, they obtain
the magnetizing current from capacitors connected across its
output terminals [51, 53, 54].

To take advantage of VSWTs, it is necessary to decouple
the rotor speed and the grid frequency. There are different
approaches to operate the VSWT within a certain operational
range (cut-in and cut-out wind speed). One of the approaches
is dynamic slip control, where the slip is allowed to vary
upto 10% [55]. In these cases, doubly-fed induction genera-
tors (DFIG) are used (Fig. 28.56). One limitation is that DFIG
require reactive power to operate. As it is not desired that
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the grid supply this reactive power, these generators are usu-
ally equipped with capacitors. A gear box forms an essential
component of the wind turbine generator (WTG) using
induction generators. This results in the following limitations:

• Frequent maintenance.
• Additional cost.
• Additional losses.

With the emergence of large wind power generation,
increased attention is being directed towards wound rotor
induction generators (WRIG) controlled from the rotor side
for variable speed constant frequency (VSCF) applications. A
wound rotor induction generator has a rotor containing a
3-phase winding. These windings are made accessible to the
outside via slip rings. The main advantages of a wound rotor
induction generator for VSCF applications are:

• Easier generator torque control using rotor current
control.

• Smaller generator capacity as the generated power can be
accessed from the stator as well as from the rotor. Usually
the rotor power is proportional to the slip speed (shaft
speed–synchronous speed). Consequently smaller rotor
power converters are required. The frequency converter
in the rotor (inverter) directly controls the current in the
rotor winding, which enables the control of the whole
generator output. The power electronic converters gener-
ally used are rated at 20–30% of the nominal generator
power.

• Fewer harmonics exist because control is in the rotor
while the stator is directly connected to the grid.

If the rotor is short-circuited (making it the equivalent
of a cage rotor induction machine), the speed is primarily
determined by the supply frequency and the nominal slip is
within 5%. The mechanical power input (PTURBINE) is con-
verted into stator electrical power output (PSTATOR) and is fed
to the AC supply. The rotor power loss, being proportional
to the slip speed, is commonly referred to as the slip power

(a) (b)

PSTATOR
PSTATOR

PTURBINE PTURBINE

PROTOR
PROTOR

FIGURE 28.57 Doubly-fed induction generator power flow in generating mode: (a) sub-synchronous and (b) super-synchronous.

(PROTOR). The possibility of accessing the rotor in a doubly-fed
induction generator makes a number of configurations possi-
ble. These include slip power recovery using a cycloconverter,
which converts the ac voltage of one frequency to another with-
out an intermediate DC link [56–58], or back-to-back inverter
configurations [59, 60].

Using voltage-source inverters (VSIs) in the rotor circuit, the
rotor currents can be controlled at the desired phase, frequency,
and magnitude. This enables reversible flow of active power in
the rotor and the system can operate in sub-synchronous and
super-synchronous speeds, both in motoring and generating
modes. The DC link capacitor acts as a source of reactive power
and it is possible to supply the magnetizing current, partially
or fully, from the rotor side. Therefore, the stator side power
factor can also be controlled. Using vector control techniques,
the active and reactive powers can be controlled independently
and hence fast dynamic performance can also be achieved.

The converter used at the grid interface is termed as the
line-side converter or the front end converter (FEC). Unlike the
rotor side converter, this operates at the grid frequency. Flow of
active and reactive powers is controlled by adjusting the phase
and amplitude of the inverter terminal voltage with respect
to the grid voltage. Active power can flow either to the grid
or to the rotor circuit depending on the mode of operation.
By controlling the flow of active power, the DC bus voltage
is regulated within a small band. Control of reactive power
enables unity power factor operation at the grid interface. In
fact, the FEC can be operated at a leading power factor, if it
is so desired. It should be noted that, since the slip range is
limited, the DC bus voltage is less in this case when compared
to the stator side control. A transformer is therefore necessary
to match the voltage levels between the grid and the DC side
of the FEC. With a PWM converter in the rotor circuit, the
rotor currents can be controlled at the desired phase, frequency,
and magnitude. This enables reversible flow of active power in
the rotor and the system can operate in sub-synchronous and
super-synchronous speeds, both in motoring and generating
modes (Fig. 28.57).
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28.3.2 Types of Wind Power Systems

Wind power systems can be classified as:

• Stand-alone.
• Hybrid.
• Grid-connected.

28.3.3 Stand-alone Wind Power Systems

Stand-alone wind power systems are being used for the
following purposes in remote area power systems:

• Battery charging.
• Household power supply.

28.3.3.1 Battery Charging with Stand-alone Wind
Energy System

The basic elements of a stand-alone wind energy conversion
system are:

• Wind generator.
• Tower.
• Charge control system.
• Battery storage.
• Distribution network.

In remote area power supply, an inverter and a diesel gen-
erator are more reliable and sophisticated systems. Most small
isolated wind energy systems use batteries as a storage device to
level out the mismatch between the availability of the wind and
the load requirement. Batteries are a major cost component in
an isolated power system.

28.3.3.2 Wind Turbine Charge Controller
The basic block diagram of a stand-alone wind generator and
battery charging system is shown in Fig. 28.58.

The function of charge controller is to feed the power from
the wind generator to the battery bank in a controlled manner.
In the commonly used permanent magnet generators, this is
usually done by using the controlled rectifiers [61]. The con-
troller should be designed to limit the maximum current into
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FIGURE 28.58 Block diagram for a stand-alone wind generator and battery charging system.

the battery, reduce charging current for high battery SOC, and
maintain a trickle charge during full SOC periods.

28.3.4 Wind–diesel Hybrid Systems

The details of hybrid systems are already covered in
Section 28.2.4. Diesel systems without batteries in remote area
are characterized by poor efficiency, high maintenance, and
fuel costs. The diesel generators must be operated above a cer-
tain minimum load level to reduce cylinder wear and tear due
to incomplete combustion. It is a common practice to install
dump loads to dissipate extra energy. More efficient systems
can be devised by combining the diesel generator with a battery
inverter subsystem and incorporating RES, such as wind/solar
where appropriate. An integrated hybrid energy system incor-
porating a diesel generator, wind generator, battery or flywheel
storage, and inverter will be cost effective at many sites with an
average daily energy demand exceeding 25 kWh [62]. These
hybrid energy systems can serve as a mini grid as a part
of distributed generation rather than extending the grid to
the remote rural areas. The heart of the hybrid system is a
high quality sine-wave inverter, which can also be operated
in reverse as battery charger. The system can cope with loads
ranging from zero (inverter only operation) to approximately
three times greater capacity (inverter and diesel operating in
parallel).

Decentralized form of generation can be beneficial in remote
area power supply. Due to high cost of PV systems, prob-
lems associated with storing electricity over longer periods
(like maintenance difficulties and costs), wind turbines can
be a viable alternative in hybrid systems. Systems with battery
storage although provide better reliability. Wind power pene-
tration can be high enough to make a significant impact on
the operation of diesel generators.

High wind penetration also poses significant technical prob-
lems for the system designer in terms of control and transient
stability [30]. In earlier stages, wind diesel systems were
installed without assessing the system behavior due to lack
of design tools/software. With the continual research in this
area, there are now software available to assist in this process.
Wind diesel technology has now matured due to research and
development in this area. Now there is a need to utilize this
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knowledge into cost effective and reliable hybrid systems [63].
In Western Australia, dynamic modeling of wind diesel hybrid
system has been developed in Curtin/MUERI, supported by the
Australian Cooperative Research Centre for Renewable Energy
(ACRE) program 5.21.

28.3.5 Grid-connected Wind Energy Systems

Small scale wind turbines, connected to the grid (weak or
strong grid), have been discussed here. Wind diesel systems
have been getting attention in many remote parts of the world
lately. Remote area power supplies are characterized by low
inertia, low damping, and poor reactive power support. Such
weak power systems are more susceptible to sudden change
in network operating conditions [64]. In this weak grid sit-
uation, the significant power fluctuations in the grid would
lead to reduced quality of supply to users. This may manifest
itself as voltage and frequency variations or spikes in the power
supply. These weak grid systems need appropriate storage and
control systems to smooth out these fluctuations without sac-
rificing the peak power tracking capability. These systems can
have two storage elements. The first is the inertia of the rotat-
ing mechanical parts, which includes the blades, gearbox, and
the rotor of the generators. Instead of wind speed fluctuation
causing large and immediate change in the electrical output
of the generator as in a fixed speed machine, the fluctuation
will cause a change in shaft speed and not create a signifi-
cant change in generator output. The second energy storage
element is the small battery storage between the DC–DC con-
verter and the inverter. The energy in a gust could be stored
temporarily in the battery bank and released during a lull in
the wind speed, thus reducing the size of fluctuations.

In larger scale wind turbines, the addition of inverter con-
trol further reduces fluctuation and increases the total output
power. Thus the total output of the wind energy system can
be stabilized or smoothed to track the average wind speed and
can omit certain gusts. The system controller should track the
peak power to maximize the output of the wind energy sys-
tem. It should monitor the stator output and adjust the inverter
to smooth the total output. The amount of smoothing would
depend on SOC of the battery. The nominal total output would
be adjusted to keep the battery bank SOC at a reasonable level.
In this way, the total wind energy system will track the long-
term variations in the wind speed without having fluctuations
caused by the wind. The storage capacity of the battery bank
need only be several minutes to smooth out the gusts in the
wind, which can be easily handled by the weak grid. In the
cases, where the weak grid is powered by diesel generators,
the conventional wind turbine can cause the diesel engines to
operate at low capacity. In case of strong wind application, the
fluctuations in the output of the wind energy generator system
can be readily absorbed by the grid. The main aim here is to
extract the maximum energy from the wind. The basic block
layout of such a system [65] is shown in the Fig. 28.59.
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Inverter

System
Controller

Battery

Wind
speed

Grid

FIGURE 28.59 System block diagram of grid-connected wind energy
system.

The function of the DC–DC converter will be to adjust the
torque on the machine and hence ensure by measurement of
wind speed and shaft speed that the turbine blades are oper-
ating so as to extract optimum power. The purpose of the
inverter is to feed the energy gathered by the rotor and DC–DC
converter, in the process of peak power tracking, to the grid sys-
tem. The interaction between the two sections would be tightly
controlled so as to minimize or eliminate the need for a bat-
tery bank. The control must be fast enough so that the inverter
output power set point matches the output of the DC–DC con-
verter. For a wound rotor induction machine operating over a
two to one speed range, the maximum power extracted from
the rotor is equal to the power rating of the stator. Thus the
rating of the generator from a traditional point of view is only
half that of the wind turbine [65]. Since half the power comes
from the stator and half from the rotor, the power electron-
ics of the DC–DC converter and inverter need to handle only
half the total wind turbine output and no battery would be
required.

Power electronic technology also plays an important role
in both system configurations and in control of offshore
wind farms [66]. Wind farms connect in various configura-
tions and control methods using different generator types and
compensation arrangements. For instance, wind farms can be
connected to the AC local network with centralized compen-
sation or with a HVDC transmission system, and DC local
network. Decentralized control with a DC transmission system
has also been used [67].

28.3.5.1 Soft Starters for Induction Generators
When an induction generator is connected to a load, a large
inrush current flows. This is something similar to the direct
online starting problem of induction machines. It has been
observed that the initial time constants of the induction
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FIGURE 28.60 Soft starting for wind turbine coupled with induction
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machines are higher when it tries to stabilize initially at the
normal operating conditions. There is a need to use some
type of soft starting equipment to start the large induction
generators. A simple scheme to achieve this is shown in the
Fig. 28.60.

Two thyristors are connected in each phase, back-to-back.
Initially, when the induction generator is connected, the thyris-
tors are used to control the voltage applied to the stator and
to limit the large inrush current. As soon as the generator is
fully connected, the bypass switch is used to bypass the soft
starter unit.

28.3.6 Control of Wind Turbines

Theory indicates that operation of a wind turbine at fixed
tip speed ratio (Cpmax ) ensures enhanced energy capture [50].
The wind energy systems must be designed so that above the
rated wind speed, the control system limit the turbine output.
In normal operation, medium to large-scale wind turbines are
connected to a large grid. Various wind turbine control policies
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have been studied around the world. Grid-connected wind
turbines generators can be classified as:

• Fixed speed wind turbines.
• Variable speed wind turbines.

28.3.6.1 Fixed Speed Wind Turbines
In case of a fixed speed wind turbine, synchronous or squirrel-
cage induction generators are employed and is characterized
by the stiff power train dynamics. The rotational speed of the
wind turbine generator in this case is fixed by the grid fre-
quency. The generator is locked to the grid, thereby permitting
only small deviations of the rotor shaft speed from the nominal
value. The speed is very responsive to wind speed fluctuations.
The normal method to smooth the surges caused by the wind
is to change the turbine aerodynamic characteristics, either
passively by stall regulation or actively by blade pitch regula-
tion. The wind turbines often subjected to very low (below
cut in speed) or high wind speed (above rated value). Some-
times they generate below rated power. No pitch regulation is
applied when the wind turbine is operating below rated speed,
but pitch control is required when the machine is operating
above rated wind speed to minimize the stress. Figure 28.61
shows the effect of blade pitch angle on the torque speed curve
at a given wind speed.

Blade pitch control is a very effective way of controlling wind
turbine speed at high wind speeds, hence limiting the power
and torque output of the wind machine. An alternative but
cruder control technique is based on airfoil stall [50]. A syn-
chronous link maintaining fixed turbine speed in combination
with an appropriate airfoil can be designed so that, at higher
than rated wind speeds the torque reduces due to airfoil stall.



758 C. V. Nayar et al.

This method does not require external intervention or com-
plicated hardware, but it captures less energy and has greater
blade fatigue.

The aims of variable pitch control of medium- and large-
scale wind turbines were to help in start-up and shutdown
operation, to protect against overspeed and to limit the load
on the wind turbine [68]. The turbine is normally operated
between a lower and an upper limit of wind speed (typically
4.5–26 m/s). When the wind speed is too low or too high,
the wind turbine is stopped to reduce wear and damage. The
wind turbine must be capable of being started and run up
to speed in a safe and controlled manner. The aerodynamic
characteristics of some turbines are such that they are not
self starting. The required starting torque may be provided by
motoring or changing the pitch angle of the blade. In case
of grid-connected wind turbine system, the rotational speed
of the generator is locked to the frequency of the grid. When
the generator is directly run by the rotor, the grid acts like an
infinite load. When the grid fails, the load rapidly decreases to
zero resulting in the turbine rotor to accelerate quickly. Over-
speed protection must be provided by rapid braking of the
turbine. A simple mechanism of one of blade pitch control
techniques is shown in Fig. 28.62.

In this system, the permanent magnet synchronous gen-
erator (PMSG) has been used without any gearbox. Direct
connection of generator to the wind turbine requires the
generator to have a large number of poles. Both induction
generators and wound filed synchronous generators of high
pole number require a large diameter for efficient operation.
Permanent magnet synchronous generators allow a small pole
pitch to be used [69]. The power output, Pmech , of any tur-
bine depends mainly upon the wind speed, which dictates the
rotational speed of the wind turbine rotor. Depending upon
the wind speed and rotational speed of turbine, tip speed ratio

rotor speed

Wind speed

Wind 
Turbine

Generator

Measurement
filter

Voltage
Current

TorquePmech Tmech

Tactual

Tdesired

Blade
pitch
angle

Pitch
Actuator

Pitch
Controller Pitch

demand

+
−

FIGURE 28.62 Pitch control block diagram of a PMSG.

λ is determined. Based on computed λ, the power coefficient
Cp is inferred. In the control strategy above, the torque out-
put, Tactual , of the generator is monitored for a given wind
speed and compared with the desired torque, Tactual , depend-
ing upon the load requirement. The generator output torque
is passed through the measurement filter. The pitch controller
then infers the modified pitch angle based on the torque error.
This modified pitch angle demand and computed λ decides
the new Cp resulting in the modified wind generator power
and torque output. The controller will keep adjusting the
blade pitch angle till the desired power and torque output are
achieved.

Some of the wind turbine generator includes the gearbox
for interfacing the turbine rotor and the generator. The gen-
eral drive train model [68] for such a system is shown in
Fig. 28.63. This system also contains the blade pitch angle
control provision.

The drive train converts the input aerodynamic torque on
the rotor into the torque on the low-speed shaft. This torque
on the low-speed shaft is converted to high-speed shaft torque
using the gearbox and fluid coupling. The speed of the wind
turbine here is low and the gear box is required to increase the
speed so as to drive the generator at rated rpm e.g. 1500 rpm.
The fluid coupling works as a velocity-in-torque-out device
and transfer the torque [68]. The actuator regulates the tip
angle based on the control system applied. The control system
here is based on a pitch regulation scheme where the blade
pitch angle is adjusted to obtain the desired output power.

28.3.6.2 Variable Speed Wind Turbines
The variable speed constant frequency turbine drive trains
are not directly coupled to the grid. The power-conditioning
device is used to interface the wind generator to the grid.
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The output of the wind generator can be variable voltage and
variable frequency, which is not suitable for grid integration
and appropriate interfacing is required. The wind turbine rotor
in this case is permitted to rotate at any wind speed by power
generating unit.

A number of schemes have been proposed in the past which
allow wind turbines to operate with variable rotor speed while
feeding the power to a constant frequency grid. Some of the
benefits that have been claimed for variable speed constant
frequency wind turbine configuration is as follow [65]:

• The variable speed operation results in increased energy
capture by maintaining the blade tip speed to wind speed
ratio near the optimum value.

• By allowing the wind turbine generator to run at vari-
able speed, the torque can be fixed, but the shaft power
allowed to increase. This means that the rated power of
the machine can be increased with no structural changes.

• A variable speed turbine is capable of absorbing energy
in wind gusts as it speeds up and gives back this energy
to the system as it slows down. This reduces turbulence
induced stresses and allows capture of a large percentage
of the turbulent energy in the wind.

• More efficient operation can be achieved by avoiding
aerodynamic stall over most of operating range.

• Better grid quality due to support of grid voltage.

Progress in the power electronics conversion system has
given a major boost to implementing the concept of vari-
able speed operation. The research studies have shown that
the most significant potential advancement for wind turbine
technology was in the area of power electronic controlled vari-
able speed operation. There is much research underway in the
United States and Europe on developing variable speed wind
turbine as cost effective as possible. In United States, the NASA
MOD-0 and MOD-5B were operated as variable speed wind
turbines [65]. Companies in United States and Enercon (Ger-
many) made machines incorporate a variable speed feature.
Enercon variable speed wind machine is already in operation
in Denham, Western Australia.

The ability to operate at varying rotor speed, effectively
adds compliance to the power train dynamics of the wind

turbine. Although many approaches have been suggested for
variable speed wind turbines, they can be grouped into two
main classes: (a) discretely variable speed and (b) continuously
variable speed [65, 70].

28.3.6.3 Discretely Variable Speed Systems
The discretely variable speed category includes electrical sys-
tem where multiple generators are used, either with different
number of poles or connected to the wind rotor via different
ratio gearing. It also includes those generators, which can use
different number of poles in the stator or can approximate
the effect by appropriate switching. Some of the generators in
this category are those with consequent poles, dual winding,
or pole amplitude modulation. A brief summary of some of
these concepts is presented below.

28.3.6.3.1 Pole Changing Type Induction Generators These
generators provide two speeds, a factor of two apart, such
as four pole/eight pole (1500/750 rpm at a supply frequency
of 50 Hz or 1800/900 rpm at 60 Hz). They do this by using
one-half the poles at the higher speed. These machines are
commercially available and cost about 50% more than the
corresponding single speed machines. Their main disadvan-
tage, in comparison with other discretely variable machines is
that the two to one speed range is wider than the optimum
range for a wind turbine [71].

28.3.6.3.2 Dual Stator Winding Two Speed Induction
Generators These machines have two separate stator wind-
ings, only one of which is active at a time. As such, a variety
of speed ranges can be obtained depending on the num-
ber of poles in each winding. As in the consequent pole
machines only two speeds may be obtained. These machines
are significantly heavier than single speed machines and their
efficiency is less, since one winding is always unused which
leads to increased losses. These machines are commercially
available. Their cost is approximately twice that of single speed
machines [71].
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28.3.6.3.3 Multiple Generators This configuration is based
on the use of a multiple generator design. In one case, there
may simply be two separate generators (as used on some
European wind turbines). Another possibility is to have two
generators on the same shaft, only one of which is electrically
connected at a time. The gearing is arranged such that the
generators reach synchronous speed at different turbine rotor
speeds.

28.3.6.3.4 Two Speed Pole Amplitude Modulated Induction
Generator (PAM) This configuration consists of an induc-
tion machine with a single stator, which may have two different
operating speeds. It differs from conventional generators only
in the winding design. Speed is controlled by switching the
connections of the six stator leads. The winding is built in two
sections which will be in parallel for one speed and in series
for the other. The result is the superposition of one alternat-
ing frequency on another. This causes the field to have an
effectively different number of poles in the two cases, resulting
in two different operating speeds. The efficiency of the PAM
is comparable to that of a single speed machine. The cost is
approximately twice that of conventional induction generators.

The use of a discretely variable speed generator will result in
some of the benefits of continuously variable speed operation,
but not all of them. The main effect will be in increased energy
productivity, because the wind turbine will be able to operate
close to its optimum tip speed ratio over a great range of
wind speeds than will a constant speed machine. On the other
hand, it will perform as single speed machine with respect to
rapid changes in wind speed (turbulence). Thus it could not
be expected to extract the fluctuating energy as effective from
the wind as would be continuously variable speed machine.
More importantly, it could not use the inertia of the rotor to
absorb torque spikes. Thus, this approach would not result
in improved fatigue life of the machine and it could not be
an integral part of an optimized design such as one using
yaw/speed control or pitch/speed control.

28.3.6.4 Continuously Variable Speed Systems
The second main class of systems for variable speed operation
are those that allow the speed to be varied continuously. For
the continuously variable speed wind turbine, there may be
more than one control, depending upon the desired control
action [72–76]:

• Mechanical control.
• Combination of electrical/mechanical control.
• Electrical control.
• Electrical/power electronics control.

The mechanical methods include hydraulic and variable
ratio transmissions. An example of an electrical/mechanical
system is one in which the stator of the generator is allowed to
rotate. All the electrical category includes high-slip induction

generators and the tandem generator. The power electronic
category contains a number of possible options. One option
is to use a synchronous generator or a wound rotor induction
generator, although a conventional induction generator may
also be used. The power electronics is used to condition some
or all the power to form a appropriate to the grid. The power
electronics may also be used to rectify some or all the power
from the generator, to control the rotational speed of the gen-
erator, or to supply reactive power. These systems are discussed
below.

28.3.6.4.1 Mechanical Systems

A. Variable Speed Hydraulic Transmission
One method of generating electrical power at a fixed frequency,
while allowing the rotor to turn at variable speed, is the use of
a variable speed hydraulic transmission. In this configuration,
a hydraulic system is used in the transfer of the power from the
top of the tower to ground level (assuming a horizontal axis
wind turbine). A fixed displacement hydraulic pump is con-
nected directly to the turbine (or possibly gearbox) shaft. The
hydraulic fluid is fed to and from the nacelle via a rotary fluid
coupling. At the base of the tower is a variable displacement
hydraulic motor, which is governed to run at constant speed
and drive a standard generator.

One advantage of this concept is that the electrical equip-
ment can be placed at ground level making the rest of the
machine simpler. For smaller machines, it may be possible to
dispense with a gearbox altogether. On the other hand, there
are a number of problems using hydraulic transmissions in
wind turbines. For one thing, pumps and motors of the size
needed in wind turbines of greater than about 200 kW are
not readily available. Multiples of smaller units are possible
but this would complicate the design. The life expectancy of
many of the parts, especially seals, may well be less than five
years. Leakage of hydraulic fluid can be a significant problem,
necessitating frequent maintenance. Losses in the hydraulics
could also make the overall system less efficient than conven-
tional electric generation. Experience over the last many years
has not shown great success with the wind machines using
hydraulic transmission.

B. Variable Ratio Transmission
A variable ratio transmission (VRT) is one in which the gear
ratio may be varied continuously within a given range. One
type of VRT suggested for wind turbines is using belts and
pulleys, such as are used in some industrial drives [65, 77].
These have the advantage of being able to drive a conventional
fixed speed generator, while being driven by a variable speed
turbine rotor. On the other hand, they do not appear to be
commercially available in larger sizes and those, which do exist,
have relatively high losses.
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28.3.6.4.2 Electrical/Mechanical Variable Speed Systems –
Rotating Stator Induction Generator This system uses
a conventional squirrel-induction generator whose shaft is
driven by a wind turbine through a gearbox [50, 77]. However,
the stator is mounted to a support, which allows bi-directional
rotation. This support is in turn driven by a DC machine.
The armature of the DC machine is fed from a bi-directional
inverter, which is connected to the fixed frequency AC grid.
If the stator support allowed to turn in the same direction
as the wind turbine, the turbine will turn faster. Some of the
power from the wind turbine will be absorbed by the induc-
tion generator stator and fed to the grid through the inverter.
Conversely, the wind turbine will turn more slowly when the
stator support is driven in the opposite direction. The amount
of current (and thus the torque) delivered to or from the DC
machine is determined by a closed loop control circuit whose
feedback signal is driven by a tachometer mounted on the shaft
of the DC machine.

One of the problems with this system is that the stator slip
rings and brushes must be sized to take the full power of the
generator. They would be subjected to wear and would require
maintenance. The DC machine also adds to cost, complexity,
and maintenance.

28.3.6.4.3 Electrical Variable Speed Systems

A. High Slip Induction Generator
This is the simplest variable speed system, which is accom-
plished by having a relatively large amount of resistance
in the rotor of an induction generator. However, the losses
increase with increased rotor resistance. Westwind Turbines in
Australia investigated such a scheme on a 30 kW machine in
1989.

B. Tandem Induction Generator
A tandem induction generator consists of an induction
machine fitted with two magnetically independent stators, one
fixed in position and the other able to be rotated, and a single
squirrel-cage rotor whose bars extend to the length of both
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FIGURE 28.64 Grid-connected wind energy system through AC/DC/AC converter.

stators [65, 77]. Torque control is achieved by physical adjust-
ment of the angular displacement between the two stators,
which causes a phase shift between the induced rotor voltages.

28.3.6.4.4 Electrical/Power Electronics The general config-
uration is shown in the Fig. 28.64. It consists of the following
components:

• Wind generator.
• Rectifier.
• Inverter.

The generator may be DC, synchronous (wound rotor or
permanent magnet type), squirrel-cage wound rotor, or brush-
less doubly-fed induction generator. The rectifier is used to
convert the variable voltage variable frequency input to a DC
voltage. This DC voltage is converted into AC of constant volt-
age and frequency of desired amplitude. The inverter will also
be used to control the active/reactive power flow from the
inverter. In case of DC generator, the converter may not be
required or when a cycloconverter is used to convert the AC
directly from one frequency to another.

28.3.6.5 Types of Generator Options for Variable
Speed Wind Turbines Using Power
Electronics

Power electronics may be applied to four types of generators
to facilitate variable speed operation:

• Synchronous generators.
• Permanent magnet synchronous generators.
• Squirrel-cage induction generators.
• Wound rotor induction generators.

28.3.6.5.1 Synchronous Generator In this configuration, the
synchronous generator is allowed to run at variable speed, pro-
ducing power of variable voltage and frequency. Control may
be facilitated by adjusting an externally supplied field current.
The most common type of power conversion uses a bridge
rectifier (controlled/uncontrolled), a DC link, and inverter as
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shown in Fig. 28.64. The disadvantage of this configuration
include the relatively high cost and maintenance requirements
of synchronous generators and the need for the power conver-
sion system to take the full power generated (as opposed to the
wound rotor system).

28.3.6.5.2 Permanent Magnet Synchronous Generators The
permanent magnet synchronous generator (PMSG) has several
significant advantageous properties. The construction is sim-
ple and does not required external magnetization, which is
important especially in stand-alone wind power applications
and also in remote areas where the grid cannot easily supply
the reactive power required to magnetize the induction gener-
ator. Similar to the previous externally supplied field current
synchronous generator, the most common type of power con-
version uses a bridge rectifier (controlled/uncontrolled), a DC
link, and inverter as shown in Fig. 28.65 [78–80].

Figure 28.66 shows a wind energy system where a PMSG
is connected to a three-phase rectifier followed by a boost
converter. In this case, the boost converter controls the electro-
magnet torque and the supply side converter regulates the DC
link voltage as well as controlling the input power factor. One
drawback of this configuration is the use of diode rectifier that

Utility grid

FIGURE 28.65 Grid-connected PMSG wind energy system through
DC/AC converter.

Utility grid

FIGURE 28.66 Grid-connected PMSG wind energy system through
DC/AC converter with a boost chopper.

increases the current amplitude and distortion of the PMSG.
As a result, this configuration have been considered for small
size wind energy conversion systems (smaller than 50 kW).

The advantage of the system in Fig. 28.65 with regardant to
the system showed in Fig. 28.66 is, it allows the generator to
operate near its optimal working point in order to minimize
the losses in the generator and power electronic circuit. How-
ever, the performance is dependent on the good knowledge
of the generator parameter that varies with temperature and
frequency. The main drawbacks, in the use of PMSG, are the
cost of permanent magnet that increase the price of machine,
demagnetization of the permanent magnet material, and it is
not possible to control the power factor of the machine

To extract maximum power at unity power factor from a
PMSG and feed this power (also at unity power factor) to the
grid, the use of back-to-back connected PWM voltage source
converters are proposed [81]. Moreover, to reduce the over-
all cost, reduced switch PWM voltage source converters (four
switch) instead of conventional (six switch) converters for vari-
able speed drive systems can be used. It is shown that by
using both rectifier and inverter current control or flux based
control, it is possible to obtain unity power factor operation
both at the WTG and the grid. Other mechanisms can also
be included to maximize power extraction from the VSWT
(i.e. MPPT techniques) or sensor-less approaches to further
reduce cost and increase reliability and performance of the
systems.

28.3.6.5.3 Squirrel-cage Induction Generator Possible archi-
tecture for systems using conventional induction generators
which have a solid squirrel-cage rotor have many similarities
to those with synchronous generators. The main difference
is that the induction generator is not inherently self-exciting
and it needs a source of reactive power. This could be done
by a generator side self-commutated converter operating in
the rectifier mode. A significant advantage of this configu-
ration is the low cost and low maintenance requirements of
induction generators. Another advantage of using the self-
commutated double converter is that it can be on the ground,
completely separate from the wind machine. If there is a
problem in the converter, it could be switched out of the
circuit for repair and the wind machine could continue to
run at constant speed. The main disadvantage with this con-
figuration is that, as with the synchronous generator, the
power conversion system would have to take the full power
generated and could be relatively costly compared to some
other configurations. There would also be additional com-
plexities associated with the supply of reactive power to the
generator.

28.3.6.5.4 Wound Rotor Induction Generator A wound
rotor induction rotor has three-phase winding on the rotor,
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accessible to the outside via slip rings. The possibility of
accessing the rotor can have the following configurations:

• Slip power recovery.
• Use of cycloconverter.
• Rotor resistance chopper control.

A. Slip Power Recovery (Static Kramer System)
The slip power recovery configuration behaves similarly to a
conventional induction generator with very large slip, but in
addition energy is recovered from the rotor. The rotor power
is first carried out through slip rings, then rectified and passed
through a DC link to a line-commutated inverter and into the
grid. The rest of the power comes directly from the stator as
it normally does. A disadvantage with this system is that it
can only allow super-synchronous variable speed operation.
Its possible use in the wind power was reported by Smith and
Nigim [82].

In this scheme shown in Fig. 28.67, the stator is directly
connected to the grid. Power converter has been connected to
the rotor of wound rotor induction generator to obtain the
optimum power from variable speed wind turbine. The main
advantage of this scheme is that the power-conditioning unit
has to handle only a fraction of the total power so as to obtain
full control of the generator. This is very important when the
wind turbine sizes are increasing for the grid-connected appli-
cations for higher penetration of wind energy and the smaller
size of converter can be used in this scheme.

B. Cycloconverter (Static Scherbius System)
A cycloconverter is a converter, which converts AC voltage of
one frequency to another frequency without an intermedi-
ate DC link. When a cycloconverter is connected to the rotor
circuit, sub- and super-synchronous operation variable speed
operation is possible. In super-synchronous operation, this
configuration is similar to the slip power recovery. In addition,
energy may be fed into the rotor, thus allowing the machine
to generate at sub-synchronous speeds. For that reason, the
generator is said to be doubly fed [83]. This system has a
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FIGURE 28.67 Schematic diagram of doubly-fed induction generator.

limited ability to control reactive power at the terminals of
the generator, although as a whole it is a net consumer of
reactive power. On the other hand, if coupled with capaci-
tor excitation, this capability could be useful from the utility
point of view. Because of its ability to rapidly adjust phase
angle and magnitude of the terminal voltage, the generator can
be resynchronized after a major electrical disturbance without
going through a complete stop/start sequence. With some wind
turbines, this could be a useful feature.

C. Rotor Resistance Chopper Control
A fairly simple scheme of extracting rotor power as in the form
of heat has been proposed in [44].

28.3.6.6 Isolated Grid Supply System with Multiple
Wind Turbines

The isolated grid supply system with a wind park is shown in
Fig. 28.68. Two or more wind turbines can be connected to this
system. A diesel generator can be connected in parallel. The
converters, connected with wind generators will work in paral-
lel and the supervisory control block will control the output of
these wind generators in conjunction with the diesel generator.
This type of decentralized generation can be a better option
where high penetration of wind generation is sought. The indi-
vidual converter will control the voltage and frequency of the
system. The supervisory control system will play an impor-
tant part in co-ordination between multiple power generation
systems in a remote area power supply having weak grid.

28.3.6.7 Power Electronics Technology Development
To meet the needs of future power generation systems, power
electronics technology will need to evolve on all levels, from
devices to systems. The development needs are as follows:

• There is a need for modular power converters with plug-
and-play controls. This is particularly important for high
power utility systems, such as wind power. The power
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electronics equipment used today is based on industrial
motor drives technology. Having dedicated, high power
density, modular systems will provide flexibility and effi-
ciency in dealing with different energy sources and large
variation of generation systems architectures.

• There is a need for new packaging and cooling technolo-
gies, as well as integration with PV and fuel cell will have
to be addressed. The thermal issues in integrated systems
are complex, and new technologies such as direct fluid
cooling or microchannel cooling may find application in
future systems. There is large potential for advancement
in this area.

• There is a need for new switching devices with higher
temperature capability, higher switching speed, and
higher current density/voltage capability. The growth in
alternative energy markets will provide a stronger pull for
further development of these technologies.

References

1. G. Hille, W. Roth, and H. Schmidt, “Photovoltaic system,” in
Fraunhofer Institute for Solar Energy Systems. Freiburg, Germany,
1995.

2. D. P. Hodel, “Photovoltaics-electricity from sunlight,” U.S. Depart-
ment of Energy Report, DOE/NBMCE.

3. O. H. Wilk, “Utility connected photovoltaic systems,” presented
at International Energy Agency (IEA): Solar Heating and Cooling
Program, Montreux, 1992.

4. R. S. Wenham, M. A. Green, and M. E. Watt, “Applied photovoltaic,”
in Centre for Photovoltaic Device and Systems, University of New
Southwales, Sydney, 1998.

5. W. B. Lawrance and H. Dehbonei, “A versatile PV array simulation
tools,” presented at ISES 2001 Solar World Congress, Adelaide, South
Australia, 2001.

6. M. A. S. Masoum, H. Dehbonei, and E. F. Fuchs, “Theoretical
and experimental analyses of photovoltaic systems with voltage and
current-based maximum power-point tracking,” IEEE Trans. on
Energy Conversion, vol. 17, pp. 514–522, Dec 2002.

7. B. Bekker and H. J. Beukes, “Finding an optimal PV panel maximum
power point tracking method,” presented at 7th AFRICON Conf.,
Africa, 2004.

8. T. Noguchi, S. Togashi, and R. Nakamoto, “Short-current pulse based
adaptive maximum-power-point tracking for photovoltaic power
generation system,” presented at Proc. 2000 IEEE International Symp.
on Ind. Electronics, 2000.

9. N. Mutoh, T. Matuo, K. Okada, and M. Sakai, “Prediction-data-based
maximum-power-point-tracking method for photovoltaic power
generation systems,” presented at 33rd Annual IEEE Power Electronics
Specialists Conf., 2002.

10. G. W. Hart, H. M. Branz, and C. H. Cox, “Experimental tests of
open-loop maximum-power-point tracking techniques,” Solar Cells,
vol. 13, pp. 185–195, 1984.

11. D. J. Patterson, “Electrical system design for a solar powered vehi-
cle,” presented at 21st Annual IEEE Power Electron. Specialists Conf.,
1990.

12. H. J. Noh, D. Y. Lee, and D. S. Hyun, “An improved MPPT converter
with current compensation method for small scaled PV-applications,”
presented at 28th Annual Conf. of the Ind. Electronics Society,
2002.

13. K. Kobayashi, H. Matsuo, and Y. Sekine, “A novel optimum operating
point tracker of the solar cell power supply system,” presented at 35th
Annual IEEE Power Electronics Specialists Conf., 2004.

14. P. Midya, P. T. Krein, R. J. Turnhull, R. Reppa, and J. Kimball,
“Dynamic maximum power point tracker for pholovoltaic



28 Power Electronics for Renewable Energy Sources 765

applications,” presented at 27th Annual IEEE Power Electron. Spe-
cialists Conf., 1996.

15. V. Arcidiacono, S. Corsi, and L. Larnhri, “Maximum power point
tracker for photovoltaic power plants,” presented at Proc. IEEE
Photovotaic Specialists Conf., 1982.

16. Y. H. Lim and D. C. Hamill, “Synthesis, simulation and experimen-
tal verification of a maximum power point tracker from nonlin-
ear dynamics,” presented at 32nd Annual IEEE Power Electronics
Specialists Conf., 2001.

17. Y. H. Lim and D. C. Hamill, “Simple maximum power point tracker
for photovoltaic arrays,” Electron. Lett, vol. 36, pp. 997–999, May
2000.

18. L. Zhang, Y. Bai, and A. Al-Amoudi, “GA-RBF neural network based
maximum power point tracking for grid-connected photovoltaic
systems,” presented at International Conf. on Power Electronics
Machines and Drives, 2002.

19. C. C. Hua and J. R. Lin, “Fully digital control of distributed pho-
tovoltaic power systems,” presented at IEEE International Symp. on
Ind. Electronics, 2001.

20. M. L. Chiang, C. C. Hua, and J. R. Lin, “Direct power control for
distributed PV power system,” presented at Proc. Power Conversion
Conf., 2002.

21. S. Jain and V. Agarwal, “A new algorithm for rapid tracking of approx-
imate maximum power point in photovoltaic systems,” IEEE Power
Electronics Lett., vol. 2, pp. 16–19, Mar 2004.

22. N. Femia, G. Petrone, G. Spagnuolo, and M. Vitelli, “Optimization of
perturb and observe maximum power point tracking method,” IEEE
Trans. Power Electronics, vol. 20, pp. 963–973, July 2005.

23. N. S. D’Souza, L. A. C. Lopes, and X. Liu, “An intelligent maximum
power point tracker using peak current control,” 36th Annual IEEE
Power Electronics Specialists Conf., pp. 172–177, 2005.

24. M. G. Simoes, N. N. Franceschetti, and M. Friedhofer, “A fuzzy logic
based photovoltaic peak power tracking control,” Proc. 1998 IEEE
International Symp. on Ind. Electron, pp. 300–305, 1998.

25. A. M. A. Mahmoud, H. M. Mashaly, S. A. Kandil, H. E. Khashab,
and M. N. F. Nashed, “Fuzzy logic implementation for photovoltaic
maximum power tracking,” presented at Proc. 9th IEEE Inter-
national Workshop on Robot and Human Interactive Commum.,
2000.

26. N. Patcharaprakiti and S. Premrudeepreechacharn,“Maximum power
point tracking using adaptive fuzzy logic control for grid-connected
photovoltaic system,” presented at IEEE Power Eng. Society Winter
Meeting, 2002.

27. B. M. Wilamowski and X. Li, “Fuzzy system based maximum power
point tracking for PV system,” presented at 28th Annual Conf. of the
IEEE Industrial Electronics Society, 2002.

28. M. Veerachary, T. Senjyu, and K. Uezato, “Neural-network-based
maximum-power-point tracking of coupled-inductor interleaved-
boost-converter-supplied PV system using fuzzy controller,” IEEE
Trans. Industry Electronics, vol. 50, pp. 749–758, Aug 2003.

29. K. Ro and S. Rahman, “Two-loop controller for maximizing per-
formance of a grid-connected photovoltaic-fuel cell hybrid power
plant,” IEEE Trans. on Energy Conversion, vol. 13, pp. 276–281,
Sept 1998.

30. A. Hussein, K. Hirasawa, J. Hu, and J. Murata, “The dynamic per-
formance of photovoltaic supplied dc motor fed from DC–DC
converter and controlled by neural networks,” presented at Proc. 2002
International Joint Conf. on Neural Networks, 2002.

31. X. Sun, W. Wu, X. Li, and Q. Zhao, “A research on photovoltaic energy
controlling system with maximum power point tracking,” presented
at Proc. Power Conversion Conf., 2002.

32. O. Wasynczuk, “Dynamic behavior of a class of photovoltaic power
systems,” IEEE Trans. Power App. Syst., vol. 102, pp. 3031–3037, Sept
1983.

33. Y. C. Kuo, T. J. Lian, and J. F. Chen, “Novel maximum-power-point-
tracking controller for photovoltaic energy conversion system,” IEEE
Trans. Ind. Electron., vol. 48, pp. 594–601, June 2001.

34. G. J. Yu, Y. S. Jung, J. Y. Choi, I. Choy, J. H. Song, and G. S. Kim,
“A novel two-mode MPPT control algorithm based on compara-
tive study of existing algorithms,” presented at Conf. Record of the
Twenty-Ninth IEEE Photovoltaic Specialists Conf., 2002.

35. K. Kohayashi, I. Takano, and Y. Sawada, “A study on a two stage max-
imum power point tracking control of a photovoltaic system under
partially shaded insolation conditions,” presented at IEEE Power Enç.
Society General Meeting, 2003.

36. D. Langridge, W. Lawrance, and B. Wichert, “Development of
a photo-voltaic pumping system using a brushless D.C. motor
and helical rotor pump,” Solar Energy, vol. 56, pp. 151–160,
1996.

37. H. Dehbonei and C. V. Nayar, “A new modular hybrid power system,”
presented at IEEE International Symposium on Industrial Electronics,
Rio de Janeiro, Brazil, 2003.

38. C. V. Nayar, S. J. Phillips, W. L. James, T. L. Pryor, and D. Rem-
mer, “Novel wind/diesel/battery hybrid system,” Solar Energy, vol. 51,
pp. 65–78, 1993.

39. W. Bower, “Merging photovoltaic hardware development with hybrid
applications in the U.S.A,” presented at Proceedings Solar ′93
ANZSES, Fremantle, Western Australia, 1993.

40. N. Mohan, M. Undeland, and W. P. Robbins, Power Electronics: John
Wiley and Sons, Inc., New York, 1995.

41. M. Calais, V. G. Agelidis, and M. Meinhardt, “Multilevel converters
for single phase grid-connected photovoltaic systems an overview,”
Solar Energy, vol. 66, pp. 525–535, 1999.

42. K. Hirachi, K. Matsumoto, M. Yamamoto, and M. Nakaoka,
“Improved control implementation of single phase current fed PWM
inverter for photovoltaic power generation,” presented at Seventh
International Conference on Power Electronics and Variable Speed
Drives (PEVD’98), 1998.

43. U. Boegli and R. Ulmi, “Realisation of a new inverter circuit for
direct photovoltaic energy feedback into the public grid,” IEEE Trans.
on Industry Application, vol. 22, Mar/Apr 1986.

44. B. Lindgren, “Topology for decentralised solar energy inverters with a
low voltage A-bus,” presented at EPE99 -European Power Electronics
Conf., 1999.

45. K. Masoud and G. Ledwich, “Aspects of grid interfacing: current
and voltage controllers,” presented at Proceedings of AUPEC 99,
1999.

46. H. K. Sung, S. R. Lee, H. Dehbonei, and C. V. Nayar, “A compara-
tive study of the voltage controlled and current controlled voltage
source inverter for the distributed generation system,” presented
at Australian Universities Power Engineering Conference(AUPEC),
Hobart, Australia, 2005.

47. L. J. Borle, M. S. Dymond, and C. V. Nayar, “Development and testing
of a 20 kW grid interactive photovoltaic power conditioning system
in Western Australia,” IEEE Trans. on Industry Applications, vol. 33,
pp. 1–7, 1999.



766 C. V. Nayar et al.

48. L. J. Borle and C. V. Nayar, “Zero average current error controlled
power flow for ac-dc power converters,” IEEE Trans. on Power
Electronics, vol. 10, pp. 725–732, 1995.

49. H. Sharma, “Grid integration of photovoltaics,” Australia: The
University of Newcastle, 1998.

50. L. L. Freris, Wind Energy Conversion Systems: Prentice Hall, New York,
1990.

51. C. V. Nayar, J. Perahia, and F. Thomas., “Small scale wind powered
electrical generators,” The Minerals and Energy Research Institute of
Western Australia, 1992.

52. R. D. Richardson and G. M. McNerney, “Wind energy systems,”
Proceedings of the IEEE, vol. 81, pp. 378–389, 1993.

53. J. Arillaga and N. Watson, “Static power conversion from self excited
induction generators,” Proc of Institution of Electrical Engineers,
vol. 125, no. 8, pp. 743–746.

54. C. V. Nayar, J. Perahia, F. Thomas, S. J. Phillips, T. L. Pryor, and
W. L. James, “Investigation of capacitor excited induction genera-
tors and permanent magnet alternators for small scale wind power
generation,” Renewable Energy, vol. 125 1991.

55. T. Ackermann and L. Sörder, “An overview of wind energy status-
2002,” Renewable & Sustainable Energy Reviews, pp. 67–128, June
2002.

56. S. Peresada, A. Tilli, and A. Tonielli, “Robust active-reactive power
control of a doubly-fed induction generator,” presented at IECON
′98, 1998.

57. W. E. Long and N. L. Schmitz, “Cycloconveter control of the dou-
bly fed induction motor,” IEEE Trans. Ind. and Gen. Appl., vol. 7,
pp. 162–167, 1971.

58. A. Chattopadhyay, “An adjustable-speed induction motor drive with
a thyristor-commutator in the rotor,” IEEE Trans. Ind. Appl., vol. 14,
pp. 116–122, 1978.

59. P. Pena, J. C. Clare, and G. M. Asher, “Doubly fed induction generator
using back-to-back PWM converters and its application to vari-
able speed wind-energy generation,” IEE Proceedings Electric Power
Applications, vol. 143, 1996.

60. H. Azaza, “On the dynamic and steady state performances of a vector
controlled DFM drive,” presented at IEEE International Conference
on Systems, Man and Cybernetics, 2002.

61. Bergey Windpower User Manual “10 kW Battery charging wind
energy generating system,” Bergey Windpower Co., Oklahoma, USA,
1984.

62. J. H. R. Enslin and F. W. Leuschner.,“Integrated hybrid energy systems
for isolated and semi-isolated users,” presented at Proc. of Renewable
Energy Potential in Southern African Conference, UCT, South Africa,
1986.

63. D. G. Infield, “Wind diesel systems technology and modelling-a
review,” International Journal of Renewable Energy Engineering,
vol. 1, no. 1, pp. 17–27, 1999.

64. H. Sharma, S. M. Islam, C. V. Nayar, and T. Pryor, “Dynamic response
of a remote area power system to fluctuating wind speed,” presented
at Proceedings of IEEE Power Engineering Society (PES 2000) Winter
Meeting, 2000.

65. W. L. James, C. V. Nayar, F. Thomas, and M. Dymond, “Variable speed
asynchronous wind powered generator with dynamic power condi-
tioning,” Murdoch University Energy Research Institute (MUERI),
Australia, 1993.

66. F. Blaabjerg, Z. Chen, and S. B. Kjaer, “Power electronics as efficient
interface in dispersed power generation systems,” IEEE Trans. on
Power Electronics, vol. 19, pp. 1184–1194, 2004.

67. F. Blaahjerg, Z. Chen, and P. H. Madsen, “Wind power technology
status, development and trends,” presented at Proc. Workshop on
Wind Power and Impacts on Power Systems, Oslo, Norway, 2002.

68. J. Wilkie, W. E. Leithead, and C. Anderson, “Modelling of wind tur-
bines by simple models,” Wind Engineering, vol. 14, pp. 247–273,
1990.

69. A. L. G. Westlake, J. R. Bumby, and E. Spooner, “Damping the power
angle oscillations of a permanent magnet synchronous generator with
particular reference to wind turbine applications,” IEE Proc. Electrical
Power Applications, vol. 143, pp. 269–280, 1996.

70. J. F. Manwell, J. G. McGowan, and B. H. Bailey, “Electrical/mechanical
options for variable speed turbines,” Solar Energy, vol. 46, pp. 41–51,
1991.

71. T. S. Andersen and H. S. Kirschbaum, “Multi-speed electrical gen-
erator applications in wind turbines,” presented at AIAA/SERI Wind
Energy Conference Proc., Boulder, 1980.

72. E. Muljadi and C. P. Butterfield, “Pitch-controlled variable-speed
wind turbine generation,” IEEE Transactions on Industry Applica-
tions, vol. 37, no. 1, pp. 240–246, Jan/Feb 2001.

73. G. Riahy and P. Freere, “Dynamic controller to operate a wind turbine
in stall region,” presented at Proceeding of Solar′97-Australia and
New Zealand Solar Energy Society, 1997.

74. K. Tan and S. Islam, “Optimum control strategies in energy con-
version of PMSG wind turbine system without mechanical sensors,”
IEEE Transactions on Energy Conversion, vol. 19, no. 2, pp. 392–399,
June 2004.

75. K. Tan and S. Islam, “Mechanical sensorless robust control of perma-
nent magnet synchronous generator for maximum power operation,”
presented at Australia University Power Engineering Conference,
Australia, 2001.

76. Q. Wang and L. Chang, “An independent maximum power extraction
strategy for wind energy conversion system,” presented at IEEE Cana-
dian Conference on Electrical and Computer Engineering, Canada,
Alberta, 1999.

77. J. Perahia and C. V. Nayar,“Power controller for a wind-turbine driven
tandem induction generator,” Electric Machines and Power Systems,
vol. 19, pp. 599–624, 1991.

78. K. Tan, S. Islam, and H. Tumbelaka, “Line commutated inverter
in maximum wind energy conversion,” International Journal of
Renewable Energy Engineering, vol. 4, no. 3, pp. 506–511,
Dec 2002.

79. E. Muljadi, S. Drouilhet, R. Holz, and V. Gevorgian, “Analysis of
permanent magnet generator for wind power battery charging,” pre-
sented at Thirty-First IAS Annual Meeting, IAS ′96, San Diego, CA,
USA, 1996.

80. B. S. Borowy and Z. M. Salameh, “Dynamic response of a stand-
alone wind energy conversion system with battery energy storage to
a wind gust,” IEEE Transactions on Energy Conversion, vol. 12, no. 1,
pp. 73–78, Mar 1997.

81. A. B. Raju, “Application of power electronic interfaces for grid-
connected variable speed wind energy conversion systems,” in
Department of Electrical Engineering. Bombay: Indian Institute of
Technology, 2005.

82. G. A. Smith and K. A. Nigim., “Wind energy recovery by static
Scherbius induction generator,” IEE Proceedings, Part ‘C’, Generation,
Transmission and Distribution, vol. 128, pp. 317–324, 1981.

83. T. S. Anderson and P. S. Hughes, “Investigation of doubly fed induc-
tion machine in variable speed applications,” Westinghouse Electric
Corporation, 1983.



29
High-Frequency Inverters: From

Photovoltaic, Wind, and
Fuel-Cell-Based Renewable- and

Alternative-Energy DER/DG
Systems to Energy-Storage

Applications

S.K. Mazumder, Sr.
Member IEEE, Department of

Electrical and Computer
Engineering, Director, Laboratory
for Energy and Switching-
Electronics Systems (LESES),
University of Illinois,
Chicago, USA

29.1 Introduction .......................................................................................... 767
29.2 Low-Cost Single-Stage Inverter .................................................................. 769

29.2.1 Operating Modes • 29.2.2 Analysis • 29.2.3 Design Issues

29.3 Ripple-Mitigating Inverter ........................................................................ 773
29.3.1 Zero-Ripple Boost Converter (ZRBC) • 29.3.2 HF Two-Stage DC–AC Converter

29.4 Universal Power Conditioner ..................................................................... 777
29.4.1 Operating Modes • 29.4.2 Design Issues

29.5 Hybrid-Modulation-Based Multiphase HFL High-Power Inverter ..................... 785
29.5.1 Principles of Operation

References ............................................................................................. 789

29.1 Introduction

Photovoltaic (PV), wind, and fuel-cell (FC) energy are the
front-runner renewable- and alternate-energy solutions to
address and alleviate the imminent and critical problems of
existing fossil-fuel-energy systems: environmental pollution as
a result of high emission level and rapid depletion of fossil fuel.
The framework for integrating these “zero-emission” alternate-
energy sources to the existing energy infrastructure has been
provided by the concept of distributed generation (DG) based
on distributed energy resources (DERs), which provides an
additional advantage: reduced reliance on existing and new
centralized power generation, thereby saving significant capi-
tal cost. DERs are parallel and standalone electric generation
units that are located within the electric distribution system
near the end user. DER, if properly integrated, can be bene-
ficial to electricity consumers and energy utilities, providing
energy independence and increased energy security. Each home

and commercial unit with DER equipment can be a microp-
ower station, generating much of the electricity it needs on-site
and sell the excess power to the national grid. The projected
worldwide market is anticipated to be $50×109 billion by 2015.

A key aspect of these renewable- or alternative-energy sys-
tems is an inverter (note: for wind, a front-end rectifier is
needed) that feeds the energy available from the energy source
to application load and/or grid. Such power electronics for
next-generation renewable- or alternative-energy systems have
to address several features including (1) cost, (2) reliability,
(3) efficiency, and (4) power density. Conventional approach to
inverter design is typically based on the architecture illustrated
in Fig. 29.1a. A problematic feature of such an approach is the
need for a line-frequency transformer (for isolation and volt-
age step-up), which is bulky, takes large footprint space, and is
becoming progressively more expensive because of the increas-
ing cost of copper. As such, recently, there has been significant
interest in high-frequency (HF) transformer-based inverter

Copyright c© 2011, Elsevier Inc.
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FIGURE 29.1 Inverter power-conditioning schemes [1] with (a) line-frequency transformer; (b) HF transformer in the dc–ac stage; (c) HF
transformer in the dc–dc stage; and (d) single-stage isolated dc–ac converter.

approach to address some or all of the above-referenced design
objectives. In such an approach, a HF transformer (instead
of a line-frequency transformer) is used for galvanic isolation

and voltage scaling, resulting in a compact and low-footprint
design. As shown in Fig. 29.1b,c, the HF transformer can be
inserted in the dc–dc or dc–ac converter stages for multistage
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power conversion. For single-stage power conversion, the HF
transformer is incorporated into the integrated structure. In
the subsequent sections, based on HF architectures, we describe
several high-frequency-link (HFL) topologies [1–8], being
developed at the University of Illinois at Chicago, which have
applications encompassing photovoltaics, wind, and fuel cells.
Some have applicability for energy storage as well.

29.2 Low-Cost Single-Stage Inverter [2]

Low-cost inverter that converts a renewable- or alternative-
energy source’s low-voltage output into a commercial ac output
is critical for success, especially for the low-power applica-
tions (≤5 kW). Figure 29.2 shows one such single-stage isolated
inverter, which was originally proposed in [10] as a “push–pull
amplifier.” It achieves direct power conversion by connecting
load differentially across two bidirectional dc–dc Ĉuk con-
verters and modulating them, sinusoidally, with 180◦ phase
difference. Because only four main switches are used, it would
potentially reduce system complexity, costs, improve reliabil-
ity, and increase efficiency. Furthermore, the common source
connection between two devices both at primary (Qa and Qc)
and secondary sides (Qb and Qd) makes the gate-drive cir-
cuit relatively simple. In addition, the possibility of coupling
inductors or integrated magnetics will further reduce the over-
all volume and weight, thereby achieving lesser material and
space usage. Another advantage of this inverter is the reduc-
tion of turns ratio of the step-up transformer, which is usually
required to achieve rated ac from low dc voltage. The inher-
ent voltage boosting capability of the Ĉuk inverter can reduce
the transformer turns-ratio requirement by at least half. Low
transformer turns-ratio yields less leakage inductance and sec-
ondary winding resistance, which reduces the loss of duty cycle
and secondary copper losses, respectively.
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FIGURE 29.2 Schematic of the single-stage dc–ac differential-isolated Ĉuk inverter [2].

29.2.1 Operating Modes

In order to understand how the current flows and energy trans-
fers during the switching and to help select the device rating,
four different modes of the inverter are analyzed and shown in
Fig. 29.3. It shows the direction of the current when the load
current flows from the top to the bottom.

Mode 1: Figure 29.3a shows the current flow for the case when
switch Qa, Qd are ON and Qb, Qc are OFF. Dur-
ing this time, the current flowing through the input
inductor La increases and the inductor stores the
energy. At the same time, the capacitor Ca discharges
through Qa, and thus, there is transfer of energy from
the primary side to the secondary side through the
transformer T1. The capacitor Cb is discharged to
the circuit formed by Lb, C1, and the load R. Mean-
while, the inductor Ld stores energy, and its current
increases. The capacitor Cd discharges through Qd.
The power flows in opposite direction in the Module
2 from the secondary side to the primary side. The
capacitor Cc is also discharged to provide the power.

Mode 2: When Qa, Qd are turned OFF, and Qb, Qc are ON
(Fig. 29.3b); Ca, Cd, Cb, and Cc are charged using the
energy, which was stored in the inductors La and Ld,
while Qa, Qd were ON. During this time, Lb and Lc
will release their energy.

Figure 29.3c,d shows the current direction when the load
current flows in the opposite direction. The description
for these two modes is omitted due to the similarity with
Fig. 29.3a,b.

29.2.2 Analysis

Although the nonisolated inverter has already been pro-
posed [10], detailed analysis and design of the isolated version
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have not appeared in any literature. The output of the inverter
is the difference between two “sine-wave modulated PWM con-
trolled” isolated Ĉuk inverters (Module 1 and Module 2), with
their primary sides connected in parallel. The two diagonal
switches of two modules are triggered by a same signal (Qa =
Qd and Qb = Qc), while the two switches in each module have
complementary gate signals (Qa = /Qb and Qc = /Qd). As
we know, the output voltage of an isolated Ĉuk inverter can be
expressed as follows:

Vo = Vi · D

N · (1− D)
, (29.1)

where D is the duty ratio, N is the transformer turns ratio, and
Vi is the input voltage. Because duty ratios for Modules 1 and
2 are complementary, the output difference between the two
modules is

Vo = Vc1 − Vc2 = Vi ·
(

D

N · (1− D)
− 1− D

N · D

)
. (29.2)

The curves corresponding to the terms in (Eq. 29.2) with
respect to the duty ratio D (assuming N = 1) are plotted in
Fig. 29.4. The figure shows that although the gain-duty ratio
curves of Modules 1 and 2 are not linear, their difference is
almost linear. Therefore, if a sine-wave-modulated duty ratio
D is used as a control signal for the inverter, then its output
voltage will be a sine wave with small distortion.

29.2.3 Design Issues

A 1 kW single-stage isolated dc–ac Ĉuk inverter prototype
was designed and tested to verify its performance for fuel cell
application, where stack voltage is 36 V. Some design issues are
discussed later.
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FIGURE 29.4 Voltage gain versus D [2] for Modules 1 and 2 (top and bottom), and their difference (middle).

29.2.3.1 Choice of Transformer Turns-Ratio and
Duty-Ratio Calculation

An inverter, normally, if operating at lower range of duty ratio
(i.e., lower modulation index) with output power and input dc
voltage fixed will produce lower output voltage, i.e., a higher
current. This results in higher conduction losses and lower effi-
ciency. Therefore, from the efficiency point of view, an inverter
should usually operate at wide range of duty ratio. However,
there is a duty-ratio limitation for proper operation on the
dc–ac Ĉuk inverter. Unlike dc–dc, the duty ratios of the control
PWM signals are not constant but sine-wave modulated. For a
given input voltage (36 V dc, for instance) and output voltage
(110 V ac, 60 Hz), the shape and magnitude of duty ratio (D)
for dc–ac Ĉuk inverter will vary according to transformer turns
ratio (N) [2]:

Vo

Vi
= Vm · sin(wt)

Vi
= 2D − 1

N · D · (1− D)
. (29.3)

Solving D, we obtain [2]

D = (α · sin(wt)− 2)±√4+ (α · sin(wt))2

2α · sin(wt)
= A± B

C
,

(29.4)

where α = Vm · N /Vi. It is a constant value. Vm represents the
amplitude of the desired output sine wave. The numerical cal-
culation shows that term B in (Eq. 29.4) is always larger than A.
Thus, A + B is always positive while A − B is negative. There-
fore, only (A+B)/C is considered because D has to be a positive
value. Note, when sin(wt) → 0, C → 0, and A + B → 0. In
this case, D is calculated using L’Hospital’s rule as [2]

D = lim
sin(wt)→0

A+ B

C
= d(A+ B)/d(sin(wt))

d(C)/d(sin(wt))
= 1

2
. (29.5)
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TABLE 29.1 Shape and range of D for different transformer turns ratio

Turns ratio Shape of D Magnitude of D Figure number

2:1 Not a sine wave 0.1 ∼ 0.9 5a

1:3 Close to a sine wave 0.34–0.66 5b

1:5 Very close to a sine wave 0.39 ∼ 0.61 5c

Figure 29.5 shows the plot of D = (A + B)/C for three dif-
ferent transformer turns ratios. The results are summarized in
Table 29.1. It is clearly shown that, there is a trade-off between
output voltage distortion and duty-ratio range. An optimal
transformer turns ratio, N = 3, is selected with corresponding
D varying from 0.34 to 0.66.

29.2.3.2 Lossless Active-Clamp Circuit to Reduce
Turn-Off Losses

There will be severe voltage spikes and ringing across the
switches during turn-off. They are caused by the transformer
and other parasitic leakage inductances combined with a very
high current reverse going through the transformer primary
side. The spike problem is more serious at the point where the
output sine wave is at its peak because of the highest instanta-
neous current value at that point. The circuit inside the dotted
block of Modules 1 and 2 in Fig. 29.6 shows a lossless active-
clamp circuit, which can achieve zero-voltage turn-off, thereby
reducing the turn-off losses and limiting the maximum voltage
across the main switches. The circuit for each module con-
tains two auxiliary diodes, one capacitor, one inductor, and one
switch. The auxiliary switches Ss1 and Ss2 are triggered using
the same gate signals as their corresponding main switches.
The equations to calculate capacitance Cs and inductance Ls
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+
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FIGURE 29.6 The single-stage Ĉuk inverter with lossless active-clamp circuit at the primary side [2].

are listed as follows [2]:

Cs ≥ Llk ·
(

Vin · D(wt)·
f · (Vc max(wt)− N · Vo(wt) · Le)

)2

, (29.6)

Le = (1/N)2 · La · Lb

La+ Lb · (1/N)2
, (29.7)

Ls ≤ D2(wt)

f 2 · Cs · [ar cos(− 1
r(wt) )+√r2(wt)− 1] , (29.8)

r(wt) = Vc max(wt)

Vin
, (29.9)

where D(wt) is the sine wave modulated duty ratio, Vo(wt) is
the sine wave output, Vc max is the maximal clamped voltage,
and Le is the effective inductance. With reference to Fig. 29.6,
when the switch Qa turns OFF, the clamp circuit will create
an alternate path formed by diode Ds1 and capacitor Cs1 to
divert the turn-off current from the primary switch Qa. After
switch Qa and Ss1 are turned ON, the energy stored in capacitor
Cs1 will eventually be fed back to the capacitor Ca as useful
power. The performance of the active-clamp circuit along with
inverter performance is provided in detail in [11].

29.3 Ripple-Mitigating Inverter [3,4]

The inverter (see Fig. 29.7) described in this section comprises
a dc–dc zero-ripple boost converter (ZRBC), which generates
a high-voltage dc at its output followed by a soft-switched,
transformer isolated dc–ac inverter, which generates a 110 V ac.
The HF-inverter switches are arranged in a multilevel fashion
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and are modulated by a fully rectified sine wave to create a
HF, three-level ac voltage as shown in Fig. 29.7. Multilevel
arrangement of the switches is particularly useful when the
intermediate dc voltage >500 V. The HF inverter is followed
by the ac–ac converter, which converts the three-level ac to a
voltage that carries the line-frequency sinusoidal information.

29.3.1 Zero-Ripple Boost Converter (ZRBC)

The ZRBC is a standard nonisolated boost converter with the
conventional inductor replaced by a hybrid zero-ripple filter
(ZRF). The ZRF (shown in Fig. 29.8) is viewed as a com-
bination of a coupled inductor (shown in Fig. 29.7) and a
half-bridge active power filter (APF) (shown in Fig. 29.7). Such
a hybrid structure serves the dual purpose of reducing the HF
current ripples and the low-frequency current ripples. The cou-
pled inductor minimizes the HF ripple from the source current
(IDC+i2 = i1) and the APF minimizes the low-frequency ripple
from the source current (IDC+ iac = iin). IDC is the dc supplied
by the source, i2 is the HF ac supplied by the series combination
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FIGURE 29.7 Schematic of the ripple-mitigating inverter [3]. The source can PV/battery/rectified wind as well.

of identical capacitors C1 and C2 (in Fig. 29.7), and iac is the
low-frequency ac supplied by the APF storage reactor Lr. For
effective reduction of the HF current from the source output,
the value of the capacitors C1 and C2 should be as large as pos-
sible. However, the series combination should be small enough
to provide a high-impedance path to the low-frequency current
iac. Therefore, for a chosen value of capacitor, the values of the
following expression hold true [3]:

C1 = C2 = 2C, (29.10a)

f HF = 1√
L2C

, (29.10b)

f LF = 1√
4LrC

, (29.10c)

where fHF is the switching frequency of the converter and fLF is
the lowest frequency component in iac.

Assuming the switching frequency is approximately 20 times
the lowest frequency component, the value of ZRF passive
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components L2 and Lr can be determined as follows [3]:

fHF ≥ 20fLF, (29.10d)

1√
L2C

≥ 10√
LrC

, (29.10e)

Lr ≥ 100L2. (29.10f)

Therefore, the value of L2 should be small in order to limit
the value of Lr and also to minimize the phase shift in the
injected low-frequency current iac.

In the following subsections, the HF and low-frequency ac-
reduction mechanisms and the conditions to achieve the same
are discussed. In addition to this, the effect of coupled induc-
tor parameters on the bandwidth of the open-loop system
will be discussed. For the purpose of analysis, the value of
the capacitors C1 and C2 is assumed to be large. Hence, the
dynamics of the APF is assumed to have minimal effect on the
coupled-inductor analysis.

29.3.1.1 HF Current-Ripple Reduction
In this section, the inductance offered by the coupled induc-
tor and the ripple reduction achievable is discussed. For that
purpose, we need to derive an expression for the effective
inductance of the coupled inductor. Because the value of the
capacitors C1 and C2 is large and that of L22 is small, the
dynamics of the APF is assumed to have minimal effect on the
coupled-inductor analysis. The pi-model for the zero-ripple
coupled inductor and the excitation voltage and the current for
the primary and the secondary windings are shown in Fig. 29.9.
The currents i1HF and i2HF are, respectively, the primary and
the secondary ac shown in Fig. 29.9:

vFC = (L1 + LM)
di1HF

dt
+ nLM

di2HF

dt
, (29.11a)

vC = (L1 + LM)
di1HF

dt
+ (L2 + nLM)

di2HF

dt
, (29.11b)
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+
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FIGURE 29.9 Ac model for the coupled inductor shown in Fig. 29.8a [3].

n = N2

N1

∼=
√

L22

L11
, (29.11c)

where L11 is the self inductance of the primary winding with
N1 turns. Solving (Eqs. 29.11a) and (29.11b), the expressions

for di1HF

dt
and di2HF

dt
are obtained using

di1HF

dt
= (L2 + nLM)vFC − nLMvC

(L1 + LM)L2

= vFC

(L1 + LM)
+ nLM(vFC − vC)

(L1 + LM)L2
, (29.12a)

di2HF

dt
= vFC − vC

−L2
. (29.12b)

By substituting Eq. (29.12a) in Eq. (29.12b), we obtain the
following expression:

di1HF

dt
= (L2 + nLM)vFC − nLMvC

(L1 + LM)L2

= vFC

(L1 + LM)
− nLM

(L1 + LM)

di2HF

dt
. (29.12c)
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To reduce the ac component of the source current to zero,
the following condition should hold:

di1HF

dt
= di2HF

dt
. (29.13)

Therefore, using the above condition and Eq. (29.12c), one
obtains [3]

di1HF

dt
= vFC

L11

[
1+ (1+ n)

n
k

] = VFC

Leff
. (29.14)

The denominator of Eq. (29.14) is the effective inductance
Leff offered by the coupled-inductor structure of the hybrid fil-
ter. The effective inductance depends on the turns ratio n, the
coupling coefficient k, and the self inductance L11 of the pri-
mary winding. For very small values of turns ratio (n 	 1),
significantly large values of effective inductances can be
obtained. Figure 29.10 shows the effective inductance curves
and the corresponding reduction in the ripple. Figure 29.10a
shows the dependence of normalized Leff on n as a function
of k. For the values of effective inductance shown in Fig. 29.10a,
the corresponding values of achievable ripple current in both
the coupled-inductor windings are shown in Fig. 29.10b. Using
Fig. 29.10b, a designer can decide on a value of HF current
ripple, and using the corresponding values of n and k the nor-
malized effective inductance can be chosen from Fig. 29.10a.
While deciding the value of HF ripple, one should choose a
small value for n (<0.25) to ensure that L22 is small enough
to prevent significant variations in the voltage across capaci-
tors C1 and C2. Also, the effective inductance should be chosen
to meet the bandwidth requirements of the ZRBC. Increase in
the effective input inductance has a two-pronged effect on the

open-loop frequency response of the ZRBC. First, the band-
width is reduced, and second, the RHP zero is drawn closer
to the imaginary axis resulting in a reduction in the available
phase margin and thereby the ZRBC stability.

29.3.1.2 Active Power Filter
The input current of the inverter comprises a dc component
and a 120-Hz ac component and is expressed as [3]

Idc+ Iac = VoutIout

Vdc
cos(θ)− VoutIout

Vdc
cos (2ωt − θ) , (29.15)

where, Vout are inverter output voltage

Iout are inverter output current
Vdc is the average value of voltage across the series
capacitors C1 and C2

θ is the load power factor angle.

Here, we derive the condition for low-frequency current rip-
ple elimination from the PCS input current. For the APF shown
in Fig. 29.8, the voltage across the storage reactor Lr of the APF
is expressed as

Vab = Va − Vdc

2
= Vdc

(
Sa − 1

2

)
, (29.16)

where Sa is the modulating signal. The reactor current ir is

ir = Vdc
(
Sa − 1

2

)
jωLr

, (29.17)

where, Sa = 0.5 +
∞∑

n=1
Bn sin(n(ωt + φ)) and ir = Vdc

jωLr
Bn

sin
(
n
(
ωt + φ − π

2

))
(Considering only the fundamental com-

ponent.)
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The current injected by the APF is

iac =
(

Sa − 1

2
ir

)
, (29.18a)

iac = Vdc

ωLr
B2

n sin(ωt + φ) sin
(
ωt + φ − π

2

)
, (29.18b)

iac = Vdc

2ωLr
B2

n

[
cos
(π

2

)
− cos

(
2ωt + 2φ − π

2

)]
. (29.18c)

In order to reduce the second harmonic in the input current
to zero, iac = Iac [3]

iac = Vdc

2ωLr
B2

n cos
(

2ωt + 2φ − π

2

)
= VoIo

Vdc
cos(2ωt − θ).

(29.19a)

This yields

Bn =
√

2ωLrVoIo

Vdc
, (29.19b)

φ = π

4
− θ

2
. (29.19c)

29.3.2 HF Two-Stage DC–AC Converter

The two-stage dc–ac converter (shown in Fig. 29.7) com-
prises a soft-switched, phase-shifted SPWM, multilevel HF
converter (on the primary side of the transformer) and a line-
frequency-switched ac–ac converter (on the secondary side of
the transformer) followed by output low-pass filter. The mul-
tilevel arrangement of the HF converter switches reduces the
voltage stress and the cost of the HF semiconductor switches.
The ac–ac converter has two bidirectional switch pairs Q1 and
Q2, and Q3 and Q4 for a single-phase output. To achieve a
60-Hz sine-wave ac at the output, a sine-wave modulation is
performed either on the HF dc–ac converter or on the ac–ac
converter. Therefore, two different modulation strategies are
possible for the dc–ac converter. Both schemes result in the
soft switching of the HF converter, while the ac–ac converter
is hard-switched.

In the first modulation scheme, the ac–ac converter switches
follow SPWM, while the HF converter switches are switched
at fixed 50% duty ratio. The HF converter switches in this
scheme undergo zero-voltage turn-on. In the second mod-
ulation scheme, the switches of the multilevel HF converter
follow SPWM, and the ac–ac converter switches are switched
based on the power-flow information. Unlike the first modula-
tion scheme, which modulates the ac–ac converter switches at
HF, in the second modulation scheme, ac–ac converter oper-
ates at line frequency. The switches are commutated at HF
only when the polarities of output current and voltage are dif-
ferent. Usually this duration is very small, and therefore the
switching loss of the ac–ac converter is considerably reduced

compared with the conventional control method. Therefore,
the heat-sinking requirement of the ac–ac converter switches is
significantly reduced. The HF converter switches in this scheme
undergo zero-current turn-off. Control signals for the second
modulation scheme are shown in Fig. 29.11.

29.4 Universal Power Conditioner [1]

This approach achieves a direct power conversion and does not
use any front-end dc–dc converter. As shown in Fig. 29.12, this
approach has a HF dc–ac converter followed by a HF trans-
former and a forced ac–ac converter. Switches (Q1–Q4) on
the primary side of the HF transformer are sine-wave modu-
lated to create a HF three-level bipolar ac voltage. The three-
level ac at the output of the HF transformer is converted to
60/50-Hz line-frequency ac by the ac–ac converter and the out-
put LC filter. For an input of 30 V, the transformation ratio
of the HF transformer is calculated to be N = 13. Fabrica-
tion of a 1:13 transformer is relatively difficult. Furthermore,
high turns-ratio yields enhanced secondary leakage inductance
and secondary winding resistance, which result in measurable
loss of duty cycle and secondary copper losses, respectively.
Higher leakage also leads to higher voltage spike, which added
to the high nominal voltage of the secondary necessitate the
use of high-voltage power devices. Such devices have higher
on-resistance and slower switching speeds. Therefore, a com-
bination of two transformers and two ac–ac converters on
the secondary side of the HF transformer is identified to be
an optimum solution. For an input voltage in the range of
30–42 V, we use N = 6.5, while for an input voltage of more
than 42 V, we use N = 4.3. To change the transformation ratio
of the HF transformer, we use a single-pole double-throw
(SPDT) relay, as shown in Fig. 29.12a,b. Such an arrangement
not only improves the efficiency of the transformer but also
significantly improves the utilization of the ac–ac converter
switches for operation at 120/240 V ac and 60/50 Hz. For 120-V
ac output, the two ac–ac-converter filter capacitors are par-
alleled (as shown in Fig. 29.12a), while for 240-V ac output,
the voltage of the filter capacitor are connected in opposition
(as shown in Fig. 29.12b). Finally, Fig. 29.13 shows the closed-
loop control mechanism of the inverter for grid-parallel and
grid-connected modes. It is described in detail in [1] and not
repeated here.

29.4.1 Operating Modes

In this section, we discuss the modes of operation of the
inverter in Fig. 29.12 for 120-V and 240-V ac output and for
an input voltage in the range of 42–60 V (i.e., N = 4.3). The
modes of operation less than 42 V (i.e., N = 6.5) remain the
same. Figures 29.14 and 29.15 show the waveforms of the five
operating modes of the phase-shifted HF inverter and a posi-
tive primary and a positive filter-inductor current. Modes 2 and
4 show the zero-voltage switching (ZVS) turn-on mechanism
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FIGURE 29.11 (a) and (b) Schematic waveforms [3] for the HF dc–ac converter on the primary side of the transformer and the ac–ac converter on
the secondary side of the transformer. (c) Overall control scheme for the two-stage HF inverter.

for switches Q3 and Q4, respectively. Unlike conventional con-
trol scheme for ac–ac converter [12], which modulates the
switches at HF, the outlined ac–ac converter operates at line
frequency. The switches are commutated at HF only when the
polarities of the output current and voltage are different [12].
For unity-power-factor operation, this duration is negligibly
small, and therefore, the switching loss of the ac–ac converter is
considerably reduced compared with the conventional control
method [13].

Five modes of the inverter operation are discussed for pos-
itive primary current. A set of five modes exists for a negative
primary current as well. A similar set of five modes of opera-
tion for the 240 V ac exists for input voltage of more than 42 V
(N = 4.5). Again, the mode of operation for input voltage of
less than 42 V (N = 6.5) remains the same.

Mode 1 (Fig. 29.14a): During this mode, switches Q1 and
Q2 of the HF inverter are ON, and the transformer
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FIGURE 29.12 Circuit diagrams [1] of the proposed fuel-cell inverter for (a) 120 V/60 Hz ac outputs and (b) 240 V/50 Hz ac outputs. A single-pole-
double-throw (SPDT) switch enables adaptive tapping of the transformer.

primary current Ip1 and Ip2 is positive. The load cur-
rent splits equally between the two cycloconverter
modules. For the top cycloconverter module, the
load current Iout/2 is positive and flows through the
switches pair S1 and S1’, the output filter Lf 1 and Cf 1,
switches S2 and S2’, and the transformer secondary.
Similarly, for the bottom cycloconverter module, the
load current 0.5 × Iout is positive and flows through
the switches pair S5 and S5’, the output filter Lf2

and Cf2, switches S6 and S6’, and the transformer
secondary.

Mode 2 (Fig. 29.14b): At the beginning of this interval, the
gate voltage of the switch Q1 undergoes a high-to-low
transition. As a result, the output capacitance of Q1

begins to accumulate charge and, at the same time, the
output capacitance of switch Q4 begins to discharge.
Once the voltage across Q4 goes to zero, it is can be
turned on under ZVS. The transformer primary cur-
rents Ip1 and Ip2 and the load current Iout continue
to flow in the same direction. This mode ends when
the switch Q1 is completely turned OFF and its output
capacitance is charged to VDC.
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Mode 3 (Fig. 29.14c): This mode initiates when Q1 turns OFF.
The transformer primary currents Ip1 and Ip2 are still
positive, and free wheels through Q4 as shown in
Fig. 29.14c. Also the load current continues to flow in
the same direction as in Mode 2. Mode 3 ends at the
commencement of turn off Q2.

Mode 4 (Fig. 29.14d): At the beginning of this interval, the
gate voltage of Q2 undergoes a high-to-low transition.
As a result, the output capacitance of Q2 begins to
accumulate charge and, at the same time, the output

capacitance of switch Q3 begins to discharge as shown
in the Fig. 29.14d. The charging current of Q2 and the
discharging current of Q3 together add up to the pri-
mary currents Ip1 and Ip2. The transformer current
makes a transition from positive to negative. Once the
voltage across Q3 goes to zero, it is turned ON under
ZVS. The load current flows in the same direction as
in Mode 3 but makes a rapid transition from the bidi-
rectional switches S1 and S1’ and S2 and S2’ to S3 and
S3’ and S4 and S4’, and during this process Iout/2 splits
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between the two legs of the cycloconverter modules as
shown in Fig. 29.14d. Mode 4 ends when the switch
Q2 is completely turned OFF, and its output capaci-
tance is charged to VDC. At this point, it is necessary
to note that because S1 and S2 are OFF simultaneously,
each of them support a voltage of VDC.

Mode 5 (Fig. 29.14e): This mode starts when Q2 is completely
turned OFF. The primary currents Ip1 and Ip2 are neg-
ative, while the load current is positive as shown in
Fig. 29.14e.

29.4.2 Design Issues

29.4.2.1 Duty-Ratio Loss
As shown in Fig. 29.16, the finite slope of the rising and falling
edges of the transformer primary current because of the leakage
inductance (Llk) will reduce the duty cycle (d). This duty-ratio
loss is given by [1]

�d = N
Vdc
Llk
· T

2

·
(

2iout − vout

Lf1
· (1− d) · T

2

)
, (29.20)

where N is the transformer turns ratio, Lf1 is the output filter
inductance, iout is the filter current, vout is the output volt-
age, and T is the switching period. Assuming that Lf1 is large
enough, the second term in Eq. (29.20) can be omitted. Thus,
the duty-ratio loss has a sinusoidal shape and is proportional
to N and Llk. One can deduce from Eq. (29.20) that, due to the
high turns-ratio and low-input voltage, even a small leakage
inductance will cause a big duty-ratio loss.

Figure 29.17 shows (for a 1-kW inverter) the calculated duty-
ratio loss for an input voltage of 30 V and for N = 6.5. Four
parametric curves correspond to four leakage inductances of
0.5, 1, 1.5, and 2 μH are shown. Figure 29.17 shows that, for
a Llk of 2 μH, the duty-ratio loss is more than 25%. Conse-
quently, a transformer with even higher turns-ratio is required
to compensate for this loss in the duty ratio, which increases
the conduction loss and eventually decreases the efficiency.

Vdc

Δi i1
i2

slope = Vdc /Llk

t1 t2

t3

t5 t6

vpri

ipri1

deff ⋅T/2

Δd ⋅T/2

d ⋅T/2

T/2

0 t

t4

FIGURE 29.16 Transformer primary-side voltage and current wave-
forms [1].

29.4.2.2 Optimization of the Transformer Leakage
Inductance

The leakage inductance of the HF transformer enhances the
ZVS range of the dc–ac converter but reduces the duty ratio
of the converter, which increases the conduction loss. Thus, the
leakage inductance of each transformer is designed to achieve
the highest efficiency, as illustrated in Fig. 29.18. For the sinu-
soidally modulated dc–ac converter, the ZVS capability is lost
twice in every line cycle. The extent of the loss of ZVS is a func-
tion of the output current. The available ZVS range (tZVS) as a
percentage of the line cycle (tLineCycle) is given by [1]

tZVS

tLineCycle
= 2

π
sin−1

⎛
⎜⎜⎝1

4

V 2
dc

(
4

3
Coss + 1

2
CT

)

i2
outLlk

⎞
⎟⎟⎠

1/2

, (29.21)

0.35

0.3

0.25
D

ut
y 

ra
tio

 lo
ss

 

0.2

0.15

0.1

0.05

0
0 0.5 1 1.5

0.5 uH

1.5 uH

2 uH

1 uH

2 2.5 3 3.5
ωt [0, π]

FIGURE 29.17 Variation of duty-ratio loss as a function of Llk over half-
a-line cycle [1].

FIGURE 29.18 ZVS range of the dc–ac converter with variation in
output power [1].
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where Coss is the device output capacitance and CT is the
interwinding capacitance of the transformer. When the dc–ac
converter is not operating under ZVS condition, the devices are
hard-switched. A numerical calculation of the total switching
losses for the 1-kW inverter, as shown in Fig. 29.19, indicates
that the optimal primary-side leakage inductance for the HF
transformer should be between 0.2 and 0.7 μH. Clearly, as the
leakage inductance of the HF transformer increases, the total
switching loss decreases due to an increase in the range of
ZVS, while the total conduction loss increases with increasing
leakage inductance.

29.4.2.3 Transformer Tapping
The voltage variation on the secondary side of the HF
transformer necessitates high-breakdown-voltage rating for
the ac–ac-converter switches and diminishes their utilization.
For a step-up transformer with N = 6.5, the ac–ac-converter
switches have to withstand at least 390 V nominal voltage
when input ramps to the high end (60 V), while only 195 V is
required when 30 V is the input. In addition to the nominal
voltage, the switches of the ac–ac converter have to tolerate the
overshoot voltage (as shown in Fig. 29.20) caused by the oscil-
lation between the leakage inductance of the transformer and
the junction capacitances of the power MOSFETs during turn-
off [11]. The frequency of this oscillation is determined using
fring = 1

2π
√

N 2LlkCeq
, where Ceq is the equivalent capacitance

of the switch output capacitance and the parasitic capacitance
of the transformer winding. The conventional passive snub-
ber circuit or active-clamp circuits can be used to limit the
overshoot but they will induce losses, increase the system com-
plexity, and component costs. One simple but effective solution
is to adjust the transformer turns ratio according to the input
voltage.

To change the turns ratio of the HF transformer, a bidi-
rectional switch is required. Considering its simplicity and

FIGURE 29.20 Drain-to-source voltage [1] across one of the ac–ac
converter power MOSFETs.

low conduction loss, a low-cost SPDT relay is chosen for the
inverter, as shown in Fig. 29.12. For this prototype, for an
input voltage in the range of 30–42 V, N equals 6.5. Hence,
500 V devices are used for the highest input voltage consid-
ering an 80% overshoot in the drain-to-source voltage that
was observed in experiments. For an input voltage of more
than 42 V, N equals 4.3, and hence the same 500 V devices can
still be used to cover the highest voltage as the magnitude of
the voltage oscillation is reduced. The relay is activated near
the zero-crossing point (where power transfer is negligible) to
reduce the inrush current. Such an arrangement improves the
efficiency of the transformer and significantly increases the uti-
lization of the ac–ac-converter switches for the full range of
the input voltage. However, without adaptive transformer tap-
ping, the minimal voltage rating for the devices is given by
Vdc max ·N ·(1+80%) = 60·6.5·1.8 = 702 V. In practice, power
MOSFETs with 800 V or higher breakdown-voltage ratings are,
therefore, required because of the lack of 700 V rating devices.
The so-called rule of “silicon limit” (i.e., Ron ∝ BV2.5, where
BV is the breakdown voltage) indicates that, in general, higher-
voltage-rating power MOSFETs will have higher Ron and hence
higher conduction losses. Furthermore, for the same current
rating, the switching speed of a power MOSFET with higher
breakdown-voltage rating is usually slower. As such, converter
efficiency is expected to degrade further as a result of enhanced
power loss.

29.4.2.4 Effects of Resonance between the
Transformer Leakage Inductance and
the Output Capacitance of the
AC–AC-Converter Switches

Resonance between the transformer leakage inductance and the
output capacitance of the ac–ac-converter devices causes the
peak device voltage to exceed the nominal voltage (obtained
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FIGURE 29.21 Peak voltage across the ac–ac converter [1] with vary-
ing input voltage for a transformer primary leakage inductance of 0.7 μH,
output capacitance of 240 pF (for the devices of the ac–ac converter), and
output filter inductance and capacitance of 1 mH and 2.2 μF, respectively.

in the absence of the transformer leakage inductance). This
is demonstrated in Fig. 29.21. Considering N = 6.5, one can
observe that the peak secondary voltage can be around twice
the nominal secondary voltage. Consequently, the breakdown-
voltage rating of the ac–ac-converter switches needs to be
higher than the nominal value. As power MOSFETs are used
as switches, higher breakdown voltage entails increased on-
resistance that yields higher conduction loss. So, the leakage
affects the conduction loss and the selection of the devices
for the ac–ac converter. The resonance begins only after the
secondary current completes changing its direction and the
ac–ac-converter switches initiate turn-on or turn-off. During
this resonance period, energy is transferred back and forth
between the leakage and filter inductances and the device and
filter capacitances in an almost-lossless manner. The current
through the switch that supports the oscillating voltage is
almost zero. Thus, practically, no switching loss is incurred
because of this resonance phenomenon although it may have
an impact on the electromagnetic-emission profile.

29.5 Hybrid-Modulation-Based
Multiphase HFL High-Power
Inverter [5–8]

Recent high-voltage SiC DMOSFETs and SiC JBS diodes, with
100–400X lower on resistance and superior reverse recovery,
respectively, along with projected>3X thermal sustenance and
conductivity along with advanced high-permeability and high-
efficiency nanocrystalline core (e.g., with>1 T flux density)
transformers pave way for isolated high-power and HFL invert-
ers. They have attained significant attention with regard to
wide applications encompassing high-power renewable- and

alternative-energy systems (e.g., photovoltaic, wind, and fuel-
cell energy systems), DG/DER applications, active filters,
energy storage, compact defense power-conversion modules
for defense, as well as commercial electric/hybrid vehicles
because of potential for significant reduction in materials and
labor cost without much compromise in efficiency. Along that
line, a new innovation in the form of a hybrid modulation
(HM) [5, 6] has been put forward by the author recently
that significantly reduces the switching loss of HFL topologies
(e.g., Fig. 29.22 [5–8]). The HM scheme is unlike all reported
discontinuous-modulation (DM) schemes where the input to
the final stage of the inverter is a dc and not a pulsating-dc;
further, in the HM scheme, switches in two legs of the ac–ac
converter do not change state in a 60◦ cycle, and switches in
any one leg do not change state for an overall 240◦. In con-
trast, for a conventional DM scheme, most switches of one leg
of the ac–ac converter do not change stage in a 60 or 120◦ cycle.
The present three-phase HM scheme is also different from
earlier reported modulation schemes for single-phase, direct-
power-conversion systems. The primary role of the modulation
scheme for the single-phase ac–ac converter is to demodu-
late the rectifier output on a half-line-cycle basis to generate
the output sine-wave-modulation pattern by switching all the
ac–ac converter devices under low-frequency condition.

29.5.1 Principles of Operation [13]

29.5.1.1 Three-Phase DC–AC Inverter
Figure 29.23 illustrates the generation of switch-gate signals
for the proposed converter. The bottom switches are con-
trolled complimentarily to the upper ones, hence they are not
described further. Three gate-drive signals UT, VT, and WT for
primary side devices are obtained by phase shifting a square
wave with respect to a 10-kHz square wave signal Q (shown in
Fig. 29.24b). Q is synchronous with a 20-kHz saw-tooth carrier
signal, shown in Fig. 29.24a. The phase differences are mod-
ulated sinusoidally using three 60 Hz references a, b, and c,
respectively. Two gate signals for phase U and V are plotted
in Fig. 29.24c and d. Because carrier frequency is much higher
than the reference frequency, UT, VT, and WT will be square
wave with the frequency of 10 kHz, and their phases are mod-
ulated. The obtained output line–line voltages at the primary
side of the transformers are bipolar waveforms. Vuv is plotted
in Fig. 29.24e as an example. After passing through HF trans-
formers, they are rectified by a three-leg diode bridge at the
secondary side to obtain a unipolar PWM waveform, which has
six-pulse as envelop. Its waveform is shown in Fig. 29.24g, and
the mathematic expressions are:

Vrec = N · Vdc ·Max (|UT− VT|, |VT−WT|, |WT− UT|),
(29.22)

UT = Q⊗ PWMa VT = Q⊗ PWMb WT = Q⊗ PWMc,

(29.23)
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where PWMx (x= a, b, or c) denotes the binary compara-
tor output between reference and carrier for phase x. Sym-
bol “⊗” stands for XNOR operation. N is the transformer
turns ratio. Divide the six-pulse rectified waveform into six
segments named P1∼P6 as shown in Fig. 29.25g. The rising
and falling edges of Vrec are different for different segments.
Figure 29.24a’–f ’ show a particular time interval within seg-
ment 2, where the rising and falling edges of Vrec (marked as
↑Vrec and ↓Vrec) are determined by the edges of UT and VT,
respectively. Other cases are summarized in Table 29.2.

29.5.1.2 Switching Strategy for the AC–AC Converter
Similar to the case of three-phase ac–dc rectifier, the rectified
PWM output is contributed respectively by Vwv, Vuv, Vuw, Vvw,
Vvu, and Vwu at each segment from P1 to P6. The bottom part
of the Fig. 29.23 shows the diagram of generating switching sig-
nals for three upper switches of secondary-side ac–ac inverter.
During each segment, every switch will be either: permanently
ON (1), permanently OFF (0), or toggling with 20 kHz. The
switching pattern for the upper three switches in each segment
for one cycle period is summarized in Table 29.3.
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FIGURE 29.24 Key waveforms [13] of the primary-side dc–ac converter in one cycle and enlarged view of the interval between two dot lines; (a)
three-phase sine-wave references and carrier signal; (b) Q: square ware with half frequency of the carrier; (c) UT: gate signal for the upper switch of
phase U; (d) VT: gate signal for the upper switch of phase V; (e) Vuv: output of phase U and V; and (f) Vrec: output waveform of the rectifier.

TABLE 29.2 The edge dependence of the rectifier output on gate signals

P1 P2 P3 P4 P5 P6

↑Vrec wt ut ut vt vt wt

↓Vrec vt vt wt wt ut ut

TABLE 29.3 Switching pattern for upper switches of the ac–ac inverter

P1 P2 P3 P4 P5 P6

Vrec Vwv Vuv Vuw Vvw Vvu Vwu

UUT HF ON ON HF OFF OFF

VVT OFF OFF HF ON ON HF

WWT ON HF OFF OFF HF ON

Mod ab cb bc ac ca ba

The switch positions illustrated in Fig. 29.23 are for the
case of segment P2. Because the rectifier output has the same
shape as Vuv within this interval, the line–line voltage Vab at
the output side of the ac–ac inverter can be directly obtained
by keeping switches UUT and VVT at ON and OFF status,

respectively. Another line–line voltage Vcb, however, needs to
be achieved by operating switches on the third leg WWT and
WWB under HF condition, where modulated signal (mod) is
the difference between references c and b and the carrier sig-
nal (ramp) is a 20-kHz saw-tooth waveform synchronized with
the PWM output of the rectifier. The key waveforms are shown
in Fig. 29.25. The mathematical expression for three line–line
voltages is given as follows:

Vab = Vrec · (UUT− VVT)

Vcb = Vrec · (WWT− VVT)

Vca = Vcb − Vab (29.24)

An illustration of the ac–ac converter’s HM scheme (as com-
pared with several other SVM and SPWM schemes) is shown in
Fig. 29.26. The outlined switching strategy is the best option for
resistive load because the peaks of the currents follow the peaks
of the fundamental voltages. Therefore, each phase leg does not
switch just when the current is at its maximum value, thereby
minimizing switching losses. For unity-power-factor load, the
HM scheme for the ac–ac converter can be adjusted accordingly
for minimizing the losses.



788 S.K. Mazumder

(g)

(h)

(i)

(j)

(k)

(l)

P1 P2 P3 P4 P5 P6 P1

ab cb bc ac ca ba ab

(g’)

(h’)

(i’)

(j’)

(k’)

(l’)

FIGURE 29.25 Key waveforms [13] of the secondary-side ac–ac inverter in one cycle and enlarged view of the interval between two dot lines; (g) Vrec:
output PWM waveform of rectifier with six-pulse envelop; (h) mod: modulated signal and ramp: the carrier which is synchronous with (g); (i) UUT:
gate signal for the top switch of phase a; (j) VVT: gate signal for the top switch of phase b; (k) WWT: gate signal for the top switch of phase c; and (l)
PWM output of the line–line voltage Vab and its envelop.

1

0

−1

1

0

−1

1

0

−1

1

0

−1

0 1 2 3 4 5 6 0 1 2 3 4 5 6

0 1 2 3 4 5 6 0 1 2 3 4 5 6

Sine wave and
1/6th third harmonic 

V0

Hybrid modulationV0–V7

FIGURE 29.26 Modulation functions corresponding to sine wave (with 1/6th third harmonic), V0, V0–V7 SVMs, and HM schemes. Blue and red
traces represent zero sequence and sinusoidal signals. Black trace is the modulating signal.



29 High-Frequency Inverters 789

Acknowledgement

The work described in this chapter is supported in parts by
the National Science Foundation (NSF) under Award Nos.
0725887 and 0239131, by the Department of Energy (DOE)
under Award No. DE-FC2602NT41574, and by the California
Energy Commission (CEC) under Award No. 53422A/03-02.
However, any opinions, findings, conclusions, or recommen-
dations expressed herein are those of the authors and do not
necessarily reflect the views of the NSF, DOE, and CEC.

Copyright Disclosure

Publication in this chapter (for educational purposes) is cov-
ered in part by earlier or to-be-published IEEE publications
of the author and the IEEE sources have been referred in the
chapter.

References

1. S. K. Mazumder, R. Burra, R. Huang, M. Tahir, K. Acharya,
G. Garcia, S. Pro, O. Rodrigues, and E. Duheric, “A high-efficiency
universal grid-connected fuel-cell inverter for residential applica-
tion,” IEEE Trans. Power Electronics, vol. 57, no. 10, pp. 3431–3447,
2010.

2. S. K. Mazumder, R. K. Burra, R. Huang, and V. Arguelles, “A low-cost
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30.1 Wind Energy Conversion Systems

Wind energy has matured to a level of development where
it is ready to become a generally accepted utility genera-
tion technology. Wind turbine technology has undergone a
dramatic transformation during the last 15 years, developing
from a fringe science in the 1970s to the wind turbine of the
2000s using the latest in power electronics, aerodynamics, and
mechanical drive train designs [1, 2].

Most countries have plans for increasing their share of
energy produced by wind power. The increased share of wind
power in the electric power system makes it necessary to have
grid-friendly interfaces between the wind turbines and the grid
in order to maintain power quality.

In addition, power electronics is undergoing a fast evolution,
mainly due to two factors. The first one is the development
of fast semiconductor switches, which are capable of switch-
ing quickly and handling high powers. The second factor is
the control area, where the introduction of the computer as
a real-time controller has made it possible to adapt advanced
and complex control algorithms. These factors together make

it possible to have cost-effective and grid-friendly converters
connected to the grid [3, 4].

30.1.1 Horizontal-axis Wind Turbine

A horizontal-axis wind turbine is the most extensively used
method for wind energy extraction. The power rating varies
from a few watts to megawatts on large grid-connected wind
turbines.

In relation to the position of the rotor regarding the tower,
the rotors are classified as leeward (rotor downstream the
tower) or windward (rotor upstream the tower), this last
configuration being the most widely used.

These turbines consist of a rotor, a gearbox, and a genera-
tor. The group is completed with a nacelle that includes the
mechanisms, as well as a tower holding the whole system and
hydraulic subsystems, electronic control devices, and electric
infrastructure as it is shown in Fig. 30.1 [1]. A photograph of
a real horizontal-axis wind turbine is shown in Fig. 30.2. We
will briefly explain the above-mentioned devices.

Copyright © 2007, 2001, Elsevier Inc.

All rights reserved.
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FIGURE 30.1 View of horizontal-axis wind turbine.

FIGURE 30.2 Wind turbine in Monteahumada (Spain). Made S.A.
AE-41PV.

30.1.1.1 The Rotor
The rotor is the part of the wind turbine that transforms the
energy from the wind into mechanical energy [1]. The area
swept by the rotor is the area that captures the energy from
the wind. The parameter measuring the influence of the size of
the capturing area is the ratio area/rated power. Thus, for the
same installed power, more energy will be delivered if this ratio
is greater, and so, more equivalent hours (kWh/kW). Values
for this ratio close to 2.2 m2/kW are found today in locations
with high average wind speed (>7 m/s), but there is a trend
to elevate this ratio above 2.5 m2/kW for certain locations of
medium and low potential. In this case, the technical limits are
the high tangential speed at the tip of the blade, that force to
lower the speed of the rotors, hence the variable speed and the
technology used are most important. Making a bigger rotor for
a certain wind turbine involves the possibility of using it for a
lower wind speed location by compensating wind loss with a
bigger capturing area. The rotor consists of a shaft, blades, and
a hub, which holds the fastening system of the blades to the
shaft. The rotor and the gearbox form the so-called drive train.

A basic classification of the rotors is between constant pitch
and variable-pitch machines, according to whether the type of
tie of the blade to the hub is constant or whether it allows
rotation to the rotor axis.

The pitch control of a wind turbine makes it possible to
regulate energy extraction at high speed wind condition. On
the other hand, the use of variable speed makes the systems
more expensive to build and maintain.

The use of variable-speed generators (other than 50 Hz
of the grid), allows the reduction of sudden load surges.
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This condition differentiates between constant speed and vari-
able speed generators. The hub includes the blade pitch
controller in case of variable pitch, and the hydraulic brake
system in case of constant pitch. The axis to which the hub is
tied to the so-called low speed shaft is usually hollow which
allows for the hydraulic conduction for regulation of the power
by varying the blade pitch or by acting on the aerodynamic
brakes in case of constant pitch.

30.1.1.2 The Gearbox
The function of the gearbox, shown in Fig. 30.1, is to adapt
a low rotation speed of the rotor axis to a higher one in the
electric generator [1, 2]. The gearbox may have parallel or
planetary axis. It consists of a system of gears that connect
the low speed shaft to the high speed shaft connected to the
electric generator by a coupler. In some cases, using multi-pole,
the gearbox is not necessary.

30.1.1.3 The Generator
The main objective of the generator is to transform the
mechanical energy captured by the rotor of the wind turbine
into electrical energy that will be injected into the utility grid.

Asynchronous generators are commonly used in wind tur-
bine applications with fixed speed or variable speed control
strategies. Also, in large power wind turbine applications syn-
chronous machines are used. In the asynchronous generator,
the electric energy is produced in the stator when the rotating
speed of the rotor is higher than the speed of the rotary field
of the stator. The asynchronous generator needs to take energy
from the grid to create the rotary field of the stator. Because of
this, the power factor is decreased and so a capacitor bank is
needed. The synchronous generator with an excitation system
includes electromagnets in the rotor that generate the rotat-
ing field. The rotor electromagnets are fed back with a DC
current by rectifying part of the electricity generated. Another
kind of generator recently used is the permanent magnet [5].
This type of machine does not need an excitation system, and
it is used mainly for low power wind turbine applications.
The advantages of using an asynchronous generator are low
cost, robustness, simplicity, and easier coupling to the grid,
yet its main disadvantage is the necessity of a power factor
compensator and a lower efficiency.

30.1.1.3.1 Induction Machine The induction generator, as
can be deducted from its torque/speed characteristic, has a
nearly constant speed in a wide working torque range, as
they are positive (working as a motor) or negative (work-
ing as a generator). This characteristic curve is very useful
for machines with constant speed, as the machine is auto-
regulated to keep the synchronous frequency. But the situation
is very different when we proceed to change the speed of
the generator. It is then necessary to use power converters in

order to adapt the generator frequency to the frequency of
the grid [3, 6, 7]. The general principles applicable to change
the speed of an induction generator can be deduced from the
following equation:

Nr = N1 · (1− s) = 60 · f1
p

· (1− s) (30.1)

where Nr is the generator speed (rpm), N1 is the generator
synchronous speed, s is the induction generator slip, p is the
pole pair number, and f1 is the excitation stator frequency (Hz).

From Eq. (30.1), it is immediately inferred that the speed
can be controlled in either ways; one way is changing the syn-
chronous speed and the other is changing the slip. The speed
is deduced from the number of pole pairs p and the sup-
plying frequency into the machine f1. The slip can be easily
changed when modifying the torque/slip characteristic curve.
This modification can be achieved as follows: first, by chang-
ing the input voltage of the generator; second, by changing the
resistance of the rotor circuit; and third, by injecting a voltage
into the rotor so that it has the same frequency as the elec-
tromotive force induced in it and an arbitrary magnitude and
phase. The techniques used to vary the supplying frequency
permit a wide range of variation of the speed, from 0 to 100%
or even greater than the synchronous speed. Another variable-
speed technique is achieved by changing the number of poles
which permit a regulation of the speed in discrete steps. If we
proceed to vary the slip, then the range of variation of the
speed is within a narrow margin of regulation.

Among all these techniques, only the variation of the volt-
age can be actually implemented using a squirrel cage machine
with a short-circuited rotor. The rest are implemented by
means of a wound-rotor machine.

The stator voltage can be varied by means of a power con-
verter [4, 8, 9]. This converter should be connected in series
to the generator and to the grid. Since it is only necessary
to vary the voltage of the generator and not its frequency, an
AC–AC converter can be used. Furthermore, the power con-
verter bears all the power of the generator so it deals with all the
disadvantages of the other wide-range of control techniques.

For the speed to be varied by changing the slip, it is necessary
to work with wound rotor induction machines.

30.1.1.3.2 Synchronous Machine with Excitation System As
it is well-known, the general principle to change the speed
of a synchronous machine is summarized in the following
equation [3, 6, 7]:

Nr = N1 = 60 · f1
p

(30.2)

The only way to control the speed is by changing the number
of pole pairs or by supplying frequency into the machine, f1.
Therefore, wide range or discrete steps are permitted.
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The synchronous machine will always be controlled in a wide
range of the rotor speed, ωr . In this kind of system, the
excitation current permits an easier torque and power control.

30.1.1.3.3 Permanent Magnet Synchronous Machine As
with the synchronous generator with excitation system, the
permanent magnet synchronous machine can be controlled
in a wide range of rotor speeds ωr . In this case, a mag-
netic field control has to be made from the power converter.
The advantage of this machine is better performance and less
complexity [3, 6, 7, 10].

30.1.1.4 Power Electronic Conditioner
The power electronic conditioner is a converter that is mainly
used in variable speed applications. This converter is connected
between the generator machine and the utility grid by an iso-
lating transformer and permits different frequency and voltage
levels in its input and output. The power converter is con-
nected to the stator voltage or to the rotor of a wound rotor
machine. This system includes large power switches that can
be GTOs, Thyristors, IGCTs, or IGBTs arranged in different
topologies.

30.1.2 Simplified Model of a Wind Turbine

The mechanical power Pm in the low speed shaft can be
expressed as a function of the available power in the wind Pv

by the Eq. (30.3):

Pm = Cp (λ, β) · Pw (30.3)

where Cp (λ, β) is the power coefficient, which is a function of
the blade angle β and the dimensionless variable λ = ωLR/vw

(where ωL is the angular speed on the low speed shaft, R is

Pmax

VPmaxVrat

Prat

Pm

vwVstart Vstop

FIGURE 30.4 Power characteristic of the wind turbine.
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(blade pitch angle β as parameter).

the turbine radius, and vw the wind speed). In Fig. 30.3 an
analytical approximation of the power coefficient Cp(λ, β) is
shown.

In Fig. 30.4 the power characteristic of a wind turbine Pm is
shown.

The power of the wind can be expressed by the following
equations [1, 2]:

Pw = 1

2
ρπR2v3

w (30.4)

where ρ is the air density.
Substitution of Eq. (30.4) in Eq. (30.3) and including λ in

such expression, the following can be obtained:

QL = Cp

2λ3
ρπR5ω2

L (30.5)
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FIGURE 30.5 Torque calculation block diagram.

where QL is the torque in the low speed shaft that the wind
turbine draws from the wind.

This Eq. (30.5) is represented in Fig. 30.5.
Neglecting mechanical losses, the total torque on the high

speed shaft, Qt is equal to the torque in the low speed shaft,
QL , divided by the gearbox ratio, G.

Qt = QL

G
(30.6)

Equation (30.7) shows the differential equation for the
dynamics of the rotational speed that depends on the differ-
ence of load and generator torque.

Qt − Qe = J
dωr

dt
(30.7)

In Eq. (30.7) J is the total inertia of the system referred to
the high speed shaft.

Figure 30.6 shows the block diagram of the simplified
mechanical model of a wind turbine. Also, it has been
represented by the electrical power Pe , obtained by multiplying
the electrical torque Qe by the rotor speed ωr and the electrical
performance η.

30.1.3 Control of Wind Turbines

Many horizontal axes, grid-connected, and medium- to large-
scale wind turbines are regulated by pitch control, and most

ωL

vw
Qt

J·s

1

β

G

1

Qe

+
−

ωr

Qe

×
Pe

STATIC
TORQUE
MODEL 

h

FIGURE 30.6 Mechanical model of a wind turbine.

of the wind turbines built so far have practically constant
speed, since they use an AC generator, directly connected to
the distribution grid, which determines its speed of rotation.

In the last few years, variable speed control has been added
to pitch-angle control design in order to improve the per-
formance of the system [11]. Variable speed operation of a
wind turbine has important advantages vs the constant speed
ones. The main advantages of variable speed wind tunnel are
the reduction of electric power fluctuations by changes in
kinetic energy of the rotor, the potential reduction of stress
loads on the blades and the mechanical transmissions, and
the possibility to tune the turbine to local conditions by
adjusting the control parameters. On the other hand, vari-
able speed control is normally used with fixed pitch angle
and very few applications using both controls have been
reported [12, 13].

In short, four different wind turbine types are provided
depending on the controller [14]:

• No control. The generator is directly connected to a con-
stant frequency grid, and the aerodynamics of the blade
is used to regulate power in high winds.

• Fixed speed pitch regulated. In this case, the generator is
also directly connected to a constant frequency grid, and
pitch control is used to regulate power in high winds.

• Variable speed stall regulated. A frequency converter
decouples the generator from the grid, allowing the rotor
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speed to be varied by controlling the generator reaction
torque. In high winds, this speed control capability is used
to slow the rotor down until aerodynamic stall limits the
power to a desired level [15].

• Variable speed pitch regulated. A frequency converter
decouples the generator from the grid, allowing the rotor
speed to be varied by controlling the generator reaction
torque. In high winds, the torque is held at a rated level,
and pitch control is used to regulate the rotor speed, and
hence, also the power [13].

A power converter will be mainly used in variable speed
applications. In fixed speed control, a power converter could
be used for a better system performance, for example, smooth
transition during turn on, harmonics, and flicker reduction,
etc. Next, the operation of the most general controller, namely,
the variable speed pitch regulator controller is explained.
Another controller can be obtained from this control scheme,
but will not be presented here.

30.1.3.1 Variable Speed Variable Pitch Wind Turbine
Objectives of variable speed control systems are summarized
by the following general goals [12, 16, 17]:

• to regulate and smooth the power generated
• to maximize the energy captured
• to alleviate the transient loads throughout the wind

turbine
• to achieve unity power factor on the line side with no low

frequency harmonics current injection
• to reduce the machine rotor flux at light load reducing

core losses

Objectives for the pitch-angle control are similar to the
variable speed. If pitch-angle control is used together with
variable speed, better performance in the system is obtained.
For instance, to permit starting, blade pitch angle differs from
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TRANSDUCER
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Qe
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FIGURE 30.7 Block control diagram of the variable speed pitch regulated wind turbine.

the operation pitch angle, allowing an easier starting and opti-
mum running. Moreover, the power and speed can be limited
through rotor pitch regulation.

The control diagram is shown schematically in Fig. 30.7.
The generator torque Qe and the pitch angle β control the
wind turbine. The control system acquires the actual generated
electric power Pe and the generator speed, ωr , and calculates

the reference generator torque Q
ref
e and the reference pitch

angle βref , using two control loops [14].
In low winds it is possible to maximize the energy captured

by following a constant tip speed ratio λ load line which cor-
responds to operating at the maximum power coefficient. This
load line is a quadratic curve in the torque-speed plane as it is
shown in Fig. 30.8. During that time, the pitch angle is adjusted
to a constant value, the maximum power pitch angle.

If there is a minimum allowed operating speed, then it is not
possible to follow this curve in very low winds, and the turbine
is then operated at a constant speed Nmin shown in Fig. 30.8.
On the other hand, in high wind speed, it is necessary to limit
the torque Qrate or power Prate of the generator to a constant
value.

The control parameters are: the minimum speed ωmin
r , the

maximum speed in constant tip speed ratio mode ωmax
r , the

nominal steady-state operating speed ωrat
r , and the parameter

Kλ which defines the constant tip speed ratio line Qe = Kλω
2
r ·

Kλ is given by (30.8):

Kλ = πρR5Cp (λ, β)

2λ3G3
(30.8)

When the generator torque demand is set to Kλω
2
r where ωr

is the measured generator speed, this ensures that in the steady
state the turbine will maintain the tip speed ratio λopt and the
corresponding maximum power coefficient Cp(λ, β).

Figure 30.9 shows the simplified control loops used to gen-
erate pitch and torque demands. When operating below rated
power, the torque controller is active, and the pitch demand
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loop is active when operating above rated power. Below rated,

the speed set-point, ω
ref
Q , is the optimum speed given by the

optimal tip speed ratio curve and pitch angle is held at zero.
Above rated, the reference generator torque is hold rated con-
stant value Qrate and the pitch angle controller is achieving

the reference nominal speed ω
ref
β . During this control interval,

the captured power is constant because the reference torque
is maintained at a rated torque of the machine and the rotor
speed is controlled to maintain a rated value.

30.2 Power Electronic Converters for
Variable Speed Wind Turbines

30.2.1 Introduction

Power electronic converters can operate the stator of syn-
chronous or asynchronous machines. In other applications,
the power converter can be connected to the rotor of a wound

rotor induction machine. In the first case, the converter han-
dles the overall power of the machine and it operates in a wide
speed range. In the wound rotor machine case, the converter
handles a fraction of the rated power but it does not allow a
very low speed to obtain higher energy from the wind. So, the
advantage is that the power converter is smaller and cheaper
than the stator converter.

30.2.2 Full Power Conditioner System for
Variable Speed Turbines

In this section, the different topologies of power electronic
converters that are currently used for wide range speed con-
trol of generators will be presented. A variable speed wind
turbine control method within a wide range has the following
advantage and disadvantage compared to those for narrow-
range speed control. The advantage of a variable speed wind
turbine control method in a wind range is that it allows for
very low speed to obtain higher energy from the wind. On the
other hand, the disadvantage is that the power converter must
be rated to the 100% of the nominal generation power.

The power conditioners, next to be considered in this
section, may be used for synchronous as well as asynchronous
generators. For both cases the control block to be employed is
defined. The main objective of power converters to be used for
wind energy applications is to handle the energy captured from
the wind and the injection of this energy into the grid. The
characteristics of the generator to be connected to the grid and
where to inject the electric energy are decisive when design-
ing the power converter. To attain this design, it is necessary
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to consider the type of semiconductor to be used, components
and subsystems.

By using cycloconverters (AC/AC) or frequency converters
based on double frequency conversion, normally AC/DC–
DC/AC, and connected by a DC link, a rapid control of the
active and reactive power can be accomplished along with a low
incidence in the distribution electric grid. The commutation
frequency of the power semiconductors is also an important
factor for the control of the wind turbine because it allows not
only to maximize the energy captured from the wind but also
to improve the quality of the energy injected into the electrical
grid. Because of this, the semiconductors required are those
that have a high power limit and allow a high commutation
frequency. The insulated gate bipolar transistor (IGBTs) are
commonly used because of their high breakdown voltage and
because they can bear commutation frequencies within the
range of 3–25 kHz, depending on the power handled by the
device. Other semiconductors such as gate turn-off thyristor
(GTOs) are used for high power applications allowing lower
commutation frequencies, and thus, worsening not only the
control of the generator but also the quality of the energy
injected into the electric grid. [4, 8–10, 18].

The different topologies used for a wide-range rotor speed
control are described next. Advantages and disadvantages for
using these topologies, as power electronics is concerned, are:
Advantages:

• Wide-range speed control
• Simple generator-side converter and control
• Generated power and voltage increased with speed
• VAR-reactive power control possible

Disadvantages:

• One or two full-power converter in series
• Line-side inductance of 10–15% of the generated power
• Power loss up to 2–3% of the generated power
• Large DC link capacitors

GB Vdc

FIGURE 30.10 Double three phase voltage source inverter connected by a DC link used in wind turbine applications.

30.2.2.1 Double Three Phase Voltage Source
Converter Connected by a DC-link

Figure 30.10 shows the scheme of a power condition for a wind
turbine. The three phase inverter on the left side of the power
converter works as a driver controlling the torque generator by
using a vectorial control strategy. The three phase inverter on
the right side of the figure permits the injection of the energy
extracted from the wind into the grid, allowing a control of the
active and reactive power injected into the grid. It also keeps
the total harmonic distortion coefficient as low as possible
improving the quality of the energy injected into the public
grid. The objective of the DC-link is to act as an energy storage,
so that the captured energy from the wind is stored as a charge
in the capacitors and is instantaneously injected into the grid.
The control signal is set to maintain a constant reference to the
voltage of the capacitors battery Vdc . The control strategy for
the connection to the grid will be described in Section 30.2.3.

The power converter shown in Fig. 30.10 can be used for a
variable speed control in generators of wind turbines, either
for synchronous or asynchronous generators.

30.2.2.1.1 Asynchronous Generator Next to be considered
is the case of an asynchronous generator connected to a wind
turbine. The control of a variable speed generator requires
a torque control, so that for low speed winds the control is
required with optimal tip speed ratio, λopt , to allow maximum
captured wind energy from low speed winds. The generator
speed is adjusted to the optimal tip speed ratio λopt by setting
a reference speed. For high speed winds the pitch or stall reg-
ulation of the blade limits the maximum power generated by
the wind turbine. For low winds it is necessary to develop a
control strategy, mentioned in Section 30.2.

The adopted control strategy is an algorithm for indirect
vector control of an induction machine [3, 6, 7], which is
described next and shown in Fig. 30.11.



30 Wind Turbine Applications 799

Lm
2

2→3

u u

u

u

u

u

Speed
Controller

GB ASG 

grid

−

ωr

ωQ
ref Qe

ref

−

Optimal tip
Speed ratio
controller 

Torque
Controller

Lr2

3
p

−
Current

controller

u3→2 e−jηr

iDs

iQs

Tr

÷
1/s

iqse

i

 Qe

Flux
Controller

Current
controller

− iidse
i

Weakening
block calculation

ηr

iRs iSs iTs

idse

iqse

e−jηr

PWM
or

SPACE VECTOR
STRATEGY

Voltage Source Inverter

ωr

DS

QS

deqe

iqse

idse

is

ηr

Pe

1+Trs
1

im

+ 

−

ωr

im

+ +

+

qse
ref

dse
ref

Ds
ref

Rs
ref

Ts
ref
Ss
ref

Qs
ref

ref
dse ref

m

qse
ref

FIGURE 30.11 Schematic of the rotor flux-oriented of a squirrel cage induction generator used in a variable speed wind turbine.

A reference speed, ω
ref
Q , has been obtained from the control

strategy used in order to achieve optimal speed ratio work-
ing conditions of the wind turbine to capture the maximum
energy from the wind. In Fig. 30.11, the calculation block to

obtain ω
ref
Q is shown, that is fed by the actual rotor speed, ωr ,

and the electrical power generated, Pe , by the asynchronous

generator. Using this ω
ref
Q and the actual rotor speed, ωr , which

is measured by the machine, the reference for the electric

torque, Q
ref
e , is obtained from the speed regulator which is

necessary to set the reference torque in the machine shaft in
order to achieve the control objectives.

In Fig. 30.11 the induction generator is driven by a voltage-
source pulse width moducation (PWM) inverter, which is
connected by a second voltage-source PWM inverter to the
public grid through a DC link battery capacitors. The out-
put voltage of the inverter is controlled by a PWM technique

in order to follow the voltage references, u
ref
Rs , u

ref
Ss , u

ref
Ts , pro-

vided by the control algorithm in each phase. There are many
types of modulation techniques which are not discussed in
detail here.

A flux model has been used to obtain the angular speed
of the rotor flux and the modulus of magnetizing current,
|im|, that has also been used to calculate the electromagnetic

torque, Qe , as shown in Fig. 30.11, using the Eq. (30.9).

Qe = 3

2
· p · L2

m

Lr
· |im| · iqse (30.9)

The speed controller provides the reference of the torque,

Q
ref
e , and the torque controller gives the reference value of

the quadrature-axis stator current in the rotor flux-oriented

reference frame i
ref
qse .

In Fig. 30.11 the field weakening block, used to obtain
the reference value of the modulus of the rotor magnetizing

current space phasor
∣∣∣�iref

m

∣∣∣, is rotor speed-dependent. This ref-

erence signal is then compared with the actual value of the
rotor magnetizing current, |im|, and the error generated is
used as input to the flux controller. The output of this con-
troller is the direct-axis stator current reference expressed in

the rotor-flux-oriented reference frame i
ref
dse .

The difference in values of the direct and quadrature-axis

stator current references (i
ref
dse , i

ref
qse ) and their actual values

(idse , iqse ) are given as inputs to the respective PI current con-
trollers. The outputs of these PI controllers are values of the
direct and quadrature-axis stator voltage reference expressed
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in the rotor-flux-oriented reference frame (u
ref
dse , u

ref
qse ). After

this they are transformed into the steady reference frame

(u
ref
Ds , u

ref
Qs ), using the e−jηr transformation. This is followed by

the 2 → 3 block and finally, the reference values of the three

phase stator voltage (u
ref
Rs , u

ref
Ss , u

ref
Ts ) are obtained. These signals

are used to control the pulse-width modulator, which trans-
forms these reference signals into appropriate on–off switching
signals to command the inverter phase.

30.2.2.1.2 Synchronous Generator When the generator,
used to transform the mechanical energy into electrical energy
in the wind turbine, is a salient-pole synchronous machine
with an electrically excited rotor, the control criteria are the
same as the one applied in the induction generator case, so
as to minimize the angular speed error in order to obtain an
optimum tip speed ratio performance of the wind turbine.
In this section, a drive control based on magnetizing field-
oriented control is described and applied to a wind tur-
bine with a salient-pole synchronous machine. This control
method can be applied to the synchronous generator using
a voltage-source inverter or a cycloconverter as it is shown in
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FIGURE 30.12 Block diagram of a field-oriented control of a salient-pole synchronous machine used in wind turbine applications.

Figs. 30.10 and 30.13 respectively, using the same block control
diagram.

In both cases, a controllable three-phase rectifier supplies the
excitation winding on the rotor of the synchronous machine.
As it is well-known, the cycloconverter is a frequency con-
verter which converts power directly from a fixed frequency
to a lower frequency. Each of the motor phases is supplied
through a three-phase transformer, an antiparallel thyristor
bridge, and the field winding is supplied by another three-
phase transformer and a three-phase-rectifier using the bridge
connection.

In the control block described in Fig. 30.12, the rotor speed
and monitored current have been used in order to control the
relationship between the magnetizing flux and currents of the
machines by modifying the voltages of the power converter
and the excitation current in the field winding.

The reference rotor speed, ω
ref
Q , and the measured rotor

speed, ωr , are compared and the error is introduced into the
speed controller. The output voltage is proportional to the
electromagnetic torque PI, of the synchronous machine and

the reference torque, Q
ref
e , is obtained. Dividing the reference

torque by the modulus of the magnetizing flux-linkage space
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FIGURE 30.13 Schematic of the cycloconverter synchronous generator used in variable speed wind turbines.

phasor |λm|, the reference value of the torque-producing stator
current, |λm|, component is obtained.

Using a characteristic function of the magnetizing flux ref-
erence and the actual rotor speed, ωr , the magnetizing flux

reference is obtained,
∣∣∣λref

m

∣∣∣. Below base speed, this function

yields a constant value of the magnetizing flux reference, λ
ref
m ;

above base speed, this flux is reduced. The magnetizing flux
controller,

∣∣λ̄m
∣∣, is introduced and compared with the esti-

mated magnetizing flux of the synchronous machine,
∣∣∣λref

m

∣∣∣,
obtaining the error, which is fed into the flux controller as
shown in Fig. 30.12. The flux controller maintains the magne-
tizing linkage flux to a pre-set value independent of the load.
As an output of this controller the reference excitation current,

i
ref
exc is obtained.

The value of the reference magnetizing stator current, i
ref
exc ,

is obtained using a steady state in which there is no reactive
current drawn from the stator [3]. In this case the power fac-
tor is unity and the stator current value is the optimal. The
zero reactive power condition can be fulfilled by controlling
the magnetizing current stator component that is shown in
Fig. 30.12.

The stator current components (i
ref
dsc , i

ref
qse ) are first trans-

formed into the stator current components established in the

rotor reference frame (i
ref
dsr , i

ref
qsr ). After these components are

transformed into the stationary-axes current components by a
similar transformation, but taking into account that the phase
displacement between the stator direct axis of the rotor is

θr . The obtained two-axis stator current references (i
ref
Qs , i

ref
Ds ),

are transformed into the three phase stator current references

(i
ref
Rs , i

ref
Ss , i

ref
Ts ) by the application of the three phase to two phase

transformation. The reference stator currents are compared
with their respective measured currents, and their errors are
fed into the respective stator current controllers.

30.2.2.2 Step-up Converter and Full Power Converter
An alternative for the power conditioning system of a wind tur-
bine is to choose a synchronous generator and a three phase
diode rectifier, as shown in Fig. 30.14. Such a choice is based
on low cost compared with an induction generator connected
to a voltage source inverter used as a rectifier. When the speed
of the synchronous generator alters, the voltage value on the
DC-side of the diode rectifier will change. A step-up chopper
is used to adapt the rectifier voltage to the DC-link voltage of
the inverter, see Fig. 30.14. When the inverter system is ana-
lyzed, the generator/rectifier system can be modeled as an ideal
current source. The step-up chopper used as a rectifier utilizes
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FIGURE 30.14 Step-up converter in the rectifier circuit and full power inverter topology used in wind turbine applications.
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FIGURE 30.15 Control block diagram of a step-up converter in the rectifier circuit and full power inverter used in wind turbine applications.

a high switching frequency so the bandwidth of these com-
ponents is much higher than the bandwidth of the generator.
The generator/rectifier current is denoted as idc and is inde-
pendent of the value of the DC-link voltage. The inductor of
the step-up converter is denoted as LDC. The capacitor of the
DC-link has the value Cdc . The inductors on the AC-side of
the inverter have the inductance LAC . The three-phase voltage
system of the grid has phase voltages eR , eS , and eT and the
phase currents are denoted as iRg , iSg , and iTg . The DC-link
voltage value is denoted as Vdc .

The control system, shown in Fig. 30.15, is based on the mea-
surement of the rotor speed ωr of the synchronous generator

by means of a speed transducer. This value is compared with
the reference rotor speed obtained by the control algorithm
of the variable speed wind turbine used in the application in
order to achieve optimal speed ratio, and therefore, to capture
the maximum energy from the wind.

The objective of the synchronous machine excitation system
is to keep the stator voltage Vst following the excitation char-
acteristic of the generator, shown in Fig. 30.15. This excitation
characteristic is linear in the range of the minimum of the rotor
speed ωmin

r and the rated value of the rotor speed ωrate
Q . Outside

this range, the stator voltage is saturated to V min
st or V max

st .
For rotor speeds ωr in the range between ωmin

r and ωrate
r , the
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control is carried out using an inductor current idc propor-
tional to the shaft torque of the generator. Above the rated
rotor speed, this current is proportional to the power because
the stator voltage Vst is constant.

30.2.2.3 Grid Connection Conditioning System
Injection into the public grid is accomplished by means of
PWM voltage source interver. This requires the control of the
current of each phase of the inverter, as shown in Fig. 30.16.
There are several methods of generating the reference cur-
rent to be injected into any of the phases of the inverter.
A very useful method to calculate this current was proposed by
Professor Akagi [19], that is applied to the active power filters
referred to as “Instantaneous Reactive Power Theory.” The con-
trol block shown in Fig. 30.16 is based on the comparison of
the actual capacitor array voltage Vdc with a reference voltage

V
ref
dc . Subtracting the actual capacitor array voltage V

ref
dc from

the reference voltage V
ref
dc , the error signal voltage is obtained.

This error signal is fed into a compensator, usually a PI com-
pensator, that transforms the output to an active instant power
signal that, after being injected into the electric grid, is respon-
sible for the error of the regulator of the voltage in the capacitor
array to be zero.
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FIGURE 30.16 Control block diagram of the grid connection conditioning system.

Transformation of the phase voltage erg , esg , and etg into
the α–β orthogonal coordinates is given by the following
expression:

[
eα

eβ

]
=
√

2

3
·
[

1 −1/2 −1/2
0
√

3/2 −√3/2

]
·
⎡
⎣erg

esg

etg

⎤
⎦ (30.10)

Using the inverse transformation equations from the control
algorithm [19] and the reference of real power of the capacitor
array, it is possible to derive the phase sinusoidal reference
current to be injected by the converter into the grid.

⎡
⎢⎣

i
ref
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i
ref
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i
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√
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·
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⎣ 1 0
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√
3/2

−1/2 −√3/2

⎤
⎦ ·
[

eα eβ

−eβ eα

]−1

·
[

pref

qref

]

(30.11)

As can be seen in the above equation, the reference of the
reactive power appears which is normally set at zero so that
the current is being injected into the public grid with unity
power factor.

There is another type of wind energy extraction system
where the objective is to compensate the reactive power
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generated by non-linear loads of the grid. In this case, the
reactive reference power is set to the corresponding value,
for either reactive or capacitive power factor “leading or
lagging.”

30.2.3 Rotor Connected Power Conditioner for
Variable Speed Wind Turbines

As it was introduced before, variable speed can also be obtained
by slip change of induction generator using a wound rotor
machine.

Since it is necessary to have an electric connection to the
rotor winding, rotation is achieved by using a slip ring. The
power delivered by the rotor through the slip rings is equal to
the product of the slip by the electrical power that flows into
the stator PS , Eq. (30.12). This is the so-called “slip power” Pslip .

Pslip = s · PS (30.12)

The slip power can be handled as follows:

• It can be dissipated in a resistor (Fig. 30.17).
• Using a single doubly fed scheme, the slip power is

returned to the electrical grid or to the machine stator
(Fig. 30.18).

• Using a cascaded scheme. This is accomplished by con-
necting a second machine. Part of the power is transferred
as mechanical power through the shaft, and the other
part is transferred to the grid by a power converter
(Fig. 30.19).

• A single frame cascaded or brushless doubly fed induction
machine [20] can be used in the same way as before, but
using only one machine instead of two (Fig. 30.20).
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FIGURE 30.17 Slip power dissipation in a resistor.
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FIGURE 30.18 Single doubly fed induction machine.
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FIGURE 30.19 Wound rotor cascaded induction machines.

30.2.3.1 Slip Power Dissipation
Figure 30.17 shows a system in which the power delivered by
the rotor is dissipated in a resistor.

The variable resistor can be substituted by the power con-
verter in Fig. 30.21. The power converter controls the power
delivered to the resistor using an uncontrolled rectifier and a
parallel DC–DC chopper. This design has the disadvantage of
the current having a higher harmonic content. This is caused
by the rectangular rotor current waveform in the case of a three
phase uncontrolled rectifier. This disadvantage can be avoided
using a six IGBT’s controlled rectifier, however this topology
increases the cost significantly.
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FIGURE 30.20 Brushless doubly fed induction machine.
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FIGURE 30.21 Variable resistor using a power converter.

The variation of the rotor resistance is not a recommended
technique due to the high copper losses in the regulation resis-
tance and so, the generator system efficiency is lower. It only
can be efficient within a very narrow range of the rotor speed.
Another disadvantage is that this technique is applicable only
to wound-rotor machines and so, slip rings and brushes are
needed. In order to solve this problem some brushless schemes
are proposed. A solution is to use a rotor auxiliary winding
which couples the power to an external variable resistor. The
scheme can be observed in Fig. 30.22.

Another solution is to dissipate the energy within a resistor
placed in the rotor as it is shown in Fig. 30.23. This method
is currently used in generators for wind conversion systems,
but as the efficiency of the system decreases with increasing
the slip, the speed control is limited to a narrow margin. This
scheme includes the power converter and the resistors in the
rotor. Trigger signals to the power switches are accomplished
by optical coupling.

30.2.3.2 Single Doubly Fed Induction Machine
In Fig. 30.18 the connection scheme shows that slip power
is injected into the public grid by a power converter and a
transformer. The power converter changes the frequency and
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FIGURE 30.22 Slip power dissipation in an external resistor using
brushless machine.
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FIGURE 30.23 Slip power dissipation in an internal resistor using
brushless machine.

controls the slip power. In some cases a transformer is used
due to public grid voltages which can be higher than rotor
voltages.

Disregarding losses, the simplified scheme of Fig. 30.24
shows real power flux in all different connection points of
the diagram. In this figure, the electrical power in the stator
machine PS , the mechanical power (1 − s) · PS , and the slip
power and power converter s · PS are represented.

In generation mode, the power is positive when the arrow
direction shown in Fig. 30.24 is considered. The power handled
on the power converter depends on the sign of the machine
slip. When this slip is positive, i.e. subsynchronous mode of
operation, the slip power goes through the converter from the
grid to the rotor of the machine. On the other hand, when
the slip is negative, i.e. hypersynchronous mode of operation,
the slip power comes out of the rotor to the power converter.
Since the slip power is the real power through the converter,
this power is determined directly by the maximum slip or by
the speed range of the machine. For instance, if the speed range
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FIGURE 30.24 Simplified scheme of a single doubly fed induction
machine.

used is 20% of the synchronous speed, the power rating of the
converter is 20% of the main power.

30.2.3.3 Power Converter in Wound-rotor Machines
The power converter used in wound-rotor machines can be a
force-commutated converter connected to a line-commutated
converter by an inductor as shown in Fig. 30.25. In this case,
the power can only flow from the rotor to the grid, and the
induction generator works above synchronous speed. Main
disadvantages of this scheme are a low power factor and a high
content of low frequency harmonics whose frequency depends
on the speed.
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Power converter cascade 
GB

FIGURE 30.25 Single doubly fed induction machine with a force-
commutated converter connected to a line-commutated converter.

Since the feeding frequency of the rotor is much lower than
the grid’s, a cycloconverter, as shown in Fig. 30.26, can be
used. In this case the controllability of the system is greatly
improved. The cycloconverter is an AC–AC converter based
on the use of two three-phase thyristor bridges connected in
parallel, one for each phase. This scheme allows working with
speed above and below the synchronous speed.

The two schemes mentioned before (Figs. 30.25 and
Fig. 30.26) are based on line switched converters. A disad-
vantage of this scheme is that voltages in the rotor decrease
when the machine is working in frequencies close to the syn-
chronous frequency. This fact makes the line-commutated
converter not to commute satisfactorily, and we need to
use a forced-commutated converter. Also, when a forced-
switched converter is used, quality of the voltage and current
injected into the public grid is improved. The forced-switched
power converter scheme is shown in Fig. 30.27. The converter
includes two three-phase AC–DC converters linked by a DC
capacitor battery. This scheme allows, on one hand, a vec-
tor control of the active and reactive power of the machine,
and on the other hand, a decrease by a high percentage of
the harmonic content injected into the grid by the power
converter.

30.2.3.4 Control of Wound-rotor Machines
The vector control of the rotor flux can be accomplished very
easily in a wound-rotor machine. Power converters that can
be used for vector control applications are either a controlled
rectifier in series with an inverter or a cycloconverter.

In this system, the slip power can flow in both directions,
from the rotor to the grid (subsynchronous) or from the grid
to the rotor (hyper-synchronous). In both working modes, the
machine must be working as a generator. When the speed is
hyper-synchronous, the converter connected to the rotor will
work as a rectifier and the converter connected to the grid as
an inverter, as was deduced before from Fig. 30.24.

The wound-rotor induction machine can be modeled as
follows (see nomenclature page):

uS = RS · iS + dλS

dt
(30.13)

u′r = n2 · Rr · i′r +
dλ′r
dt

− j · ωr · λ′r (30.14)

λS = LS · iS + n · Lm · i′r (30.15)

λ′r = n2 · LS · i′r + n · Lm · iS (30.16)

Qe = 3

2
· ρ

2
· Im
{
λr · i∗r

}
(30.17)

PS = 3

2
· Re
{

uS · i∗s
}

(30.18)
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FIGURE 30.27 Single doubly fed induction machine with two fully controlled AC–DC power converters.

QS = 3

2
· Im
{

uS · i∗S
}

(30.19)

In the induction machine model, rotor magnitudes, the
rotor voltage ur , the rotor flux λr , and the rotor current ir
are referred to the stator, and so, the rotor voltage u′r , the rotor

flux λ′r , and the rotor current i′r are defined as:

u′r = n · ur · ej·θr (30.20)

λ′r = n · λr · ej·θr (30.21)

i′r =
ir · ej·θr

n
(30.22)
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FIGURE 30.28 Wind turbine control block.

The stator magnetizing current im is defined as:

im = λS

n · Lm
= LS

n · Lm
· iS + i′r (30.23)

Figure 30.28 shows the control block of a wound-rotor
induction machine. The wound-rotor induction machine is
controlled by the rotor using a power converter that controls
the rotor current i′r by changing the rotor voltage u′r . The con-
trol of the stator current via the rotor current makes sense only
if the converter power is kept lower than the rated power of
the machine. The AC stator voltage generates a rotating mag-
netic field with angular frequency ωe . Relative to the rotor, this
magnetic field rotates only with the angular slip frequency. The
frequency of voltages induced in the rotor is low, so voltages of
the power converter are low too. Active and reactive power of
the induction generator, or a certain percentage of them, can
be controlled by the rotor current.

The machine model can be referred to the reference axes that
move with the magnetizing current. This system of coordinates
rotates with an angle θe relative to the stator. In these axes
iqm = 0 as shown in Fig. 30.30.

Equations of the rotor and stator voltage become:

uS = RS · iS + dλS

dt
+ j · ωe · λS (30.24)

u′r = n2 · Rr · i′r +
dλ′r
dt

+ j · (ωe − ωr ) · λ′r (30.25)

im

qs

de

θe

Ds

Qs

FIGURE 30.29 Stator and rotor reference frames.

ωe = dθe

dt
(30.26)

Supposing steady-state conditions and disregarding the
resistors in the stator and the rotor, because the voltage drop
is very low in comparison to the stator voltage, the stator and
rotor voltages can be determined as:

uS = jωeλS (30.27)

u′r = jωs1λ
′
r (30.28)

The flux is determined from the stator voltage uS and
the angular frequency ωe of the AC system. Since both
are constant, the flux linkage and magnetizing current are
constant too.

im = λS

nLm
= uds + juqs

jωe nLm
(30.29)

As im is constant, the stator current can be controlled at any
time, by means of controlling the rotor current that can be
deduced from Eq. (30.23). From Eq. (30.29) we can also deduce
that the direct component of the stator voltage uds is zero due
to the quadrature component of the stator magnetizing current
iqm is zero and so, the active and reactive power can be obtained
by the following equations:

PS = 3

2
uds idsm (30.30)

QS = 3

2
uqs iqsm (30.31)

Figure 30.30 shows a block diagram of a vector control of
active and reactive power for a wound-rotor machine. Vector
control of cascaded doubly fed machine is presented in [21].
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FIGURE 30.30 Power control diagram of the wound-rotor machine.

30.2.4 Grid Connection Standards for Wind
Farms

30.2.4.1 Voltage Dip Ride-through Capability of
Wind Turbines

As wind capacity increases, network operators have to ensure
that consumer power quality is not compromised. To enable
large-scale application of wind energy without compromis-
ing power system stability, the turbines should stay connected
and contribute to the grid in case of a disturbance such as a
voltage dip. Wind farms should generate similar to conven-
tional power plants supplying active and reactive power for
frequency and voltage recovery, immediately after the fault has
been produced.

Thus, several utilities have introduced special grid connec-
tion codes for wind farm developers, covering reactive power
control, frequency response, and fault ride-through, especially
in places where wind turbines provide for a significant part of
the total power. Examples are Spain [22], Denmark [23], and
part of Northern Germany [24].

The correct interpretation of these codes is crucial for wind
farm developers, manufacturers, and network operators. They
define the operational boundary of a wind turbine connected

to the network in terms of frequency range, voltage tolerance,
power factor, and fault ride-through. Among all these require-
ments, fault ride-through is regarded as the main challenge
to the wind turbine manufacturers. Though the definition of
fault ride-through varies, the E.ON (German Transmission
and Distribution Utility) regulation is likely to set the stan-
dard [24]. This stipulates that a wind turbine should remain
stable and connected during the fault, while voltage at the point
of connection drops to 15% of nominal (i.e. a drop of 85%)
for a period of 150 ms: see Fig. 30.31.

Only when the grid voltage drops below the curve, the
turbine is allowed to disconnect from the grid. When the volt-
age is in the shaded area, the turbine should also supply reactive
power to the grid in order to support grid voltage restoration.

A major drawback of variable-speed wind turbines, espe-
cially for turbines with doubly fed induction generators
(DFIGs), is their operation during grid faults [25, 26]. Faults
in the power system, even far away from the location of
the turbine, can cause a voltage dip at the connection point
of the wind turbine. The dip in the grid voltage will result
in an increase of the current in the stator windings of the
DFIG. Because of the magnetic coupling between the stator
and rotor, this current will also flow in the rotor circuit and



810 J. M. Carrasco et al.

Line-to-line voltage
U/UN

100%

70%

45%

15%

0 150

Time fault occured

700 1500 3000 Time in ms

Lower value
of the

voltage band

FIGURE 30.31 E. On Netz requirements for wind farm behavior during
faults.

the power electronic converter. This can lead to the permanent
damage of the converter. It is possible to try to limit the current
by current-control on the rotor side of the converter; however,
this will lead to high voltages at the converter terminals, which
might also lead to the destruction of the converter. A possible
solution that is sometimes used is to short-circuit the rotor
windings of the generator with the so-called crowbars.

The key of the protection technique is to limit the high
currents and to provide a bypass for it in the rotor circuit
via a set of resistors that are connected to the rotor wind-
ings (Fig. 30.32). This should be done without disconnecting
the converter from the rotor or from the grid. Thyristors can
be used to connect the resistors to the rotor circuit. Because
the generator and converter stay connected, the synchronism
of operation remains established during and after the fault.

Generator

gear
box

ASM

By-pass
resistors

Thyristors Control Control

Converters

Grid

FIGURE 30.32 DFIG bypass resistors in the rotor circuit.

The impedance of the bypass resistors is of importance but
not critical. They should be sufficiently low to avoid excess
voltage on the converter terminals. On the other hand, they
should be high enough to limit the current. A range of values
can be found that satisfies both conditions. When the fault in
the grid is cleared, the wind turbine is still connected to the
grid. The resistors can be disconnected by inhibiting the gating
signals and the generator resumes normal operation.

30.2.4.2 Power Quality Requirements
for Grid-connected Wind Turbines

The grid interaction and grid impact of wind turbines has been
focused in the past few years. The reason behind this interest is
that wind turbines are among utilities considered to be poten-
tial sources of bad power quality. Measurements show that
the power quality impact of wind turbines has been improved
in recent years. Especially variable-speed wind turbines have
some advantages concerning flicker. But a new problem is
faced with variable-speed wind turbines. Modern forced-
commutated inverters used in variable-speed wind turbines
produce not only harmonics but also inter-harmonics.

The IEC initiated the standardization on power quality for
wind turbines in 1995 as a part of the wind turbine standard-
ization in TC88. In 1998, the IEC issued a draft IEC-61400-21
standard for “Power Quality Requirements for Grid Connected
Wind Turbines” [27]. The methodology of that IEC standard
consists on three analyses. The first one is the flicker analysis.
IEC-61400-21 specifies a method that uses current and voltage
time series measured at the wind turbine terminals to simu-
late the voltage fluctuations on a fictitious grid with no source
of voltage fluctuations other than the wind turbine switching
operation. The second one is switching operations. Voltage and
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current transients are measured during the switching opera-
tions of the wind turbine (start-up at cut wind speed and
start-up at rated wind speed). The last one is the harmonic
analysis which is carried out by the fast fourier transform
(FFT) algorithm. Rectangular windows of eight cycles of fun-
damental frequency width, with no gap and no overlapping
between successive windows are applied. Furthermore, the cur-
rent total harmonic distortion (THD) is calculated up to 50th
harmonic order [28, 29].

Recently, high frequency harmonics and inter-harmonics are
treated in the IEC 61000-4-7 and IEC 61000-3-6 [30, 31]. The
methods for summing harmonics and inter-harmonics in the
IECE61000-3-6 are applicable to wind turbines. In order to
obtain a correct magnitude of the frequency components, the
use of a well-defined window width, according to the IEC
61000-4-7, Amendment 1 is of a great importance, as it has
been reported in ref. [32]

Wind turbines not only produce harmonics, they also
produce inter-harmonics, i.e. harmonics which are not a mul-
tiple of 50 Hz. Since the switching frequency of the inverter
is not constant but varies, the harmonics will also vary.
Consequently, since the switching frequency is arbitrary, the
harmonics are also arbitrary. Sometimes they are a multiple
of 50 Hz and sometimes they are not. Figure 30.33 shows the
total harmonics spectrum from a variable-speed wind turbine.
As can be seen in the figure, at lower frequencies there are only
pure harmonics but at higher frequencies there are a whole
range of harmonics and inter-harmonics. This whole range
of harmonics and inter-harmonics represents variations in the
switching frequency of that wind turbine.
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FIGURE 30.33 Typical results of a variable-speed wind turbine with a synchronous generator and full converter. (a) Harmonic content and the
comparison with the maximum level of IEC 1000-3-6 standard and (b) harmonic and inter-harmonic content in voltage.

30.3 Multilevel Converter for Very High
Power Wind Turbines

30.3.1 Multilevel Topologies

In 1980s, power electronics concerns were focused on the
increase of the power converters by increasing the voltage or
current to fulfill the requirements of the emerging applications.
There were technological drawbacks, that endure nowadays,
which make impossible to increase the voltage or current in
the individual power devices, so researchers were develop-
ing new topologies based on series and parallel association
of individual power devices in order to manage higher levels
of current and voltage, respectively. Due to the higher number
of individual power devices on such topologies it is possible
to obtain more than the classical two levels of voltage at the
output of the converter hence the multilevel denomination for
this converter.

30.3.2 Diode Clamp Converter (DCC)

In 1981, Nabae et al. presented a new neutral-point-clamped
PWM inverter (NPC-PWM) [33]. This converter was based
on a modification of the two-level converter topology. In the
two-level case, each power switch must support at the most a
voltage equal to DC-link total voltage so the switches should
be dimensioned to support such voltage.

The proposed modification adds two new switches and two
clamp diodes in each phase. In this converter each transistor
support at the most a half of the total DC-link voltage; hence,
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if the used power devices have the same characteristics of those
used in the two-level case, the DC-link can be doubled and
hence, the power which the converter can manage. Figure 30.34
shows one phase of a three-level DCC with the capacitors
voltage divider and the additional switches and diodes.

The analysis of the DCC converter states shows that there
are three different switching configurations. These possible
configurations are shown in Table 30.1.

When transistors S3 and S4 are switched on, the phase is
connected to the lowest voltage in the DC-link. In the same
manner, when the transistors S1 and S2 are switched on, the
phase is connected to the highest voltage in the DC-link, and
when the transistors S2 and S3 are switched on, the phase
is connected to the mid DC-link voltage through one of the
transistors and clamping diodes.

VDC

S1

S2

S3

S4

PhaseO

FIGURE 30.34 Three-level DCC.

TABLE 30.1 Switching configurations for the three-level DCC

State S1 S2 S3 S4 Phase-O voltage

0 Off Off On On −VDC /2
1 Off On On Off 0
2 On On Off Off VDC /2

30.3.3 Full Converter for Wind Turbine Based on
Multilevel Topology

In order to decrease the cost per megawatt and to increase the
efficiency of the wind energy conversion, the nominal power

UTILITY
GRID

FIGURE 30.35 Diagram of a high power wind turbine with a full converter directly connected to the utility grid.

of wind turbines has been continuously growing in the last
years. The limitations of the two-level converters power ratings
versus three-level ones and the capacity of this to reduce the
harmonic distortion and electromagnetic interferences (EMI)
make the multilevel converters suitable for modern high power
wind turbine applications.

Figure 30.35 shows the diagram of high power wind tur-
bine directly connected to the utility grid, with a full converter
based on two coupled three-level DCC. The converter con-
nected to the generator acts like an AC–DC converter and its
main function is to extract the energy from the generator and
to deliver it to the DC-link. The converter connected to the
grid acts like a DC–AC converter and its main function is to
collect the energy at the DC-link and to deliver it to the utility
grid.

30.3.4 Modeling

The use of multilevel converters is limited by the following
drawbacks: typically very complex, control and voltage imbal-
ance problems at the DC-link capacitors. An analytical model
of the whole system is necessary to study this dynamic and
to develop control algorithms that meet with the design
specifications.

In [34], a general modeling strategy is proposed to obtain
the equations that describe the dynamics of the currents and
the capacitors voltages as functions of the control signals that
represent the voltage in each phase. Based on the nomenclature
that can be seen in Fig. 30.36, this modeling strategy yields
in the next mathematical model for the currents dynamics
Eqs. (30.32), (30.33):

⎡
⎣vsr1

vsr2

vsr3

⎤
⎦ = Lr

⎡
⎣dir1/dt

dir2/dt
dir3/dt

⎤
⎦+ 1

3

⎡
⎣ 2 −1 −1
−1 2 −1
−1 −1 2

⎤
⎦
⎡
⎣vr1

vr2

vr3

⎤
⎦ (30.32)

⎡
⎣vsi1

vsi2

vsi3

⎤
⎦ = −Li

⎡
⎣dii1/dt

dii2/dt
dii3/dt

⎤
⎦+ 1

3

⎡
⎣ 2 −1 −1
−1 2 −1
−1 −1 2

⎤
⎦
⎡
⎣vi1

vi2

vi3

⎤
⎦ (30.33)
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FIGURE 30.36 Nomenclature criterion for the modeling of the full DCC converter.

And the next ones for capacitors voltages dynamics Eq. (30.34):

2C
dx1

dt
= (δr1ir1 + δr2ir2 + δr3ir3)− (δi1ii1 + δi2ii2 + δi3ii3)

x1 = vc1 + vc2

2

2C
dx2

dt
= (δ2

r1ir1 + δ2
r2ir2 + δ2

r3ir3
)− (δ2

i1ii1 + δ2
i2ii2 + δ2

i3ii3
)

x2 = vc2 − vc1

2
(30.34)

where, x1 and x2 are chosen as variables to facilitate the con-
troller design and represent the dynamics of the sum and the
difference of the capacitors voltages, respectively.

As indicated in [34], it is useful to represent the system in
αβγ-coordinates because after the transformation appears the
γ control signal as a third freedom degree of the control, more-
over this transformation shows the direct relation between this
control signal and the capacitors voltage balance. To change to
the αβγ-coordinates, an invariant power transformation has
been used. The voltages and currents, which are vectors origi-
nally in abc-coordinates, are transformed into αβγ-coordinates
according to the following matrix transformation shown in
Eq. (30.35):

T =
√

2

3

⎡
⎣ 1 −1/2 −1/2

0
√

3/2 −√3/2
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√
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√

2 1/
√

2

⎤
⎦ (30.35)

The transformed equations are:
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(30.38)

In these final equations, it is important to point out the
relation between the γ control signal and the input and output
power of the DCC full converter.

30.3.5 Control

As it can be observed in Eqs. (30.36) and (30.37) the rectifier
and inverter currents ir

αβ, ii
αβ can be controlled separately due

to the decoupling of these equations. Also it can be seen in
Eq. (30.38) that the control objective on x1 can be achieved
using the normalized voltage references δr

αβ or δi
αβ, and x2

can be controlled using δr
γ or δi

γ . The implemented control
consists basically of independently controlling the inverter and
the rectifier. The inverter controls the voltage balance in the
DC-link, whereas the rectifier controls the active and reactive
power extracted from the generator.
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30.3.5.1 Rectifier Control
Figure 30.37 shows the control scheme proposed for the recti-
fier. The objective of this controller is to make the currents of
the generator such that the active and reactive power achieve
the reference ones.

It is necessary to notice that the rectifier γ component of
the normalized voltage is imposed to be equal to zero δr

γ = 0
for not affecting on voltage balance, because this balancing is
implemented on the inverter control.

30.3.5.2 Inverter Control
Inverter control is divided in two parts. The first part controls
the sum of the capacitor voltages x1, while the second part
makes the difference between the capacitor voltages x2 as small
as possible.

30.3.5.3 Sum of the Capacitor Voltages Control
The controller scheme, which can be seen in Fig. 30.38, has
been described before in [35], and it is appropriated for this
application due to the similarities found in the equations.

The main objective of the controller is to achieve a desired
value of the total DC-link voltage. Additionally, the controller
can take a reactive power reference to control the power factor
of the energy delivered to the utility grid.
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30.3.5.4 Difference of the Capacitor Voltages Control
Avoiding the quadratic terms in δ from the equation of the
difference of the capacitor voltages in Eq. (30.38), expression
(30.39) is obtained:

dx2

dt
= K · Pi

ref · δi
γ (30.39)

where K is a constant. With this equation, the following control
scheme (Fig. 30.39) is proposed:

The objective of the controller is to add a voltage reference
in γ direction that depends on the sign of the power and the
imbalance of the capacitors voltages.

ref = 0

+

−

x2

sign(Pref)

PI
d

i

i
g

FIGURE 30.39 Proposed capacitors voltages balancing control.
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30.3.5.5 Modulation
Finally, the normalized voltage references δr

αβγ and δi
αβγ ,

obtained from the whole controllers, are translated to
abc-coordinates and the 3D-space vector modulation
algorithm [36] is used to generate the duty cycles and the
switching times of power semiconductors.

30.3.6 Application Example

As it was explained before, the standards on energy quality
related to renewable energy are focusing to request the plants
to contribute to the general stability of the electrical system. To
show that the exposed modeling strategy and control scheme
can be used to meet the design specification, the electrical sys-
tem of a wind turbine has been modeled. It consists of an
asynchronous induction motor connected to the utility grid
through a full DCC converter. The parameters of the exam-
ple are: nominal power: 3 MW, switching frequency: 2.5 kHz,
DC-link nominal voltage: 5 kV, and utility grid line voltage:
2.6 kV. The experiment consists of studying the behavior of
the system when there is a voltage dip in the utility grid due to
a short-circuit. Figure 30.40 shows the envelope of the voltage
dip that has been used to carry out the results.

Figure 30.41 shows the results obtained under the voltage
dip condition. Good behavior of the currents on both the
sides of the full DCC converter, DC-link voltage, and energy
extracted from the generator illustrates the suitability of the
control scheme and the model to study the system.

V(pu)
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0.8

0.15

0 150 3000 Time (ms)

FIGURE 30.40 Voltage dip envelope.

30.4 Electrical System of a Wind Farm

30.4.1 Electrical Schematic of a Wind Farm

A wind farm is integrated by wind turbines and the substa-
tion that connect the farm to the utility grid to evacuate the

electrical energy. The wind farm is arranged by string of wind
turbines. Figure 30.42 shows a string compounded by several
aerogenerators. These wind turbines are connected by man-
ual switch breakers which isolate a wind turbine or it isolates
the whole string. In variable-speed applications, an AC/AC
power converter is used. This power converter is connected by
a manual switch to the machine. The power converter includes
a remote controlled switch breaker which isolates from the
power transformer. The switch breaker is used for automatic
reconnection after a fault. Figure 30.42 shows the transformer
connection.

A schematic diagram of a typical substation is shown in
Fig. 30.43. A large transformer, depicted in the figure, or
several transformer connected in parallel, changes from the
medium voltage to a higher voltage level. A typical volt-
age levels in Europe could be 20 kV/320 kV. The substation
also incorporates bus bar, protections systems, measurement
instrumentation, and auxiliary services circuit. Bus bar voltage
measurement is made by voltage transformer. Each branch cur-
rent, including several wind turbines, is measured by current
transformer.

Some farms with lower rated power or connected to an
isolated grid, e.g. wind-diesel systems, do not use this large
transformer. The schematic of an isolated wind-diesel instal-
lation is represented in Fig. 30.44. Every power generator and
load are connected to a medium voltage bus bar, in the typical
range of 10–20 kV. The transformers are protected by circuit
breakers that connect the lines directly to ground when open.
A measurement system is used for power consumption and
electrical quality control. Also auxiliaries’ power supply feeds
the substation equipment.

30.4.2 Protection System

Protection of wind power systems requires an understanding
of system faults and their detection, as well as their safe dis-
connection. The protection system of a wind farm is mainly
included in the substation. Circuit breaker and switchgear [37]
are extensively used for overcurrent protection. New type of
relay has been designed for the protection of wind farms
that incorporate fixed-speed induction generators as described
in [38]. A protection relay can be installed in the medium-
voltage collecting line at the common point connection to the
utility grid. This relay provides short-circuit protection for the
collecting line and the medium-voltage (MV) and low-voltage
(LV) circuits. Consequently, the relay allows wind farms to
be constructed and adequately protected without the need to
include fuses on the MV side of each generator–transformer.

The variable speed generator also includes digital relay pro-
tection and can be programmed for complex coordination
and selectivity. This modern protection system can be used
for voltage gap or sag function protection. Moreover, they can
implement modern stabilization programs [39].
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FIGURE 30.41 Response of the system to a voltage dip: (a) inverter side currents (detail); (b) inverter one phase current; (c) rectifier side currents
(detail); (d) rectifier one phase current; (e) DC-link voltage; and (f) active power extracted from the generator.

FIGURE 30.42 Typical branch composed by several wind turbines.

30.4.3 Electrical System Safety: Hazards and
Safeguards

It is important to understand the hazards of electricity at the
power system supply level. The safety of wind farm includes a
good knowledge of electrical blast, electrocution, short circuits,
overloads, ground faults, fires, lifting and pinching injuries. It is

also recommended to review the principles, governmental reg-
ulations, work practices, and specialized equipment relating to
electrical safety. Installers and maintenance personnel have to
know the different types of “Personal Protective Equipment”
through demonstrations of locking and tagging devices, pro-
tective clothing, and specialized equipment. The isolation and
“Lockout Practices Procedures” for the lockout and isolation of
electrical equipment can also be implemented into the existing
site regulations and policies. A common practise is to use iso-
lation transformer and grounding circuit breaker as they are
being operated.

30.5 Future Trends

Future trends relating to power electronics used in wind
turbine applications can be summarized in the following
points:

30.5.1 Semiconductors

Improvements in the performance of power electronics vari-
able frequency drives for wind turbine applications have been
directly related to the availability of power semiconductor
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devices with better electrical characteristics and lower prices
because the device performance determines the size, weight,
and cost of the entire power electronics used as interfaces in
wind turbines [8, 9, 18].

The thyristor is the component that started power
electronics. It is an old device with decreasing use in medium
power applications, which was replaced by turn-off compo-
nents like insulated gate bipolar transistor (IGBTs). The IGBT,
which can be considered as an MOS bipolar Darlington, is now
the main component for power electronics, and also for wind
turbine applications. They are now mature technology turn-
on components adapted to very high power (6 kV–1.2 kA), and
they are in competition with gate turn-off thyristor (GTO) for
high power applications [40].

Recently, the integrated gated control thyristor (IGCT) has
been developed, consisting of the mechanical integration of
a GTO plus a delicate hard drive circuit that transforms the
GTO into a modern high performance component with a large
safe operation area (SOA), lower switching losses, and a short
storage time [41–43].

The comparison between IGCT and IGBT for frequency
converters, used especially in wind turbines is explained below:

• IGBTs have higher switching frequency than IGCTs so
they introduced less distortion in the grid. Accordingly
if we use two three-phase systems in parallel, it is possi-
ble to double the resulting switching frequency without
increasing the power loss, hence it is possible to have a
total harmonic distortion (THD) of less than 2% without
special harmonic filters.
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• IGCTs are made like disk devices. They have to be cooled
with a cooling plate by electrical contact on the high volt-
age side. This is a problem because high electromagnetic
emission will occur. Another point of view is the num-
ber of allowed load cycles. Heating and cooling the device
will always bring mechanical stress to the silicon chip and
can be destroyed. This is a serious problem, especially in
wind turbine applications. On the other hand, IGBTs are
built like module devices. The silicon is isolated to the
cooling plate and can be connected to ground for low
electromagnetic emission even with higher switching fre-
quency. The base plate of this module is made of a special
material which has exactly the same thermal behavior as
silicon, so nearly no thermal stress occurs. This increases
the lifetime of the device by 10-fold approximately.

• The main advantage of IGCTs versus IGBTs is that they
have a lower on state voltage drop, which is about 3.0 V
for a 4500 V device. In this case, the power dissipation due
to a voltage drop for a 1500 kW converter will be 2400 W
per phase. On the other hand, in the case of IGBT, the
voltage drop is higher than IGCTs. For a 1700 V device
having a drop of 5 V, and in this case the power dissipation
due to the voltage drop for a 1500 kW condition will be
5 kW per phase.

In conclusion, with the present semiconductor technology,
IGBTs present better characteristics, for frequency converters
in general and especially for wind turbine applications.

30.5.2 Power Converters

The technology of power electronic interfaces for variable-
speed wind turbines is focused on the following points:

• Development of high efficiency/high quality voltage
source AC/DC/AC converter for a main connection of
variable wind turbines, operating with either a permanent
magnet, a synchronous or an asynchronous generator.

• Operation at a power factor around one with higher-
harmonic voltage distortion less than international stan-
dards.

• The power quality of the electrical output of the wind
farms may be improved by the use of advanced static
var compensators STATCOM or active power filters using
power semiconductors like IGBTs, IGCTs, or GTOs. These
kind of power conditioning systems are a new emerging
family of FACTS (flexible AC transmission system) con-
verters, which allow improved utilization of the power
network. These systems will allow wind farms to reduce
voltage drops and electrical losses in the network without
the possibility of transient over voltage at islanding due
to self-excitation of wind generators. Moreover, power
conditioning systems equipment with different control
algorithm can be used to control the network voltage,

which will fluctuate in response to the wind farm output
if the distribution network is weak [44, 45].

• For large power wind turbine applications where it is
necessary to increase the voltage level of the semiconduc-
tor of the power electronic interface, multilevel power
converter technology is emerging as a new breed of
power converter options for high-power applications.
The general structure of the multilevel converter is to syn-
thesize a sinusoidal voltage from several levels of voltages,
typically obtained from capacitor voltage sources. Addi-
tionally, these converters have better performance and
controllability because they use more than two voltage
levels [46–48].

30.5.3 Control Algorithms

A variable pitch and speed wind turbine is a very complex
non-lineal system. The control problem is more difficult to
solve because some performance objectives, such as maximum
power captured, minimum mechanical stress, constant speed,
and power constant counteract each other. To solve this prob-
lem, a Fuzzy Logic control has recently been proposed. The
Fuzzy Logic controller implements a rule-based structure [49]
that can be easily adapted in order to optimize performance
control objectives and has been widely used in introduction
motor control applications [50–53]. In [54], a Fuzzy Logic con-
troller is used to optimize the power captured using maximum
power tracking algorithms. Other original structures have been
proposed in [55]. The structure implements different control
strategies depending on the rotor speed and generates a cur-
rent torque control action. Presently, more complex control
structures are being researched.

30.5.4 Offshore and Onshore Wind Turbines

One of the main trends in wind turbine technology is offshore
installations. There are great wind resources at sea for installing
wind turbines in many areas where the depth of the sea is rel-
atively shallow. There are several demonstration plants that
have had extremely positive results, so interest has increased
in installing offshore wind farms, because of the develop-
ment of large commercial power MW wind turbines. Offshore
wind turbines may have slightly more favorable energy balance
than onshore turbines, depending on local wind conditions.
In places where onshore wind turbines are typically placed on
flat terrain, offshore wind turbines will generally yield some
50% more energy than a turbine placed on a nearby onshore
site. The reason is the low roughness of the sea surface. On the
other hand, the construction and installation of a foundation
requires 50% more energy than onshore turbines. It should
be remembered, however, that offshore wind turbines have a
longer life expectancy, around 25 to 30 years, than onshore tur-
bines. The reason is that the low turbulence at sea gives lower
fatigue loads on the wind turbine.
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From a power electronics point of view, offshore wind tur-
bines are interesting because, under certain circumstances, they
become desirable to transmit the generated power to the load
center over DC transmission lines (HVDC). This alternative
becomes economically attractive versus AC transmission when
a large amount of power is to be transmitted over a long
distance from a remote wind farm to the load center [8].
Moreover, the transient stability and the dynamic damping
of the electrical system oscillations can be improved by HVDC
transmissions.

Nomenclature

Cdc DC link capacitor.
Cp(λ, β) Power coefficient at tip speed ratio λ and pitch β.
erg , esg , etg Instantaneous values of grid voltages.
eα, eβ Grid voltages expressed in an orthogonal reference

frame.
f1 Excitation frequency (the same as the grid fre-

quency) in hertz.
f2 Frequency of the voltage supplied to the rotor of

machine 2 in hertz.
G Gearbox ratio.
idc DC inductor current of the step-up converter.

i
ref
dc Desired DC inductor current of the step-up

converter.

idse , iqse Instantaneous values of the direct and quadrature-
axis stator current components, respectively, and
expressed in rotor-flux-oriented reference frame.

i
ref
dse , i

ref
qse Desired instantaneous values of the direct

and quadrature-axis stator current components,
respectively, and expressed in rotor-flux-oriented
reference frame.

idsr , iqsr Stator current components established in the rotor
reference frame.

i
ref
dsr , i

ref
qsr Desired stator current components established in

the rotor reference frame.
ids , iqs Instantaneous values of the direct and quadrature-

axis stator current components, respectively, and
expressed in the rotor reference phase.

iDs , iQs Instantaneous values of the direct and quadrature-
axis stator current components, respectively, and
expressed in the stator reference frame.

i
ref
Ds , i

ref
Qs Desired direct and quadrature-axis stator cur-

rent components expressed in the stator reference
frame.

iexc Synchronous generator excitation current.

i
ref
exc Desired synchronous generator excitation current.

i
ref
Rg

, i
ref
Sg

, i
ref
Tg

Desired stator current.

iRr , iSr , iTr Rotor current.

iRs , iSs , iTs Stator current.

i
ref
Rs

, i
ref
Ss

, i
ref
Ts

Desired stator current.

irg , isg , itg Public grid phase currents.

i
ref
m Desired magnetizing current.

im Magnetizing current.
idsm , iqsm Instantaneous values of the direct and quadrature-

axis magnetizing stator current components,
respectively, and expressed in the magnetizing
current-oriented reference frame.

J Total inertia of the system referred to the high
speed shaft.

kws , kwr Winding factors of rotor and stator.
Lm Coupled inductance.
LAC Inductance of inductors at the AC side of the

inverter.
LS , Lr Stator and rotor windings inductances.
LDC Inductance of the step-up chopper.
n Turns ratio of the machine. n = kws · ns /kwr · nr
ns , nr Number of turns of each rotor and stator phase.
N1 Angular speed of the magnetic field (synchronous

speed) expressed in rpm.
Nr Angular speed of the generator rotor expressed in

rpm.
p Number of pole pairs.
p1, p2 Number of pole pairs of machine number 1 and

2.
P1 Electrical power in the stator of principal machine

number 1.
P2 Electrical power in the stator of auxiliary machine

number 2.
Pe Electrical generated power.
Pm Mechanical power in the low speed shaft.
Pmax Generated maximum power.
Prate Generator rate power.
PS , QS Active and reactive power through the stator.

P
ref
S , Q

ref
S Desired active and reactive power through the

stator.
Pslip Slip power.
Pw Available wind power.

pref , qref Desired real power and desired reactive power on
the grid side.

Qe Electromagnetic torque of the machine.

Q
ref
e Desired electromagnetic torque of the machine.

QL Torque in the low speed shaft.
Qrate Generator rate torque.
Qt Torque in the high speed shaft.
R Rotor radius.
RS , Rr Stator and rotor winding resistors.
s Slip.
s1 = ω1−ωr /ω1 Slips of machine principal number 1.
s2 = ω2−ωr /ω2 Slips of machine principal number 2.
Ts , Tr Stator and rotor time constants, respectively.

u
ref
dse , u

ref
qse Desired direct and quadrature-axis stator volt-

age expressed in the rotor-flux-oriented reference
frame.

u
ref
Ds , u

ref
Qs Desired direct and quadrature-axis stator voltage

expressed in the stator reference frame.
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uRr , uSr , uTr Rotor voltage.

uRs , uSs , uTs Stator voltage.

u
ref
Rs

, u
ref
Ss

, u
ref
Ts

Desired stator voltage.

ur , ir , λr Rotor voltage, current, and flux, respectively,
referred to a reference frame that rotates with the
rotor.

u′r , i′r , λ′r Rotor voltage, current, and flux, respectively,
referred to a reference frame fixed with the stator.

us , is , λs Stator voltage, current, and flux, respectively,
referred to a reference frame fixed with the stator.

uds , uqs Direct and quadrature-axis stator voltage
expressed in the magnetizing current reference
frame.

vrat Rated wind speed.
vpmax Maximum power wind speed.
vstart Start wind speed.
vstop Stop wind speed.
vw Wind speed.
Vdc DC-Link capacitor voltage.

V
ref
dc Desired DC-Link capacitor voltage.

V max
st Maximum RMS stator voltage of the synchronous

generator.
V min

st Maximum RMS stator voltage of the synchronous
generator.

β Pitch angle.

βref Desired pitch angle.

δ Load angle.
λ = ω · R/Vv Tip speed ratio.
λopt Optimal tip speed ratio.
λm Magnetizing flux linkage vector.
λmd , λmq Instantaneous values of the direct and quadra-

ture axis magnetizing flux linkage components
expressed in the rotor reference frame.

|λm| Estimated modulus of magnetizing flux linkage
vector.∣∣∣λref

m

∣∣∣ Desired modulus of magnetizing flux linkage
vector.

η Electrical performance.
ηr Phase angle of the rotor flux linkage space pha-

sor with respect to the direct axis of the stator
reference frame.

θe Magnetizing current angle.
θsl Angle corresponding to the angular slip frequency.
θr Rotor angle.
ρ Air density.
ω1 = 2πf1/p1 Angular speed of the rotating magnetic flux pro-

duced in the stator of machine 1 relative to the
stator.

ω2 = 2πf2/p2 Angular speed of the rotating magnetic flux pro-
duced in the rotor of machine 2 relative to the
rotor.

ωL Low-speed shaft angular speed.
ωr Angular speed of the generator rotor.

ω
ref
r Reference rotor speed.

ωmax
r Maximum angular speed of the synchronous

generator.

ωmin
r Minimum angular speed of the synchronous gen-

erator.

ω
ref
Q Desired angular speed for the torque controller.

ω
ref
β Desired angular speed for the pitch controller.

ωrate
r Rated value of the rotor speed.

ωe Electrical angular speed of the magnetizing cur-
rent reference frame.
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31.1 Introduction

High voltage direct current (HVDC) transmission [1–3] is
a major user of power electronics technology. The HVDC
technology first made its mark in the early undersea cable
interconnections of Gotland (1954) and Sardinia (1967), and
then in long distance transmission with the Pacific Intertie
(1970) and Nelson River (1973) schemes using mercury arc
valves. A significant milestone development occurred in 1972
with the first back-to-back (BB) asynchronous interconnection
at Eel River between Quebec and New Brunswick; this instal-
lation also marked the introduction of thyristor valves to the
technology and replaced the earlier mercury arc valves.

Until 2005, a total transmission capacity of 70,000 MW
HVDC is installed in some 95 projects all over the
world. To understand the rapid growth of dc transmission
(Table 31.1) [4] in the past 50 years, it is first necessary to
compare it to conventional ac transmission.

31.1.1 Comparison of AC–DC Transmission

Making a planning selection between either ac or dc transmis-
sion is based on an evaluation of transmission costs, technical
considerations, and the reliability/availability offered by the
two power transmission alternatives.

31.1.1.1 Evaluation of Transmission Costs
The cost of a transmission line comprises of the capital invest-
ment required for the actual infrastructure (i.e. right-of-way
(ROW), towers, conductors, insulators, and terminal equip-
ment) and costs incurred for operational requirements (i.e.
losses). Assuming similar insulation requirements for peak
voltage levels for both ac and dc lines, a dc line can carry
as much power, with two conductors (having positive/negative
polarities with respect to ground), as an ac line with three con-
ductors of the same size. Therefore, for a given power level, a
dc line requires a smaller ROW, simpler and cheaper towers

Copyright © 2007, 2001, Elsevier Inc.
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TABLE 31.1 Listing of HVDC installations

HVDC link Supplier Year Power (MW) DC voltage (kV) Length (km) Location

Gotland I# A 1954 20 ±100 96 Sweden
English channel A 1961 160 ±100 64 England–France
Volgograd–Donbass∗ Unknown Russian

manufacturer
1965 720 ±400 470 Russia

Inter-island A 1965 600 ±250 609 New Zealand
Konti-Skan I A 1965 250 250 180 Denmark–Sweden
Sakuma A 1965 300 2× 125 B-B∗∗∗ Japan
Sardinia I 1967 200 200 413 Italy
Vancouver I A 1968 312 260 69 Canada
Pacific intertie JV 1970 1440 ±400 1362 U.S.A.
Pacific intertie JV 1982 1600 ±400 1362 U.S.A
Nelson River I∗∗ I 1972 1620 ±450 892 Canada
Kingsnorth I 1975 640 ±260 82 England
Gotland A 1970 30 ±150 96 Sweden
Eel River C 1972 320 2 × 80 B-B Canada
Skagerrak I A 1976 250 250 240 Norway–Denmark
Skagerrak II A 1977 500 ±250 Norway–Denmark
Skagerrak III A 1993 440 350 240 Norway–Denmark
Vancouver II C 1977 370 −280 77 Canada
Shin-Shinano D 1977 300 2× 125 B-B Japan
Shin-Shinano D 1992 600 3× 125 B-B Japan
Square Butte C 1977 500 ±250 749 U.S.A.
David A. Hamil C 1977 100 50 B-B U.S.A.
Cahora Bassa J 1978 1920 ±533 1360 Mozambique-S. Africa
Nelson River II J 1978 900 ±250 930 Canada
Nelson River II J 1985 1800 ±500 930 Canada
CU Project A 1979 1000 ±400 710 U.S.A.
Hokkaido–Honshu E 1979 150 125 168 Japan

1980 300 250
1993 600 ±250

Acaray G 1981 50 25.6 B-B Paraguay
Vyborg F 1981 355 1× 170(±85) B-B Russia (tie w/Finland)
Vyborg F 1982 710 2× 170
Vyborg F 1065 3× 170
Duernrohr J 1983 550 145 B-B Austria
Gotland II A 1983 130 150 100 Sweden
Gotland III A 1987 260 ±150 103 Sweden
Eddy County C 1983 200 82 B-B U.S.A.
Chateauguay J 1984 1000 2× 140 B-B Canada
Oklaunion C 1984 200 82 B-B U.S.A.
Itaipu A 1984 1575 ±300 785 Brazil
Itaipu A 1985 2383 785 Brazil
Itaipu A 1986 3150 ±600 785 Brazil
Inga-Shaba A 1982 560 ±500 1700 DR Congo
Pacific Intertie upgrade A 1984 2000 ±500 1362 U.S.A.
Blackwater B 1985 200 57 B-B U.S.A.
Highgate A 1985 200 ±56 B-B U.S.A.
Madawaska C 1985 350 140 B-B Canada
Miles City C 1985 200 ±82 B-B U.S.A.
Broken Hill A 1986 40 2× 17(±8.33) B-B Australia
Intermountain power

project
A 1986 1920 ±500 784 U.S.A.

Cross-channel:
(Les Mandarins) H 1986 1000 ±270 72 France–England
(Sellindge) I 1986 2000 2×±270
Des Cantons-Comerford C 1986 690 ±450 172 Canada-U.S.A.
Sacoi## H 1986 200 200 415 Corsica Island, Italy
Sacoi### H 1992 300
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TABLE 31.1—Contd

HVDC link Supplier Year Power (MW) DC Voltage (kV) Length (km) Location

Itaipu II A 1987 3150 ±600 805 Brazil
Sidney (Virginia Smith) G 1988 200 55.5 B-B U.S.A.
Gezhouba–Shanghai B+G 1989 600 500 1000 China

1990 1200 ±500
Konti-Skan II A 1988 300 285 150 Sweden–Denmark
Vindhyachal A 1989 500 2× 69.7 B-B India
Pacific Intertie Exp. B 1989 1100 ±500 1362 U.S.A.
McNeill I 1989 150 42 B-B Canada
Fenno-Skan A 1989 500 400 200 Finland–Sweden
Sileru–Barsoor K 1989 100 +100 196 India

200 +200
400 ±200

Rihand-Delhi A 1991 1500 ± 500 India
Quebec-New England A 1990 2000∗∗∗∗ ±450 1500 Canada-U.S.A.
Nicolet Tap A 1992 1800 Canada
DC Hybrid Link AB 1992 992 +270/−350 617 New Zealand
Etzenricht G 1993 600 160 B-B Germany (tie w/Czech)
Vienna-South east G 1993 600 145 B-B Austria (tie w/Hungary)
Haenam–Cheju I 1993 300 ±180 100 South Korea
Baltic Cable Project AB 1994 600 450 Sweden-Germany
Welch–Monticello AB 1995 600 450 B-B U.S.A.
Kontek Interconnection G 1995 600 400 170 Denmark–Germany
Scotland–N. Ireland G 1996 250 250 United Kingdom
Chandrapur–Ramagundum I 1996 1000 2× 500 B-B India
Chandrapur–Padghe AB 1997 1500 ±500 900 India
Greece–Italy AB 1997 500 400 200, sea Italy
Gazuwaka–Jeypore AB 1997 500 B-B India
Leyte-Luzun AB 1997 1600 400 440 Philippines
Cahora Bassa G 1998 1920 ±533 1456 Mozambique–S.Africa
TSQ-Beijao G 2000 1800 ±500 903 China
Thailand–Malaysia G 2001 300 ±300 B-B Thailand–Malaysia
Moyle G 2001 2× 250 250 64 Ireland–Scotland
East-South Intercon. G 2003 2000 ±500 1450 India
Rapid City DC tie AB 2003 2 × 100 ±13 B-B S.Dakota, U.S.A.
Three Gorges-Changzhou AB 2003 3000 ±500 890 China
Three Gorges-Quangdong AB 2004 3000 ±500 940 China
Guizhou-Guangdong G 2004 3000 ±500 940 China
Celilo Conv. station AB 2004 2000 ±500 upgrade U.S.A.
Nelson River Bipole II G 2004 1000 450 Pole 1 Canada
Basslink G 2005 500 400 350 Australia–Tasmania
Lamar G 2005 210 63.6 B-B Colorado, U.S.A.
Vizag II AB 2005 500 ±88 B-B India
Estlink AB 2006 350 ±150 HVDC Light Estonia – Finland
Three Gorges-Shanghai AB 2007 3000 ±500 1059 China
NorNed AB 2007 700 ±450 560 Norway – Netherlands
Valhall offshore AB 2009 950 HVDC Light Norway

A – ASEA; B – Brown Boveri; C – General Electric; D – Toshiba; E – Hitachi; F – Russian; G – Siemens; H – CGEE Alsthom; I – GEC (Formerly English Electric);
J – HVDC Working Group. (AEG, BBC, Gmens); K – (Independent); AB – ABB (ASEA Brown Boveri); JV – Joint Venture (GE and ASEA); ∗two valve groups
replaced with thyristors in 1977; ∗∗two valve groups in Pole 1 replaced with thyristors by GEC in 1991; ∗∗∗Back-to-back HVDC System; ∗∗∗∗Multiterminal
system. Largest terminal is rated 2250 MW; #Retired from service; ##50 MW thyristor tap; ###Uprated w/thyristor valves.
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± 500 kV DC
ROW: 60 m

800 kV AC
ROW: 85 m

2 x 500 kV AC
ROW: 100 m

Right-of-Way
Typical DC and AC Transmission Line Structures
for approx. 2000 MW

FIGURE 31.1 Comparison of ROW for ac and dc transmission systems.

and reduced conductor and insulator costs. As an example,
Fig. 31.1 shows the comparative case of ac and dc systems
carrying 2000 MW.

With the dc option, since there are only two conductors
(with the same current capacity of three ac conductors), the
power transmission losses are also reduced to about two-thirds
of the comparable ac system. The absence of skin effect with
dc is also beneficial in reducing power losses marginally, and
the dielectric losses, in case of power cables is also very much
less for dc transmission.

Corona effects tend to be less significant on dc than for
ac conductors. The other factors that influence line costs are
the costs of compensation and terminal equipment. DC lines
do not require reactive power compensation but the terminal
equipment costs are increased due to the presence of converters
and filters.

Figure 31.2 shows the variation of infrastructure costs with
distance for ac and dc transmission. AC tends to be more

Costs

breakeven distance AC

DC line costs

Distance

DC

AC line costs

AC terminal costs

DC terminal
costs

FIGURE 31.2 Comparison of ac and dc transmission system costs.

economical than dc for distances less than the “breakeven dis-
tance” but is more expensive for longer distances. This is due to
a combination of the terminal equipment costs and line costs
for the two types of transmission. The breakeven distances can
vary from about 500 to 800 km in overhead lines depending
on the per unit line costs. With a cable system, this breakeven
distance approaches 50 km.

31.1.1.2 Evaluation of Technical Considerations
Due to its fast controllability, a dc transmission system has full
control over transmitted power, an ability to enhance transient
and dynamic stability in associated ac networks and can limit
fault currents in the dc lines. Furthermore, dc transmission
overcomes some of the following problems associated with ac
transmission:

Stability limits
The power transfer in an ac line is dependent on the angular
difference between the voltage phasors at the two line ends. For
a given power transfer level, this angle increases with distance.
The maximum power transfer is limited by the considera-
tions of steady state and transient stability. The power carrying
capability of an ac line is inversely proportional to transmis-
sion distance whereas the power carrying ability of dc lines is
unaffected by the distance of transmission.

Voltage control
Voltage control in ac lines is complicated by the line charging
requirements and voltage drops. The voltage profile in an ac
line is relatively flat only for a fixed level of power transfer,
corresponding to its surge impedance loading (SIL). The volt-
age profile varies with the line loading. For constant voltage at
the line ends, the midpoint voltage is reduced for line loadings
higher than SIL and increased for loadings lesser than SIL.
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The maintenance of constant voltage at the two ends
requires reactive power control as the line loading is increased.
The reactive power requirements increase with line length.

Although dc converter stations require reactive power
related to the power transmitted, the dc line itself does not
require any reactive power.

The steady-state charging currents in ac cables pose seri-
ous problems and make the breakeven distance for cable
transmission around 50 km.

Line compensation
Line compensation is necessary for long distance ac transmis-
sion to overcome the problems of line charging and stability
limitations. The increase in power transfer and voltage control
is possible through the use of shunt inductors, series capacitors,
static var compensators (SVCs), and lately, the new generation
static compensators (STATCOMs).

In the case of dc lines, such compensation is not needed.

Problems of ac interconnection
The interconnection of two power systems through ac ties
requires the automatic generation controllers of both systems
to be coordinated using tie line power and frequency signals.
Even with coordinated control of interconnected systems, the
operation of ac ties can be problematic due to (a) the presence
of large power oscillations which can lead to frequent tripping,
(b) increase in fault level, and (c) transmission of disturbances
from one system to the other.

The fast controllability of power flow in dc lines eliminates
all of the above problems. Furthermore, the asynchronous
interconnection of two power systems can only be achieved
with the use of dc links.

Ground impedance
In ac transmission, the existence of ground (zero sequence)
current cannot be permitted in steady state due to the
high magnitude of ground impedance that will not only
affect efficient power transfer, but also result in telephonic
interference.

The ground impedance is negligible for dc currents and a
dc link can operate using one conductor with ground return
(monopolar operation). The ground return is objectionable
only when buried metallic structures (such as pipelines) are
present and are subject to corrosion with dc current flow. It
is to be noted that even while operating in the monopolar
mode, the ac network, feeding the dc converter station oper-
ates with balanced voltages and currents. Hence, single-pole
operation of dc transmission systems is possible for extended
periods, while in ac transmission single-phase operation (or
any) unbalanced operation is not feasible for more than a
second.

Problems of dc transmission
The application of dc transmission is limited by factors such
as:

1. High cost of conversion equipment.
2. Inability to use transformers to alter voltage levels.
3. Generation of harmonics.
4. Requirement of reactive power.
5. Complexity of controls.

Over the years, there have been significant advances in dc
technology, which have tried to overcome the disadvantages
listed above, except for item 2. These are:

1. Increase in the ratings of a thyristor cell that makes up
a valve.

2. Modular construction of thyristor valves.
3. Twelve-pulse operation of converters.
4. Use of force-commutation.
5. Application of digital electronics and fiber optics in the

control of converters.

Some of the above advances have resulted in improving the
reliability and reduction of conversion costs in dc systems.

31.1.2 Evaluation of Reliability and Availability
Costs

Statistics on the reliability of HVDC links are maintained by
CIGRE and IEEE Working Groups. The reliability of dc links
has been very good and is comparable with ac systems. The
availability of dc links is quoted in the upper 90%.

31.1.3 Applications of DC Transmission

Due to their costs and special nature, most applications of
dc transmission generally fall into one of the following four
categories:

Underground or underwater cables
In the case of long-cable connections over the breakeven dis-
tance of about 40–50 km, the dc cable transmission system has
a marked advantage over the ac cable connections. Examples of
this type of applications were the Gotland (1954) and Sardinia
(1967) schemes.

The recent development of voltage source converters (VSCs)
and the use of rugged polymer dc cables, with the so-called
“HVDC Light” option, are being increasingly considered. An
example of this type of application is the180 MW Directlink
connection (2000) in Australia.

Long distance bulk power transmission
Bulk power transmission over long distances is an application
ideally suited for dc transmission and is more economical than
ac transmission whenever the breakeven distance is exceeded.
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Examples of this type of application abound from the earlier
Pacific Intertie to the recent links in China and India.

The breakeven distance is being effectively decreased with
the reduced costs of new compact converter stations possible
due to the recent advances in power electronics (discussed in
a later section).

Asynchronous interconnection of ac systems
In terms of an asynchronous interconnection between two
ac systems, the dc option reigns supreme. There are many
instances of BB connections where two ac networks have been
tied together for the overall advantage to both ac systems. With
recent advances in control techniques, these interconnections
are being increasingly made at weak ac systems. The growth
of BB interconnections is best illustrated with the example
of North America where the four main independent power
systems are interconnected with 12 BB links.

In the future, it is anticipated that these BB connection will
also be made with VSCs offering the possibility of full four-
quadrant operation and the total control of active/reactive
power coupled with the minimal generation of harmonics.

Stabilization of power flows in integrated power system
In large interconnected systems, power flow in ac ties (partic-
ularly under disturbance conditions) can be uncontrolled and
lead to overloading and stability problems, thus endangering
system security. Strategically placed dc lines can overcome this
problem due to the fast controllability of dc power and pro-
vide much needed damping and timely overload capability.
The planning of dc transmission in such applications requires
detailed study to evaluate the benefits. Examples are the IPP
link in the USA and the Chandrapur–Padghe link in India.

Presently the number of dc lines in a power grid is very
small compared to the number of ac lines. This indicates
that dc transmission is justified only for specific applications.
Although advances in technology and introduction of multi-
terminal dc (MTDC) systems are expected to increase the scope
of application of dc transmission, it is unlikely that the ac grid
will be replaced by a dc power grid in the future. There are
two major reasons for this. First, the control and protection of
MTDC systems is complex and the inability of voltage trans-
formation in dc networks imposes economic penalties. Second,

(a) (b)

no current 2Id

(c)

FIGURE 31.3 Types of HVDC links: (a) monopolar link; (b) bipolar link; and (c) homopolar link.

the advances in power electronics technology have resulted in
the improvement of the performance of ac transmissions using
FACTS devices, for instance through introduction of static var
systems, static phase shifters, etc.

31.1.4 Types of HVDC Systems

Three types of dc links are considered.

31.1.4.1 Monopolar Link
A monopolar link (Fig. 31.3a) has one conductor and uses
either ground- and/or sea-return. A metallic return can also
be used where concerns for harmonic interference and/or cor-
rosion exist. In applications with dc cables (i.e. HVDC light),
a cable return is used. Since the corona effects in a dc line are
substantially less with negative polarity of the conductor as
compared to the positive polarity, a monopolar link is normally
operated with negative polarity.

31.1.4.2 Bipolar Link
A bipolar link (Fig. 31.3b) has two conductors, one with posi-
tive and the other with negative polarity. Each terminal has two
sets of converters of equal rating, in series on the dc side. The
junction between the two sets of converters is grounded at one
or both ends by the use of a short electrode line. Since both
poles operate with equal currents under normal operation,
there is zero ground current flowing under these conditions.
Monopolar operation can also be used in the early stages of
the development of a bipolar link. Alternatively, under faulty
converter conditions, one dc line may be temporarily used as
a metallic return with the use of suitable switching.

31.1.4.3 Homopolar Link
In this type of link (Fig. 31.3c), two conductors having the
same polarity (usually negative) can be operated with ground
or metallic return.

Due to the undesirability of operating a dc link with ground
return, bipolar links are mostly used. A homopolar link has the
advantage of reduced insulation costs, but the disadvantages of
earth return outweigh the advantages.
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FIGURE 31.4 Typical HVDC converter station equipment.

31.2 Main Components of HVDC
Converter Station

The major components of a HVDC transmission system are
the converter stations at the ends of the transmission sys-
tem. In a typical two-terminal transmission system, both a
rectifier and an inverter are required. The role of the two sta-
tions can be reversed, as controls are usually available for both
functions at the terminals. The major components of a typ-
ical 12-pulse bipolar HVDC converter station (Fig. 31.4) are
discussed below.

31.2.1 Converter Unit

This usually consists of two three-phase converter bridges con-
nected in series to form a 12-pulse converter unit. The design
of valves is based on a modular concept where each mod-
ule contains a limited number of series-connected thyristor
levels. The valves can be packaged either as a single-valve,
double-valve, or quadruple-valve arrangement. The converter
is fed by two converter transformers, connected in star/star and
star/delta arrangement, to form a 12-pulse pair. The valves may
be cooled by air, oil, water, or freon. However, the cooling using
deionized water is more modern and considered efficient and
reliable. The ratings of a valve group are limited more by the
permissible short-circuit currents than by the steady-state load
requirements.

Valve firing signals are generated in the converter control at
ground potential and are transmitted to each thyristor in the
valve through a fiber-optic light guide system. The light signal
received at the thyristor level is converted to an electrical signal

using gate drive amplifiers with pulse transformers. Recent
trends in the industry indicate that direct optical firing of the
valves with light triggered thyristors (LTTs) is also feasible.

The valves are protected using snubber circuits, protective
firing, and gapless surge arresters.

31.2.1.1 Thyristor Valves
Many individual thyristors are connected in series to build
up an HVDC valve. To distribute the off-state valve voltage
uniformly across each thyristor level and protect the valve from
di/dt and dv/dt stresses, special snubber circuits are used across
each thyristor level (Fig. 31.5).

The snubber circuit is composed of the following compo-
nents:

• A saturating reactor is used to protect the valve from di/dt
stresses during turn-on. The saturating reactor offers a
high inductance at low current and a low inductance at
high current.

• A dc grading resistor, RG distributes the direct voltage
across the different thyristor levels. It is also used as a
voltage divider to measure the thyristor level voltage.

• The RC snubber circuits are used to damp out voltage
oscillations from power frequency to a few kilohertz.

• A capacitive grading circuit, CFG is used to protect the
thyristor level from voltage oscillations at a much higher
frequency.

A thyristor is triggered ON by a firing pulse sent via a fiber-
optic cable from the valve base electronics (VBE) unit at earth
potential. The fiber-optic signal is amplified by a gate electronic
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FIGURE 31.5 Electrical circuit of the thyristor level [2].

unit (GEU), which receives its power from the RC snubber
circuit during the valve’s OFF period. The GEU can also affect
the protective firing of the thyristor independent of the central
control unit. This is achieved by a breakover diode (BOD) via
a current limiting resistor that triggers the thyristor when the
forward voltage threatens to exceed the rated voltage for the
thyristor. This may arise in a case when some thyristors may
block forward voltage while others may not.

It is normal to include some extra redundant thyristor levels
to allow the valve to remain in service after the failure of some
thyristors. A metal oxide surge arrestor is also used across each
valve for overvoltage protection.

The thyristors produce considerable heat loss, typically
24–40 W/cm2 (or over 1 MW for a typical quadruple valve),
and so an efficient cooling system is essential.

31.2.2 Converter Transformer

The converter transformer (Fig. 31.6) can have different con-
figurations: (a) three phase, two-winding, (b) single-phase,
three-winding, and (c) single-phase, two-winding. The valve-
side windings are connected in star and delta with neutral
point ungrounded. On the ac side, the transformers are con-
nected in parallel with the neutral grounded. The leakage
impedance of the transformer (typical value between 15 and
18%) is chosen to limit the short-circuit currents through any
valve.

FIGURE 31.6 Spare converter transformer in the switchyard of an
HVDC station.

The converter transformers are designed to withstand dc
voltage stresses and increased eddy current losses due to har-
monic currents. One problem that can arise is due to the
dc magnetization of the core due to unsymmetrical firing of
valves.

31.2.3 Filters

Due to the generation of characteristic and non-characteristic
harmonics by the converter, it is necessary to provide suitable
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filters on the ac–dc sides of the converter to improve the power
quality and meet telephonic and other requirements. Generally,
three types of filters are used for this purpose.

31.2.3.1 AC Filters
AC Filters (Fig. 31.7) are passive circuits used to provide low
impedance, shunt paths for ac harmonic currents. Both tuned
and damped filter arrangements are used. In a typical 12-pulse
station, filters at 11th, 13th harmonics are required as tuned
filters. Damped filters (normally tuned to the 23rd harmonic)
are required for the higher harmonics. In recent years, C-type
filters have also been used since they provide more economic
designs. Double- or even triple-tuned filters exist to reduce the
cost of the filter (see Fig. 31.23).

The availability of cost-effective active ac filters will change
the scenario in the future.

31.2.3.2 DC Filters
These are similar to ac filters and are used for the filtering of
dc harmonics. Usually a damped filter at the 24th harmonic
is utilized. Modern practice is to use active dc filters (see also
the application example system presented later). Active dc fil-
ters are increasingly being used for efficiency and space saving
purposes.

31.2.3.3 High Frequency (RF/PLC) Filters
These are connected between the converter transformer and
the station ac bus to suppress any high-frequency currents.
Sometimes such filters are provided on the high-voltage dc

FIGURE 31.7 Installation of an ac filter in the switchyard.

bus connected between the dc filter and dc line and also on
the neutral side.

31.2.4 Reactive Power Source

Converter stations consume reactive power that is dependent
on the active power loading (typically about 50–60% of the
active power). The ac filters provide a part of this reactive
power requirement. In addition, shunt (switched) capacitors
and static var systems are also used.

31.2.5 DC Smoothing Reactor

A sufficiently large series reactor is used on the dc side of
the converter to smooth the dc current and for the converter
protection from line surges. The reactor (Fig. 31.8) is usually
designed as a linear reactor and may be connected on the line
side, neutral side, or at an intermediate location. Typical values
of the smoothing reactor are in the range 240–600 mH for long
distance transmission and about 24 mH for a BB connection.

31.2.6 DC Switchgear

This is usually a modified ac equipment and used to inter-
rupt only small dc currents (i.e. employed as disconnecting
switches). DC breakers or metallic return transfer breakers
(MRTB) are used, if required, for the interruption of rated
load currents.

In addition to the equipment described above, ac switchgear
and associated equipment for protection and measurement are
also part of the converter station.

FIGURE 31.8 Installation of an air-cooled smoothing reactor.
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31.2.7 DC Cables

Contrary to the use of ac cables for transmission, dc cables
do not have a requirement for continuous charging current.
Hence the length limit of about 50 km does not apply. More-
over, dc voltage gives less aging and hence a longer lifetime
for the cable. The new design of HVDC light cables from ABB
are based on extruded polymeric insulating material instead
of classic paper-oil insulation that has a tendency to leak. Due
to their rugged mechanical design, flexibility, and low weight,
polymer cables can be installed in underground cheaply with a
plowing technique, or in submarine applications, it can be laid
in very deep waters and on rough sea-bottoms. Since dc cables
are operated in bipolar mode, one cable with positive polarity
and one cable with negative polarity, very limited magnetic
fields result from the transmission. HVDC light cables have
successfully achieved operation at a stress of 20 kV/mm.

31.3 Analysis of Converter Bridge

To consider the theoretical analysis of a conventional 6-pulse
bridge (Fig. 31.9), the following assumptions are made:

• DC current Id is considered constant.
• Valves are ideal switches.
• AC system is strong (infinite).

Due to the leakage impedance of the converter transformer,
commutation from one valve to the next is not instantaneous.
An overlap period is necessary and, depending on the leakage,
either two, three, or four valves may conduct at any time. In
the general case, with a typical value of converter transformer
leakage impedance of about 13–18%, either two or three valves
conduct at any one time.

The analysis of the bridge gives the following dc output
voltages:

For a rectifier:

Vdr = Vdor · cos α− Rcr · Id (31.1)

T4 T6 T2

Vd

T5 IdT3T1

Ld

Lcea

eb

ec

FIGURE 31.9 Six-pulse bridge circuit.

where

Vdor = 3

π
· √2 · VLL

Rcr = 3

π
· ωLcr

where
ω = 2 ·π · f

where “f ” is the power frequency.
For an inverter:
There are two options possible depending on choice of the
delay angle or extinction angle as the control variable

−Vdi = Vdoi · cos β − Rci · Id (31.2)

−Vdi = Vdoi · cos γ − Rci · Id (31.3)

where

Vdr and Vdi – dc voltage at the rectifier and inverter
respectively.

Vdor and Vdoi – open circuit dc voltage at the rectifier and
inverter respectively.

Rcr and Rci – equivalent commutation resistance at the
rectifier and inverter respectively.

Lcr and Lci – leakage inductance of converter transformer at
rectifier and inverter respectively.

Id – dc current.

α – delay angle.

β – advance angle at the inverter, (β = π − α).

γ – extinction angle at the inverter, γ = π − α− μ.

31.4 Controls and Protection

In a typical two-terminal dc link connecting two ac systems
(Fig. 31.10), the primary functions of the dc controls are to:

• Control the power flow between the terminals.
• Protect the equipment against the current/voltage stresses

caused by faults.

Master Controls

Local Controls

AC system 1

DC System

Telecoms

AC System 2

Dispatch center

FIGURE 31.10 Typical HVDC system linking two ac systems.
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• Stabilize the attached ac systems against any operational
mode of the dc link.

The dc terminals each have their own local controllers.
A centralized dispatch center will communicate a power order
to one of the terminals that will act as a master controller and
has the responsibility to coordinate the control functions of
the dc link. Besides the primary functions, it is desirable that
the dc controls have the following features:

• Limit the maximum dc current: Due to a limited thermal
inertia of the thyristor valves to sustain overcurrents, the
maximum dc current is usually limited to less than 1.2 pu
for a limited period of time.

• Maintain a maximum dc voltage for transmission: This
reduces the transmission losses, and permits optimization
of the valve rating and insulation.

• Minimize reactive power consumption: This implies that
the converters must operate at a low firing angle. A typ-
ical converter will consume reactive power between 50
and 60% of its MW rating. This amount of reactive
power supply can cost about 15% of the station cost,
and comprise about 10% of the power loss.

The desired features of the dc controls are indicated below:

1. Limit maximum dc current: Since the thermal inertia
of the converter valves is quite low, it is desirable to
limit the dc current to prevent failure in the valves.

2. Maintain maximum dc voltage for transmission pur-
poses to minimize losses in the dc line and converter
valves.

3. Keep the ac reactive power demand low at either con-
verter terminal: This implies that the operating angles
at the converters must be kept low. Additional benefits
of doing this are to reduce the snubber losses in the
valves and reduce the generation of harmonics.

4. Prevent commutation failures at the inverter station
and hence improve the stability of power transmission.

5. Other features, i.e. the control of frequency in an
isolated ac system or to enhance power system stability.

In addition to the above desired features, the dc controls will
have to cope with the steady-state and dynamic requirements
of the dc link, as shown in Table 31.2.

TABLE 31.3 Choice of control strategy for two-terminal dc link

Condition no. Desirable features Reason Control implementation

1 Limit the maximum dc current, Id For the protection of valves Use constant current control at the rectifier
2 Employ the maximum dc voltage, Vd For reducing power transmission losses Use constant voltage control at the inverter
3 Reduce the incidence of commutation failures For stability purposes Use minimum extinction angle control at inverter
4 Reduce reactive power consumption at the

converters
For voltage regulation and economic

reasons
Use minimum firing angles

TABLE 31.2 Requirements of the dc link

Steady-state requirements Dynamic requirements

Limit the generation of
non-characteristic harmonics

Step changes in dc current or
power flow

Maintain the accuracy of the
controlled variable, i.e. dc current
and/or constant extinction angle

Start-up and fault induced
transients

Cope with the normal variations in
the ac system impedances due to
topology changes

Reversal of power flow

Variation in frequency of
attached ac system

31.4.1 Basics of Control for a Two-terminal
DC Link

From converter theory, the relationship between the dc voltage
Vd and dc current Id is given by Eqs. (31.1)–(31.3). These
three characteristics represent straight lines on the Vd–Id plane.
Notice that Eq. (31.2), i.e. beta characteristic, has a positive
slope while the Eq. (31.3), i.e. gamma characteristic, has a
negative slope. The choice of the control strategy for a typical
two-terminal dc link is made according to the conditions in
the Table 31.3.

Condition 1 implies the use of the rectifier in con-
stant current control mode and condition 3 implies the use
of the inverter in constant extinction angle (CEA) control
mode. Other control modes may be used to enhance the
power transmission during contingency conditions depend-
ing upon applications. This control strategy is illustrated in
Fig. 31.11.

The rectifier characteristic is composed of two control
modes: alpha-min (line AB) and constant current (line BC).
The alpha-min mode of control at the rectifier is imposed by
the natural characteristics of the rectifier ac system, and the
ability of the valves to operate when alpha is equal to zero,
i.e. in the limit the rectifier acts a diode rectifier. However,
since a minimum positive voltage is desired before firing of
the valves to ensure conduction, an alpha-min limit of about
2–5◦ is typically imposed.
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FIGURE 31.11 Static Vd–Id characteristic for a two-terminal link: (a) unmodified and (b) modified.

The inverter characteristic is composed of two modes:
gamma-min (line PQ) and constant current (line QR). The
crossover point X of the two characteristics defines the oper-
ating point for the dc link. In addition, a constant current
characteristic is also used at the inverter. However, the cur-
rent demanded by the inverter Idi is usually less than the
current demanded by the rectifier Idr by the current margin

I which is typically about 0.1 pu; its magnitude is selected
to be large enough so that the rectifier and inverter constant
current modes do not interact due to any current harmonics
which may be superimposed on the dc current. This control
strategy is termed as the current margin method.

The advantage of this control strategy becomes evident if
there is a voltage decrease at the rectifier ac bus. The operating
point then moves to point Y. In this way, the current transmit-
ted will be reduced to 0.9 pu of its previous value and voltage
control will shift to the rectifier. However, the power trans-
mission will be largely maintained near to 90% of its original
value.

The control strategy usually employs the following other
modifications to improve the behavior during system distur-
bances:

At the rectifier:
1. Voltage dependent current limit, VDCL

This modification is made to limit the dc current as
a function of either the dc voltage or, in some cases,
the ac voltage. This modification assists the dc link to
recover from faults. Variants of this type of VDCL do
exist. In one variant, the modification is a simple fixed
value instead of a sloped line.

2. Id-min limit
This limitation (typically 0.2–0.3 pu) is to ensure a
minimum dc current to avoid the possibility of dc
current extinction caused by the valve current drop-
ping below the hold-on current of the thyristors; an
eventuality that could arise transiently due to harmon-
ics superimposed on the low value of the dc current.

The resultant current chopping would cause high over-
voltages to appear on the valves. The magnitude of
Id-min is affected by the size of the smoothing reactor
employed.

At the inverter:
1. Alpha-min limit at inverter

The inverter is usually not permitted to operate inad-
vertently in the rectifier region, i.e. a power reversal
occurring due to an inadvertent current margin sign
change. To ensure this, an alpha-min-limit in inverter
mode of about 100–110◦ is imposed.

2. Current error region
When the inverter operates into a weak ac system, the
slope of the CEA control mode characteristic is quite
steep and may cause multiple crossover points with
the rectifier characteristic. To avoid this possibility, the
inverter CEA characteristic is usually modified into
either a constant beta characteristic or constant voltage
characteristic within the current error region.

31.4.2 Control Implementation

31.4.2.1 Historical Background
The equidistant pulse firing control systems used in mod-
ern HVDC control systems were developed in the mid-
1960s [5, 6]; although improvements have occurred in their
implementation since then, such as the use of microproces-
sor based equipment, their fundamental philosophy has not
changed much. The control techniques described in [5, 6]
are of the pulse frequency control (PFC) type as opposed
to the now-out-of-favor pulse phase control (PPC) type. All
these controls use an independent voltage controlled oscilla-
tor (VCO) to decouple the direct coupling between the firing
pulses and the commutation voltage, Vcom. This decoupling
was necessary to eliminate the possibility of harmonic insta-
bility detected in the converter operation when the ac system
capacity became nearer to the power transmission capacity
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of the HVDC link, i.e. with the use of weak ac systems.
Another advantage of the equidistant firing pulse control
was the elimination of non-characteristic harmonics during
steady-state operation. This was a prevalent feature during the
use of the earlier individual phase control (IPC) system where
the firing pulses were directly coupled to the commutation
voltage, Vcom.

31.4.2.2 Firing Angle Control
To control the firing angle of a converter, it is necessary to
synchronize the firing pulses emanating from the ring counter
to the ac commutation voltage that has a frequency of 60 Hz
in steady state. However, it was noted quite early on (early
1960s), that the commutation voltage (system) frequency is
not a constant, neither in frequency nor in amplitude, during a
perturbed state. However, it is the frequency that is of primary
concern for the synchronization of firing pulses. For strong
ac systems, the frequency is relatively constant and distortion
free to be acceptable for most converter type applications. But,
as converter connections to weak ac systems became required
more often than not, it was necessary to devise a scheme for
synchronization purposes which would be decoupled from the
commutation voltage frequency for durations when there were
perturbations occurring on the ac system. The most obvious
method is to utilize an independent oscillator at 60 Hz that
can be synchronously locked to the ac commutation voltage
frequency. This oscillator would then provide the (phase) ref-
erence for the generation of firing pulses to the ring counter
during the perturbation periods, and would use the steady-
state periods for locking in step with the system frequency.
The advantage of this independent oscillator would be to
provide an ideal (immunized and clean) sinusoid for synchro-
nizing and timing purposes. There are two possibilities for this
independent oscillator:

• Fixed frequency operation.
• Variable frequency operation.

Use of a fixed frequency oscillator (although feasible, and
called the PPC oscillator) is not recommended, since it is
known that the system frequency does drift, between 55 and
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DCCT
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Id

αo+

–

FIGURE 31.12 Control loop for the rectifier.

65 Hz, due to the rotating machines used to generate elec-
tricity. Therefore, it is preferable to use a variable frequency
oscillator (called the PFC oscillator) with a locking range of
between 50 and 70 Hz and the center frequency of 60 Hz. This
oscillator would then need to track the variations in the system
frequency and a control loop of some sort would be used for
this tracking feature; this control loop would have its own gain
and time parameters for steady-state accuracy and dynamic
performance requirements.

The control loop for frequency tracking purposes would also
need to consider the mode of operation for the dc link. The
method widely adopted for dc link operation is the so-called
current margin method.

31.4.3 Control Loops

Control loops are required to track the following variables:

• Ordered current Ior at the rectifier and the inverter.
• Ordered extinction angle (γo) at the inverter.

31.4.3.1 Current Control Loops
In conventional HVDC systems, a proportional integral (PI)
regulator is used (Fig. 31.12) for the rectifier current controller.
The rectifier plant system is inherently non-linear and has a
relationship given in Eq. (31.1). For constant Id and for small
changes in α, we have


Vd


α
= −Vdor · sin α (31.4)

It is obvious from Eq. (31.4) that the maximum gain
(
V d/
α) occurs when α = 90◦. Thus the control loop
must be stabilized for this operation point, resulting in slower
dynamic properties at normal operation within the range
12–18◦. Attempts have been made to linearize this gain and
have met with some limited success. However, in practical
terms, it is not always possible to have the dc link operating
with the rectifier at 90◦ due to harmonic generation and other
protection elements coming into operation also. Therefore,
optimizing the gains of the PI regulator can be quite ardu-
ous and take a long time. For this reason, the controllers are
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FIGURE 31.13 Current controller at the inverter.

often pre-tested in a physical simulator environment to obtain
approximate settings. Final (often very limited) adjustments
are then made on site.

Other problems with the use of a PI regulator are listed
below:

• It is mostly used with fixed gains, although some possi-
bility for gain scheduling exists.

• It is difficult to select optimal gains, and even then they
are optimal over a limited range only.

• Since the plant system is varying continually, the PI
controller is not optimal.

A similar current control loop is used at the inverter
(Fig. 31.13). Since the inverter also has a gamma controller,
the selection between these two controllers is made via a MIN-
IMUM SELECT block. Moreover, in order to bias the inverter
current controller off, a current margin signal 
I is subtracted
from the current reference Ior received from the rectifier via a
communication link.

Telecommunication requirements
As was discussed above, the rectifier and inverter current orders
must be coordinated to maintain a current margin of about
10% between the two terminals at all times, otherwise there
is a risk of loss of margin and the dc voltage could run
down. Although, it is possible to use slow voice communica-
tion between the two terminals, and maintain this margin, the
advantage of fast control action possible with converters may
be lost for protection purposes. For maintaining the margin
during dynamic conditions, it is prudent to raise the current
order at the rectifier first followed by the inverter; in terms
of reducing the current order, it is necessary to reduce at the
inverter first and then at the rectifier.

31.4.3.2 Gamma Control Loop
At the inverter end, there are two known methods for the
gamma control loop. The two variants are different only due
to the method of determining the extinction angle:

• Predictive method for the indication of extinction angle
(gamma).

• Direct method for actual measurement of extinction
angle (gamma).

In either case, a delay of one cycle occurs from the indication
of actual gamma and the reaction of the controller to this
measurement. Since the avoidance of a commutation failure
often takes precedence at the inverter, it is normal to use the
minimum value of gamma measured for the 6- or 12-inverter
valves for the converter(s).

1. Predictive method of measuring gamma
The predictive measurement tries to maintain the commu-
tation voltage–time area after commutation larger than a
specified minimum value. Since the gamma prediction is only
approximate, the method is corrected by a slow feedback loop
that calculates the error between the predicted value and actual
value of gamma (one cycle later) and feeds it back.

The predictor calculates continuously, by a triangular
approximation, the total available voltage–time area that
remains after commutation is finished. Since an estimate of
the overlap angle m is necessary, it is derived from a well-
known fact in converter theory that the overlap commutation
voltage–time area is directly proportional to direct current and
the leakage impedance (assumed constant and known) value
of the converter transformer.

The prediction process is inherently of an individual phase
firing character. If no further measures were taken, each valve
would fire on the minimum margin condition. To counter-
act this undesired property, a special firing symmetrizer is
used; when one valve has fired on the minimum margin angle,
the following two or five valves fire equidistantly. (The choice
of either two or five symmetrized valves is mainly a stability
question.)

2. Direct method of measuring gamma
In this method, the gamma measurement is derived from a
measurement of the actual valve voltage. Waveforms of the
gamma measuring circuit are shown in the Fig. 31.14. An inter-
nal timing waveform, consisting of a ramp function of fixed
slope, is generated after being initiated from the instant of zero
anode current. This value corresponds to a direct voltage pro-
portional to the last value of gamma. From the gamma values
of all (either 6 or 12) valves, the smallest value is selected to
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FIGURE 31.14 Waveforms for the gamma measuring circuit [5].

produce the indication of measured gamma for use with the
feedback regulator.

This value is compared to a gamma-ref value and a PI
regulator defines the dynamic properties for the controller
(Fig. 31.15). Inherently, this method has an individual phase
control characteristic. One version of this type of control
implementation overcomes this problem by using a sym-
metrizer for generating equidistant firing pulses. The 12-pulse
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FIGURE 31.15 Gamma feedback controller.
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FIGURE 31.16 Hierarchy of controllers.

circuit generates 12 gamma measurements; the minimum
gamma value is selected and then used to derive the control
voltage for the firing pulse generator with symmetrical pulses.

31.4.4 Hierarchy of DC Controls

Since HVDC controls are hierarchical in nature, they can be
subdivided into blocks that follow the major modules of a
converter station (Fig. 31.16). The main control blocks are:

1. The bipole (master) controller is usually located at one
end of the dc link, and receives its power order from
a centralized system dispatch center. The bipole con-
troller derives a current order for the pole controller
using a local measurement of either ac or dc volt-
age. Other inputs, i.e. frequency measurement, may
also be used by the bipole controller for damping or
modulation purposes. A communication to the remote
terminal of the dc link is also necessary to coordinate
the current references to the link.

2. The pole controller then derives an alpha order for the
next level. This alpha order is sent to both the positive
and negative poles of the bipole.

3. The valve group controllers generate the firing pulses
for the converter valves. Controls also receive measure-
ments of dc current, dc voltage, and ac current into
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FIGURE 31.17 Monitoring points for the protection circuits.

the converter transformer. These measurements assist
in the rapid alteration of firing angle for protection of
the valves during perturbations. A slow loop for con-
trol of tap changer position as a function of alpha is
also available at this level.

31.4.5 Monitoring of Signals

As described earlier, monitoring of the following signals is nec-
essary for the controls (Fig. 31.17) to perform their functions
and assist in the protection of the converter equipment:
Vd, Id – dc voltage and dc current respectively.
Iac, I ’ac – ac current on line side and converter side of the
converter transformer respectively.
Vac – ac voltage at the ac filter bus.

31.4.6 Protection against Overcurrents

Faults and disturbances can be caused by malfunctioning
equipment or insulation failures due to lightening and pol-
lution. First, these faults need to be detected with the help of
monitored signals. Second, the equipment must be protected
by control or switching actions. Since dc controls can react
within one cycle, control action is used to protect equipment
against overcurrent and overvoltage stresses, and minimize
loss of transmission. In a converter station, the valves are the
most critical (and most expensive) equipment that needs to be
protected rapidly due to their limited thermal inertia.

The basic types of faults that the converter station can
experience are:

Current extinction (CE)
Current extinction can occur if the valve current drops below
the holding current of the thyristor. This can happen at
low-current operation accompanied by a transient leading to

current extinction. Due to the phenomena of current chop-
ping of an inductive current, severe overvoltages may result.
The size of the smoothing reactor and the rectifier mini-
mum current setting Imin helps to minimize the occurrence
of CE.

Commutation failure (CF) or misfire
In line-commutated converters, the successful commutation of
a valve requires that the extinction angle γ-nominal be main-
tained more than the minimum value of the extinction angle
γ-min. Note that γ-nominal= 180−α−μ. The overlap angle,
μ is a function of the commutation voltage and the dc current.
Hence, a decrease in commutation voltage or an increase in dc
current can cause an increase in μ, resulting in a decrease in
γ-nominal. If γ-nominal < γ-min, a CF may result. In this
case, the outgoing valve will continue to conduct current and
when the incoming valve is fired in sequence, a short circuit of
the bridge will occur.

A missing firing pulse can also lead to a misfire (at a rectifier)
or a CF (at an inverter). The effects of a single misfire are
similar to those of a single CF. Usually a single CF is self-
clearing, and no special control actions are necessary. However,
a multiple CF can lead to the injection of ac voltages into the
dc system. Control action may be necessary in this case.

The detection of a CF is based on the differential comparison
of dc current and the ac currents on the valve side of the
converter transformer. During a CF, the two valves in an arm
of the bridge are conducting. Therefore, the ac current goes to
zero while the dc current continues to flow.

The protection features employed to counteract the impact
of a CF are indicated in Table 31.4.

Short circuits – internal or dc line
An internal bridge fault is rare as the valve hall is completely
enclosed and is air-conditioned. However, a bushing can fail, or
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TABLE 31.4 Protection against overcurrents

Fault type Occurrence Fault current
level

Protection method

Internal faults Infrequent 10 pu Valve is rated to withstand this surge
DC line faults Frequent 2–3 pu – Forced retard of firing angle

– Dynamic VDCL deployment
– Trip ac breaker CB after third attempt

Commutation failures
(single or multiple)

Very frequent 1.5–2.5 pu Single CF:
– Self-clearing
Multiple CF:
–Beta angle advanced in stages
– Static VDCL deployment

valve-cooling water may leak resulting in a short circuit. The
ac breaker may have to be tripped to protect against bridge
faults.

The protection features employed to counteract the impact
of short circuits are indicated in Table 31.4.

The fast-acting HVDC controls (which operate within one
cycle) are used to regulate the dc current for protection of the
valves against ac and dc faults.

The basic protection (Fig. 31.18) is provided by the VGP
differential protection that compares the rectified current on
the valve side of the converter transformer with the dc cur-
rent measured on the line side of the smoothing reactor.
This method is applied because of its selectivity possible due

Neutral arrestor

DC filter arrestor

Mid-point DC
bus arrestor

Converter arrestor

DC reactor arrestor

Valve arrestor

AC reactor arrestor

AC filter arrestor

AC bus arrestor

DC line arrestor

FIGURE 31.18 Typical arrangement of surge arrestors for a converter pole.

to high impedances in the smoothing reactor and converter
transformer.

The over current protection (OCP) is used as a back-up
protection in case of malfunction in the VGP. The level
of overcurrent setting is set higher than the differential
protection.

The pole differential protection (PDP) is used to detect
ground faults, including faults in the neutral bus.

31.4.7 Protection against Overvoltages

The typical arrangement of metal oxide surge arrestors for
protecting equipment in a converter pole is shown in the
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FIGURE 31.19 Series tap.

Fig. 31.18. In general, overvoltages entering from the ac bus are
limited by the ac bus arresters; similarly, overvoltages entering
the converter from the dc line are limited by the dc arrestor.
The ac and dc filters have their respective arrestors also. Crit-
ical components such as the valves have their own arrestors
placed close to these components. The protective firing of a
valve is used as a back-up protection for overvoltages in the
forward direction. Owing to their varied duty, these arrestors
are rated accordingly for the location used. For instance, the
converter arrestor for the upper bridge is subjected to higher
energy dissipation than for the lower bridge.

Since the evaluation of insulation coordination is quite com-
plex, detailed studies are often required with dc simulators to
design an appropriate insulation coordination strategy.

31.5 MTDC Operation

Most HVDC transmission systems are two-terminal systems. A
multiterminal dc system (MTDC) has more than two terminals
and there are two existing installations of this type. There are
two possible ways of tapping power from an HVDC link, i.e.
with series or parallel taps.

31.5.1 Series Tap

A monopolar version of a three-terminal series dc link is shown
in Fig. 31.19. The system is grounded at only one suitable
location. In a series dc system, the dc current is set by one ter-
minal and is common to all terminals; the other terminals are

(a) (b)

FIGURE 31.20 Parallel tap: (a) radial type and (b) mesh type.

operated at a constant delay angle for a rectifier and CEA for
inverter operation with the help of transformer tap changers.

Power reversal at a station is done by reversing the dc voltage
with the aid of angle control.

No practical installation of this type exists in the world at
present. From an evaluation of ratings and costs for series taps,
it is not practical for the series tap to exceed 20% of the rating
for a major terminal in the MTDC system.

31.5.2 Parallel Tap

A monopolar version of a three-terminal parallel dc link is
shown in Fig. 31.20. In a parallel MTDC system, the system
voltage is common to all terminals. There are two variants
possible for a parallel MTDC system: radial or mesh. In a
radial system, disconnection of one segment of the system will
interrupt power from one or more terminals. In a mesh system,
the removal of one segment will not interrupt power flow
providing the remaining links, the capability of carrying the
required power.

Power reversal in a parallel system will require mechanical
switching of the links as the dc voltage cannot be reversed.

From an evaluation of ratings and costs for parallel taps, it
is not practical for the parallel tap to be less than 20% of the
rating for a major terminal in the MTDC system.

There are two installations of parallel taps existing in the
world. The first is the Sardinia–Corsica–Italy link where a
50 MW parallel tap at Corsica is used. Since the principal ter-
minals are rated at 200 MW, a commutation failure at Corsica
can result in very high overcurrents (typically 7 pu); for this
reason, large smoothing reactors (2.5 H) are used in this link.

The second installation is the Quebec–New Hampshire
2000 MW link where a parallel tap is used at Nicolet. Since
the rating of Nicolet is at 1800 MW, the size of the smoothing
reactors was kept to a modest size.

31.5.3 Control of MTDC System

Although several control methods exist for controlling MTDC
systems, the most widely utilized method is the so-called
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current margin method, which is an extension of the control
method, used for two-terminal dc systems.

In this method, the voltage setting terminal (VST) oper-
ates at the angle limit (minimum alpha or minimum gamma)
while the remaining terminals are controlling their respective
currents. The control law that is used sets the current reference
at the voltage setting terminal according to

∑
Ijref = 
I (31.5)

where 
I is known as the current margin.
The terminal with the lowest voltage ceiling acts as the VST.
An example of the control strategy is shown in Fig. 31.21

for a three-terminal dc system with one rectifier, REC and two
inverters, INV 1 at 40% and INV2 at 60% rating. The REC 1
and INV 2 terminals are maintained in current control, while
INV 1 is the VST operating in CEA mode.

Due to the requirement to maintain current margin for the
MTDC system at all times, a centralized current controller,
known as the current reference balancer (CRB) (Fig. 31.22),
is required. With this technique, reliable two-way telecommu-
nication links are required for current reference coordination
purposes. The current orders, Iref1−Iref3, at the terminals must
satisfy the control law according to Eq. (31.5). The weighting
factors (K1, K2, and K3) and limits are selected as a function
of the relative ratings of the terminals.

Vd Vd Vd

Id Id

ΔI

Id

REC1 INV1 INV2

FIGURE 31.21 Current margin method of control for MTDC system.
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FIGURE 31.22 Current reference balancer.

31.6 Application

31.6.1 HVDC Interconnection at Gurun
(Malaysia)

The 240/600 MW HVDC interconnection between Malaysia
and Thailand is a major first step in implementing elec-
tric power network interconnections in the ASEAN region
(Fig. 31.23). It is jointly undertaken by two utilities, Tenaga
Nasional Berhad (TNB) of Malaysia and Electricity Gener-
ating Authority of Thailand (EGAT). This will be the first
HVDC project for both these utilities. The HVDC intercon-
nection consists of a 110 km HVDC line (85 km owned by TNB
and 25 km owned by EGAT) with the dc converter stations at
Gurun in the Malaysian side and Khlong Ngae in the Thai-
land side. The scheme entered into commercial operation in
2000. The interconnection provides a range of diverse benefits
such as:

• Spinning reserve sharing.
• Economic power exchange – commercial transactions.
• Emergency assistance to either ac system.
• Damping of ac system oscillations.
• Reactive power support (voltage control).
• Deferment of generation plant up.

31.6.1.1 Power Transmission Capacity
The converter station is presently constructed for monopolar
operation for power transfer of 240 MW in both directions
with provisions for future extensions to a bipole configuration
giving a total power transfer capability of 600 MW. The HVDC
line is constructed with two pole conductors to cater for the
second 240 MW pole. Full-length neutral conductors are used
instead of ground electrodes because of high land costs and
inherently high values of soil resistivity.

The monopole is rated for a continuous power of 240 MW
(240 kV, 1000 A) at the dc terminal of the rectifier station.
In addition, there is a 10 minutes overload capability of
up to 450 MW, which may be utilized once per day when
all redundant cooling equipment is in service (Tables 31.5
and 31.6).

The HVDC interconnection scheme is capable of continu-
ous operation at a reduced dc voltage of 210 kV (70%) over
the whole load range up to the rated dc current of 1000 A with
all redundant cooling equipment in service.

31.6.1.2 Performance Requirements
A high degree of energy availability was a major design
objective. Guaranteed targets for both stations are:

Energy availability > 99.5%.
Forced energy unavailability < 0.43%.
Forced outage rate < 5.4 outages per year.
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FIGURE 31.23 One-line diagram of the HVDC interconnection between Malaysia and Thailand.

31.6.1.3 Technical Information

TABLE 31.5 Main data 1

Monopolar operation Rectifier (Malaysia) Inverter (Thailand)

DC power, Pdn Rated 240 MW (Stage 1) 240 MW
Maximum overload (10 min). 450 MW
Minimum (10% of rated) 24 MW

DC current, Idn 1000 A 1000 A
DC voltage, Udn 240 kV 293.5 kV
Firing angle, alpha 15.0◦ –
Extinction angle, gamma – 19.6◦
Transformer secondary voltage, Uv 122.2 kV 122.2 kV
Converter reactive power, Qdc 133.3 MVAr 150.9 MVAr
Reduced dc voltage operation 210 kV (70% dc voltage)
AC system voltage 275 kV, 50 Hz 224 kV, 50 Hz
DC transmission line distance 110 kms

TABLE 31.6 Main data 2

Main equipment GURUN converter station

Smoothing reactor 100 mH
DC filter Active type dc filters including passive type (12th/24th harmonics)
AC filter 2× 60 MVAr (11/13/27)
Reactive power compensation 3× 60 MVAr C-shunt
Power thyristor: Type T1501 N75T-S34

Diameter 100 mm
Blocking voltage 7.5 kV repetitive, 8.0 kV non-repetitive
Maximum dc current 1550 A. 120◦ electrical. Tc = 60◦C
Maximum effective current 3240 A

Converter transformer Single-phase, three winding
Rated power= 275 kV/116 MVA

Transmission line:
Pole conductor Cardinal ACSR 546 mm2, twin conductors per pole
Neutral conductor Hen ACSR 298 mm2
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31.6.1.4 Major Technical Features
The station incorporates the latest state-of-the-art technol-
ogy in power electronics and control equipment. The features
include:

• A fully decentralized control and protection system.
• Active dc filter technology.
• Hybrid dc current shunt measuring devices.
• A triple-tuned ac filter.

31.7 Modern Trends

31.7.1 Converter Station Design of the 2000s

The 1500 MW, ±500 kV Rihand–Delhi HVDC transmission
system (commissioned in 1991) serves as an example of a
typical design of the last decade. Its major design aspects
were:

• Stations employ water-cooled valves of indoor design
with the valves arranged as three quadruple valves
suspended from the ceiling of the valve hall.

• Converter transformers are one-phase, three-winding
units situated close to the valve hall with their bushings
protruding into the valve hall.

• AC filtering is done with conventional, passive, double-
tuned, and high-pass units employing internally-fused
capacitors and air-cored reactors; these filters are
mechanically switched for reactive power control.

• DC filtering is done with conventional, passive units
employing a split smoothing reactor consisting of both
an oil-filled reactor and an air-cored reactor.

• DC current transformer (DCCT) measurement is based
on a zero-flux principle.

• Control and protection hardware is located in a control
room in the service building in between the two valve
halls. The controls still employed some analog parts, par-
ticularly for the protection circuits. The controls were
duplicated with an automatic switchover to hot standby
for reliability reasons.

This design was done in the 1980s to meet the require-
ments of the day for increased reliability and performance
requirements, i.e. availability, reduced losses, higher overload
capability, etc. However, these requirements led to increased
costs for the system.

The next generation equipment is now being spearheaded
by a desire to reduce costs and make HVDC as competitive as
ac transmission. This is being facilitated by the major devel-
opments of the past decade that have taken place in power
electronics. Therefore, the following will influence the next
generation HVDC equipment.

31.7.1.1 Thyristor Development
The HVDC thyristors are now available with a diameter of
150 mm at a rating of 8–9 kV and power-handling capacity of
1500 kW, which will lead to a dramatic decrease in the number
of series connected components for a valve with consequential
cost reductions and improvement in reliability.

The development of the LTT (Figs. 31.24 and 31.25) is likely
to eliminate the electronic unit (with their high number of
electronic components) for generating the firing pulses for
the thyristor (Fig. 31.26). The additional functional require-
ments of monitoring and protection of the device are being
incorporated also.

Both of the above developments present the possibility of
achieving compact valves that can be packaged for outdoor
construction thereby reducing the overall cost and reliability
of the station.

31.7.1.2 Higher DC Transmission Voltages
For long distance transmission, there is a tendency to use a high
voltage to minimize the losses. The typical transmission voltage
has been ±500 kV, although the Itaipu project in Brazil uses
600 kV. The transmission voltage has to be balanced against
the cost of insulation. The industry is considering raising the
voltage to ±800 kV.

FIGURE 31.24 Silicon wafer and construction of the LTT. The light
guides appear in the bottom right-hand corner.
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FIGURE 31.25 Cross section of the LTT with the light pipe entry.
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FIGURE 31.26 Conventional firing vs light triggered firing.

31.7.1.3 Controls
It is now possible to operate an HVDC scheme into an
extremely weak ac system, even with short-circuit capacity
down to unity.

Using programmable digital signal processors (DSPs) has
resulted in a compact and modular design that is low cost;
furthermore, the number of control cubicles has decreased
by a factor of almost 10 times in the past decade. Now all
control functions are implemented on digital platforms. The
controls are fully integrated having monitoring, control and
protection features. The design incorporates self-diagnostic
and supervisory characteristics. The controls are optically cou-
pled to the control room for reliable operation. Redundancy
and duplication of controls is resulting in very high reliability
and availability of the equipment.

31.7.1.4 Outdoor Valves
The introduction of air-insulated, outdoor valves will reduce
the cost requirements for a valve hall. The use of a modular,
compact design that can be preassembled in the manufactur-
ing plant will save installation time and provide for a flexible
station layout. This design has been feasible because of the
development of a composite insulator for dc applications that
is used as a communications channel for fiber-optics, cooling
water, and ventilation air between the valve-unit and ground.

FIGURE 31.27 Compact outdoor container with an active dc filter.

31.7.1.5 Active DC Filters
This development, made possible due to advances in power
electronics and microprocessors, has resulted in a more effi-
cient dc filter operating over a wide spectrum of frequencies
and provides a compact design (Fig. 31.27).

31.7.1.6 AC Filters
Conventional ac filters used passive components for tuning
out certain harmonic frequencies. Due to the variations in
frequency and capacitance, physical aging and thermal charac-
teristics of these tuned filters, the quality factors for the filters
were typically about 100–125, which meant that the filters
could not be too sharply tuned for efficient harmonic filter-
ing. The advent of electronically tunable inductors based on
the transductor principal, means that the Q-factors could now
approach the natural one of the inductor. This will lead to
much more enhanced filtering capacities (Fig. 31.28).

31.7.1.7 AC–DC Current Measurements
The new optical current transducers utilize a precision shunt
at high potential. A small optical fiber link between ground
and high potential is utilized resulting in a lower probability
of a flashover. The optical power link transfers power to high
potential for use in the electronics equipment. The optical data
link transfers data to ground potential. This transducer results

FIGURE 31.28 Installation of the triple-tuned filter at the Gurun station
in Malaysia.
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FIGURE 31.29 The optical current transducer.

in high reliability, compact design, and efficient measurement
(Fig. 31.29).

31.7.1.8 New Topologies
Two new topological changes to the converter design will
impact greatly on future designs.

(a)

(b)
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FIGURE 31.30 (a) Capacitor-commutated converter circuit and (b) controlled series capacitor converter circuit.

1. Series compensated commutation: There are two
variants to this topology: the capacitor-commutated
converter (CCC) (Fig. 31.30a) and the controlled series
capacitor converter (CSCC) (Fig. 31.30b). Essentially,
the behavior of the two variants is very similar. The
insertion of a capacitor in series with the converter
transformer leakage reactance causes a major reduction
in the commutation impedance of the converter result-
ing in a reduction in the reactive power requirement
of the converter. An increase in the size of the series
capacitor can even result in the converter operation at
a leading power factor if so desired. However, the neg-
ative impact of lower commutation impedance results
in additional stresses on the valves and transformers
and additional cost implications [7].

The first CCC back-back converter station (rated at
2× 550 MW), has been put into service at Garabi, on
the Brazilian side of the Uruguay river. The system
interconnects the electrical systems of Argentina and
Brazil.

2. Voltage source converters (VSC): The use of self-
commutation with the new generation switching
devices (i.e. gate turn off thyristors (GTOs) and insu-
lated gate bipolar transistors (IGBTs) has resulted
in the topology of a VSC (Fig. 31.31) as opposed
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FIGURE 31.31 Voltage source converter topology.

to the conventional converter using line-commutated
thyristors and current source converter (CSC) topol-
ogy. The VSC, being self-commutated, can control
active/reactive power and, with PWM techniques, con-
trol harmonic generation as well. The application
of such circuits is presently limited by the switch-
ing losses and ratings of available switching devices.
The ongoing advances in power electronic devices are
expected to have a major impact on the future applica-
tion of this type of converter in HVDC transmission.
New application areas, particularly in distribution sys-
tems, are being actively investigated with this topology.
Table 31.7 provides a partial list of the HVDC links in
operation using this technique.

One major difficulty for the use of the VSC is the threat
posed to the valves from a short circuit on the dc line. Unlike
the CSC where the valves are inherently protected against
short-circuit currents by the presence of the smoothing reac-
tor, the VSC is relatively unprotected. For this reason, the VSC
applications are almost always used with dc cables where the
risk of a dc line short circuit is greatly reduced.

31.7.1.9 Compact Station Layout
The advances discussed above have resulted in marked
improvement of the footprint requirement of the compact

TABLE 31.7 Applications of HVDC light technology

No. Project Rating Distance (km) Application Commissioned

MVA kV

1 Hellsjon 3 ±10 10 AC–DC conversion Mar. 1997
2 Gotland 50 ±80 70 Feed from wind power generation June 1999
3 Tjaereborg 7 ±10 4 Feed from wind power generation Aug. 1999
4 Directlink 180 ±140 65 Asynchronous interconnection Dec. 1999
5 Murraylink 220 ±140 180 Asynchronous interconnection 2002
6 Shoreham 330 ±140 40 Cross sound cable link 2002
7 Troll A 2× 42 ±60 70 Gas production offshore platform 2005

station [8] of the year 2000 which has about 24% space
requirement of the comparable HVDC station designed in the
past decade (Fig. 31.32).

31.8 HVDC System Simulation
Techniques

Modern HVDC systems incorporate complex control and pro-
tection features. The testing and optimization of these features
require powerful tools that are capable of modeling all facets
of the system and have the flexibility to do the evaluation in a
rapid, effective, and cost efficient manner.

31.8.1 DC Simulators and TNAs [9]

For decades, this has been achieved with the aid of physi-
cal power system simulators or transient network analyzers
(TNAs) which incorporate scaled physical models of all power
system elements (three-phase ac network lines/cables, sources
as e.m.f. behind reactances, model circuit breakers for pre-
cisely timed ac system disturbances, transformers (system and
convertor transformers with capacity to model saturation char-
acteristics), filter capacitors, reactors, resistors, arrestors, and
machines). Until the 1970s, these were built with analog com-
ponents. However, with the developments in microprocessors,
it is now feasible to utilize totally digital simulators operat-
ing in real time for even the most complex HVDC system
studies. Most simulators operating scale is in the range 20–
100 V dc, 0.2–1 A ac and at power frequency of 50 or 60 Hz.
The stray capacitances and inductances are, however, not nor-
mally represented since the simulator is primarily used to
assess control system behavior and temporary overvoltages
of frequencies below 1000 Hz. Due to the developments of
flexible ac transmission systems (FACTS) application, most
modern simulators now include similarly scaled models of
HVDC converters, static compensators, and other thyristor-
controlled equipments. The controls of these equipments are
usually capable of realistic performance during transients
such as the ac faults and commutation failure. The limited
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FIGURE 31.32 Layout of a compact HVDC station (graphic reproduced here courtesy of ABB).

availability of adequate models of some of the system elements
restricts the scope of the studies which can be completed
entirely by means of the simulator. Due to the scaling prob-
lems, the losses in the simulator may be disproportionately
high and need to be partly compensated by electronic cir-
cuits (negative resistances) to simulate appropriate damping
of overvoltages and other phenomena.

31.8.2 Digital Computer Analysis

The main type of program employed for studies is an elec-
tromagnetic transients program (EMTP) that solves sets of
differential equations by step-by-step integration methods.
The digital program must allow for the modeling of both the
linear and non-linear components (single- and three-phase)
and of the topological changes caused; for example, by valve
firing or by circuit-breaker operation. Detailed modeling of the
converter control system is necessary depending on the type
of study.

The EMTP has become an industrial standard analysis tool
for power systems and is widely used. The program has had a
checkered history and numerous variants have appeared. Ini-
tially, the development of the program was supported by the
Bonneville Power Administration (BPA). Some of the draw-
backs in the capabilities of EMTP became more pronounced
as the modeling of FACTS with power electronic switches and
VSCs became more desirable.

Some of the drawbacks of the original EMTP version were:

1. The use of a fixed timestep that did not take into
account the relatively long periods of inaction during
non-switching events. This results in unnecessarily
long simulation times and huge amounts of data to
be manipulated. This is particularly problematic for
simulating power electronic converters.

2. The use of a fixed timestep results in the mod-
eled switches chopping inductive current that causes
numerical oscillations. The use of artificial RC “snub-
bers” helped to alleviate some of these problems. The
choice of the snubber capacitor was a function of
the magnitude of the current to be chopped and the
timestep size.

3. The use of the trapezoidal integration method results
in numerical oscillations when the network admittance
matrix to be inverted becomes singular. This is the
direct result of modeling switches as truly either ON
or OFF without representation of their intermediate
non-linear characteristics.

4. The requirement of a one-timestep delay between the
main program and the transient analysis of control
systems (TACS) subroutine for controls simulation.

5. The use of new VSCs with multiple switching per cycle
made the problem of switching “jitter” much more
evident.

6. The lack of user-friendly input and output processors.
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4. Single phase fault at rectifier showing mode shift
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FIGURE 31.33 A sample of the graphical input file of EMTP RV.

In recent years, considerable effort has been made by the
EMTP Development Coordination Group (DCG) to restruc-
ture the program. This has resulted in the latest version called
the EMTP RV (restructured version) (see www.emtp.com).
The entire code of the program has been re-written and
graphical input and output processors have been added.
A sample of the graphical input file is shown in Fig. 31.33.

The main advantage of digital studies is the possibility of
correct representation of the damping present in the system.
This feature permits more accurate evaluation of the nature
and rate of decay of transient voltages following their peak
levels in the initial few cycles, and also a more realistic assess-
ment of the peak current and total energy absorption of the
surge arresters. The digital program also allows modeling of
stray inductances and capacitances and can be used to cover a
wider frequency range of transients than the dc simulator.

The main disadvantage of the digital studies is the lack of
adequate representation of commutation failure phenomena
with the use of power electronic converters. However, with the
increasing capacity of computers, this is likely to be overcome
in the future.

The models used in the simulators and digital programs
depend on the assumptions made and on the proper under-
standing of the component and system characteristics; there-
fore, they require care in their usage to avoid unrealistic results
in inexperienced hands.

31.9 Concluding Remarks

The HVDC technology is now mature, reliable, and accepted
all over the world. From its modest beginning in the
1950s, the technology has advanced considerably and main-
tained its leading edge image. The encroaching technology
of flexible ac transmission systems (FACTS) has learned and
gained from the technological enhancements made initially
by HVDC systems. The FACTS technology may challenge
some of the traditional roles for HVDC applications since
the deregulation of the electrical utility business will open
up the market for increased interconnection of networks [7].
HVDC transmission has unique characteristics, which will
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provide it with new opportunities. Although the traditional
applications of HVDC transmission will be maintained for
bulk power transmission in places like China, India, South
America, and Africa, the increasing desire for the exploita-
tion of renewable resources will provide both a challenge
and an opportunity for innovative solutions in the following
applications:

• Connection of small dispersed generators to the grid.
• Alternatives to local generation.
• Feeding to urban city centers.
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This chapter presents the basic operation principles of FACTS
devices. Starting with a brief introduction on the concept
and its origin, the text then focuses on the ideal behavior of
each basic shunt and series of FACTS device. Guidelines on
the synthesis of the first generation of these devices based on
thyristors are presented, followed by the newer generations
of FACTS devices based on self-commutated semiconductor
switches.

32.1 Introduction

In 1988, Hingorani [1] published a paper entitled “Power Elec-
tronics in Electric Utilities: Role of Power Electronics in Future
Power Systems,” which proposed the extensive use of power
electronics for the control of ac systems, which resulted in the
flexible ac transmission system or the FACTS concepts [2]. The
basic idea was to obtain ac systems with a high level of control
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flexibility, as in high-voltage direct current (HVDC) systems
[3] based on the use of the thyristor and the self-commutated
(controllable turn-on and turn-off) semiconductor devices,
such as gate turn-off thyristors (GTOs), insulated gate bipolar
transistors (IGBTs), and integrated gate controlled thyristors
(IGCTs) [4, 5], which were not yet developed at that time.

The switching characteristics of thyristors – controlled
turn-on and natural turn-off – are appropriate for using in
line-commutated converters, such as in conventional HVDC
transmission systems with a current source in the dc side. In
this application, the technology for series connection of thyris-
tors is very important due to the high-voltage characteristics
of the transmission voltage. This is a well-known technology.
Maximum breakdown voltage and current conduction capa-
bilities are around 8 kV and 4 kA, respectively. These are some
features that make thyristors important for very high-power
applications, although they present some serious drawbacks,
such as the lack of controlled turn-off capability and low
switching speeds.

Self-commutated switches are adequate for use in converters
where turn-off capability is necessary. The device with high-
est ratings in this group was, for a long time, the GTO with
maximum switching capability of 6 kV and 6 kA. At present,
there are IGBTs with ratings in the range of 6.5 kV to 3 kA and
IGCTs with switching capability of about 6 kV and 4 kA. The
GTOs and IGCTs are devices that normally need small induc-
tor for limiting the rate of change of turn-on current (di/dt).
Normally, GTOs also need a snubber circuit for limiting the
rate of change of voltage (dv/dt).

The GTOs, IGCTs, and IGBTs are the most used options for
self-commutated high-power converters. Because the switching
time of these devices is in the microsecond range (or below),
their series connection is more complicated than in the case of
thyristors. However, there are examples of series connections of
various GTOs or IGCTs and, in the case of IGBTs, the number
of series connected devices can go as high as 32 [6].

Because of the commutation nature of the thyristors, the
converters used in HVDC systems are of the current source

ISM

Ideal
shunt
compensator

MjXL/2 jXL/2

VS VR

IMR

VM

IM

FIGURE 32.1 Ideal shunt compensator connected in the middle of a transmission line.

type [7]. On the other hand, the force-commutated converters
using the self-commutated devices are basically of the volt-
age source type. More details about current source and voltage
source converters can be found in many power electronics
books, e.g. [3, 7].

32.2 Ideal Shunt Compensator

A simple and lossless ac system is composed of two ideal gen-
erators, and a short transmission line, as shown in Fig. 32.1, is
considered as basis to the discussion of the operating principles
of a shunt compensator [8]. The transmission line is modeled
by an inductive reactance XL. In the circuit, a continuously
controlled voltage source is connected in the middle of the trans-
mission line. It is assumed that the voltage phasors V S and V R

have the same magnitude and are phase-shifted by δ. The sub-
script “S” stands for “Source” and “R” stands for “Receptor.”
Figure 32.2 shows the phasor diagram of the system given in
Fig. 32.1 in which the compensation voltage phasor V M has
also the same magnitude as V S and V R, and its phase is exactly
(−δ/2) with respect to V S and (+δ/2) with respect to V R.

In this situation, the current ISM flows from the source and
the current IMR flows into the receptor. The phasor IM is the
resulting current flowing through the ideal shunt compensator;
Fig. 32.2 shows that this current IM, in this case, is orthogonal
to the voltage V M, which means that the ideal shunt compen-
sator voltage source does not has to generate or absorb active
power and have only reactive power in its terminals.

From Fig. 32.2 and knowing that no active power flows to or
from the ideal shunt compensator, it is possible to calculate the
power transferred from V S to V R that is given by

PS = 2V 2

XL
sin(δ/2) (32.1)

where PS is the active power flowing from the source, V is the
magnitude of the voltages V S and V R.
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FIGURE 32.2 Phasor diagram of the system with shunt reactive power
compensation.

If the ideal shunt compensator were not present, the trans-
ferred power would be given by

PS = V 2

XL
sin δ (32.2)

Since 2 sin(δ/2) is always greater than sin δ for δ in the range
of [0, 2π], the ideal shunt compensator does improve the
power transfer capability of the transmission line. This volt-
age source is in fact operating as an ideal reactive power shunt
compensator.

If the phase angle between V M and V S is different from δ/2
(as shown in Fig. 32.3), the power flowing through V M has
both active and reactive components.

With the characteristics of the ideal shunt compensator,
presented above, it is possible to synthesize power electronics-
based devices to operate as active or reactive power compen-
sators. This is discussed in the following sections. It will be
seen that the requirements of the device synthesis with actual
semiconductor switches for the situations of reactive or active
power compensation are different because of the need of energy

Vc

I I

Ideal series
compensator

VS VM1 VM2 VR

jXL/2 jXL/2

FIGURE 32.4 Ideal series compensator connected in the middle of a transmission line.
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ISM
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FIGURE 32.3 Phasor diagram of the system with shunt reactive and
active power compensation.

storage element or energy source if active power is to be drained
or generated by the shunt compensator.

32.3 Ideal Series Compensator

Similar to the previous section, the ideal series compensator is
modeled by a voltage source for which the phasor is V C con-
nected in the middle of a lossless transmission line as shown in
Fig. 32.4.

The current flowing through the transmission line is given
by

I = (VSR − VC)/jXL (32.3)

where VSR = VS − VR.
If the ideal series compensator voltage is generated in such

a way that its phasor V C is in quadrature with line current
I, this series compensator neither supplies nor absorbs active
power. As discussed earlier, power at the series source is only
reactive and the voltage source may, in this particular case,
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be replaced by capacitive or inductive equivalent impedance.
Then, the equivalent impedance is given by

Xeq = XL(1+ s) (32.4)

where

s = XComp

XL
; (0 ≤ |s| ≤ 1) (32.5)

is the compensation factor and XComp is the series equivalent
compensation reactance, negative if capacitive and positive if
inductive. In this case, the compensation voltage is given by

VC = ILXeq (32.6)

and the transmitted power is equal to

Ps = V 2

XL(1− s)
sin δ (32.7)

Equation (32.7) shows that the transmitted power can be
considerably increased by series compensation, choosing a
proper compensation factor s. The reactive power at the series
source is given by

QCS = 2V 2

XL

s

(1− s)2 (1− cosδ) (32.8)

The left-hand side of the Fig. 32.5a shows the phasor
diagram of the system shown in Fig. 32.4 without the ideal
series compensator. On the right-hand side of the Fig. 32.5a,

VM2
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(b) O
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VR =V · e−jδ/2

FIGURE 32.5 Phasor diagram of the series reactive compensator: (a) capacitive and (b) reactive mode.

the voltage phasor V L on the line reactance XL and the
compensator voltage phasor V C are shown for a given
compensation level, assuming that this voltage V C corresponds
to a capacitive compensation. In this case, the line current pha-
sor leads voltage phasor V C by 90◦, and the total voltage drop in
the line V Z =VS − VR − VC is larger than the original voltage
drop V L. The current flowing in the line is larger after com-
pensation than before. This situation shows the case where the
series compensator is used to increase power flow.

The left-hand side of the Fig. 32.5b shows the same non-
compensated situation as in the previous case. On the right-
hand side, the case of an equivalent inductive compensation is
shown. In this case, the compensation voltage V C is in phase
with the line drop voltage V L, producing an equivalent total
voltage drop V Z smaller than in the original case. As a result,
the current phasor I flowing in the line is smaller than before
compensation. This kind of compensation might be interest-
ing in the case that the power flowing through the line has to
be decreased. In either capacitive or inductive compensation
modes, no active power is absorbed or generated by the ideal
series compensator.

Figure 32.6 shows an ac system with an ideal generic series
compensation voltage source V C for the general case where it
may not be in quadrature with the line current. In this case,
the compensator can fully control the phase difference between
the two systems, thus controlling the active and reactive power
exchanged between them. However, in this case, the compen-
sation voltage source V C may have to absorb or generate active
power (PC), as well as control the reactive power (QC).

Figure 32.7 shows the phasor diagram of this ideal generic
series compensator. This figure also shows a dashed-line
circle with the locus of all the possible positions that the
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FIGURE 32.6 Ideal generic series compensator.
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FIGURE 32.7 Phasor diagram of the ac system compensated with an
ideal generic series compensator.

compensation voltage V C could take, assuming that the mag-
nitude shown for this voltage is its maximum. Naturally, if the
sum of the compensation voltage and the source voltage V S is
on the circle, the magnitude of V S1 may be smaller or larger
than the magnitude of V S.

The compensation voltage VC can be added to the VS in a
way that the resultant voltage VS1 has the same magnitude of
VS but with a phase shifted by an angle α. In this case, the series
compensator can be called as a phase-shifter compensator and
the power flowing through the transmission line (see Fig. 32.6)
is expressed below:

PS = V 2

XL
sin (δ − α) (32.9)

Equation (32.9) shows that transmitted power increases as
the phase difference (δ−α) reaches 90◦. However, its max-
imum value is the same as in the case of no compensation.
The difference is that with this compensator, the system power
angle, and angle difference between the two voltage sources at

the terminals of the line can be controlled faster than the con-
ventional way, i.e., by controlling the synchronous generator.

In Fig. 32.7, voltage V C may have any phase angle with
respect to line current. Therefore, it may have to supply or
absorb active power, as well as control reactive power. As in
the case of the shunt device, this feature must also be taken
into account in the synthesis of the actual devices. As a first
approximation, when the goal is to control active power flow-
ing through the medium- or short-length transmission lines,
compensator location seems to be a question of convenience.

Figure 32.8 summarizes the active power transfer character-
istics in a transmission line as a function of the power angle, δ,
as shown in Figs. 32.1 and 32.2, for the cases of the line with-
out compensation, line with series or shunt compensation, and
line with phase-shift compensation. These characteristics are
drawn on the assumption that the source voltages V S and V R

(see Fig. 32.2) have the same magnitude. A 50% series compen-
sation (s= 0.5) as defined in Eq. (32.4) presents a significant
increase in the line power transfer capability.

As shown in Fig. 32.8, in general, series compensation is
the best choice for increasing power transfer capability. The
phase-shifter compensator is important to connect two sys-
tems with excessive or uncontrollable phase difference. It does
not increase power transfer capability significantly; however,
it may allow the adjustment of large or highly variable phase
differences. The shunt compensator does not increase power
transfer capability in a significant way in its normal operating
region, where the angle δ is naturally below 90◦ and in general
around 30◦. The great importance of the shunt compensator is
the increase in the stability margin, as explained in Fig. 32.9.

Figure 32.9 shows the power transfer characteristics (Pδ × δ)
of a transmission line, which is first assumed to be transmit-
ting power PS0 at phase angle δ0. If a problem happens in the
line (a fault, for example) the turbine that drives the generator
cannot change its mechanical power input immediately even if
there is no power transmission for a short time. This situation
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FIGURE 32.8 Power transfer characteristics for the case of shunt, series, and no compensation.
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FIGURE 32.9 Stability margin characteristics – stable situation.

accelerates the generator, increasing its frequency and leading
to an increase of the phase angle δ to δ1. If the line restarts
operation at the instant corresponding to this phase angle δ1,
the transmitted power will be P1, which is larger than P0 and
decelerates the turbine or generator. The area A1 corresponds
to the energy that accelerated the turbine. As the frequency gets
higher than the rated frequency at (PS1, δ1), the phase angle will
increase up to δ2, where the area A2 is equal to the area A1. If
the area given by the A2 plus A3 is larger than A1, the system is
said to be dynamically stable. On the contrary, if it is not pos-
sible to have an area A2 equal to A1, the system is said to be
unstable. An unstable situation is shown in Fig. 32.10 in which
the system is the same as in Fig. 32.9 but assuming a longer
interval with no power transmission. In this case, the turbine or
generator accelerates more than that in Fig. 32.9 and the phase

Ps0
a b

c

d

Ps

δcδ0

A1

A2

δ1

P

0

FIGURE 32.10 Stability margin characteristics – unstable situation.

angle δ increases above its critical value δc, which is slightly less
than 90◦ reaching δ1. Therefore, the area below the Pδ curve
to decelerate the system is not enough leading to an unstable
system because A2 is smaller than A1.

Looking at Fig. 32.8, it is possible to see that depending on
the operating point, all three compensation methods increase
the stability margin as the area under the curve of transmit-
ted power Pδ versus phase angle δ is increased. The ideal shunt
compensator is the one that most increases this area, and thus
it is said to be the best option to increase the stability margin.

32.4 Synthesis of FACTS Devices

It has been stated that the synthesis of the compensators pre-
sented in Sections 32.2 and 32.3 can be achieved with thyristors
or self-commutated switches, such as GTO, IGBT, or IGCT.
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Each type of switches leads to devices with different operat-
ing principles and synthesis concepts, and hence they should
be discussed separately. Terms and definitions for most of the
FACTS devices are given in [9].

Thyristor-based FACTS devices use line or natural com-
mutation together with large energy storage elements (capac-
itors or reactors). On the other hand, devices based on
self-commutating switches, such as GTOs, IGCTs, or IGBTs,
use gate-controlled commutation. In general, it is said that
the first generation of FACTS devices is based on conven-
tional line–commutated thyristors, and the subsequent genera-
tions are based on gate-controlled devices or self-commutated
switches. The most important FACTS devices based on thyris-
tors and self-commutating devices are presented in the follow-
ing sections.

32.4.1 Thyristor-Based FACTS Devices

32.4.1.1 Thyristor-Controlled Reactor
The most used thyristor-based FACTS device is the thyristor-
controlled reactor (TCR) as shown in Fig. 32.11a. This is
a shunt compensator that produces an equivalent continu-
ous variable inductive reactance by using phase-angle control.
Figure 32.11b shows the voltage and current waveforms of
the TCR. The current is controlled by the firing angle α –
the magnitude of the fundamental current component can be
larger or smaller depending on the angle α, which can vary
from 90 to 180◦ measured from the zero-crossing of the volt-
age. At α= 90◦, the reactor is fully inserted in the circuit
and for α= 180◦, the reactor is completely out of the circuit.
Figure 32.12 shows the equivalent admittance of the TCR as
function of the firing angle α. Naturally, this admittance is
always inductive.

ac
system

Th1 Th2

Transformer

L

(a) (b)

Voltage on the TCR

Reactor current, iL

0

1

–1
α

FIGURE 32.11 (a) TCR and (b) its voltage and current waveforms.

32.4.1.2 Thyristor-Switched Capacitor
Figure 32.13 shows the thyristor-switched capacitor (TSC). The
word “controlled” used in the case of the reactor is substi-
tuted by “switched” because the thyristor is turned on only
when zero-voltage switching (ZVS) condition is achieved. This
means that the voltage across the thyristor terminals has to be
zero at the turn-on instant. In practical cases, it may be slightly
positive because thyristors need positive anode–cathode volt-
ages to be triggered (large anode–cathode voltage during turn-
on); however, it can produce a large current spike that can
damage the thyristors. Therefore, due to this switching charac-
teristic, the thyristors can only connect the capacitor to the grid
or disconnect it. Consequently, only step-like control is pos-
sible, and therefore a continuous control is not possible. The
capacitor connection to or disconnection from the grid is nor-
mally performed at very low frequencies, and the harmonics,
when they appear, are not a serious concern.

32.4.1.3 Static Var Compensator
The use of the TCR shown in Fig. 32.11 or the TSC shown
in Fig. 32.13 allows only continuous inductive compensation
or discontinuous capacitive compensation. However, in most
applications, it is desirable to have continuous capacitive or
inductive compensation. The static var compensator (SVC) is
generally designed to operate in both inductive and capacitive
continuous compensation [10, 11]. It may be used for reactive
power compensation for either voltage regulation or power fac-
tor correction. The basic three-phase SVC scheme is comprised
by a three-phase TCR parallel connected to a capacitor bank. In
some cases this capacitor bank can be a TSC. The TCR serves
as the controller basis for the conventional SVC.

Figure 32.14 shows a single-line diagram of a SVC, where
the TCRs are� connected and the capacitors are Y connected.
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FIGURE 32.13 Thyristor-switched capacitor.

The circuit does not show the filters that are normally needed
due to the switching-generated harmonics. In some cases, the
fixed capacitor can be replaced by a TSC to get more flexibility
in terms of control range.

The capacitance of the SVC is calculated in such a way as
to generate the maximum capacitive reactive power that it has
to control. This condition is achieved when the thyristors are
turned off (α= 180◦). On the other hand, the maximum reac-
tive power of the TCR inductor has to be greater than the
reactive power of the capacitor bank. In this way, the SVC
can control the reactive power from capacitive to inductive.

The maximum inductive reactive power is given for the case
when the thyristors are turned on at minimum firing angle
(α= 90◦). The SVC can control reactive power from maximum
capacitive for α= 180◦ to maximum inductive for α= 90◦.
Thus the SVC represents an adjustable fundamental frequency
susceptance to the ac network, controlled by the firing-angle of
the TCR thyristors (90◦ < α < 180◦).

The SVC is well known, and many examples of successful
applications can be found around the world.

Due to the once-per-cycle thyristor firing with phase-angle
control, current with low-order harmonic components appears
and Y–� transformers and passive filters may be needed to
eliminate them. Three sets of TCRs connected in the � side
of Y–� transformers form a conventional six-pulse TCR. To
minimize harmonic generation, it is common to have two sets
of transformers connected in Y–� and �–� with the TCR
connected in the� side forming a 12-pulse TCR.

32.4.1.4 Thyristor-Switched Series Capacitor
Figure 32.15 shows the thyristor-switched series capacitor
(TSSC). In this device, the thyristors should be kept untrig-
gered so as to connect the capacitors in series with the trans-
mission line. If the thyristors are turned on, the capacitor is
bypassed. Thyristors must be turned on at a zero-voltage condi-
tion (ZVS), as it occurs in the case of the TSC, to avoid current
spikes in the switches. An example of an application based on
this concept is presented in [12].

This compensation system has the advantage of being very
simple. However, it does not allow continuous control. If the
connection or disconnection of the capacitors is to be made
at sporadic switching, no harmonic problem occurs. Depend-
ing on the frequency, the thyristors are switched and harmonic
or subharmonics may appear. In this arrangement, it is inter-
esting to choose the value of the capacitors in such a way that
many different combinations can be achieved. For example, if
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FIGURE 32.15 Thyristor-switched series capacitors.

the total number of capacitors is three, they could have values
proportional to 1, 2, and 3. Therefore, by combining these val-
ues it is possible to obtain equivalent capacitor proportional to
1, 2, 3, 4, 5, and 6.

32.4.1.5 Thyristor-Controlled Series
Capacitor (TCSC)

Figure 32.16 shows the thyristor-controlled series capacitor
(TCSC). In this figure, the transmission line and the volt-
age sources in at its ends are represented by a current source
because this is the actual behavior of most of the transmission
system. This compensator is also based on the TCR that was
first developed for shunt connection. When the TCR is used
connected in series with the line, it has to be always connected
in parallel with a capacitor because it is not possible to control
the current if the equivalent of the transmission line and the
sources is a current source. This circuit is similar to the con-
ventional SVC with the difference that the TCSC is connected
in series with the line. In this compensator, the equivalent value
of the series connected reactor can be continuously controlled
by adjusting the firing angle of the thyristors. As a consequence,
this device presents a continuously controllable series capaci-
tor. Various practical systems based on this concept are under
operation around the world [12–14]. This device has been used
for power flow control and power oscillation damping.

Figure 32.17 presents the current and voltage waveforms
in the TCSC, showing that although there is a large amount
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i

FIGURE 32.16 Thyristor-controlled series capacitors.

of harmonics in the capacitor and reactor currents, capacitor
voltage is almost sinusoidal. In actual applications, these har-
monics are not a serious concern, and they are filtered by the
capacitor itself and by the transmission line impedance.

Figure 32.18 shows the equivalent impedance of the TCSC
as a function of the firing-angle α. This figure shows that this
device has both capacitive and inductive characteristic regions
divided by a resonant region. In the example shown in this
figure, the resonance happens for α around 145◦. In normal
operation, the TCSC is controlled in the capacitive compen-
sation region where its impedance varies from its minimum
value Zmin for firing-angle α= 180◦ and its maximum safe
value Zmax for α around 150◦. Operation with α close to
the resonance region is not safe. This device can operate also
in the inductive region, but in this case, normally it is used
only when α= 90◦ to decrease power transfer capability of the
transmission line.

32.4.1.6 Thyristor-Controlled Phase Angle Regulator
The thyristor-controlled phase angle regulator (TCPAR),
shown in Fig. 32.19, as an example may improve considerably
the controllability of a utility of power transmission system.
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In this figure, only control of phase “a” is detailed. The series
voltage generated in phase “a” comes from three secondary
windings of a transformer whose primary side is connected
between phases “b” and “c.” Each of the three secondary wind-
ings can be connected in series with the line through the
thyristors’ switching. The thyristors are connected in antipar-
allel, forming bidirectional naturally commutated switches. By
turning on a set of thyristors, a voltage whose magnitude can
be controlled by phase control is connected in series with the
transmission line. The number of secondary windings is cho-
sen as to decrease harmonic content of the series compensation
voltage.

The TCPAR in Fig. 32.19 has some peculiarities that should
be pointed out. One of them is that active power can only
flow from the shunt to the series windings. The compensa-
tion voltage phasor, as shown in Fig. 32.20, has a limited range
of variation; in the case of phase “a,” its locus is along a line
orthogonal to V a because the injected voltage is in phase with

the voltage (Vb − Vc). As a consequence, it is not possible for
the TCPAR to generate a compensating voltage phasor whose
locus is a circle, as shown in Fig. 32.7, for the case of an ideal
generic series compensator.

Other configuration of phaseshifters can be found in the
literature, e.g., [15, 16].

32.4.2 FACTS Devices Based on
Self-Commutated Switches

There are various different types of FACTS devices based on
self-commutated switches, and the names used here are in
accordance with the names published in [9]. Some of them are
newer devices and are not in that reference. In this case, the
name used is the same as it appears in the literature. In [2], it is
possible to find most of the details of FACTS devices.
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FIGURE 32.20 Phasor diagram of the TCPAR in Fig. 32.19.

32.4.2.1 The Static Synchronous Compensator
The development of high-power self-commutated devices,
such as GTOs, IGBTs, and IGCTs, has led to the develop-
ment of high-power voltage source converters (VSC), such as
the six-pulse two-level VSC shown in Fig. 32.21a [4] or the
three-level neutral point clamped VSC shown in Fig. 32.21b
[17]. In the figures, the switches are GTOs (they could be
IGBTs, IGCTs, or other self-commutating switches) with an

antiparallel-connected diode, which operates with a unidi-
rectional voltage-blocking capability and a bidirectional cur-
rent flow. In contrast, the current source converters (CSC)
used in HVDC transmission systems use switches (thyristors)
operating with unidirectional current flow and bidirectional
voltage-blocking capabilities.

In a conventional VSC, for industrial applications, a voltage
source is connected at the converter dc side. However, in the
case that only reactive power has to be controlled, the dc voltage
source may be replaced by a capacitor. If active power has to be
absorbed or generated by the compensator, an energy storage
system has to be connected at the dc side of the VSC.

In practical applications, small reactors (L) are necessary
to connect the VSC to the ac network. This is necessary
to avoid current peaks during switching transients. In most
cases, these reactors are the leakage inductance of the coupling
transformers.

The first high-rating STATCOM is under operation since
1991 [18] in Japan and uses three single-phase VSCs to form
one three-phase, six-pulses, 10-MVA converter. To guarantee
low losses, the switching frequency is equal to the line fre-
quency and a total of eight sets of three-phase converters are
used to form a 48-pulse converter. All the converters have a
common dc capacitor in their dc side. In the ac side, the con-
verters are connected in series through a zigzag transformer
to eliminate low-frequency voltage harmonics. The device with
compensation capability of 80 MVA was developed to increase
the transient stability margin of the system, and it has allowed
a 20% increase of the transmitted power above the previous
stability limit. Since it was developed for improving transient
stability margin, it normally operates in standby mode without
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FIGURE 32.21 (a) Basic six-pulse VSI two-level var compensator and (b) basic three-level var compensator.

reactive compensation and, consequently, low losses. During
transient situation, this STATCOM operates for a short time
until the system is stable.

The development of a ±100-Mvar STATCOM in United
States was reported in [19]. It is based on eight sets of three-
phase bridge converters, similar to that shown in Fig. 32.21b;

it was developed for reactive power control, so it can operate
continuously with acceptable losses. The switching frequency
is equal to line frequency, and the number of pulses is 48;
therefore, the output voltage waveform is almost sinusoidal
and harmonic filters are not used in both cases referred
in [18, 19].
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32.4.2.1.1 Basic Switching Control Techniques In FACTS
applications, the power ratings of the converters are in the
range of some MW to hundreds of MW and the switching fre-
quency is lower when compared with the switching frequency
used in industrial application converters to avoid excessive
switching losses. However, there are various switching control
types. The most known so far are as follows:

• Multipulse converters switched at line frequency, as in
[18, 19];

• Pulse width modulation (PWM) with harmonic elimina-
tion technique [20];

• Sinusoidal PWM [6];
• Cascade converters [21].

32.4.2.1.2 Multipulse Converters Switched at Line Frequency
The multipulse converter was the first choice for STATCOM
application because it presents low losses and low harmonic
content [18,19]. Figure 32.22 shows a 24-pulse converter based
on three-phase, two-level and six-pulse converters. In this case,
the zigzag transformers are connected in such a way as to pro-
duce phase differences of 15, 30, 45, and 60◦. With this arrange-
ment, the resulting output voltage and its harmonic spectrum
are as shown in Fig. 32.23. The first two harmonics components
are the 23rd- and 25th-order harmonics. Figure 32.24 shows
the voltage waveform for a 48-pulse converter and its respec-
tive harmonic spectrum. In this case, the first two harmonic
components are the 47th- and 49th-order harmonics. The total
harmonic distortion (THD) for the 24-pulse and 48-pulse con-
verters is 7 and 3.3%, respectively. These converters can also be
built by using three-level converters. However, one drawback
of the multipulse converter is the complexity of the transform-
ers, which have to operate with high harmonic content in their
voltage and various different turns ratio.

32.4.2.1.3 PWM (Pulse Width Modulation) with Harmonic
Elimination Technique One way to avoid the complexity of
the multipulse converters is to use PWM with harmonic elimi-
nation technique [20]. With this approach, it is possible to use
relatively low switching frequency and, consequently, have low
switching losses. The PWM modulation is obtained by off-line
calculation of the switches at “on” and “off” instants in such a
way as to eliminate the low-frequency harmonics. Figure 32.25a
shows an example of voltage waveform with “on” and “off”
instants calculated in such a way as to eliminate the 5th-, 7th-,
11th-, and 13th-order harmonics. This voltage corresponds to
the voltage between one phase of the converter and the neg-
ative terminal of the dc side. Figure 32.25b shows the control
angle as a function of the modulation index ma. Figure 32.26
shows the harmonic spectrum for the phase-to-phase volt-
age waveform corresponding to that shown in Fig. 32.25a.
Here, it is considered that the RMS value of the fundamental
component of the voltage in Fig. 32.25 is equal to unity. In

Fig. 32.26, the magnitude of the fundamental component is
equal to

√
3. The higher-order harmonics in the voltage wave-

form can be eliminated by a relatively small passive filter, so the
voltage and the current at the converter terminals are practi-
cally harmonic-free; therefore, the transformer that connects a
PWM-controlled STATCOM to the grid may be a conventional
transformer designed for sinusoidal operation.

32.4.2.1.4 Sinusoidal PWM The sinusoidal PWM control
technique is possibly the simplest to implement and can be
synthesized by comparing a sinusoidal reference voltage with
a triangular carrier [4]. This switching control method needs
a relatively high switching frequency, which is in the range of
1–2 kHz and consequently produces higher switching losses
when compared with multipulse STATCOM. The harmonic
content at low frequencies is negligible; however, there is a rela-
tively high harmonic content at the switching frequency, which
is eliminated by a passive filter.

32.4.2.1.5 Cascade Converter The basic cascade converter
[21] topology is shown in Fig. 32.27. Only two single-phase full
bridge converters are shown, the first and the nth. However,
in actual application, several of them are connected in series
and switched at line frequency. The resulting voltage waveform
can be similar to the multipulse converter waveform with the
advantage that there is no need of transformers to sum up the
converters output voltage. Due to the line frequency switching,
the switching losses are very low. The resulting voltage wave-
form can be almost sinusoidal depending on the number of
series converters, and the transformer used to connect them
to the grid can be a conventional sinusoidal waveform trans-
former, if necessary. One drawback of this converter topology
is that it is not possible to have a back-to-back connection. The
need to have one dc capacitor for each single-phase converter
has two consequences: the number of capacitors is equal to the
number of single-phase converters; and the capacitance of each
capacitor has to be much higher when compared with three-
phase converters. This is because the instantaneous power in
the single-phase converter has a large oscillating component at
double of the line frequency and it would force a large voltage
ripple in the capacitors if they were small.

32.4.2.1.6 STATCOM Control Techniques The control of
reactive power in the STATCOM is done by controlling its ter-
minal voltage. Figure 32.28 shows a simplified circuit in which
the ac grid is represented by a voltage source V S behind an
impedance XL and the STATCOM is represented by its funda-
mental voltage V I. Figure 32.29a shows the case when the ac
grid phasor voltage V S is in phase with the STATCOM volt-
age V I and both have the same magnitude. In this case, the line
current IL is zero. Figure 32.28b shows the case when V S is little
larger than V I. In this case, the line current IL, which lags the
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FIGURE 32.24 (a) 48-Pulse converter voltage waveform and (b) its
harmonic spectrum.

voltage V L by 90◦, is also lagging the ac grid phasor voltage V S,
and therefore, the STATCOM produces an inductive reactive
power. On the other hand, Fig. 32.29c shows the case when V S

is little smaller than V I. Hence, the line current IL, which lags
the voltage V L by 90◦, leads the voltage V S, and therefore, the
STATCOM produces a capacitive reactive power. In summary,
the STATCOM reactive power can be controlled if the magni-
tude of its V I voltage is controlled, assuming that it is in phase
with V S.

• If V S is equal to V I, there is no reactive power and no
active power in the STATCOM;

• If V S is larger than V I, the STATCOM reactive power is
inductive;

• If V S is smaller than V I, the STATCOM reactive power is
capacitive.

Therefore, the reactive power control in a STATCOM is a
problem of how to control the magnitude of its voltage V I.
There are two basic principles: in the case of multipulse con-
verters, the output voltage magnitude can only be controlled
by controlling the dc side voltage that is the dc capacitor volt-
age; in the case of PWM control, the dc capacitor voltage can be
kept constant, and the voltage can be controlled by the PWM
controller itself.

Figure 32.30a shows the phasor diagram for the case when a
phase difference δ between V S and V I is positive. The resulting
line current is in such a way that produces an active power flow-
ing into the converter, charging the dc capacitor. Figure 32.30b
shows the phasor diagram for a negative phase angle δ. In this
case, the dc capacitor is discharged. Therefore, by controlling
the phase angle δ, it is possible to control the dc capacitor
voltage.

In general, STATCOM based on multipulse converter with-
out PWM has to control its voltage by charging or discharging
the dc capacitor, and this voltage has to be variable. On the
other hand, STATCOM based on a PWM-controlled converter
has to control dc side capacitor voltage only to maintain it
constant. In both cases, the principle shown in Fig. 32.30 is
valid.

The STATCOM control technique presented above illustrates
the basic scalar control concepts. However, this compensator
can be also controlled by a vector technique [22]. In this case,
the three-phase voltages are transformed to a synchronous ref-
erence frame where they can be controlled in such a way as
to regulate the quadrature component of the current, which
controls reactive power. The direct component of the current
is used to control the dc capacitor voltage as it represents the
active power.

Another way to control the STATCOM is by using the instan-
taneous power theory [23, 24]. This theory was first proposed
for controlling active power filters and is used in the design
of the compensators operating with unbalanced systems. If a
high frequency PWM converter is used, this theory allows the
design of active filters to compensate for harmonic components
or fundamental reactive component.

32.4.2.1.7 STATCOM DC Side Capacitor Theoretically, the
dc side capacitor of a STATCOM based on three-phase con-
verters operating in a balanced system and controlling only the
reactive power could have a capacitance equal to zero Farad,
once the three-phase instantaneous reactive power does not
contribute to the energy transfer between the dc and ac side
[25]. However, in actual STATCOMs, a finite capacitor has to
be used with the objective of keeping constant or controlled
dc voltage as it tends to vary due to the converter switching.
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FIGURE 32.25 (a) Example of one-phase voltage with the harmonic elimination technique and (b) the control angle as function of the modulation
index.

1 17 19 23 25

0.25

2.00

1.75

1.50

1.25

1.00

0.75

0.50

P
ha

se
-t

o-
ph

as
e 

vo
lta

ge
, (

pu
)

1 17 19 23 25
Harmonic order

FIGURE 32.26 Line voltage harmonic spectrum for the voltage waveform in Fig. 32.25a.

One parameter commonly used in synchronous machine is the
inertia constant H defined by

H = Jω2/2

S
(32.10)

where J and ω are the rotor moment of inertia and angu-
lar speed and S is the machine apparent power. A similar
parameter for the STATCOM, HST, can be defined by

HST = CV 2
DC/2

S
(32.11)

where C and V DC are the dc capacitance and its voltage and S
is the STATCOM apparent power.

In both cases, the constants H and HST are values in time
units corresponding to the relation of the amount of energy
stored in the rotor inertia, or in the capacitor, and the machine,
or STATCOM, apparent power, respectively. In the case of syn-
chronous machines, the value of H is in the range of few
seconds (generally, in the range of 1–3 s), and in the case of the
STATCOM, HST value is in the range of milliseconds or below
(0.5–5 ms) if only reactive power is to be controlled. These
numbers show that the STATCOM based on three-phase con-
verters and designed only for reactive power control (which is
the general case) has almost no stored energy in its dc capacitor.
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On the other hand, STATCOM based on single-phase convert-
ers without a common dc link may have larger capacitors as in
the case of cascade converters due to the power oscillations at
double of the line frequency.

There are STATCOMs (in some cases with different names)
that are designed for operation with unbalanced loads. In this
case, the dc capacitor has to be also much larger than in the case

VS

VI

ILVI

VL

VS

IL

VIVL

VS

VS = VI VS > VI VS < VI

(a) (b) (c)

FIGURE 32.29 Reactive power control in a STATCOM.
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FIGURE 32.30 Active power control in a STATCOM.

of balanced systems to avoid large voltage ripple on the dc volt-
age due to power oscillations at twice the line frequency, which
appears naturally in unbalanced systems [26, 27] or unbal-
anced voltages [28] or system with flicker problem [29, 30].
In this case, the STATCOM compensates reactive power and
the instantaneous oscillating active power due to the nega-
tive sequence current components. In fact, this is an extension
of the shunt active power filter application where the goal is
the current harmonic compensation, which includes negative
sequence currents even at the fundamental frequency. If sub-
harmonics are present, the device is able to filter them out
as well.

32.4.2.1.8 STATCOM with Energy Storage In general, the
STATCOM is designed for reactive power compensation and it
does not need large energy storage elements. However, there
are some applications where it may be interesting to have
some energy stored in the dc side, for example to compen-
sate for active power for a short time. In these applications,
the dc-side capacitor has to be substituted by a voltage source
energy storage device like a battery [31] or a double-layer
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capacitor (super capacitor). Another possibility is to store
energy in superconducting magnetic energy storage (SMES)
systems [32, 33]. A natural solution for the use of the super-
conducting reactor would be the connection to the ac grid
through a current source converter (CSC) instead of the volt-
age source converter. However, this has not been the case
found in the literature. Figure 32.31 shows a block dia-
gram of a typical STATCOM/SMES system, where the SMES
is connected to the dc side of the STATCOM through a
dc–dc converter, which converts the direct current in the
superconductor magnet to dc voltage in the STATCOM dc
side and vice versa. This STATCOM can control reactive
power continuously, as well as active power for a short time,

depending on the amount of energy stored in the supercon-
ducting magnet.

32.4.2.1.9 Comparison between SVC and STATCOM Figure
32.32a shows the steady-state volt–ampere characteristics for
the SVC shown in Fig. 32.14, whereas Fig. 32.32b shows the
same characteristics for a STATCOM. For operation at rated
voltage, both devices can present similar characteristics in
terms of control range. However, current compensation capa-
bility of SVC for lower voltages becomes smaller, whereas in the
STATCOM, it does not change significantly for voltages lower
than rated (but approximately above 0.2 pu). This is explained
by the fact that the SVC is based on impedance control, whereas
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the STATCOM is based on voltage source control. There-
fore, in the SVC, the current decreases with a corresponding
voltage decrease, whereas in the STATCOM, the current capa-
bility of the converters depends only on the switching device
used, so the maximum current can be kept unchanged even
for a low voltage condition. This is an important character-
istic, especially in applications where the voltage may drop
(as in most cases), where the STATCOM presents a better
performance.

32.4.2.2 Adjustable Speed Synchronous Condenser
The adjustable speed synchronous condenser is not exactly a
FACTS device, as it contains an electrical machine. However,
it may be an interesting shunt device to compensate reac-
tive power continuously and relatively large amounts of active
power for a short time. The basic topology of this device is
shown in Fig. 32.33. It is based on a double-fed induction
machine with a conventional three-phase winding in the stator
and a three-phase winding in the rotor. The latter is supplied
by a three-phase converter connected back-to-back to a second
converter, which is connected to the grid.

This configuration allows the generation of a rotating mag-
netic flux in the rotor, which depends on the rotor converter
frequency. When the machine is rotating at synchronous speed,
the rotor converter operates at zero frequency and the mag-
netic flux in the rotor is stationary with respect to the rotor
itself. In this case, the compensator operates as a conventional
synchronous condenser.

However, when the rotor speed is lower or higher than
the synchronous speed (normally during transients), the rotor
converter generates a field current with the necessary frequency
to keep the stator and rotor fluxes synchronized – if the syn-
chronous frequency is 60 Hz and the rotor is running at 58 Hz,
the rotor converter has to supply voltage or current at 2 Hz so as
to synchronize the fluxes. Naturally, it would be more interest-
ing to use field-oriented control [34] instead of scalar control
to get a better performance.

This hybrid compensator may supply energy to the ac sys-
tem, if rotor speed is decreased. This machine is designed to
have relatively large rotor inertia so as to present a large inertia
constant (which may be in the range of more than 10 s). It is
also called adjustable speed rotary condenser [35]. Operation
at speeds higher than the synchronous speed is also possible, if
it is necessary to absorb energy from the grid.

One of the advantages of this device is that a compensator
with power in the range of 400 MVA may be synthesized with
power electronics converter rated at a small fraction of this
power and with a large capability to supply both active (for a
few seconds) and reactive power (continuously) [35].

32.4.2.3 Static Synchronous Series Compensator
In contrast to the STATCOM, which is a shunt FACTS device,
it is possible to build a converter-based compensator for series
compensation. Figure 32.34 shows the basic diagram of a
static synchronous series compensator (SSSC) based on volt-
age source converter (VSC) with a capacitor in its dc side
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and connected in series with the transmission line through a
transformer [36]. The inputs to the SSSC controller shown in
this figure are the line current and voltage, as well as the active
and reactive power references p∗SE and q∗SE, respectively. In gen-
eral, only reactive power is compensated, and in this case, the
active power reference p∗SE is zero and q∗SE is chosen so as to con-
trol power flow. Naturally, in the case of power flow control, it
is necessary to have another control loop for this purpose and
this is not shown in the figure.

One should note that if current is flowing in the trans-
mission line, the SSSC controls reactive power by generating
voltage vC in quadrature with the line current. The device
then shows capacitive or inductive equivalent impedance by
increasing or decreasing the power flow, respectively. The com-
pensation characteristic is, as shown in Fig. 32.8, for the case
of series compensation where the transmitted power is always
positive for 0<δ< 180◦. That is, with reactive power control, it
is only possible to transmit in one direction. However, if instead
of controlling q∗SE, voltage vC is controlled, it is possible to have
power flow reversion. Figure 32.35 shows the power flow char-
acteristics of a transmission line with an SSSC using constant
voltage control. The voltage is in quadrature with the current,
and its magnitude is kept constant. The figure shows that it is
possible to have power flow reversion for small values of δ with
a constant compensation voltage vC.

It should be noted that the discussion presented with respect
to the converters for the case of the STATCOM is also valid
for the case of the SSSC. The SSSC can be used for power flow
control and for power oscillation damping as well.

32.4.2.4 Gate-Controlled Series Capacitor
Figure 32.16 shows the TCSC, which is basically a TCR in
parallel with a capacitor and both connected in series with a
transmission line. The combination is effective in continuously
controlling the equivalent capacitive reactance presented to the
system, mainly for power flow control and oscillation damping
purposes. It was also pointed out that the device has the disad-
vantage of a resonance area due to the association capacitor or
TCR (see Fig. 32.18).

In [37], the continuously regulated series capacitor using
GTO thyristors to directly control capacitor voltage is pre-
sented. Figure 32.36 shows the GTO thyristor-controlled
series capacitor (GCSC) [38], hereafter renamed as the gate-
controlled series capacitor because it may also be built using
other self-commutated switches such as IGBTs or IGCTs.

The GCSC circuit consists of a capacitor and a pair of
self-commutated switches in antiparallel connection. As the
switches operate under ac voltage, they must be able to block
both direct and reverse voltages and allow current control in
both directions.

Figure 32.37 shows the voltage and current waveforms for
the GCSC, where the current in the transmission line is
assumed to be sinusoidal. If the switches are kept turned on,
the capacitor is bypassed and does not present any compensa-
tion effect. If they are kept off, the capacitor is fully inserted
in the line. On the other hand, if the switches are conducting
and are turned off at a given blocking angle γ counted from
the zero-crossings of the line current, the capacitor voltage vC

appears as a result of the integration of the line current passing
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through it. The next time the capacitor voltage crosses zero,
the switches are turned on again, to be turned off at the next
turn-off angle γ . With this switching control sequence, it must
be clear that the switches always switch at zero voltage. This is
an interesting feature for the series connection of the switches
under high-voltage operation [39].

The GCSC has some advantages when compared with the
TCSC – the blocking angle can be continuously varied, which
in turn varies the fundamental component of the voltage vC.
Also, it can be smaller than the TCSC [40]. Moreover, the
dynamic response of the GCSC is generally better than that of
the TCSC [41].

The fundamental impedance of the GCSC as a function of
the blocking angle γ is shown in Fig. 32.38. A blocking angle of
90◦ means the capacitor is fully inserted in the circuit, whereas
a value of 180◦ corresponds to a situation where the capacitor
is bypassed and no compensation occurs.

32.4.2.5 Unified Power Flow Controller
The unified power flow controller (UPFC) is a more com-
plete transmission line compensator [42], shown as a simplified
block diagram in Fig. 32.39. This device can be understood as a
STATCOM and an SSSC with a common dc link. The energy
storing capacity of the DC capacitor is generally small, and
so the shunt converter has to draw drain (or generate) active
power from the grid in exactly the same amount as the active
power being generated (or drained) by the series converter. If
this is not followed, the dc link voltage may increase or decrease
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with respect to the rated voltage, depending on the net power
being absorbed or delivered by both converters. On the other
hand, the reactive power in the shunt or series converter can be
controlled independently, giving a great flexibility to the power
flow control.

The phasor diagram in Fig. 32.40 shows that the UPFC can
be controlled in such a way as to produce any voltage phasor
in series with the transmission line that fits inside the dashed
line circle on top of the phase voltage phasors. The maximum
radius of the circle is limited by the voltage limitation of the
series converter. The fact that the locus of vC is a circle is
one of the greatest advantages of the UPFC when compared
with the thyristor-based phase shifter. If the UPFC injects or

absorbs reactive power in parallel with the system, the magni-
tude of voltage VS will be increased or decreased, respectively.
This extra characteristic increases the locus of the series volt-
age vC. Of course, this effect is only possible if an inductive
impedance is present in series with the voltage source VS, which
is normally the case.

The shunt compensator of the UPFC is normally used with
two objectives. The first is to control the reactive power in the
point of connection, and therefore controlling the voltage at
this point. The second is to control active power in such a way
as to control the dc link voltage. The control technique to be
used can be similar to the one used in STATCOM. The series
compensator can be controlled in the same way as the SSSC,
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with the difference that in this case, it may control active and
reactive power. Naturally, the active power control in the series
compensator would change the capacitor voltage that should
be controlled by the shunt compensator.

32.4.2.6 Interline Power Flow Controller
The interline power flow controller (IPFC) [43] is a UPFC-
derived device with the objective of controlling power flow
between lines instead of one line as in the UPFC. Figure 32.41
shows a basic block diagram of an IPFC with two converters to
control the power flow in lines 1 and 2. The minimum number
of converters connected back-to-back is two, but there may be
more. Each converter should be connected in series with a dif-
ferent transmission line and should control power flow in this
line with the following conditions:

• The reactive power control can be totally independent in
each converter;

• The active power flowing into or out of each converter has
to be coordinated in such a way that the dc link voltage is
kept controlled.

The dc link voltage control can be achieved in a similar
way as in the case of the UPFC. In this case, one of the
series converters can control the compensation voltage freely
and it may produce active power flowing into or from the dc
link, which would charge or discharge the dc link capacitor.
Therefore, the other converter has to be controlled to regulate
this dc voltage. If there are n converters with n greater than
two, (n− 1) converters can absorb or generate active power,

whereas one converter has to control the dc link voltage. Any-
way, all n converters can control reactive power freely. For
instance, this concept allows the control of the power flow in
n lines and it is possible to transfer active power from one line
to another to balance power flow in n parallel transmission
lines.

32.4.2.7 Convertible Static Converter
Following the IPFC, a more generic concept is the convert-
ible static converter (CSC) [44, 45], which is based on the
connection of a voltage source converter in various different
topologies. Considering one simple case of two transmission
lines and two converters with apparent power each equals to S,
it is possible to have the following topologies:

• Two converters connected in shunt operating as a STAT-
COM rated at 2S apparent power;

• Two converters connected in series with one transmission
line forming an SSSC with 2S apparent power;

• One converter connected in shunt and the other in series
forming a UPFC;

• One converter connected in series with one line and the
other connected in series with the other line forming an
IPFC.

Other topologies are possible depending on how the con-
verters are connected in the system. The basic control of each
converter depends on how it is being used if, as a STATCOM,
SSSC, UPFC, or IPFC.

32.5 Voltage Source Converter
(VSC)-Based HVDC Transmission

The VSC-based HVDC technology is a suitable solution for
dc transmission systems through underground or undersea dc
cables. The basic circuit configuration for a VSC-based HVDC
system is shown in Fig. 32.42. It comprises two VSCs connected
back-to-back through dc cables. The dc capacitors are used at
the dc side of both converters for smoothing of the dc voltage
[46]. One of the main advantages of the VSC-HVDC system is
that it allows independent active and reactive power control in
each terminal, and thus it can be connected to weak power sys-
tems and to passive networks [47, 48]. Beyond that, the VSCs
have a faster dynamic response when compared with the con-
ventional current source converter (CSC)–based HVDC, and
thus it can increase the system stability, improve the power flow
control, and isolate the transients from one side to the other.
These features provide more flexibility to the systems where
the VSC-HVDC is connected, and hence the VSC-HVDC is
addressed in this Chapter.

The VSC-HVDC system can also be seen as an extension
of the IPFC concept, keeping in mind that the main idea is
to transfer active power from one bus to another through a
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dc link. The main differences are that the IPFC is connected
in series with the line and both converters are directly con-
nected in a back-to-back configuration, i.e., without the dc
cables, whereas the VSC-HVDC system is shunt connected to
the bus and the converters are connected through dc cables.
The VSC-HVDC system can also be connected in back-to-back
configuration, and one application can be the control of the
power flow in a transmission line. In this case, the VSC-HVDC
can be seen as an extension of the UPFC. The difference is
that the transmission line is segmented by the VSC-HVDC sys-
tem and whole power flows through the converters, whereas
the UPFC does not segment the line and only a fraction of

the main power flows through the converters. Another appli-
cation that the back-to-back VSC-HVDC can be applied is the
(full converter) connection of wind turbine units to the ac grid
[47, 49].

The VSC-based dc transmission has an exactly dual configu-
ration of the conventional HVDC transmission system, which
is based on the thyristor-controlled CSC. The duality can be
explained by the fact that the thyristor-controlled HVDC sys-
tem controls the dc link current, whereas the system based on
VSC controls the dc link voltage. This concept can be used for
the connection of asynchronous systems, systems with different
frequencies or located in places where cable transmission is
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more applicable than conventional transmission lines (as in
congested urban areas or underwater transmission). The num-
ber of VSCs can be two for point-to-point transmission or
more for multipoint transmission.

Although the CSC-HVDC transmission can be synthesized
for higher power as compared with the VSC-HVDC system, it
can only control active power and may need large quantity of
reactive power. This means that reactive power compensation
equipment is normally necessary, which does not happen to the
VSC-HVDC system.

There are different VSC topologies suitable for the dc power
transmission. The most often used topologies are the two-level
three-phase converter followed by the three-level three-phase
converter (neutral point clamped [NPC]), both are similar to
the converters shown in Fig. 32.21. New topologies for VSC-
HVDC application are emerging, as in the case of the modular
multilevel converter (MMC) [50]. The MMC is suitable for
high-voltage or high-power application and thus it is suitable
for either HVDC transmission or FACTS applications [51, 52].

For very high-power applications, a MMC is also an alternative,
and potentially preferable, to a multilevel converter [53]. The
MMC is being presented as the preferred potential candidate
for VSC-HVDC system applications [54]. Features like mod-
ularity and capability of a multimodule VSC to handle high
power or high voltage indicate that a MMC may also be an
option to high-power STATCOM, SSSC, UPFC, or IPFC.

Figure 32.43 shows the basic topology of a three-phase
MMC. Each leg is comprised of n submodules, which are com-
posed of two self-commutated switches and a storage capacitor.
Depending on the application, a full-bridge submodule might
be necessary instead of the half-bridge shown in this figure.
The submodule can be seen as a voltage source with two
possible stages 0 or +VC, where VC is the voltage over the
capacitor. Thus, each arm can be understood as a controllable
voltage with n possible voltage steps, and the higher the num-
ber of submodules the more-approximated sine waveform can
be achieved at the ac side. The main advantages of the MMC
are low switching losses, low dv/dt over individual switch,
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modularity, reconfigurable design, and increased energy stor-
age [53]. Beyond that, the MMC can also be directly connected
to the power system, i.e., without any power transformer [55],
which can reduce the overall substation footprint and cost,
resulting in a compact-area HVDC substation.
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33.1 An Overview

33.1.1 Introduction

In every industry there are industrial processes of some form,
which require adjustments either for normal operation or
optimum performance. Such adjustments are usually accom-
plished with a variable speed drive (VSD) system. They are an
important part of automation. They help to optimize the pro-
cess, reduce investment costs, energy consumption, and energy
cost.

There are three basic types of VSD systems: electrical drives,
hydraulic drives and finally mechanical drives. This chapter
focuses mainly on electrical drives.

A typical electric VSD system consists of three basic com-
ponents. The electric motor, the power converter, and the
control system, as illustrated in Fig. 33.1. The electric motor is
connected directly or indirectly (through gears) to the load.

The power converter controls the power flow from an AC
supply (often via a supply transformer), to the motor by appro-
priate control of power semiconductor switches (part of the
power converter).

With recent advances of power semiconductor and con-
verter topologies, electric variable speed drives are witnessing
a revolution in applications including computer peripheral
drives, machine tools and robotic drives, test benches, fan
pumps and compressors, paper mill drives, automation, trac-
tion and ship propulsion, cement mill and rolling mill
drives.

For a proper control system, the VSD system variables, both
mechanical and electrical, are required for control and protec-
tion. Signals are usually derived from sensors, whose outputs
are very much dependent on the control strategy employed
and the functionality required.

This chapter introduces electric variable speed drives, and
briefly describes their benefits. It examines their classifications
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FIGURE 33.1 VSD schematic diagram.

from different perspectives. Their specification requirement
to meet applications of different industries is briefly out-
lined. Various VSD topologies have been carefully examined
and compared with each other. A selection of modern VSD
applications are examined and briefly commented upon.

33.1.2 Historical Review

In order to appreciate electric VSDs, significant dates in the
evolution of electric drives are summarized in Table 33.1 [1].

TABLE 33.1 Historical review

Year Key advancement

1886 The birth of the electric variable speed drive system represented by
Ward Leonard system

1889 The invention of squirrel cage induction motor
1890 The slip ring induction motor drive – speed control via rotor

resistance control
1904 Kramer drives – introduce a DC link between the slip rings and

the AC supply.
1911 Variable speed system based on induction motor with a

commutator on the rotor
1923 Ignitron made controlled rectification possible
1928 The invention of thyratron and grid controlled mercury arc

rectifiers
1930 DC to AC power inversion
1931 AC to AC power conversion by cyclo-converters
1950 Silicon based power switches
1960 Thyristors (SCRs) became available and variable speed drives

began
1961 Back-to-back reversing DC drive introduced
1960s Power semiconductor voltage and current ratings grew and

performance characteristics improved.
1970 The concept of packaging industrial drives was introduced
1972 First integrated motors with DC converter
1973 Isolated thyristors packages
1970s The principle of vector control (field-oriented control) evolved.
1983 Plastic molding made their first significant impact on VSDs
1985 Direct torque control as a concept
1990 Integrated power modules
1992 A new packaging trend emerged
1996 Universal drives (a general purpose open loop vector drive, a

closed loop flux vector drive and a servo drive)
1998 Complete AC/AC integral converter up to 15 kW
1998 Medium voltage pulse width modulated voltage source inverter

drives – became a commercial product

The increased popularity of electric VSD systems, witnessed
in recent years, may be explained by the many advantages a
VSD can offer. Such advantages include operation at speeds sig-
nificantly different from the synchronous speed, energy saving,
reduced mechanical shock, improved process performance,
improved efficiency, reduced mechanical wear, increased plant
life, reduced total ownership costs, reduced system fault levels,
reduced AC disturbances in certain applications. Further-
more modern electric drives are equipped with many features,
including serial communication, remote control, diagnostics,
trip history, etc. In the low voltage low power arena, packaged
electric drives are becoming a commodity product. The disad-
vantages of such a system are also recognized. They include the
need for extra space to accommodate the equipment, cooling,
capital cost, noise, and power system harmonic effects. The fol-
lowing is a brief review of some of the benefits and drawbacks
of VSDs.

33.1.3 Advantages of VSD

The author suggests that VSDs benefit most industrial pro-
cesses with some form of drive. The challenge has often been
how to quantify these benefits. The energy saving potential of
VSD can be easily quantified, particularly for fan and pump
drive applications.

33.1.3.1 Energy Saving
Electric VSD provides savings in two ways: (a) directly by con-
suming less energy and (b) indirectly by improving the product
quality. The latter is often more difficult to quantify.

Direct energy saving is possible only with centrifugal loads
such as centrifugal pumps and fans. Such loads are often run at
fixed speeds. Traditionally, an automatic valve, or some other
mechanical means is used to vary fluid flow rates in pumps.
However, if a VSD is used, then the motor speeds can be con-
trolled electronically to obtain a desired flow rate and can result
in significant energy savings.

On the basis of the laws of affinity for centrifugal loads,

• The volume of flow is directly proportional to speed
• Pressure is proportional to the square of the speed
• Input power is proportional to the cube of the speed

The affinity law states that the power consumption is pro-
portional to the cube of the motor speed. This implies that if
the speed is halved, then the power consumption is reduced
to one-eighth. So, energy savings occur as the requirement for
volume decreases. If, for example, a cooling system calls for
operation at 50% airflow volume, it requires only 12.5% of
the power needed to run the system at 100% volume. Because
power requirements decrease faster than the reduction in vol-
ume, there is a potential for significant energy reduction at
lower volume.
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Generally, centrifugal pumps and fans are sized to handle
peak volume requirements that typically occur for short peri-
ods. As a result, centrifugal pumps and fans mostly operate at
reduced volumes.

Opening or closing of a damper allows the airflow of fans
to be controlled. Restricting the airflow causes the motor to
work hard even with a low throughput.

With a variable speed drive, the speed of the fan can be
reduced, thus giving the opportunity to reduce energy con-
sumption. Adjusting the speed of the motor regulates the
airflow. The control can be achieved by monitoring humid-
ity, temperature, flow, etc. The lower the required throughput,
the greater the energy saved.

It has been estimated that the payback period of a 50 kW
fan or pump VSD equipment, operating 2000 hours/year is
1.9 years for operation at 75% speed, and 1.23 years for 50%
speed. It has been assumed that the cost of the VSD is £5.5k
and the cost of power is £0.05/kW.

33.1.3.2 Improved Process Control
Using VSDs to improve process control results in more
efficient operating systems. The throughput rates of most
industrial processes are functions of many variables. For
example, throughput in continuous metal annealing depends
on, amongst other factors, the material characteristics, the
cross-sectional area of the material being processed and the
temperature of one or more heat zones. If constant speed
motors are used to run conveyors on the line, it must either
run without material during the time required to change tem-
perature in a heat zone or produce scrap during this period.
Both choices waste energy or material.

With VSDs, however, the time needed to change speed is
significantly less than the time it takes to change heat-zone
temperature. By adjusting the material flow continuously to
match the heat zone conditions, a production line can operate
continuously. The results are less energy use and less scrap
metal.

33.1.3.3 Reduced Mechanical Stress (Soft Starts)
Starting a motor on line-power increases stress on the mechan-
ical system e.g. belts and chains. Direct on-line start-up of an
induction motor is always associated with high inrush current
with poor power factor.

VSD can improve the operating conditions for a system by
giving a smooth, controlled start and by saving some energy
during starting and running. Smoother start-up operation will
prolong life and reduce maintenance, but it is difficult to do
more than make an estimate of the cost-advantages of these.
The benefits of soft start, inherent in VSD, is that it eliminates
the uncontrolled inrush of current that occurs when stationary
motor is connected to full line voltage, and also the inevitable
suddenly applied high start-up torque. Benefits are that the
power wasted by current inrush is eliminated and that the life

of the motor and the driven machine are prolonged by the
gentle, progressive application of torque.

33.1.3.4 Improved Electrical System Power Factors
When a diode supply bridge is used for rectification, electric
variable speed drives operate at near unity power factor over
the whole speed range (the supply delivers mostly real power).
When a fully controlled thyristor supply bridge is used (as in
DC, Cyclo and current source drives) the power factor starts
at around 0.9 at full speed, and proportionately worsens as
speed declines due to front-end thyristors (typically 0.45 at
50% speed and 0.2 at 25% speed).

Modern pulse width modulated (PWM) drives convert the
three phases AC line voltage to a fixed-level DC voltage. They
do this regardless of inverter output speed and power. The
PWM inverters, therefore, provide a constant power factor
regardless of the power factor of the load machine and the
controller installation configuration, for example, by adding a
reactor or output filter between the VSD and the motor.

33.1.4 Disadvantages of VSD

The cost of VSD is generally space, cooling, and capital cost.
Some of the drawbacks are:

• Acoustic noise
• Motor derating
• Supply harmonics

The PWM voltage source inverter (VSI) drives, equipped
with fast switching devices, add other possible problems such
as (a) premature motor insulation failures, (b) bearing/earth
current, and (c) electromagnetic compatibility (EMC).

33.1.4.1 Acoustic Noise
In some installations, placing a VSD on a motor increases
the motor’s acoustic noise level. The noise occurs when the
drive’s non-sinusoidal (current and voltage) waveforms pro-
duce vibration in the motor’s laminations. The non-sinusoidal
current and voltage waveforms produced by the VSD are the
result of the transistor switching frequency and modulation in
the DC-to-AC inverter. The switching frequency, fixed or vari-
able determines the audible motor noise. In general, the higher
the carrier frequency, the closer the output waveform is to a
pure sine wave. One method of reducing audible motor noise
is full-spectrum switching (random switching frequency). The
VSD manufacturers accomplish full-spectrum switching by an
algorithm within the VSD controller. The motor performance
is optimized by evaluating motor characteristics, including
motor current, voltage, and the desired output frequency. The
resulting frequency band, though audible to humans, produces
a family of tones across a wide frequency band. So, the per-
ceived motor noise is considerably less than it would be with
a single switching frequency.
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Motor noise may not present a problem. Relevant factors
include motor locations and the amount of noise produced by
other equipment. Traditionally motor noise level is reduced by
adding a LC filter between the VSD and the motor, i.e. reducing
the high frequency component of the motor voltage wave-
form. Modern PWM inverter drives run at very high switching
frequency and with random switching frequency thus reduc-
ing the noise level too. Various methods have been proposed
to reduce the magnetically generated noise, which is radiated
from inverter-fed induction motors.

33.1.4.2 Motor Heating
Most motor manufacturers design their products according to
NEMA standards to operate on utility supplied power. Design-
ers base their motors’ heating characteristics and cooling
methods on power supplied at fixed voltage and frequency.

For many drive applications, particularly those requiring
relatively low power, inverters with a high switching speed
can produce variable voltage and variable frequency with lit-
tle significant harmonic content. With these, either standard
or high efficiency induction motors can be used with little or
no motor derating. However, the inverters used in larger drives
have limits on switching rate that cause their output voltages to
contain substantial harmonics of orders 5, 7, 11, 13, and so on.
These, in turn, cause harmonic currents and additional heat-
ing (copper & iron losses) in the stator and rotor windings.
These harmonic currents are limited mainly by the leakage
inductance. For simple six-step inverters, the additional power
losses, particularly those in the rotor, may require derating of
the motor by 10–15%.

Existing constant speed drives often have an oversized
induction motor. These can usually be converted to variable
speed operation using the original induction motor. Most of
the subsequent operation will be at lower load and lower loss
than that for which the motor was designed.

Modern PWM VSI drives produce a voltage wave with neg-
ligible lower-order harmonics. The wave consists of pulses
formed by switching at relatively high frequency between the
positive and negative sides of the DC link voltage supply. With
larger motors that operate from AC supplies up to 6600 V, the
rapid rate of change of the voltage applied to the winding may
cause deterioration and failure in the insulation on the entry
turns of standard motors.

On self-ventilated (fan-cooled) motors, reducing the motor
shaft speed decreases the available cooling airflow. Operating
a motor at full torque and reduced speed results in inadequate
airflow. This consequently results in increased motor insula-
tion temperature. This potentially can be damaging and can
reduce the life of the motor’s insulation or cause the motor to
fail. One potential solution is to add a constant speed, sepa-
rately driven cooling fan to the motor. This approach ensures

adequate stator cooling over the whole speed range. However
the rotor will run hotter than designed as internal airflow
remains a function of speed. As there are no windings in the
rotor, insulation failure is not an issue but bearings may run
hotter and require more frequent lubrication.

Fan-cooled motors with centrifugal loads present less of a
problem. Pumps and fans, for example, do not require full
torque at reduced speeds. So, in these cases, there is less ther-
mal stress on motors at reduced speeds. Centrifugal load does
not cause the motor to exceed thermal limits defined by the
insulation system.

33.1.4.3 Supply Harmonics
Current and voltage harmonics in the AC supply are created by
VSD (as a non-linear load) connected on the power distribu-
tion system. Such harmonics pollute the electric plant, which
could cause problems if harmonic level increases beyond a
certain level. The effect of harmonics can be overheating of
transformers, cables, motors, generators, and capacitors con-
nected to the same power supply with the devices generating
the harmonics.

The IEEE 519 recommends practices and requirements for
harmonic control in electrical power systems. The philosophy
of such regulations is to limit the harmonics injection from
customers so that they will not cause unacceptable voltage dis-
tortion levels for normal system characteristics and to limit the
overall total harmonic distortion of the system voltage supplied
by the utility.

In order to reduce supply harmonics that are generated by
VSDs, equipped with a 6-pulse diode bridge rectifier, VSD
equipment manufacturers adopt various techniques. Table 33.2
summarizes the most common methods and their advantages
and disadvantages [2].

Reference [2] quantifies the cost of these options as a per-
centage of the cost of a basic system with 6-pulse Diode Bridge.
For low power VSDs, the cost of a drive with a line reac-
tor is estimated to be 120% of that without. A VSD with a
12-pulse diode bridge with a polygon transformer is 200%
while for a double wound transformer is 210%. The most
expensive solution is that with active front-end, estimated
at 250%.

For 6-pulse converter n6p±1 (5, 7, 11, 13, 17, 19, etc) order
harmonics are generated. To minimize the effects on the sup-
ply network, recommendations are laid down by IEEE 519 as
to the acceptable harmonic limits. For higher drive powers,
therefore either harmonic filtering or use of a higher con-
verter pulse number is necessary. It is generally true that the
use of a higher pulse number is the cheaper alternative. Ref-
erence [2] also quantifies the harmonic levels generated by
each of the above method, refer to Table 33.3 for a direct
comparison.
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TABLE 33.2 Techniques used to reduce supply harmonics

Topology Advantage Disadvantage

6-pulse bridge with a choke • Least expensive – Low cost
• Known technology
• Simple to apply

• Bulky
• Too large a value can reduce available torque
• Only applies to the drive
• Least effective method of filtering

12-pulse bridge • Eliminates the 5, 7, 17, 19 harmonics
• Known technology
• Simple to apply

• Bulky and expensive
• Only applies to the drive
• A lot of 12-pulse drives on one site will shift

the problem to the 11th and 13th harmonics

6-pulse, fully controlled
active front-end

• Comprehensive filtering for the drive
• Cancels all low order harmonics

• Very expensive
• Not widely available
• New technology

Harmonic filters • Filters the installation
• Reduces the harmonics at the point of

common coupling
• Least expensive filter to install

• Needs a site survey
• Only sized to the existing load

Active filter • Intelligent filter
• Extremely efficient
• Can be used globally or locally
• More than one device can be installed

on the same supply

• Very expensive

TABLE 33.3 Supply harmonics for different supply bridge configu-
rations

Harmonic order number 5th 7th 11th 13th 17th 19th

6-pulse 54% 36% 10% 6.7% 7% 5%
6-pulse with inductor 30% 12% 9% 6% 4% 4%
12-pulse with polygon

transformer
11% 6% 6% 5% 2% 1%

12-pulse with double
wound transformer

4% 3% 8% 5% 1% 1%

24-pulse 250% cost 4% 3% 1% 1% 1% 1%
Active front-end 3% 3% 3% 0% 2% 2%

33.2 Drives Requirements &
Specifications

33.2.1 General Market Requirements

Some of the most common requirements of VSDs are:
high reliability, low initial and running costs, high efficiency
across speed range, compactness, satisfactory steady-state and
dynamic performance, compliance with applicable national
and international standards (e.g. EMC, shock, and vibration),
durability, high availability, ease of maintenance, and repairs.

The order and priority of such requirements may vary from
one application to another and from one industry to another.
For example, for low performance drives such as fans and

pumps, the initial cost and efficiencies are paramount, as the
main reason for employing variable speed drives are energy
saving. However, in other industries such as Marine, the com-
pactness of the equipment (high volumetric power densities)
is priority requirement due to shortage in space. In such envi-
ronments direct raw water-cooling is the preferred choice as
water is plentiful, and forced water-cooling results in a more
compact drive solution.

In critical VSD applications, such as Military Marine Propul-
sion, reliability, availability and physical size are very critical
requirements. Cost is relatively less critical. However, achiev-
ing these requirements adds to the cost of the basic drive unit.
Series and parallel redundancy of components enable the VSD
equipment to continue operation even with failed compo-
nents. These are usually repaired during regular maintenance.
In other critical applications (such as hot mill strips or sub-sea
drives) the cost of drive failures could be many times more
expensive than the drive itself. For example accessing a drive
down on the seabed, many kilometers below the sea-water level
could be very difficult.

This section identifies the VSD requirements in various drive
applications in different industries.

33.2.1.1 The Mining Industry
The majority of early generation large mine-winders are
DC Drives. Modern plants and retrofits generally employ
cyclo-converters with AC motors. However, small mine-
winders (below 1 MW) tend to remain DC.
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The main requirements are:

• High reliability & availability
• Fully regenerative
• Small number requiring single quadrant operation
• High range of speeds
• High starting torque required
• High torque required continuously during slow speed

running
• Low torque ripple required
• Low supply harmonics
• Low audible noise emissions
• Flameproof packaging

33.2.1.2 The Marine Industry
The requirements of this industry are:

• Initial purchase price
• Reliability
• Ease of maintenance, i.e. minimum component count,

simple design
• Size and weight of equipment
• Transformerless, water-cooled VSD equipment is always

preferred

Other desirable features include:

• A requirement for the integration of Power Management
functions

• High volumetric power density (the smallest possible)
• Remote diagnostics, to allow faultfinding by experts

onshore in critical situations

Drive powers are commonly in the range of 0.75 to 5.8 MW
for thrusters, and 6 to 24 MW for propulsion. The evolution
in the commercial market is towards powers from 1 to 10 MW
for propulsion. Higher powers are required for naval applica-
tions. The package drive efficiency must be equal to, or better
than 96%. Noise and harmonics problems are to be considered
when using PWM inverters. The supply side harmonics pro-
duced must be capable of being filtered. Above 1 MW, power
converters are usually equipped with a 12-pulse supply bridge,
given today’s technology.

Two-quadrant operation is required in general, hence, a
diode supply bridge is adequate. Occasional requirement for
crash stops force use of dynamic brake chopper. DC Bus – can
be advantageous for supply to wharf loading equipment, but
the drive power ranges are such that commercially available
products already adequately serve this application.

The use of standard AC machines is desirable; however, if
motors matched to the inverter prove to be cheaper their use
could be preferred. Low-noise emission (acoustic and electro-
magnetic) is very important. There is no requirement for high
torque at low speed. Programming and expanded input and

output capabilities are required to avoid the need for additional
Programmable Logic Control (PLC).

33.2.1.3 The Process Industries
The main requirements of this market are:

• Initial purchase price (long-term cost of ownership does
not generally influence purchasing decision)

• Efficiency in continuous processes
• Reliability
• Ease of maintenance
• Bypass facility

The industry preference is for air-cooled drives. It is per-
ceived that air-cooled drives are less costly than their water-
cooled equivalents. Customers often have the belief that water
and electricity does not mix well, and are wary of prob-
lems with leaks. The exception is the offshore industry where
equipment size is paramount, and therefore, water-cooling is
standard. In general there is no perceived requirement for
space-saving in majority of process plants. The desirable fea-
tures often requested by customers are ease of maintenance
and good diagnostic facilities.

The market requirement is for cost-effective, stand-alone
drives at various power level from a fraction of a kW up to
30 MW. The use of standard AC machines is desirable. How-
ever, if non-standard, but simpler & cheaper machines can be
offered an advantage could be gained.

• Two-quadrant operation for fans, pumps, and compres-
sors

• Four-quadrant operation for some Test Benches
• Control must allow additional functions such as temper-

ature protection, motor bearing temperature, flow and
pressure control etc.

• There is no requirement, in general, for field weakening
• The harmonics produced by the drive, imposed on

the power system should not require a harmonic filter.
Harmonics must be minimized

In the Low Voltage (LV) arena, the PWM VSI is dominating
the market. In the Medium Voltage (MV) arena, there are a
number of viable drive solutions – Load Commutated Inverters
(LCI’s) and cyclo-converters. However, there is a developing
market for MV PWM VSI drives.

33.2.1.4 The Metal Industries
The requirements of this industry are:

• Reliability – high availability
• Efficiency of the equipment – long-term costs of

ownership
• Low maintenance costs – (this has been a key factor in

the move from DC to AC)
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• Power supply system distortion – more onerous regula-
tions from the supply authorities

• Initial purchase cost – very competitive market, and large
drive costs have a big impact on total project costs

• Confidence in the supplier and their solution

The following is a list of desirable features:

• Programmable system drives with powerful program-
ming tools

• Preference for air-cooled stacks, but water-cooled is
acceptable if a water-to-air heat exchanger is used

• Powerful maintenance and diagnostic tools
• Low EMC noise signature
• Ability to interface to existing automation system via

network, Fieldbus or serial link
• Physical size of equipment is often not an important

consideration
• Fire protection systems integral to drive equipment

The main market concerns are: (a) EMC regulations,
(b) effects on motor insulation of higher voltage levels, and
(c) cooling with “Dirty” Mill water is not acceptable. The
maintenance of deionized water circuits is a big issue.

33.2.2 Drive Specifications

Failure to properly specify an electric VSD can result in a
conflict between the equipment’s supplier and the end user.
Often the cost can be delayed project completion and/or loss
of revenue.

In order to avoid such a problem, requirement specifications
should reflect the operating and environmental conditions
(Table 33.4). The equipment supplier and the customer need
to work as partners and cooperate from the beginning of the
project until successful commissioning and hand over. It is
advisable that the end user procures the complete drive system,
including system engineering, commissioning, engineering
support, from one competent supplier.

It is one of the first priorities to identify applicable national
and international standards on issues related to EMC, har-
monics, safety, noise, smoke emissions during faults, dust,
and vibration. Over specifying the requirements could often
result in a more expensive solution than necessary. Under
specifying the requirements result in poor performance and
disappointment.

As far as the end user is concerned, they need to specify
the drive interfaces – the AC input voltage, shaft mechanical
power, and shaft speed. The torque and current are calculated
from these. Frequency and power factor depends on the choice
of motor.

For a high-power drive, it is always recommended to carry
out a “harmonic survey.” Such a survey will reveal the existing
level of harmonics, and quantify the impact of the new drive
on the harmonic levels.

TABLE 33.4 Typical example of VSD specifications

Variable Specification

Application Dynamometer application for a test bench
Motor type Induction motor
Duty cycle Continuous at full rating. 150% overload for 1

minute every 60 minutes
Power rating 100 kW
Supply voltage 690 V±5%
Supply frequency 50±0.05 Hz
Speed range 1000:1
Accuracy 0.1%
Min/Max. speed 0/1500 rpm
Torque dynamic

response
<10 ms from 100% positive torque to 100%

negative torque
Power factor >96% lagging at all speeds
Efficiency >98% at full load
Performance Fully regenerative

Full torque at zero speed
Ambient

temperature
0–40◦C

Supply harmonics G5/3, IEEE519
Life expectancy >5 years
MTBF >50,000 hours
MTTR <2 hours
IP rating IP45
IEEE 519 IEEE recommended practices and requirements for

harmonic control in electrical power systems
IEC 60146 Semiconductor converters. Specifications of basic

requirements
IEC 61800 Adjustable speed electrical power drives systems

33.3 Drive Classifications and
Characteristics

Table 33.5 illustrates the most commonly used classifications
of electric VSDs. In this section, particular emphases will be
given to classification by applications and by converter types.

Other classifications, not listed in Table 33.5, include:

• Working voltage: Low-voltage <690 V or Medium Voltage
(MV) 2.4–11 kV

• Current type: Unipolar or bipolar drive
• Mechanical coupling: Direct (via a gearbox) or indirect

mechanical coupling
• Packaging: Integral motors as opposed to separate motor

inverter
• Movement: Rotary movement, vertical, or linear
• Drive configuration: Stand-alone, system, DC link bus
• Speed: High speed and low speed
• Regeneration mode: Regenerative or non-regenerative
• Cooling method: Direct and indirect air, direct water (raw

water and deionized water)

Section 33.2 deals with the subject of drives require-
ment and specification from applications point of view, while
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TABLE 33.5 Classifications of electric VSD

By application By devices By converter By motors By industry By rating

• Appliances • Thyristor • AC/DC (chopper) • DC • Power
generation

• Fraction kW
power < 1 kW

• Low
performance
(2Q)

• Transistor • AC/AC direct
(cyclo- and matrix-
converter)

• Induction motor
(squirrel cage and
wound rotor)

• Metal • Low power
(1 < P < 5 kW)

• High
performance
(4Q)

• Gate Turn-off
Thyristor (GTO)

• Integrated Gate
Commutated
Thyristor (IGCT)

• AC/AC via a DC
link Voltage source

• Synchronous
motor

• Petrochemical • Medium Power
<500 kW

• Servo • Insulated Gate
Bipolar Transistor
(IGBT)

• AC/AC via a DC
link current source

• Special motors:
SRM, BDCM,
Stepper, Actuators,
Linear motor

• Process industry • High power
1-50 MW

• MOSFET • Mining
• Marine

Section 33.5 deals with drive topologies from the point of view
of motor classifications.

33.3.1 Classification by Applications

Under this classification there are four main groups:

• Appliances (white goods)
• General purpose drives
• System drives
• Servo drives

Table 33.6 describes the main features of these groups and
lists typical applications.

33.3.2 Classification by Type of Power Device

The Silicon Controlled Rectifier (SCR), also known as the
Thyristor, is the oldest controllable solid-state power device
and still the most widely used power device for MV – AC
voltages between 2.4 kV and 11 kV – high power drive applica-
tions. Such devices are available at high voltages and currents,
but the maximum switching frequency is limited and requires
a complex commutation circuit for VSI drive. The SCRs are
therefore most popular in applications where natural commu-
tation is possible (e.g. cyclo-converters and LCI current source
converters).

The Gate Turn-Off Thyristor (GTO) has made PWM VSI
drives viable in LV drive applications. The traction industry
was one of the first to benefit from such a device on a large
scale. Complex gate drive and limited switching performance,
combined with the need for a snubber circuit, limited this
device to high performance applications where the SCR-based
drives could not give the required performance.

The main power devices available in the market can be
divided into two groups as shown in Table 33.7.

Bipolar/MOSFET type transistors have witnessed signifi-
cant popularity in the late eighties, however, they have been
replaced by the IGBT which combines the characteristics of
both devices – the current handling capability of the bipolar
transistor and the ease of drive of the MOSFET.

Traction inverters are designed for DC link voltages between
650 V DC and 3 kV DC with ratings up to 3 MW. The first
generation of widely used traction inverter equipment was
GTO-based while the latest generation is almost exclusively
IGBT-based. Conversion to IGBT has enabled a 30% to 50%
reduction in cost, weight, and volume of the equipment.

Early attempts to use GTOs in MV applications failed
because of their high cost, snubber requirements, and associ-
ated snubber energy loss, which is proportional to the square of
the supply voltage. Energy recovery circuitry enables recovery
of most of the snubber energy but adds to the cost and com-
plexity of the converter. With high voltage IGBT and IGCT, MV
PWM VSI have become commercially available with supply
voltage up to 6.6 kV, and power rating in excess of 19 MW.

33.3.3 Classification by the Type of Converter

The power converter is capable of changing both its output
voltage magnitude and frequency. However, in many applica-
tions these two functions are combined into a single converter
by the use of the appropriate switching function; e.g. PWM.
By appropriate control of the stator frequency of AC machines,
the speed of rotation of the magnetic field in the machine’s air
gap and thus output speed of the mechanical drive shaft can
be adjusted. As the magnetic flux density in the machine must
be kept constant under normal operation, the ratio of motor
voltage over stator frequency must be kept constant.

The input power of the majority of VSD systems is obtained
from sources with constant frequency (e.g. AC supply grid or
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TABLE 33.6 Classification of electric VSD by application

Type of drive Appliances General purpose System Servo

Performance Low Low High Very high
Power rating Very low Whole range Whole range Low
Motor Universal and induction motor.

Recently: PM
& SRM are being used

DC motor, induction
motor, and synchronous
motor

DC motors, induction motors, and
synchronous motors

DC motors, brushless DC motors,
induction motor, stepper motors,
and actuators

Converter Simple, low cost AC and DC drives with
open loop controller

PWM drives with DC bus, cyclo
converter, good quality control
with closed loop control, and
needs encoder or an observer

DC drive, AC drive, and special
motor drives. Tendency towards
brushless DC motors

Typical industry Home Process Metal Automation
Feature Mass production, low cost,

price sensitive, and very low
power

Non-regenerative, cost
sensitive, low or no
overload, low start-up,
low performance, and
stand-alone

Accuracy with encoders ≪ 0.1% in
steady state and dynamic, good
precision and linearity of I/O and
control, flexible with operations
capability, and set up and
configuration Communication
and feedback

Closed loop, PM motor, >1000 Hz
torque response, precise and rapid
response, and frequent full speed
reversal High precision and
linearity of I/Os

Applications Home appliances e.g. washing
machines, dishwasher,
temple-dryers, freezers

Fans, pumps, and
compressors, Mixers, and
simple elevator

Test benches, winders, sectional
process line, elevator, cranes, and
hoists

Positioning, pick and place, robotics,
coordinate control, and machine
tools

TABLE 33.7 Power devices used in the VSD converters

Group 1: THYRISTORS Group 2: TRANSISTORS

This group covers devices having a four-layer, three-junction monolithic
structure. They are characterized by low conduction losses and high
surge and current carrying capabilities. They operate as an on/off
switch. The most popular types of devices listed under this group.

Switches listed under this group are basically three-layer two-junction
structure devices, which operate in switching and linear modes. They
are best recognized for ruggedness of their turn-off capabilities.

• Silicon Controlled Rectifier (SCR)
• Gate Turn Off Thyristor (GTO)
• MOSFET Controlled Thyristor (MCT)
• Field Controlled Thyristor (FCT)
• Emitter Switched Thyristor (EST)
• MOS Turn Off Thyristor (MTO)
• Integrated Gate Commutated Thyristor (IGCT).

• Bipolar Junction Transistor (BJT)
• Darlington Transistor
• MOSFET
• Injection Enhanced Gate Transistor (IEGT)
• Carrier Stored Trench-Gate Bipolar Transistor (CSTBT)
• Insulated Gate Bipolar Transistor (IGBT)

AC generator). In order to achieve a variable frequency out-
put energy an AC/AC converter is needed. Some converters
achieve direct power conversion from AC/AC without an inter-
mediate step (e.g. cyclo-converters and matrix-converters).
Other converters require DC link (as current source or voltage
source).

In all AC variable speed drives the direction of shaft rota-
tion is reversed by simply changing the phase rotation of the
inverter through the sequence of driving the switches.

33.3.3.1 DC Static Converter
This drive employs the simplest static converter. It is easily
configured to be a regenerative drive with a wide speed range.
Table 33.8 summarizes its key features.

High torque is available throughout the speed range with
excellent dynamic performance. Unfortunately, the motor
requires regular maintenance and the top speed often is a lim-
iting factor. Commutator voltage is limited to around 1000 V
and this limits the maximum power available. The contin-
uous stall-torque rating is very limited due to the motor’s
commutator.

33.3.3.2 Direct AC/AC Converters
Cyclo-Converter
A typical cyclo-converter comprises the equivalent of 3 anti-
parallel 6-pulse bridges (for regenerative converter) whose
output may be operated in all four quadrants with natural
commutation. The main features of cyclo-converters are listed
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TABLE 33.8 Converter topologies

Converter Schematic Features

(a) Controlled Rectifier • DC motor
• Fully controlled SCR converter
• Controlled DC voltage
• Simple converter topology
• Power factor is a function of speed

(b) Cyclo • Induction motor & synchronous motor
• Direct AC/AC power conversion
• 3× 6-pulse SCR-based fully controlled converters – APT for fully

regen
• Natural commutation
• Low supply harmonics, 18-pulse
• Power factor is a function of speed

(c) Matrix • Squirrel cage induction motor
• Synchronous motor
• Direct AC/AC power conversion
• Forced commutated, reverse conducting switches
• Four-quadrant operation inherent PWM in/PWM out
• Controlled Power factor

(d) LCI

s

• Synchronous motor
• Simple converter arrangement
• Power factor is a function of speed
• Load commutated SCRs
• Synchronous motor requires excitation
• Suffer from torque pulsation at low speeds

(e) FCI • Squirrel cage induction motor
• Similar to LCI
• Requires output capacitors for commutation
• Requires a diverter commutation circuit for commutation at low

speeds
• Torque pulsation and resonance

(f) VSI • Synchronous and squirrel cage induction motors
• 6-pulse diode front-end
• Good Power factor across speed range
• DC link voltage source
• PWM output voltage

(g) Kramer • Wound rotor induction motor with slip rings
• Small energy recovery converter
• Any type converter may be used between slip ring & AC input
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in Table 33.8. This type of drive is best suited for high perfor-
mance high power >2 MW drives where the maximum motor
frequency is less than 33% of the mains frequency.

Matrix-converter
The force-commutated cyclo-converter (better known as a
matrix-converter) represents possibly the most advanced state
of the art at present, enabling a good input and output cur-
rent waveform, as well as eliminating the DC link components
with very little limitation in input to output frequency ratio.
This type of converter is still at its early stages of development.
The main advantage of this drive is the ability to convert AC
fixed frequency supply input to AC output without DC bus. It
is ideal for integrated motor drives with relatively low power
ratings. Major drawbacks include: (a) the increased level of
silicon employed (bi-directional switches), (b) its output volt-
age is always less than its input voltage and (c) complexity of
commutation and protection.

Matrix-converters provide direct AC/AC power conversion
without an intermediate DC link and the associated reac-
tive components. They have substantial benefits for integrated
drives as outlined below:

• Reduced volume due to the absence of DC link compo-
nents

• Ability to operate at the higher thermal limit imposed by
the power devices

• Reduced harmonic input current compared to diode
bridge

• Ability to regenerate into the supply without dumping
heat in dynamic braking resistors

• Matrix converters have not been commercially exploited
because of voltage ratio limitation, device count, and dif-
ficulties with current commutation control and circuit
protection

33.3.3.3 Current Source Inverter (CSI)
The output of this inverter is rectangular blocks of current
from the motor bridge supplied from a supply converter whose
output is kept at constant current by a DC link reactor and
current servo. This type of inverter is typically based on fast
thyristors.

Load Commutated Inverter (LCI)
Natural commutations of thyristors is usually achieved with
Synchronous Machines at speeds >10%. Natural commutation
is induced as a result of the presence of the motors Electro-
motive Force (EMF), this is called Load Commutation hence
the drives other name of LCI. At low speeds the motor volt-
age is too low to give motor bridge commutations. This is
achieved by using the supply converter. Induction motor LCI
drives can be supplied by adding a large capacitor on the motor
terminals.

The LCI drive covers a wider speed range (up to 10,000 rpm)
with power rating up to 100 MW. It gives full load torque
throughout the speed range with moderate dynamic perfor-
mance. Its simple converter design combined with a mainte-
nance free motor design (both induction and synchronous)
has increased the popularity of these drives. It is still a popular
solution for high power drives (e.g. conveyors, pumps, fans,
compressors, and marine propulsion).

The LCI drive has limited performance at low speeds. It
also suffers from torque pulsation at 6 and 12 times motor’s
frequency and beat frequencies. Critical speeds can excite
mechanical resonance. Its AC power factor varies with speed.
Torque pulsations can be reduced in 12-pulse systems if
required.

Forced Commutated Inverter (FCI)
Externally commutated current source converters with an
induction motor is also a viable solution. To compensate
for the inductive component in the motor current a bank
of capacitors is usually used at the motor terminals. The
capacitor current is proportional to the motor voltage and
frequency. Load commutation at high speed where the com-
pensation current is high enough. Forced commutation at
lower speed where the capacitive current is too low for com-
pensation. Forced commutation is achieved using various
techniques. The one shown above is based on DC link diverter
which consists of a GTO, loading equipment in parallel with
the diverting/compensating capacitor. Modern drives employ
forced commutated devices, such as reverse blocking GTOs
and IGCTs.

33.3.3.4 Slip Power Recovery (Kramer)
In this type of converter, which is described in Table 33.8,
the rotor current of a slip-ring wound-rotor induction motor
is rectified and the power then reconverted to AC at fixed
frequency and fed back into the supply network. For traditional
designs the low frequency slip ring currents are rectified with a
diode bridge and the DC power is then inverted into AC power
at mains frequency.

The traditional designs had poor AC mains dip immunity,
high torque pulsation and high levels of low frequency AC
supply harmonics. The latest generation of this type of drive
is called the Rotor Drive and uses PWM-VSI inverters for the
rotor and AC supply bridges.

This keeps sine wave currents in the AC rotor circuits
and the drive has many advantages over traditional circuits
including:

• No torque pulsation
• Low AC harmonics
• Very high immunity to AC supply dips
• Very cost-effective if a limited speed range is required,

but still requires a separate starter
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• Inherent ability to run at rated speed without electronic
circuits

• Converter cost reduced by 2:1 if uses the ± speed ability
to give a speed range

33.3.3.5 PWM-VSI Converter
The availability of power electronic switches with turn-off
capability; e.g. FETs, BJTs, IGBTs, and GTOs have currently
favored drives with voltage-fed PWM converters on induction.

TABLE 33.9 Drives features

Type DC DRIVE AC DRIVE

DC Cyclo CSI (FCI) CSI (LCI) Kramer PWM-VSI

Motor type • DC motor • Induction and
synchronous
motors

• Induction
motor

• Synchronous
motor

• Slip-ring
wound rotor
induction
motor

• Induction or
synchronous

Power • Up to 10 MW • 2 to 30 MW • 1 to 10 MW • 1 to 100 MW • 0.5 to 50 MW • 0.5 to 2 MW

• Speed range
• Accuracy
• Maximum

speed

• 1000:1
• 0.01%
• Limited by

motor
capability

• 1000:1
• ±0.01%
• 1000 rpm

• 10:1
• ±1%
• 6000 rpm

• 10:1
• ±0.01%
• 10,000 rpm

• 0.8:1.2
• 0.1%
• <1200 rpm

• 1000:1
• 0.01%
• 10,000 rpm

Performance • High torque
over speed
range

• High dynamic
performance

• High torque
over speed
range

• High dynamic
performance

• Poor dynamic
response

• Low starting
torque

• High torque
over speed
range

• Reasonable
dynamic
performance

• High torque
over speed
range

• High dynamic
performance

• High torque
over speed
range

• High dynamic
performance

Advantages • Simple
regenerative

• High stall
torque
(induction)

• Inherently
regenerative

• Robust motors
• Low

maintenance
motor

• High over-load
capacity

• Standard
robust
maintenance-
free
motor

• Minimal
derating

• Simple
• Inherently

regenerative
• Maintenance-

free
motor

• Regenerative
(new)

• Robust
• Slip ring

wound rotor
• High over-load

capacity

• Good Power
factor

• Tolerant to
supply dips

• Standard
robust
maintenance-
free
motor

• Minimal
derating

Disadvantages • Stall torque
rating

• Motor
maintenance

• Custom motor
design

• Motor custom
design

• Low AC supply
Power factor

• Complex
• Poor dynamic

performance
• Torque

pulsation &
resonance

• Motor custom
design

• Torque
pulsation

• Complex
• Motor custom

design

• Complex
• Expensive
• Regeneration at

extra cost

Applications • Mill drives
(ball and sag)

• Marine
propulsion

• Mine winders
• Process lines
• Conveyors

• Mill drives
(ball and sag)

• Marine
propulsion

• Mine winders
• Conveyors

• Pumps, fans,
and
compressors

• Soft-starter

• Pumps, fans,
and
compressors

• Soft-starter
• Marine

propulsion
• Conveyors
• Mill drives

• Pumps, fans,
and
compressors

• Power
generation

• Mills (ball and
sag)

• Process lines
• Paper machines
• Traction

The PWM VSI drives offer the highest possible performance
of all variable speed drives; refer to Table 33.9. Recent improve-
ments in switching technology and the use of micro-controllers
have greatly advanced this type of drive. The inverters are now
able to operate with an infinite speed range. The supply power
factor is always near unity. Additional hardware is easily added
if there is a requirement to regenerate power back into the
mains supply. Motor ripple current is related to the switching
frequency and in large drives the motor may be derated by less
than 3%.
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33.3.3.6 Comparison
Table 33.9 summarizes the main features of all types of con-
verter drives discussed above and assesses their merits and
drawbacks. It also illustrates typical applications.

33.4 Load Profiles and Characteristics

The way the drive performs is very much dependent on
the load characteristics. Here are four load characteristics
described.

33.4.1 Load Profile Types

In the literature, four different load profiles have been
described, e.g. Reference [3] (Table 33.10). These are:

1. Torque proportional to the square of the shaft speed
(Variable torque)

2. Torque linearly proportional to speed (Linear torque)
3. Torque independent of speed (Constant torque)
4. Torque inversely proportional to speed (Inverse

torque)

33.4.2 Motor Drive Duty

33.4.2.1 Duty Cycle
The size of the driven motors is generally chosen for continu-
ous operation at rated output, yet a considerable proportion of

TABLE 33.10 Load characteristics

Type I Type II Type III Type IV

• T = f(n2)
• P = f(n3)

• T = f(n)
• P = f(n2)

• T = Constant
• P = f(n)

• T = f(1/n)
• P = Constant

• Low start-up torque
• Best suited for energy saving
• Torque-speed curve is

required when specifying a
drive

Information about process is
needed (e.g. density,
consistency, viscosity,
temperature)

At start-up the torque may be higher than
nominal. Examples static friction with
conveyor belts. Vertical and horizontal
forces need to be taken into consideration
for inclined conveyors.

Mostly dominated by DC drives, but
modern PWM VSI is taking over.
Certain loads such as winding and
reeling machinery require closed
loop controls

• Axial and centrifugal pumps
• Axial and centrifugal

ventilators
• Screw and centrifugal

compressors
• Centrifugal mixers
• Agitators

• Mixers
• Stirrers

• Extrusions, draw-benches
• Paper and printing continuous

machines
• Volumetric gear pumps / pistons

pumps etc.
• Piston compressors
• Conveyor machines
• Lift-machine

• Lift-machines
• Reciprocating rolling mill
• Winding machines
• Lathes
• Winders
• Reelers
• Wire drawers
• Web-feed printing machines

Power

Torque

motor drives are used for duties other than continuous. As the
output attainable under such deviating conditions may differ
from the continuous rating, fairly accurate specification of the
duty is an important prerequisite for proper planning. There
is hardly a limit to the number of possible duty types.

In high performance applications, such as traction and
robotics, the load and speed demands vary with time. During
acceleration of traction equipment, a higher start-up torque
(typically twice the nominal torque) is required; this is usu-
ally followed by cruising and deceleration intervals. As the
torque varies with time so does the motor current (and motor
flux linkage level). The electric, magnetic, and thermal load-
ing of the motor and the electric and thermal loading of the
power electronics converter are definite constraints in a drive
specification.

Table 33.11 categorizes operating duties into eight major
types, Reference [4].

33.4.2.2 Mean Output
Variation of the required motor output during the periods
of loaded operation is among the most frequent deviations
from the duty types defined in Table 33.11. In such cases the
load (defined as current or torque) is represented by the mean
load. This represents the root mean square(RMS) value, calcu-
lated from the load versus time characteristics. The maximum
torque must not exceed 80% of the breakdown torque of an
induction motor.
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TABLE 33.11 Definition of load cyclic duties – VDE0530, in accordance with IEC 34-1

Duty type Representation Description

S1: Continuous running duty Operation at constant load of sufficient duration for the
thermal equilibrium to be reached. Specify by indicating
“S1” and required output.

S2: Short-time duty Operation at constant load during a given time, less than
required to reach thermal equilibrium, followed by a rest
and de-energized period of sufficient duration to re-establish
machine temperatures within 2◦C of the coolant.

S3: Intermittent periodic duty with a
high start-up torque

A sequence of identical duty cycles, each including a period of
operation at constant load and a rest and de-energized
period. In this duty type the cycle is such that the starting
current does not significantly affect the temperature rise.

S4: Intermittent periodic with a high
start-up torque

A sequence of identical duty cycles, each cycle including a
significant period of starting, a period of operation at
constant load and a rest and de-energized period.

S5: Intermittent periodic duty with
high start-up torque and electric
braking

A sequence of identical cycles, each cycle consisting of a period
of starting, a period of operation at constant load, a period
of rapid electric braking and a rest and de-energized period.

S6: Continuous operation periodic
duty

A sequence of identical duty cycles, each cycle consisting of a
period of operation at constant load and a period of
operation at no-load. There is no rest and de-energized
period.

S7: Continuous operation periodic
duty with high start-up torque
and electric braking

A sequence of identical duty cycles, each cycle consisting of a
period of starting, a period of operation at constant load
and a period of electric braking. There is no rest and
de-energized period.

S8: Continuous operation periodic
duty with related load/speed
changes

A sequence of identical duty cycles, each cycle consisting of a
period of operation at constant load corresponding to a
predetermined speed of rotation, followed by one or more
periods of operation at other constant loads corresponding
to different speeds of rotation. There is no rest and
de-energized period.

If the ratio of the peak torque to the minimum power
requirements is greater than 2:1, the error associated with using
the root mean square (RMS) output becomes excessive and
the mean current has to be used instead. No such mean value
approximation is possible with duty type S2, which therefore
necessitates special enquiry.

Careful assessment of duty types S2 to S8 reveal that there
exist two distinct groups:

1. Duties S2, S3, and S6 permit up rating of motors rel-
ative to the output permissible in continuous running
duty (S1).
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2. Duties S4, S5, S7, and S8 requiring derating relative
to the output permissible in continuous running duty
(S1).

33.4.2.3 Thermal Cycling
The drive duty cycle also affects the reliability and the life
expectancy of power devices. Repetitive load cyclic duty results
in additional thermal stresses on power devices. Frequent
acceleration and deceleration of drives results in repetitive
junction temperature rise and falls at the cyclic duty. The life
expectancy of devices is often determined by the maximum
allowed number of cycles for a given power device junction
temperature rise.

Although this is true for all types of power devices, it is more
critical for IGBTs where wire bonds and solder layers are used.

In modern IGBT-based converter design, the maximum
junction temperature rise of the IGBTs is limited to a level,
which ensures a conservative number of thermal cycles over
the lifetime of the drive. Typical junction temperature rise is
30◦C for a repetitive cyclic duty (e.g. steel mill) and 40◦C for
non-repetitive cyclic duty (e.g. fan pumps).

33.4.2.4 Multi-quadrant Operation
Fully regenerative electric VSDs offer a rapid regenerative
dynamic braking in both forward and reverse directions. Oper-
ation in motoring implies that torque and speed are in the same
direction (QI, III). In regenerative braking the torque is oppo-
site to the speed direction (QII, IV) and the electric power flow
in the motor is reversed. (See Fig. 33.2.)

Positive power flow of electric energy means that electric
power is drawn from the power supply via the power electron-
ics converter by the motor while negative power flow refers to
electric power delivered by the motor in the generator mode
to the power electronics converter. This could be regenerated
back to the supply or dissipated, as a heat in the dynamic brake
dissipative mechanism.

For regenerative drive, the power electronics converter has
to be designed to be able to handle bidirectional power flow.
In low and medium power converter (say <500 kW) with slow
dynamic braking demands, the generated power during the
braking period is interchanged with the strong filter capacitor
of power electronics converter, or DC (dynamic) braking is
used.

33.4.2.5 Dynamic Braking Energy
There exist two types of energy stored in VSD, which need to
be dealt with during dynamic braking:

• Inertia or kinetic energy loads: Typically moving (rotating
or linear) machines. These would decelerate naturally to
rest. Braking can speed up the process cycle for the sake
of productivity.

QI
Forward
Motoring

QII
Forward
Braking

QIV
Reverse
Braking

QIII
Reverse
Motoring

Torque

Speed

FIGURE 33.2 Operating regions of electric VSD.

• Mass or potential energy loads: Typically hoists or lifts –
which would run on or even accelerate. Braking must
apply full power to maintain constant speed while the
load is lowered.

The drive losses, mechanical resistance, and the transmission
efficiency, work in favor of deceleration, reducing the braking
power demand. The energy regenerated by potential energy
loads depend on maximum power and both the overrun time
and the decelerating time.

The braking time and the duty cycle time are decided by
the requirements of the process system, but note particularly
the effect of varying the braking duty cycle time and the
deceleration time.

For DC injection braking the kinetic energy of the motor -
load system is converted to heat in the motor rotor. For fast and
frequent generator braking the power electronics converter has
to handle the generated power either by a controlled dynamic
brake chopper (with braking resistor) or through bidirectional
power flow. The power losses in the converter can assist in
dynamic braking.

For a fast speed response, modern variable speed drives may
develop a maximum transient torque up to base speed and
maximum transient power up to maximum speed, provided
that both the motor and the power electronics converter can
handle these powers. For a 200 kW dynamometer drive appli-
cation, a rapid change of torque from full positive torque to
full negative torque is required in less than 10 ms.

33.5 Variable Speed Drive Topologies

In this section drive topologies are classified according to the
motor they employ. Various publications dealt with this subject
e.g. References [3, 5]. The most common motors are illustrated
in Fig. 33.3.

33.5.1 DC Motor Drives

Until recently, the DC motor drive was the most commonly
used type of electric variable speed drive, with only very few
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FIGURE 33.3 Classification of electric VSD.

exceptions is the least expensive. The mechanical commutator
is an electromechanical DC to AC bidirectional power flow
power converter, as the currents in the rotor armature coils
are AC while the brush-current is DC. The DC drive is well-
known, well-proven and widely applied; yet its popularity is
in relative decline due to the emergence of the more robust,
lower cost squirrel cage induction motor drive.

Unfortunately the mechanical commutator though not bad
in terms of losses and power density has serious commutation
current and speed limits and thus limits the power per unit
to 1–2 MW at 1000 rpm and may not be accepted at all in
chemically aggressive or explosion-prone environments. The
application of the DC drive has been restricted to hazardous
areas due to the very limited availability of flameproof DC
machines. Commutator and brush maintenance is difficult in
such environments. Furthermore, continuous sparking at the
brushes is virtually inevitable at full load output.

Due to the inherent ease of speed control of the sepa-
rately excited DC machine, DC drives found popularity in
early electric drive applications, by varying the applied arma-
ture voltage. This variable armature voltage is simply generated

MField
Field

M

(a) (b)

FIGURE 33.4 DC drive: (a) with fully controlled anti-parallel supply bridge and (b) diode rectifier with DC chopper.

by phase-controlled rectification and this technique has now
almost entirely replaced the Ward-Leonard systems previously
used.

The AC/DC converter offers a variable DC voltage, which
is capable of four-quadrant operation (positive and negative
DC voltage and DC current output). Permanent Magnet-
excited brushed motors have been used in numerous appli-
cations for sometime, particularly in non-regenerative drive
applications.

Motor output torque is approximately proportional to
armature current and motor speed is approximately propor-
tional to converter output voltage. Speed control by sensing
armature voltage is therefore feasible giving an accuracy of
around 5%.

Provided the motor excitation is kept constant, the DC
drive power factor is proportional to motor speed. Since most
pumps, compressors, and fans demand a torque proportional
to the square of speed, constant excitation systems are used
and so the above relationship applies.

A typical power factor, at maximum rated speed for a DC
drive is 0.85. This relationship applies to many other types of
electric drives.

If a slow dynamic response is satisfactory, regeneration to
the mains supply is achieved either by reversing the motor
field or armature connection. Alternatively regeneration with
faster response is achieved by connecting another Thyristor
Bridge in anti-parallel with the main bridge. In this case fast
response is possible with changeover time of <15 ms between
full torque motoring to full torque regenerating. The 6-pulse
drive configuration is acceptable for powers up to 1 MW. This
limitation arises not from any semiconductor device limita-
tion, but is due to AC line current harmonics the converter
generates.

A force-commutated or “chopper” converter for DC motors
uses the principle of variable mark-space control using a
Thyristor or transistor solid-state switch. With a diode front-
end converter a fixed, smoother DC supply is derived from
the mains by uncontrolled rectification and rapidly applied,
removed, and reapplied to the machine for adjustable intervals,
thus applying a variable mean DC voltage to the DC motor,
refer to Fig. 33.4b.
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This type of DC drive has the advantage of high (near unity)
power factor at all motor speeds and much reduced harmonic
spectrum.

33.5.2 Induction Motor Drive

33.5.2.1 Squirrel Cage Induction Motor
Squirrel cage induction motors are simpler in structure than
DC motors and are most commonly used in the VSD industry.
They are robust and reliable. They require little maintenance
and are available at very competitive prices. They can be
designed with totally enclosed motors to operate in dirty and
explosive environments. Their initial cost is substantially less
than that of commutator motors and their efficiency is com-
parable. All these features make them attractive for use in
industrial drives.

The three-stator windings develop a rotating magnetic flux
rotating at synchronous speed. This speed depends on the
motor pole number and supply frequency: The rotating flux
intersects the rotor windings and induces an EMF in the rotor
winding, which in turn results in circulating current. The rotor
currents produce a second magnetic flux, which interacts with
the stator flux to produce torque to accelerate the machine. As
the rotor accelerates, the induced rotor voltage falls in magni-
tude and frequency until an equilibrium speed is reached. At
this point the induced rotor current is sufficient to produce the
torque demanded by the load. The rotor speed is slightly lower
than the synchronous speed by the slip frequency, typically 3%.

In order to ensure constant excitation of the machine, and
to maximize torque production up to the base speed, the ratio
of stator voltage to frequency needs to be kept approximately
constant.

Induction motor drive has three distinct operating regions:

(a) Constant Torque: The inverter voltage is controlled
up to a maximum value limited by the supply volt-
age. As the motor speed and the voltage are increased
in proportion, constant V /F, the rated flux linkage is
maintained up to the base speed. Values of torque up
to the maximum value can be produced at speeds
up to about this base value. The maximum avail-
able torque is proportional to the square of the flux
linkage. Typically, the induction motor is designed to
provide a continuous torque rating of about 40–50%
of its maximum torque.

(b) Constant Power: For higher speed, the frequency of the
inverter can be increased, but the supply voltage has
to be kept constant at the maximum value available
in the supply. This causes the stator flux linkage to
decrease in inverse proportion to the frequency. Con-
stant power can be achieved up to the speed at which
the peak torque available from the motor is just suf-
ficient to reach the constant power curve. A constant
power speed range of 2–2.5 can usually be achieved.

Within this range, the motor frequency is increased
until, at maximum speed.

(c) Machine Limit (Pullout Torque): Once the machine
limit has been reached the torque falls off in propor-
tion to the square of motor frequency. Operation at
the higher end of this speed range may not be feasi-
ble as the motor power factor worsens. This in turn
results in a higher stator current than the rated value.
The motor heating may be excessive unless the duty
factor is low.

Induction motors are used in applications requiring fast and
precise control of torque, speed, and shaft position.

The control method widely used in this type of applica-
tion is known as Vector control, a transient response at least
equivalent to that of a commutator motor can be achieved.

The voltage, current, and flux linkage variables in this cir-
cuit are space vectors from which the instantaneous values
of the phase quantities can be obtained by projecting the
space vector on three radial axes displaced 120◦ from each
other. The real and imaginary components of the space vec-
tors are separated, resulting in separate direct and quadrature
axis equivalent circuits but with equal parameters in the
two axes.

Changes in the rotor flux linkage can be made to occur only
relatively slowly because of the large value of the magnetizing
inductance of the induction motor. Vector control is based
on keeping the magnitude of the instantaneous magnetizing
current space vector constant so that the rotor flux linkage
remains constant. The motor is supplied from an inverter that
provides an instantaneously controlled set of phase currents
that combine to form the space vector, which is controlled
to have constant magnitude to maintain constant rotor flux
linkage. The second component is a space vector, which is in
space quadrature with the instantaneous magnetizing current
space vector. This component is instantaneously controlled to
be proportional to the demand torque.

To the extent that the inverter can supply instantaneous sta-
tor currents meeting these two requirements, the motor is
capable of responding without time delay to a demand for
torque. This feature, combined with the relatively low inertia
of the induction motor rotor, makes this drive attractive for
high-performance control systems.

Vector control requires a means of measuring or estimating
the instantaneous magnitude and angle of the space vector
of the rotor flux linkage. Direct measurement is generally not
feasible. Rapid advances are being made in devising control
configurations that use measured electrical terminal values for
estimation.

33.5.2.2 Slip-ring (Wound-rotor) Induction Motor
Drive

Wound rotor induction motors with three rotor slip rings
have been used in adjustable speed drives for many years.
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In an induction motor, torque is equal to the power crossing
the air gap divided by the synchronous mechanical speed. In
early slip-ring induction motor drives, power was transferred
through the motor to be dissipated in external resistances, con-
nected to the slip ring terminals of the rotor. This resulted in
an inefficient drive over most of the speed ranges. More mod-
ern slip ring drives use an inverter to recover the power from
the rotor circuit, feeding it back to the supply system.

The speed of slip-ring induction motor can be controlled
by:

• Stator frequency control as with a cage rotor machine
• Rotor frequency control
• Rotor resistance control
• Slip energy recovery (Kramer system). For capital cost

reasons the last two are commonly used

Addition of rotor resistance especially for starting large
induction motors is well-known. The basic effect produced by
adding rotor resistance is to alter the speed at which maximum
motor torque is developed. Unfortunately, power dissipation as
heat in the rotor resistance bank takes place, earlier means to
overcome this shortcoming were to convert the rotor power to
DC, and feed a DC motor on the same shaft. The rotor slip
energy, when running at reduced speed, is therefore recon-
verted to mechanical power. This is the “Kramer” system. The
disadvantages of this approach were the extra maintenance and
capital costs.

The static Kramer system overcomes these shortcomings by
replacing the DC machine with a line commutated inverter
which returns the slip-energy directly to the AC line, either
directly (on lower power systems) or via a transformer. A key
advantage of the Kramer drive system is that the slip energy
recovery equipment (DC machines or static inverter) needs
only be rated for a fraction of the maximum motor rating.
This is true when a small speed range is required and provided
that a separate means is provided of starting the motor. This is
because the motor rotor current is proportional to torque and
the rotor voltage inversely proportional to speed.

Naturally if the slip energy recovery network can be rated
to withstand full rotor voltage (developed at standstill) a con-
trolled speed range of zero to maximum could be achieved.
However this is generally only feasible on smaller motors
(below 2000 kW) where the rotor voltage is sufficiently low for
an economic inverter package. Secondly if a full speed range is
needed the slip energy recovery network has to be rated at full
motor power, so static Kramer drives become uneconomic for
wide speed ranges. The overall system power factor would be
very low for a wide speed range system.

For the above reasons Kramer drives are very suitable for
high power drives (>200 kW) where a small speed range is
required. Pump and fan drives present therefore good eco-
nomic applications. Kramer drives have also been used for
low speed range endurance dynos using the recovery sys-
tem to control torque of induction generator. As with all

line-commutated converters and inverters, current harmonics
are produced and these can be reduced to acceptable values.
However, as the slip-energy recovery network is only power-
rated in direct proportion to the speed reduction required
(assuming constant load torque), the magnitudes of the har-
monic currents generated are proportionally less than with
drives where the solid-state converters have to handle the whole
drive power. Harmonics of the rotor rectifiers are transmitted
through the rotor and appear as non-integer harmonics in the
main supply.

The main disadvantages of the slip-ring induction motor
drive are: (a) the increased cost of the motor in comparison
with a squirrel cage, (b) the need for slip ring maintenance,
(c) difficulty in operating in hazardous environments, (d) the
need for switchable start-up resistors, and (e) the poor power
factor compared with other types of drive.

33.5.3 Synchronous Motor Drives

To understand the way the synchronous machine operates, let
us assume that the induction motor were to rotate at the syn-
chronous speed by an external means. Under this condition the
frequency and magnitude of the rotor currents would become
zero. If an external DC power supply were connected to the
rotor winding, then the rotor would become polarized in a
similar way to a permanent magnet. The rotor would pull into
step with the air-gap-rotating magnetic field, generated by the
stator but lagging it by a small constant angle, referred to as the
load angle. The load angle is proportional to the torque applied
to the shaft, and the rotor keeps rotating at synchronous speed,
provided that the DC supply is maintained to the rotor field
winding. The magnetic flux produced by the rotor winding
intersects the stator windings and generates a back EMF, which
makes the synchronous motor significantly different from the
induction motor.

As with the induction motor drive, the requirement is to
keep the ratio V /F constant (i.e. varies both the stator fre-
quency and applied voltages in proportion to the desired motor
speed).

The supply bridge converter is phase controlled generating
an adjustable DC current in the DC link choke. To generate
maximum torque from the synchronous motor this current is
switched into the motor stator windings at the correct phase
position with respect to rotor angular position as detected by
position sensor by the Inverter Bridge. When running above
about 10% speed, the back EMF generated by the synchronous
motor is sufficient to commutate the current into the next
arm of Inverter Bridge. So, as this type of inverter is machine
(motor) commutated, the inverter configuration is merely that
of a conventional DC drive. The complexity, expense, and
limited power capability of the force-commutated circuitry is
therefore avoided.

The motor back EMF is insufficient for Thyristor commuta-
tion at low speeds. The technique here, therefore, is to rapidly
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phase back the supply converter bridge to reduce the DC link
current to zero and after a short delay (to ensure that all thyris-
tors in machine bridge are turned off) reapply DC current
when the correct Thyristor trigger pattern has been reestab-
lished. As the motor speed and thus back EMF, increase to
a value sufficient for machine commutation, changeover to
continuous DC link current operation is effected.

During the starting mode the correct Inverter Bridge fir-
ing instant is determined by rotor position sensor, which
is mounted on the motor shaft whose angular position is
detected by opto or magnetic probes. When in the machine-
commutated mode, sensing of stator voltage is used. To
develop maximum torque in the low speed or pulsed mode,
angular rotor position sensing is necessary. However if less
than full load torque availability at low speed can be tolerated,
the inverter system can be set to produce a low fixed frequency
in the pulsed mode. This frequency is then increased, as motor
rotation is detected (either in steps or on a pre-set ramp rate)
until sufficient back EMF is generated to facilitate changeover
to the voltage-sensing mode.

As previously stated the key advantage of this type of drive
is that all Thyristor devices are line or machine commu-
tated. Expensive and complex forced commutation circuitry is
avoided and fast turn-off thyristors are unnecessary. Inverter
systems of this type can therefore be built at very high powers,
up to 100 MW. Also, as a result of avoiding force commutation,
converter efficiency is high.

The thyristors in the machine Inverter Bridge must be trig-
gered at such an angle to give sufficient time for commutation
from one device to the next. This results in the synchronous
motor operating at a high leading power factor of around 0.85.
However, as far as the mains supply is concerned, the total
drive has the characteristics of a DC drive where power factor
is proportional to speed.

Another important characteristic of this type of drive is that
it is inherently reversible and regenerative. For regenerative
operation the Inverter Bridge is triggered in the fully advanced
position so, in effect, it becomes a plain diode bridge. A DC
output voltage, approximately proportional to motor speed, is
therefore generated at the DC side of the supply Converter
Bridge. This converter bridge is now triggered in the regenera-
tive mode thus returning power to the supply system. Reversing
operation is achieved by altering the sequence in which the
thyristors in Inverter Bridge are triggered.

This type of drive is widely applied over a wide power range
as it embodies an efficient brushless motor and relatively sim-
ple and efficient converter. At lower powers, say below 30 kW,
permanent magnet synchronous motors is more common.

Unlike the induction motor, the synchronous type requires
two types of converter. The first for main power conversion
while the second is low power for field excitation. The field
converter feeds the rotor exciter winding through slip rings
and brushes or alternatively a brushless exciter can be used. A
coordinated control of the two converters provide for active

power and reactive power control and for efficient wide speed
range control in high power applications.

For high power applications, synchronous motors are
preferred because of the ability to control reactive power
flow through appropriate control of excitation. Synchronous
motors tend to have wider speed range and higher efficiency.
However, synchronous motors are generally more expensive
than induction motors.

With modern high power PWM-VSI drives, synchronous
motor can be driven for same inverter with vector control
methods.

33.5.4 Special Motors

Motors under this category employ power electronics convert-
ers for normal operation. Generally, this type of motor has a
large number of phases in order to limit torque pulsation and
self-start from any rotor initial position. This is a new breed of
motors, which can be fed through a unipolar or bipolar cur-
rent. Also they have singly salient or doubly salient magnetic
structures with or without permanent magnets on the rotor.

33.5.4.1 Brushless DC Motor (BDCM) Drive
This type of machine has a similar construction to a standard
synchronous machine, but the rotor magnetic field is produced
by permanent magnet material. A position sensor is used to
ensure synchronism between the rotor position and the stator
magneto motive force (MMF) via drive signals to the inverter.
The use of new magnet materials characterized by high coer-
cive force levels has reduced magnet sizes, and largely overcome
the demagnetization problem. The absence of the field copper
losses improves the machine efficiency.

As the permanent magnet is the source for excitation, the
BDCM can be viewed as a constant flux motor. A limited
amount of flux weakening can be achieved by increasing the
load angle of the stator current. Achieving a useful constant
power range is not usually practical with this type of motor.
A large demagnetizing component of stator current would be
required to produce a significant reduction in magnet flux, and
this would increase the stator loss substantially.

The required base torque determines the motor size and
the losses are essentially independent of the number of stator
turns. At speeds up to the base speed of the constant power
range, the efficiency of the motor is essentially the same as
for one designed for rated voltage at base speed. For oper-
ation above base speed, the stator current from the inverter
is reduced in inverse proportion to the speed. This mode of
operation in the high-speed range reduces the dominant sta-
tor winding losses relative to a machine in which the flux
is reduced and the current kept constant. The losses in the
inverter are, however, increased due to its higher current rat-
ing. For an electric road vehicle that must carry its energy store,
the net energy saving may be sufficiently valuable to overcome
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the additional cost of the larger inverter. A further advantage
of this approach is that, if the DC supply to the inverter is lost,
the open circuit voltage applied to the inverter switches will be
within their normal ratings.

The BDCM has higher volumetric power density compared
to other types of motors (induction or synchronous). They are
particularly suited for the high values of acceleration required
in drives (e.g. machine tools). They are often operated with
high acceleration for a short time followed by a longer period
of low torque. At such low values of load factor, the cooling
capability is frequently not a limitation. The major interest is
in obtaining the maximum acceleration from the motor. The
short-term stator current of a BDCM is limited to the value
required for magnet protection. These values of acceleration
are significantly higher than that can be achieved with either
induction or DC motors of similar maximum torque rating.

33.5.4.2 Switched Reluctance Motor (SRM) Drive
This motor can be regarded as a special case of a salient syn-
chronous machine in which the field MMF is zero and the
torque is produced by reluctance or saliency action only. The
rotor has no winding. The SRM drive needs an inverter whose
frequency is locked to the shaft speed, but since the torque
is linearly proportional to the square of the stator current,
the use of unidirectional current involves little sacrifice in
performance.

Generally, the use of position sensors in the SRM and BDCM
is something of a disadvantage in both cases. The SRM does
not require permanent magnets, which can cost and may
involve demagnetization risks and limit top speeds due to cen-
trifugal forces. The SRM hence has a simpler construction and
is more robust. However the need to magnetize the motor
from the AC side adds to inverter costs and may increase peak
current levels significantly, hence raising stator copper losses.

Switched reluctance synchronous motors have a cylindrical
stator with three AC windings and a solid rotor (without any
winding) with a moderate orthogonal axis magnetic saliency
up to 4 (6) to 1. High magnetic saliency is obtained with
multiple flux barriers. The conventional SRMs are to some
extent (up to 100 kW) used in low dynamics variable speed
drives with open loop speed control, as the speed does not
decrease with load. Consequently the control is simpler than
with induction motors.

The main drawback of the conventional SRD is the low
motor power factor and the relatively poor torque density,
which leads to a higher kVA rating of the power converter
(approximately 20%). The main advantage of the synchronous
reluctance motor over the induction motor of similar rating
is the higher efficiency. Compared to the squirrel cage induc-
tion motor, the rotor loss is small or negligible in synchronous
reluctance machines. If the saliency ratio is sufficient to pro-
duce a power factor equal to that of the induction motor, the

stator winding loss will be the same. Also, the stator iron losses
will be similar for the two motors.

The reluctance motor is capable of operation in the constant
power mode of operation. As for all AC drives, when the supply
voltage limit is reached above the base speed, the flux linkage
is reduced in inverse proportion to the shaft speed, and the
torque is inversely proportional to speed squared.

33.5.4.3 Linear Motors
There are applications in which linear motion, as opposed to
rotational, is required. A linear machine has the same operat-
ing principles as those applied to all other rotating machines.
The PWM-VSI converters and motor control principles dis-
cussed in this chapter are also applicable to this type of
motor.

There are two types of linear motors:

• LIM – Linear Induction Motor
• LSM – Linear Synchronous Motor with permanent

magnetic excitation

The LSM type has the following advantages over the LIM:

• Better power factor
• More responsive control
• Higher efficiency

The disadvantages of LSM are:

• Very accurate position feedback is required
• The use of PM – expensive and heavy

Transport, material handling, and extrusion processes are a
few examples in which linear motors have successfully been
employed.

33.5.4.4 Stepper Motors
Stepper motors are either built in a similar manner to BDCM,
with permanent magnets embedded in or bonded to the rotor
or a rotor with no magnets. The latter type is made of a fer-
rite magnetic material and its circumference is cut to form a
number of slots, forming teeth lengthwise to the rotor axis.

Torque production can be based on (a) magnetic reluctance
(as in SRM), (b) magnetic attraction (as in BDCM), or (c)
both magnetic reluctance and attraction.

Stepper drives do not offer dynamic speed control, and the
main action is to accelerate at full torque to full speed, maintain
the speed and decelerate at full torque. In comparison to the
reluctance type stepper motor, the permanent magnet type
offers greater torque for a given speed, particularly at start and
low speeds.

Most drives incorporate controllers with connections for a
communications link for supervisory control by PLC, hard-
wiring connectors for analog/digital inputs and outputs, and
some are equipped with software for communications with
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TABLE 33.12 Control features for servo and stepper motor drives, Reference [6]

Control features Servo drive Stepper drive

Acceleration/deceleration time Adjustable Accelerate at maximum torque, time is dependent on
maximum torque and inertia

Maximum speed Part of the motor specification Part of the motor specification
Speed control Permit a range of speed settings Not necessarily available
Torque control Many offer speed & torque control Always operate at maximum torque
Auto tuning A feature of some servo drive Not applicable
Reversing Commonly available by digital control signal Commonly available by digital control signal
Zero speed clamp Applies full torque to hold the position constant Applies full torque to hold the position constant
Dynamic braking Controlled deceleration, may require dissipative brake

resistor
Usually standard

Regenerative braking Dedicated circuit for controlled braking Not applicable
Travel limits Definition of travel limits in the forward and reverse

directions
Standard

Jog or inch Digital command to “jog” one step (with defined distance) Optional feature
Closed loop configuration Most drives accept external signals for closed loop control Most drives accept external signals for closed loop control
Programming functions Many drives incorporate programming functions as in PLCs, reset all functions to default states, return to a home position,

enable or disable repetition or a pre-set sequence, select a particular set of control inputs, increased or decreased speed,
change the torque boost, etc.

a computer or handheld keypad. Table 33.12 lists typical
options.

Unlike above motor drives, the stepper motor can achieve
precise position control without the need for any external
feedback.

33.5.4.5 Actuators
Actuators are widely used in industry, primarily for posi-
tioning tasks. Their designs are based on all sorts of force
producing principles. Reference [7] describes several types of
direct drive electric actuators, including (a) the DC actuator
(Moving coil type), (b) induction actuators, (c) synchronous
actuators (moving magnet DC type), (d) reluctance actuators,
and (e) inductor actuators (polarized reluctance type).

Electric actuators are used increasingly in control systems
and automated electromechanical equipment. Typical specifi-
cation factors include: range of motion, type of motion (linear
or rotary, stepwise or continuous), resolution needs, speed of
response, environmental conditions, supply conditions, allow-
able electromagnetic noise emission level, need for integrated
position and velocity sensors, maintenance needs, eligibility,
cost, peak, and continuos torque, etc.

The main demands of industry for high performance
systems are:

(a) A convenient supply and low power consumption
(b) Reliability and robustness
(c) Low initial cost and maintenance
(d) Fast response
(e) Linear “torque-excitation” characteristics

33.5.4.6 Integrated Motors
The Integral Motor consists of a standard AC motor with an
integrated frequency inverter and EMC filter. It is robust and
specified for reliable operation, and often designed to han-
dle rough working conditions, including ambient temperature
– 25–40◦C and dusty, corrosive as well as humid environments
(Enclosure IP55). This type of drive uses a standard induc-
tion motor with the AC/AC converter integrated in the motor
frame often as a separate converter box mounted directly above
the motor frame in place of the terminal box. The power
popularity of this type of drive is limited to 0.5–7.5 kW.

This type of motor offers the following advantages:

• Save space by eliminating the need for a separate con-
troller

• Reduce installed costs because cabling between motor and
converter is eliminated

• Eliminate motor problems caused by high voltage tran-
sient due to output cable capacitance

• Minimize EMC due to high dV /dt

The integrated drive includes most features including start,
stop, forward, reverse, speed and torque controls, controlled
acceleration and deceleration, etc.

33.6 PWM-VSI DRIVE

In recent years, the popularity of PWM VSI has increased
beyond recognition. Its dynamic performance and controlla-
bility is better than the DC drive. Its power range has extended
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TABLE 33.13 Drive comparison

Control features Cyclo LCI PWM-VSI Matrix

Speed Limited Wide Wide Wide
Dynamic response Excellent Good Excellent Excellent
Torque pulsation Low High Very low Very good
Power factor at

low speed
Poor Poor Very good Very good

Stability Good Moderate Very good Very good
Motor Custom Custom Standard Standard∗
Regeneration Inherent Inherent Needs extra

hardware
Inherent

Volumetric power
density

Moderate Good Very good Excellent

∗The AC output voltage of the matrix-converter is always less than the input
voltage – derating is expected or a larger frame size is required.

to areas dominated for years by traditional solutions such as
the cyclo-converter and LCI drives.

33.6.1 Drive Comparison

Table 33.13 shows a direct comparison between the cyclo-
converter, LCI, and PWM-VSI drives. The DC drive and the
Slip Power Recovery converter type are not listed because AC
drives have already replaced DC drives in most applications
due to low maintenance and better reliability of AC motors.
Slip recovery is only suitable for applications with a limited
speed range and requires a slip ring wound rotor.

In comparison with the cyclo-converter and LCI cur-
rent source converter drives, the PWM-VSI drive offers the
following advantages:

• Excellent dynamic response
• Smooth torque/speed control over full speed range

(0–200 Hz)
• High volumetric power density
• Ride through of dips in supply voltage
• Use of standard motors (squirrel cage induction motor

or synchronous motor)
• Improved AC supply power factor over full speed range
• Reduced cabling and transformer size and cost in com-

parison with cyclo-converters
• No significant torque pulsation
• Lower noise level
• Low maintenance

33.6.2 Medium Voltage PWM-VSI

The maximum power rating of LV VSD is limited by prac-
tical current ratings of power components such as motor,
cable and transformer (typically 1500 A), giving a limit of
about 2 MVA at 600 V. At this rating, motor manufacturers
always prefer a MV machine design – significant saving and

(a) (b) (c) (d)

H

H

H

H

FIGURE 33.5 MV stack topologies.

improved thermal performance of power components can be
achieved by operating at medium voltages instead of low volt-
ages. Many variable-speed drive applications will benefit from
the availability of economic MV alternatives.

When adequately rated high blocking voltage devices are
available, a simple 2-level inverter or alternatively 3-level
Neutral Point Clamped (NPC) has always been the choice to
meet required output voltages. These topologies offer a simple
and cost-effective solution.

Series connection of power devices is the traditional solu-
tion for high power high voltage Thyristor-based drives. This
approach is perceived to be complex with fast switching IGBTs
because of simultaneous switching and correct static and
dynamic voltage sharing of series devices.

The “Multi-level” inverter drive is seen to offer a better
solution for high power, high voltage inverter drive. The out-
put waveform is high quality, even at very high modulation
frequencies, which inherently results in lower harmonic con-
tent in the output voltage waveform (less losses, less torque
pulsation, and lower insulation voltage stresses).

Reference [8] and Fig. 33.5 categorizes MV converter
topologies as follows:

(a) Series Connected 2-Level (SC2L)
(b) 3 Level Neutral Point Clamped (3LNPC)
(c) Multi-level: Diode Clamped Multi-Level (DCML),

Capacitor Clamped Multi-Level (CCML)
(d) Isolated Series H-Bridge (ISHB)

33.6.3 Control Strategies

Several control techniques can be found in the VSD industry,
refer to Fig. 33.6. These are:

• Open loop inverter with fixed V/Hz control
• Open loop inverter with flux vector control
• Closed loop inverter with flux vector control (induction

motor)

Table 33.15 summarizes the main features, advantages, and
disadvantages of each technique.
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TABLE 33.14 Comparison between different MV converter stack topologies

Topologies Advantages Disadvantages

2-level with series devices
(SC2L)

• Simple & proven technology
• Same converter design over supply voltage range
• Standard fully developed PWM control
• Provision for series redundancy of power switches per

inverter phase arm (n+1)

• Static and dynamic voltage sharing of series devices
• High dV/dt due to synchronous commutation of series

devices
• High switching frequency harmonic content in inverter

output voltage

3-level NPC (3LNPC) • Well-proven
• Reduced harmonic content
• Better utilization of switches
• Reduced dV/dt (half the SC2L equivalent)

• Series redundancy is difficult to achieve
• More complex PWM control is needed, than 2 level
• Requires extra clamping diodes
• Requires split DC link
• Requires mid-point voltage balance control
• Even number of power devices per arm is always needed
• Switches requires snubbers

Diode clamped multi-level
(DCML)

• Reduced harmonic contents
• Reduced dV/dt

• Series redundancy is very difficult to achieve
• Very complex PWM control is needed
• Requires many steering diodes
• Requires split DC link
• Requires voltage balance control of split DC link capaci-

tors
• Uneven current stresses on power devices
• Requires snubbers

Capacitor clamped
multi-level (CCML)

• This configuration has all the advantages of a multi-level
converter plus Simpler arrangement, modular building
block

• Less components
• Snubberless operation is possible
• Easier capacitor voltage balance than 3LNPC

• Possible parasitic resonance between decoupling capaci-
tors

• Complex to provide series redundancy
• More complex PWM control strategy than for 2-level
• Voltage redistribution of capacitors during supply voltage

surges
• Too many capacitors (bulky stack design & poor capacitor

utilization at high ratings)
• Complex converter arrangement (for low stray induc-

tance)
• Inverter rating is limited by the load current flowing

through the capacitors

Series connected isolated
h-bridges (ISHB)

• Modular design of the converter power modules
• The basic building block is based on a DC supply bridge,

decoupling capacitor and a H-bridge arrangement
• In the AC supply the combined diode bridge rectifiers

act like a multi-pulse bridge (18p for 4-level and 24p for
5-level), reducing harmonic injection into the AC supply.

• Its output has very low harmonic contents in spite of the
low switching frequency

• Employs a special (bulky and expensive) transformer
• Complex to achieve series redundancy
• Different supply transformer designs are required for

applications operating at different AC line voltages
• Power pulsation for poor power factor loading
• Poor utilization of capacitors
• Not suitable for common DC bus applications
• Dynamic Braking difficult

33.6.4 Communication in VSDs

The use of a high speed advanced digital communication
(Fieldbus) to build industrial automation system for real-time
control or simply for data logging has become well-established
in modern industries. Digital communication resulted in
replacing wiring looms with a digital serial network, this
resulted in a lower cost installation and a more reliable
solution. Over the last few years many industrial Fieldbuses
emerged and endusers, system integrators and original equip-
ment manufacturers (OEMs) chose the optimum system for
their applications.

A Fieldbus is a digital communication system that allows a
control system to exchange data with remote sensors, actuators

and drives, using a single communication link. The major ben-
efits seen are (a) reduced installation and cabling cost, and
better overall immunity of the system. Both factors result in
more reliable operation and reduced maintenance costs.

There exist two main types of network:

(a) Centralized network – requires a network master con-
troller, typically a PLC. The master device is entirely
responsible for controlling communications over the
network, while the slave devices tend to be “dumb”
devices with no local intelligence.

(b) Decentralized network – which require some local
intelligence at each node, but no overall mas-
ter device. This is ideal for real time application
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FIGURE 33.6 Electrical drive control techniques. (a) DC drive; (b)
frequency control (PWM scalar control); (c) flux vector control (field-
oriented control); and (d) direct torque control.

TABLE 33.15 Comparison between various control methods used in VSD

Drive type DC drive AC drive

Control method • Field-oriented • Frequency control • Flux vector control • Direct torque control

Features • Field orientation via
mechanical commutator

• Controlling variables are
armature current and field
current

• Torque control is direct
• Typical response 10–20 ms

• Voltage and frequency
control

• Simulation of variable
speed drive using
modulator

• Flux provided with a
constant V /F ratio

• Open loop drive
• Load dictate torque level
• Typical torque dynamic

response 100 ms

• Field-oriented control –
similar to DC drive

• Motor electrical
characteristics are
modelled (observer)

• Closed loop drive
• Torque controlled

indirectly
• Typical torque dynamic

response 10–20 ms

• Use advance control
theory

• Controlled variables are
magnetizing flux and
motor control

• Typical torque dynamic
response is <5 ms

Advantages • Accurate and fast torque
control

• High dynamic speed
response

• Simple to control

• Low cost
• No feedback devices are

required
• Simple

• Good torque response
• Accurate speed control
• Full torque at zero speed
• Performance approaching

DC drive

• Simple
• No feedback requirements
• No need for an observe

Disadvantages • Reduced motor reliability
• Regular maintenance
• Motor costly to purchase
• Needs encoder for

feedback

• Field orientation not used
• Motor status ignored
• Torque is not controllable
• Delaying modulator used

• Feedback is needed
• Costly
• Modulator is needed

environment, as all nodes are effectively running in
parallel.

Most modern VSDs are equipped with hardware and soft-
ware, which enable local and remote communication with
plant automated system via a Fieldbus system. The most pop-
ular Fieldbuses are Profibus, Interbus, Ctnet, Sercos, Worldfib,
and Devicenet.

33.6.5 PWM Techniques

Different PWM techniques have been employed in PWM-VSD
converters. Figure 33.7 identifies the most commonly used
techniques.

33.6.6 Impact of PWM Waveform

33.6.6.1 PWM Voltage Waveform
Fast switching of IGBTs (typically <1 μs) results in high dV/dt,
typically 3–5 kV/μs, and possible voltage overshoot at turn
off which can last for a few microseconds. The fast rate of
rise/fall of voltage combined with high peak voltage at the turn
off, result in a premature failure of motors as well as EMC.
References [9–11] deal with the effect of PWM waveforms of
VSD.

The following is a brief summary of the effect of the
unfiltered waveforms.
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FIGURE 33.7 Classifications of PWM techniques.

33.6.6.2 Effect on Motor
• Premature insulation failure due to partial discharge as a

result of peak voltage, high dV/dt and high frequency.
• Motor shaft voltage, which forces current into the shaft

bearing, leading to early bearing failure.
• Motor stray capacitance (between windings and earthed

frame) leads to earth-current flow caused by high dV/dt.
• High dV/dt creates nonuniform distribution of voltage

across the winding, with high voltage-drop across the first
few turns and consequential failures.

• In a large motor, voltage differential on the frame is likely
to develop in spite of protective earthing of the motor.
More than one earthing point is needed.

33.6.6.3 Effect on Cables
• Voltage doubling effect at the rising/falling edges of

voltage waveform due to wave propagation in long
cables [9].

• Earth-current flows in cable stray capacitance due to
dV/dt.

• Restriction on cable type used and earthing methods
employed.

• Cable type (armored, screen, multi-core).
• Likelihood of cross talk with other surrounding cables

running in parallel.
• For PWM drives, the cost of cabling is likely to be

significant due to special requirements of cables, and
termination methods employed.

33.6.6.4 Effect on EMC/Insulation/Earthing
• Inductive and capacitive couplings between live compo-

nents and earth result in common-mode and differential-
mode noise. This could lead to malfunctioning of nearby
sensitive equipment.

• The voltage to earth applied on drive components pul-
sates at the switching frequency, adding voltage stresses
(worst at low speeds, low modulation index). This poses
additional insulation requirements on main power com-
ponents (motor, cable, output filter, and transformer).

• A 4th wire may be required between the motor frame and
the converter virtual earth so that a low impedance path
is provided for the motor earth current.

• Strict rules must be observed when cabling and earthing.

33.6.6.5 Motor Insulation
High peak voltages can be experienced at the motor terminals
especially when long cable is employed (10–100m depending
on the size of motor). This is usually caused by voltage dou-
bling phenomena of a transmission line with unequal line and
load impedance. Motor line voltage can reach twice the DC
link voltage with long cables.

Fast voltage rise times of 5000 V/μs can be measured at the
motor terminals. Under this condition the motor insulation
becomes stressed and can lead to a premature breakdown of a
standard motor insulation. When motor fails due to insulation
stress caused by high peak voltage and fast voltage rise times,
failure occurs in the first turn as phase-to-phase short or phase
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to stator short. The highest voltage is normally seen by the first
turn of the winding.

Standard motor capabilities, established by the National
Electric Manufacturers Association (NEMA) and expressed in
the MG-I standard (part 30), indicate that standard NEMA
type B motors can withstand 1000 V peak at a minimum rise
time of 2 μs (500 V/μs). Reference [10] describes the effect of
PWM inverter waveform on motor insulation in more detail.

Partial Discharge
The phenomena which starts deterioration of the motor insu-
lation is called Partial Discharge (PD). When electric stresses
in insulation voids exceed the breakdown voltage of the air, a
partial discharge occurs. Successive PDs destroy the insulation
slowly.

Voltage Strength between Phase to Phase and
Phase to Frame
Both NEMA and IEC are proposing: (a) maximum 1000 V at
rise time less than 2 μs and (b) a maximum rate of rise of
500 V/μs. It is believed that low voltage standard motors can
withstand a lot larger voltage stresses than specified by NEMA
and IEC, possibly up to 1300 V, almost regardless of the rise
time.

Voltage Strength between Turn to Turn
In low voltage AC motors, the conductor insulation is designed
for 245 V RMS (350 V peak). The insulation strength is
however higher depending on the impregnation method.

33.6.6.6 Bearing Current
Bearing current and shaft voltages under 50/60 Hz sine-
wave operation has been recognized since 1924. The bear-
ing impedance characteristics largely determine the resulting
bearing current that will flow for a given shaft voltage [11].

The rotating machines have three basic sources of shaft
voltage. These are:

• Electromagnetic induction from the stator winding to the
rotor shaft (due to small asymmetries of the magnetic
field in the air gap that is inherent in a practical machine
design. The design limit is <1 V RMS.

• Electrostatic coupled from internal sources: such a voltage
in motors where rotor charge accumulation may occur
(belt-driven coupling, ionized air passing over rotor fan
blades).

• Electrostatic coupled from external sources such as PWM
inverter. The presence of high dV/dt across the stator
neutral to frame ground causes a portion of the voltage
to ground due to capacitor divider action. The presence
of PWM related voltage components is undesirable and
lead to a premature bearing failure.

• The fundamental cause of the shaft voltage is magnetic
asymmetry between the stator and the rotor or possi-
bly a phase shift of the motor voltage waveform. System
ground may also contribute to this condition through
unbalance system voltage.

• NEMA-500 recommends the consideration of insulated
bearing for motor frame of certain sizes.

33.6.6.7 EMC
The main sources of electromagnetic emission of PWM-VSI
drives are described in [12] as follows:

AC/DC Converter: Supply harmonics caused by supply
bridge rectifier (100 Hz–2.5 kHz): As already explained the
input bridge circuit with a SCR or diode bridge is a source
of supply harmonics in the input current.

DC/AC Inverter: Harmonics caused by the switching of the
inverter bridge (3 kHz–20 MHz): the inverter bridge uses fast
switching devices to create PWM voltage output. The inverter
is a source of a wide band of frequencies, typically extending
from the basic switching frequency (usually several kilohertz)
to the radio high-frequency bands at 20 MHz. The radio fre-
quency current spreads out into both the supply and motor
connections. An EMC filter is often used to limit spread of
high frequency harmonics into the supply.

Control Electronics: The control circuit employs a micro-
processor with clock frequency of several megahertz, typically
20 MHz. The clock wave produces frequencies, which are
multiple of 20 MHz up to 300 MHz.

33.6.7 Techniques Used to Reduce the Effect of
PMP Voltage Waveform

33.6.7.1 Output Line Reactor
A reactor increases the rise time but the benefit of its
connection may be negated as follows:

• Beneficial connection if cable length is short enough for
reflections to be superimposed within rise time, i.e. if rise
time is increased beyond critical value of cable length.

• Harmful connection if cable length is too long, the reactor
may have negligible effect on peak voltage (theoretically
its presence is insignificant in this case) or ringing period
but it will increase the duration of each overshoot, thus
increasing the probability of partial discharge.

Adding a series line reactor between the motor and inverter
is not as simple as illustrated above because the reactor adds
or adjusts other resonant modes where the reactor rings
with lumped capacitance’s. These resonant modes are pure
transmission line modes and can double voltage. Some line
inductance helps short circuit protection. If earth current is
limited by other means, then the coupled reactors may be
helpful.
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TABLE 33.16 An overview of techniques used as a counter measure to EMI

Effect Frequency range (f ) Counter measure

At source At load

Mains ≤100 Hz • Avoid circulating currents • Balanced signal circuits
• Avoid earth loops in signal paths
• Screening (electric field only)

Mains harmonics 100 < f ≤ 2.5 kHz • Line and/or DC link reactor on rectifiers.
• Higher pulse number rectifier (e.g. 12, 18, or 24)
• Low impedance supply
• Harmonic filters

• Balanced signal circuits
• Avoid earth loops in signal paths
• Filtering

Intermediate 2.5 < f ≤ 150 kHz • Filters • Filtering
• Screening
• Balanced signal circuits

Low-frequency 150 kHz < f ≤ 30 MHz • Filters – one per apparatus
• Cable screening

• Filtering
• Screening

High frequency 30 MHz < f ≤ 1 GHz • Screening
• Internal filtering

• Screening

33.6.7.2 Sine-wave Filter
This mechanism filters the PWM carrier frequency; thus the
converter output voltages are sinusoidal. This type of filter is
best suited for low performance drives and/or retrofit applica-
tions (old or standard motors). Reference [13] and Table 33.17
illustrates the filtering options for high power VSDs.

Employing a filter at the inverter output has some practical
consequences:

• Cost and weight of filter
• Filter power losses, voltage drop
• A small derating of power switches due to circulating

current between filter L, C, and DC link capacitor

TABLE 33.17 Filtering options for PWM-VSI drives, Reference [13]

Option No filter dV/dt filter Sine-wave filter

Motor dV /dt High Acceptable Low
Motor insulation Must be

increased
Normal Normal

EMC ground noise Very high Low Very low
PWM carrier at

motor
100% 100% Very low

Motor audible noise Higher Decreased a little Minimum
Motor derating Approx. 13% Approx. 3% 0%
Torque response Fast Fast Suits most

applications
Motor cost Typically

+10% cost
Normally no

extra cost
No extra cost

Conclusions Impractical Suitable only for
high dynamic
torque
response

Best choice for
most drives

• Reduced torque response due to time delay in the filter,
sine-wave type

• Potential oscillations which have to be electronically
dampened

• Potential induction motor self excitation

33.6.7.3 PWM (dV/dt) Filter
This reduces the dV/dt seen by the motor to a level, which
does not compromise the motor or EMC. It is ideal for high
performance drives with custom-built motors.

33.6.7.4 RC Filter at Motor Terminals
A simple RC network is used at the motor terminal; the
capacitor would represent a short circuit for the high fre-
quency components (sharp dV/dt ). Wave reflection will not
happen if the resistor value is similar to the cable character-
istic impedance. Resistor losses are generally small, as current
flow will only occur at the rising and falling edges of the PWM
waveform.

33.6.7.5 Common Mode Reactor
The presence of capacitive current due to the high dV/dt can
be improved by employing a common mode reactor. It is well-
established that such a choke is not effective to reduce the
RMS and mean values of the leakage current, but only effective
to reduce the peak value. The presence of such a choke in
the circuit, increases the inductance and resistance of the zero
sequence impedance.
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TABLE 33.18 Types of supply front-end bridges of PWM-VSI drives

Type Power device Motor speed
reversal

Regenerative capability Regenerative with
AC supply loss

Comment

I Diode Yes No No • Good power factor across speed range
• Needs pre-charge circuit
• Lack of protection

II Diode Yes Dissipative Yes • Ditto
III SCR Yes No No • Power factor is function of speed

• Fully controlled DC link
• Phase back when (a) supply voltage rises,

(b) fault on DC bus side
• Needs gate drivers for SCRs

IV SCR Yes Dissipative Yes • Ditto
V SCR Yes Regenerative into supply No • Ditto
VI Forced

commutated
devices (e.g.
IGBT/IGCT)

Yes Regenerative into supply No • Can operate with controlled power factor (unity,
lagging, leading)

• High frequency harmonics
• DC link voltage higher than the crest of the

supply voltage
• Fully controlled DC link, even during a supply

dip
• Output voltage equals to input voltage
• Requires a pre-charge circuit

33.6.8 Supply Front-end for PWM-VSI Drives

There are many types of PWM voltage source drive depend-
ing on the supply front-end type and regenerative technique
employed (Table 33.18)

(i) PWM-VSI with a diode supply front-end
(ii) As above, but with a dynamic brake chopper

(iii) Fully controlled thyristor front-end
(iv) As above but with a dynamic brake chopper
(v) Fully controlled anti-parallel thyristor supply bridge

(vi) PWM supply front-end

The use of a higher pulse number than 6-pulse would neces-
sitate the use of a supply transformer. This is always considered
to be an unnecessary “evil” because of additional cost, losses,
and the need for extra space to accommodate this component.
For MV applications, this is considered to be a necessity for
isolation and protection.

33.6.8.1 Regenerative Braking
Several techniques are usually used for regenerative braking.

A simple diode front-end supply bridge will operate in two
quadrants (positive and negative speeds). There is no regen-
erative power capability as any regeneration of power would
result in an increase in the DC link voltage, and the drive will
trip on over-voltage.

If a small amount of regeneration is required, during stop-
ping, or speed reversal, then a dynamic brake chopper may
be used. This is a simple chopper with a dynamic brake
resistor. The size of the resistor is very much dependent on

the regenerative brake energy, its magnitude, and repetition
rate.

Full power regeneration is possible by employing a fully
controlled anti-parallel thyristor front-end. This is similar to
that used on DC drives or cyclo-converters.

A more modern approach is to use pulse converter front-
end (fully controlled bridge). This is a four-quadrant converter
with the ability to control the power factor and the DC link.
Such an option necessitates the use of a pre-charge circuit for
the DC link, and smoothing inductance on the AC side.

For fully regenerative drives, the supply needs to be
receptive.

By using a PWM rectifier as a primary converter in this
composite structure both the problems of regeneration and
line current distortion are successfully solved – with the penalty
of having a much more complicated converter structure and
control system.

With the modern PWM-VSI VSD controller, the supply
bridge can be fully controlled. Such an option offers the
following benefits:

• Fully regenerative drive
• Unity power factor all time
• Sine wave input voltage and current
• Can operate with controlled power factor (e.g. leading

power factor)
• Can operate as an active filter while supplying power

to the load. Possible elimination of low order supply
harmonics (5th & 7th)

• Output voltage equals the input voltage



33 Drives Types and Specifications 909

TABLE 33.19 Application analysis of VSDs

Industry Current drive Preferences Applications
topology

Power generation Direct On Line
(DOL)

• 6.6–11 kV Boiler feed pump, start-up converter, coal mills

Soft start
CSI

Petrochemical LCI
DOL
CSI

• Air-cooled, stand-alone.
• Induction motors up to 10 MW
• Synchronous above 10 MW

Petrochemical and derivatives, gas liquefaction, pipelines and
storage, oil on/off shore and pipelines

Mining Cyclo-converters • Low maintenance
• Reliability
• Low power supply distortion

Mine winders, conveyor belts, coal mills, ventilation fans,
underground machinery

Stand-alone and
process industries

• Low cost
• Efficiency
• Ease of repair and maintenance

Water and sewage pumps, wind mills, material handling
(extruders), test benches, paper and plastic machines

Metals Mill drives –
cyclo-
converters

• Air-cooled
• High dynamic performance
• Low maintenance motor

Hot mills, medium section mills, finishing section mills, cold
mills

Marine LCI cyclo-
converters

• Small size
• Low maintenance
• Water-cooled

Warships, drilling vessels (mono-hulls), chemical tankers
shuttle tankers, cruise liners, icebreakers, semi-submersibles,
fishing vessels, cable layers, floating exploration rigs, ferries,
research vessels, container vessels

33.7 Applications

33.7.1 VSD Applications

Table 33.19 summarizes main industries and applications.
Present solution of drives, and electric drive application

examples from various industries have been described in this
section.

33.7.2 Applications by Industry

33.7.2.1 Deep Mining
Reference [14] lists various high-power MV VSI inverter drive
applications for the mining industry. In deep mine con-
veyor belt applications a PWM-VSI drive offers significant
advantages over other conventional alternatives. The follow-
ing benefits have been identified for deep mine conveyor belts
applications:

• Improved drive starting and stopping
• Improved reliability
• Matching belt speed to production
• Easier belt inspection
• Reduced belt wear, increased belt life
• Lower specification belt material may be used
• Low speed running to reduce coal removal by windage
• Manpower saving – less coal spillage

• Unity power factor with low harmonic content
• Reduced AC supplies disturbances

For hoist applications, the PWM-VSI drives can also be
used to replace DC and cyclo-converter drives for Mine Hoist
applications. The benefits are:

• Improved drive control, with 100% continuous stall
torque available with induction motors

• Reduced AC supplies disturbances
• Very unlikely to need reactive MVAR correction even at

high ratings
• Improved immunity to AC supplies dips

The use of electrically coupled Mine Hoist systems have
many advantages especially for deep mines and set to become
an essential feature of many new mine shaft systems. The
circuit is shown in Fig. 33.8.

The power flows naturally from the motor 1 to motor 2 such
that at the point of balance the AC supply current is virtually
zero and at near unity power factor.

This technology is the natural successor to the DC electri-
cally coupled winders and totally solves the poor AC power
factor that would result if twin drive cyclo motors were used.

33.7.2.2 Industrial Processes
In this industry, there are a number of viable drive solu-
tions available for the major market power ranges, from LCIs
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FIGURE 33.8 PWM-VSI electrically coupled Mine Hoist drive.

to FCI. However, there is a developing market for MV variable
speed drives. The PWM-VSI using new high power IGBTs or
IGCTs appear to be the best solution for the future. Benefits
include better power factor, no limit on frequency, and higher
voltages.

PWM-VSI converter cost is likely to be higher than equiva-
lent other well-established technologies (e.g. LCI). Hence, the
flexibility in choice of motors, and improved control must be
exploited. The advantage of offering a MV solution may prove
significant. Possible means of reducing motor costs are:

1. Higher frequencies are achievable, allowing the use of
high-speed motors and gearboxes

2. Higher pole number machines can be used, giving a
cost saving

3. Better power factor over the speed range giving power
supply saving

4. Induction motors with rotors adapted for use with
VSDs can be used with resultant cost savings over
standard DOL, fixed speed motors

5. Higher voltages, smaller conductors
6. However, at low powers the relative cost of the

machines is less significant versus the cost of the con-
verters. Hence, the viability of this technology in this
market requires close examination

The cyclo-converter drive with a synchronous motor is
used when four-quadrant operation is required. Particularly
for high power rating with high torque at low speed and at
standstill but with a rather low maximum speed are drive
requirements. Gear-less cement mill drives were the first appli-
cations of cyclo-converters. The mill tube is driven from
low-speed wraparound motor with a high number of poles.

33.7.2.3 Metal Industry
The majority of installed hot mill drives are cyclo-converters. A
few LCI drives have been used, but applications are limited for
such technology on Mill Main Drives. Most early generation
plants are equipped with DC drives. The trend is to replace
DC with AC.

Direct current drive applications were universally used in
the first generation of Rolling Mills. The market for New Mills
requiring this technology is declining as the Steel Industry
moves to AC as a preference. On early generation Mills where
motors are retained, DC drives are likely to be required. Cus-
tomers in their enquiries, some requesting AC alternatives, are
still requesting DC drive solutions.

DC drives are probably still the most economic for the power
range 750–1500 kW. The number of manufacturers however,
producing DC motors, is declining, particularly in the case of
large DC motor manufacture. The lower price of DC solutions
is offset by the advantage of use of AC motors in AC solutions,
making AC the more popular choice.

Current source inverter LCI can be applied to Rough-
ing stands of Rod & Bar Mills. Technical limitations include
the risk of torque pulsation and a minimum drive output
frequency of 8 Hz.

Cyclo-converter is the solution most often used. However,
it is relatively expensive compared to alternative technology.
Major cost penalties arise from supply transformers, cabling
and bridge configuration. In some cases, active power sup-
ply compensation equipment may be required, taking the
costs even higher. Cyclo-converter solutions will still be cost-
effective for medium to high power, low speed, low frequency
(say below 21 Hz maximum operating frequency) applications.
This would include hot reversing mills, with direct drive, for
the primary rolling processes; albeit a declining application
area, and possibly for direct drive, low speed, high torque
roller table applications. Technical limitations include limited
output frequency (typically 29 Hz for 12-pulse, at 60 Hz sup-
plies), which can necessitate the use of 2-pole motors to reach
application speeds.

The high power PWM-VSI using new power devices
(IGBT/IGCT) appears to be the best solution for the future.
Benefits include better power factor, no limit on frequency, and
higher voltages. Potentially either the 2-level or the multi-level
solution will meet the market requirements.

In some applications, like coilers/uncoilers, the system is
composed of several drives, which have different power cycles,
when some drives are furnishing power, other are braking.
A common DC bus system will allow that the energy fed
from drives operating in the regenerative braking mode will
be utilized by other drives connected to the same DC bus, but
operating in the motoring mode. The supply bridge, i.e. recti-
fier, feeding the DC bus system, will only be rated for the total
system power.

The benefits of the DC bus systems include:

• Good operating power factor
• Low harmonics (lowest when using 12-pulse, or 18-pulse

front ends)
• Possibility of energy transfer on the common DC link

solutions (reducing front-end converter and transformer
sizes with attendant energy saving, possibility of using
kinetic energy to allow controlled stopping)
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33.7.2.4 Marine and Offshore
Drive powers are commonly in the range of 0.75–5.8 W for
thrusters, and 6–24 MW for propulsion. The evolution in the
commercial market is towards powers from 1 to 10 MW for
propulsion. Higher powers are required for naval applications
with package drive efficiency better than 96%.

The PWM inverters at these powers would allow the use
of induction machines, rather than the more expensive syn-
chronous alternatives required for LCI drive. This could give
savings in the price of the motor.

Current source inverter drive LCI is used for all applications
except for icebreakers where cyclo-converter drives are used.
The PWM (voltage source) inverter using new force commu-
tated driven appears to be the best solution for the future.
Benefits include better power factor, no limit on frequency,
and higher voltages. Many icebreakers and some other ships
are equipped with diesel generator fed cyclo-converter syn-
chronous motors with power ratings up to about 20 MW per
unit.

33.7.3 Examples of Modern VSD Systems

33.7.3.1 Integrated Power System for All Electric Ship
This is a full-scale main propulsion drive for the US Navy [15].
It consists of a main propulsion 19 MW induction motor drive
system. The power converter consists of three 6-pulse recti-
fier stages, three 6 kV DC links and 15 IGBT-based H-bridges
feeding a 15-phase induction motor (Fig. 33.9).

This drive demonstrates the potential of modern power elec-
tronics over more traditional solutions such as cyclo-converter

H LC

H LC

H LC

H LC

H LC

Passive 5th
harmonic 
filter

15 phase, 19MW 
induction motor

A single dc bus, 6kV 
DC,  feeding 5xH 
bridges.

21MW 
generator

IMG

6 pulse diode 
bridge

FIGURE 33.9 Schematic diagram of the IPS drive system [15].

and LCI. The volumetric power density of the new converter is
reported to be 905 kW/m3, compared to 455 kW/m3 for cyclo
and 313 kW/m3 for LCI.

33.7.3.2 Sub-sea Separation and Injection System
This is a full-scale pilot plant developed to increase recov-
ery and improve the economics of offshore oil and gas fields.
The system comprises several VSD units, typically 500 kW oil
pump. 1 MW multi-phase booster and 1–2.5 MW water injec-
tion drive unit and such a system is called “SUBSIS” [16]. The
main task for such a system is to separate the bulk water from
the well stream and treat it either for discharge into the sea or
re-injection into the reservoir.

This system employs sub-sea based rotating machinery for
pumping, boosting, and compression. The sub-sea Electrical
Power Distribution System (SEPDIS) is an innovative and cost-
effective sub-sea processing (Fig. 33.10). The pump motors
are mounted in a pressurized vessel and positioned on the
seabed. Reference [16] identifies the benefits of sub-sea drives
as follows:

• 3–6% increase in oil and gas recovery
• improved pipeline transportation conditions by remov-

ing water from the well stream
• reduced environmental impact due to lower energy con-

sumption and reduction in chemicals used to inhibit
corrosion

• reduced size and cost of new platforms
• cost-effective development of marginal fuels through

reuse of existing infrastructure
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FIGURE 33.10 Schematic diagram of SEPDIS.

33.7.3.3 Shaft-generator for Marine Application
During cruising at sea, up to 3.5 MW of electric power is
extracted from the ship’s main diesel engine/propeller shaft
(90,000 hp per ship) via a salient pole shaft generator, which is
fitted to the main propeller shaft. The converter output voltage
(set at 60 Hz) is stepped up to 6.6 kV [17].

The converter is based on 24-pulse converter (LCI) tech-
nology, which is traditionally used as main ship propulsion.
The shaft generator output frequency varied between 14 and
25.7 Hz, 6-phase generator and the output stage is configured
as 24-pulse, via a step-up transformer. At the output a passive
LC filter is employed, with a synchronous condenser, started
by a pony motor.

This type of application is likely to significantly benefit from
the higher volumetric power density of the PWM VSI with fully
controlled front-end. Such a system will eliminate the need for
a passive filter at the output stage, and use a standard 3-phase
generator.

The same technology is also applicable to high-speed gener-
ators and windmill energy. The ability of the active front-end to
sustain fixed DC link voltage over a relatively wide shaft speed

range, results in a very good control of the output voltage,
irrespective of the shaft speed.

In wind power plants the optimal efficiency of the wind tur-
bine depends on the speed when the wind conditions change.
It is, therefore, advantageous to vary the speed of the generator
and link it via a frequency converter to the AC system.

For high-speed generators, driven by diesel engine or gas
turbine, the fully controlled converters enable direct power
conversion from AC high frequency (hundreds of Hz) to fixed
power frequency (50/60) Hz fixed output voltage. The mag-
nitude of the output voltage is kept constant irrespective of
speed variation of the generator.

33.7.3.4 Linear Motor Drive for Roller Coaster
This drive involves a fully regenerative PWM VSI. The supply
front-end is made of anti-parallel thyristors front-end while
the machine-bridge is based on PWM IGBT VSI. The Escape’
has been developed for Six Flags California at Magic Moun-
tain. The inverter output frequency is 0–230 Hz, and 525 V
AC RMS. The power rating is 1.8 MW. The duty cycle is
1.8 MW for 7 seconds, followed by 16 seconds at zero power,
and 1.3 MW for 5 seconds, and a stop period of 32 seconds.
This ride involves acceleration at 4.5 g, speed and free-fall
(6.5 seconds of weightlessness, during which a height of 415 ft
is achieved [18]).

The same concept employed in this application could be
used for aeroplane launcher on aircraft carriers, instead of the
conventional catapult.

33.8 Summary

The benefits of VSD are there to be quantified, and energy
saving has been the prime reason for employing a VSD
in stand-alone drive applications. Other benefits such as
improved process control or increase life expectancy are often
difficult to quantify in real terms.

There is a large selection of VSD systems to meet a wide
range of applications. In the low and medium power, the
induction motor and PWM-VSI are supreme. At higher power
ratings, MV PWM-VSIs are gaining popularity, but LCI and
cyclo-converter drives would remain key technologies with
very high power applications.

Modern drives are becoming more available at competitive
prices with good reliability record. However, there are concerns
with regard to the impact of fast switching on the motor and
the environment.

To ensure successful implementation of a VSD system, both
the supplier and end-users need to work in partnership. Ideally,
one competent supplier should supply the full drive package,
with some after sale service support. Understanding the nature
of the load plays an important role in specifying the power



33 Drives Types and Specifications 913

G

X

Harmonic filter
& pony motor MG

24 pulse converter

AC in: 14-25.7Hz

DC link reactor

Static excitation

6.6kV, 60Hz 

FIGURE 33.11 Schematic diagram of shaft generator.

rating of VSD correctly to meet performance requirements
and required life expectancy.

New areas of VSD applications are emerging as the power
electronics advances and become more reliable at affordable
prices. Packaged drives up to several hundred kWs are becom-
ing a commodity product, and end-users do not need to
involve a third party during specification, installation, and
commissioning. Integrated motors are likely to increase their
popularity, possibly with new types of power converters,
e.g. matrix.
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34.1 Introduction

The widespread proliferation of power electronics and ancil-
lary control circuits into motor control systems in the past two
or three decades have led to a situation where motor drives,
which process about two-thirds of the world’s electrical power
into mechanical power, are on the threshold of processing
all of this power via power electronics. The days of driving
motors directly from the fixed ac or dc mains via mechanical
adjustments are almost over.

The marriage of power electronics with motors has meant
that processes can now be driven much more efficiently with a
much greater degree of flexibility than previously possible. Of
course, certain processes are more favorable to certain types
of motors, because of the more favorable match between their
characteristics. Historically, this situation was brought about
by the demands of the industry. Increasingly, however, power
electronic devices and control hardware are becoming able to
easily tailor the rigid characteristics of the motor (when driven
from a fixed dc or ac supply source) to the requirements of the
load. Development of novel forms of machines and control
techniques therefore has not abated, as recent trends would
indicate.

It should be expected that just as power electronics equip-
ment has tremendous variety, depending on the power level
of the application, motors also come in many different types,
depending on the requirements of application and power level.
Often the choice of a motor and its power electronic drive
circuit for application are forced by these realities, and the
application engineer therefore needs to have a good under-
standing of the application, the available motor types, and
the suitable power electronic converter and its control tech-
niques. Table 34.1 gives a rough guide of combinations of
suitable motors and power electronic converters for a few
typical applications.

TABLE 34.1 Typical motor, converter, and application guides

Motor Type of converter Type of control Applications

Brushed dc motor Thyristor ac–dc converter Phase control, with inner current
loop

Process rolling mills, winders, locomotives, large cranes,
extruders, and elevators

GTO/IGBT/MOSFET
chopper

Pulse-width modulator(PWM)
control with inner current loop

Drives for transportation, machine tools, and office
equipment

Induction motor (cage) Back-back thyristor Phase control Pumps, and compressors
IGBT/GTO inverter/

cycloconverter
PWM V-f control General-purpose industrial drive such as for cranes, pumps,

fans, elevators, material transport and handling,
extruders, and subway trains

IGBT/GTO Vector control High-performance ac drives in transportation, motion
control, and automation

Induction motor (slip-ring) Thyristor ac–dc converter Phase control with dc-link
current loop

Large pumps, fans, and cement kilns

Synchronous motor (excited) Thyristor ac–dc converter DC-link current loop Large pumps, fans, blowers, compressors, and rolling mills
Synchronous motor (PM) IGBT/MOSFET inverter PWM current control High-performance ac servo drives for office equipment,

machine tools, and motion control

For many years, the brushed dc motor has been the natural
choice for applications requiring high dynamic performance.
Drives of up to several hundred kilowatts have used this type
of motor. In contrast, the induction motor was considered
for low-performance, adjustable-speed applications at low and
medium power levels. At very high power levels, the slip-ring
induction motor or the synchronous motor drive were the
natural choices. These boundaries are increasingly becoming
blurred, especially at the lower power levels.

Another factor for motor drives was the consideration for
servo performance. The ever-increasing demand for greater
productivity or throughput and higher quality of most of the
industrial products that we use in our everyday lives means that
all aspects of dynamic response and accuracy of motor drives
have to be increased. Issues of energy efficiency and harmonic
proliferation into the supply grid are also increasingly affecting
the choices for motor-drive circuitry.

A typical motor-drive system is expected to have some of
the system blocks indicated in Fig. 34.1. The load may be a
conveyor system, a traction system, the rolls of a mill drive,
the cutting tool of a numerically controlled machine tool,
the compressor of an air conditioner, a ship propulsion sys-
tem, a control valve for a boiler, a robotic arm, and so on.
The power electronic converter block may use diodes, metal-
oxide semiconductor field effect transistors (MOSFETS), gate
turn-off thyristors (GTOs), insulated gate bipolar transistors
(IGBTs), or thyristors. The controllers may consist of sev-
eral control loops, for regulating voltage, current, torque, flux,
speed, position, tension, or other desirable conditions of the
load. Each of these may have their limiting features purposely
placed in order to protect the motor, the converter, or the
load. The input commands and the limiting values to these
controllers would normally come from the supervisory con-
trol systems that produce the required references for a drive.
This supervisory control system is normally more concerned
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FIGURE 34.1 Block diagram of a typical motor-drive system.

with the overall operation of the process rather than the
drive.

Consequently, a vast array of choices and technologies exist
for a motor-drive application. Against this background, this
chapter gives a brief description of the dominant forms of
motor drives in current usage. The interested reader is expected
to consult the further reading material listed at the end of this
chapter for more detailed coverage.

34.2 DC Motor Drives

34.2.1 Introduction

Direct-current motors are extensively used in variable-speed
drives and position-control systems where good dynamic
response and steady-state performance are required. Examples
are in robotic drives, printers, machine tools, process rolling
mills, paper and textile industries, and many others. Con-
trol of a dc motor, especially of the separately excited type,
is very straightforward, mainly because of the incorporation
of the commutator within the motor. The commutator-brush
allows the motor-developed torque to be proportional to the
armature current if the field current is held constant. Classical
control theories are then easily applied to the design of the
torque and other motion loops of a drive system.

The mechanical commutator limits the maximum applica-
ble voltage to about 1500 V and the maximum power capacity
to a few hundred kilowatts. Series or parallel combinations of
more than one motor are used, when dc motors are applied
in applications that handle larger loads. The maximum arma-
ture current and its rate of change are also limited by the
commutator.

34.2.2 DC Motor Representation and
Characteristics

The dc motor has two separate sources of fluxes that interact to
develop torque. These are the field and the armature circuits.
Because of the commutator action, the developed torque is
given by

T = Kif ia (34.1)

where if and ia are the field and the armature currents, respec-
tively, and K is a constant relating motor dimensions and
parameters of the magnetic circuits.

The dynamic and the steady-state responses of the motor
and load are given by

Dynamic Steady-state

va = Raia + La
dia
dt

+ e Va = RaIa + E (34.2)

vf = Rf if + Lf
dif
dt

Vf = Rf If (34.3)

e = Kif ω E = KIf ω (34.4)

T = J
dω

dt
+ Dω + TL T = Jω + TL (34.5)

where J , D, and TL are the moment of inertia, damping fac-
tor, and load torque, respectively, referred to the motor, and
the subscripts a and f refer to the armature and field circuits,
respectively. R, L, I , and E refer to resistance, inductance, cur-
rent, and back-emf of the motor in associated circuits referred
by the subscripts.
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FIGURE 34.2 Representation of the separate and series excited motor
circuits: (a) separately excited dc motor circuit and (b) series excited dc
motor circuit.

Small servo-type dc motors normally have (PM)
permanent-magnet excitation for the field, whereas larger size
motors tend to have separate field-supply, Vf , for excitation.
The separately excited dc motors represented in Fig. 34.2a, have
fixed field excitation, and these motors are very easy to con-
trol via the armature current that is supplied from a power
electronic converter. Thyristor ac–dc converters with phase
angle control are popular for the larger size motors, whereas
the duty-cycle controlled pulse-width modulated switching
dc–dc converters are popular for servo motor drives. The
series-excited dc motor has its field circuit in series with the
armature circuit as shown in Fig. 34.2b. Such a connection
gives high torque at low speed and low torque at high speed,
a pseudo constant-power-like characteristic that may match
traction-type loads well.

Torque–speed characteristics of the separately and series
excited dc motors are indicated in Figs. 34.3a and b, respec-
tively. The speed of the separately excited dc motor drops with
load, the net drop being about 5–10% of the base speed at
full load. The voltage drop across the armature resistance and
the armature reaction are responsible for this. Operation of
the motor above the base speed at which the armature volt-
age reaches for the rated field excitation is by means of field
weakening, whereby the field current is reduced in order to
increase speed beyond the base speed. The armature voltage is
now maintained at the rated value actively, by overriding the
field control if required. Note that the range of field control
is limited because of the magnetic nonlinearity of the field
circuit and the problem of good commutation at weak field.

 (a)

(b)

TL, Nm

TL, Nm

−T, Nm

−TL

Va

−Va

wm, rad/sec

wm, rad/sec

−wm, rad/sec

−wm

Va increases

−Va increases

FIGURE 34.3 Torque–speed characteristics of the (a) separately and
(b) series excited motors.

Usually, the top speed is limited to about three times the base
speed. Note also that field weakening results in reduced torque
production per ampere of armature current. Depending on
the type of load, the armature current, and speed change as
dictated by Eqs. (34.1)–(34.5).

For the separately excited dc motor, assuming that the field
excitation is held constant, the transfer characteristic between
the shaft speed and the applied voltage to the armature can
be expressed as indicated in the block diagram of Fig. 34.4.
If we ignore the load torque TL , the transfer characteristic is

1+sTa

1/Ra

JTs+D
1Va(s) Ia(s)

TL(s)

KT

KE

T(s)

Ea(s)
− −

wm(s)

FIGURE 34.4 Transfer characteristic block diagram of a separately
excited motor.
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given by

ωm

Va
= KT

(sLa + Ra) (Js + D)+ KE KT
(34.6)

the characteristic roots of which are given by

(
s + 1

Ta

)(
s + D

J

)
+ 1

TaTm
= 0 (34.7)

If we compare this with a standard second-order system, the
undamped natural frequency and damping factor are given by

ωn =
√

1

Ta

(
1

Tm
+ D

J

)
(34.8)

and

σ = ξωn = 1

2

[
1

Ta
+ D

J

]
(34.9)

where, Tm = mechanical time constant = Ra J
KE KT

in which
KE = Kif = KT in SI units, and Ta = electrical time

constant = La
Ra

.
The speed response of the motor around an operating speed

to the application of load torque on the shaft is given by


ωm


TL
= 1+ sTa

(1+ sTa) (Js + D)+ KE KT
Ra

(34.10)

34.2.3 Converters for DC Drives

Depending on the application requirements, the power con-
verter for a dc motor may be chosen from a number of
topologies. For example, a half-controlled thyristor converter
or a single-quadrant pulse-width modulated (PWM) switch-
ing converter may be adequate for a drive that does not
require controlled deceleration with regenerative braking. On
the other hand, a full four-quadrant thyristor or transistor con-
verter for the armature circuit and a two-quadrant converter
for the field circuit may be required for a high-performance
drive with a wide speed range.

The frequency at which the power converter is switched, e.g.
100 Hz for a single-phase thyristor bridge converter sup-
plied from a 50 Hz ac source (or 300 Hz for a three-phase
thyristor bridge converter), 20 kHz for a PWM MOSFET
H-bridge converter, and so on, has a profound effect on the
dynamics achievable with a motor drive. Low-power switching
devices tend to have faster switching capability than high-
power devices. This is convenient for low-power motors since
these are normally required to be operated with high dynamic
response and accuracy.

34.2.3.1 Thyristor Converter Drive
Consider the dc drive of Fig. 34.5 for which the armature
supply voltage va to the motor is given by

va = 2Vmax

π
cos α (34.11)

where Vmax is the peak value of the line-line ac supply voltage
to the converter and α is the firing angle. The dc output volt-
age va is controllable via the firing angle α, which in turn is
controlled by the control voltage ec as the input to the firing
control circuit (FCC). The FCC is synchronized with the mains
ac supply and drives individual thyristors in the ac–dc con-
verter according to the desired firing angle. Depending on the
load and the speed of operation, the conduction of the current
may become discontinuous as indicated in Fig. 34.6a. When
this happens, the converter output voltage does not change
with the control voltage as proportionately as with the con-
tinuous conduction. The motor speed now drops much more
with the load as indicated by Fig. 34.6b. The consequent loss of
gain of the converter may have to be avoided or compensated
if good control over speed is desired.

Power Supply

F
C
C

ec

T1 T3

T4T2

Vmaxsinwt

va

Ra

ea

La ia

FIGURE 34.5 A two-quadrant single-phase thyristor bridge converter
drive.

The output voltage of the simple, two-pulse ac–dc converter
of Fig. 34.5 is rich in ripples of frequency nf, where n is an
even integer starting with two and f is the frequency of the ac
supply. Such low-frequency ripple may derate the motor con-
siderably. Converters with higher pulse number, such as the
6- or 12-pulse converters deliver much smoother output
voltage and may be desirable for more demanding applications.

A high-performance dc drive for a rolling mill drive may
consist of such converter circuits connected for bidirectional
operation of the drive, as indicated in Fig. 34.7. The interfacing
of the FCC to other motion-control loops, such as speed and
position controllers, for the desired motion is also indicated.

Two fully controlled bridge ac–dc converter circuits are used
back-to-back from the same ac supply. One is for forward and
the other is for reverse driving of the motor. Since each is a
two-quadrant converter, either may be used for regenerative
braking of the motor. For this mode of operation, the brak-
ing converter, which operates in the inversion mode, sinks the
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FIGURE 34.6 Converter output voltage and motor torque–speed characteristic with discontinuous conduction.
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FIGURE 34.7 Bidirectional speed and position control system with a back-to-back (dual) thyristor converter.

motor current aided by the back-emf of the motor. The energy
of the overhauling motor now returns to the ac source.

It may be noted that the braking converter may be used
to maintain the braking current at the maximum allowable
level right down to zero speed. A complete acceleration–
deceleration cycle of such a drive is indicated in Fig. 34.8.
During braking, the firing angle is maintained at an appro-
priate value at all times so that the controlled and predictable
deceleration takes place at all times.

The innermost control loop indicated in Fig. 34.7 is for
torque, which translates to an armature current loop for a dc
drive. Speed and position control loops are usually designed
as hierarchical control loops. Operation of each loop is suffi-
ciently decoupled from each other so that each stage can be
designed in isolation and operated with its special limiting
features.

34.2.3.2 PWM Switching Converter Drive
Pulse-width modulated switching converters have traditionally
been referred to as choppers in many traction, and forklift-type
drives. These are essentially PWM dc–dc converters operating
from rectified dc or battery mains. These converters can also
operate in one, two, or four quadrants, offering a few choices to
meet application requirements. Servo drive systems normally
use the full four-quadrant converter of Fig. 34.9 which allows
the bidirectional drive and regenerative braking capabilities.

For forward driving, the transistors T1, T4, and diode D2 are
used as a buck converter which supplies a variable voltage, va ,
to the armature given by

va = δVDC (34.12)

where VDC is the dc supply voltage to the converter, and δ is
the duty cycle of the transistor T1.
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FIGURE 34.9 Bidirectional speed and position control system with a PWM transistor bridge drive.
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The duty cycle δ is defined as the duration of the ON-time
of the modulating (switching transistor) as a fraction of the
switching period. The switching frequency is normally dictated
by the application and the type of switching devices selected
for the application.

During regenerative braking in the forward direction, tran-
sistors T2 and diode D4 are used as a boost converter that
regulates the braking current through the motor by auto-
matically adjusting the duty cycle of T2. The energy of the
overhauling motor now returns to the dc supply through the
diode D1, aided by the motor back-emf and the dc sup-
ply. Again, note that the braking converter, comprising T2

and D1, may be used to maintain the regenerative braking
current at the maximum allowable level right down to zero
speed.

Figure 34.10 shows a typical acceleration–deceleration cycle
of such a drive under the action of the control loops indicated
in Fig. 34.9.

Four-quadrant PWM converter drives such as that in
Fig. 34.10 are widely used for motion- control equipment
in the automation industry. Because of the significant devel-
opment of power switching devices, switching frequencies of
10–20 kHz are easily attainable. At such frequencies, virtually
no derating of the motor is necessary.

In order to satisfy the requirements of a drive application,
simpler versions of the drive circuits indicated in Figs. 34.7
and 34.9 may be used. For instance, for a unidirectional drive,
half of the converter circuits indicated earlier may be used.

DCM DCM DCM DCM DCM DCM
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Reverse
Running
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Forward
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− −

− − −
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FIGURE 34.10 Converter conduction and operating duty with a PWM bridge transistor drive.

Further simplification of the drive circuit is possible, if
regenerative braking is not required.

34.2.4 Drive System Integration

A complete drive system has a torque controller (armature cur-
rent controller for a dc drive) as its inner most loop, followed
by a speed controller as indicated in Fig. 34.11.

The inner current loop is often regulated with a propor-
tional plus integral (PI) type controller of high gain. The rest
of the inner loop consists of the converter, the motor arma-
ture, which is essentially an R–L circuit with the armature
back-emf as disturbance, and the current sensor. The current
sensor is typically an isolated circuit, such as a Hall sensor or
a direct current transformer (DCT). A well-designed torque
(armature current) loop behaves essentially as a first-order
lag system. Together with the mechanical inertia load, this
loop can be indicated as the middle Bode plot of Fig. 34.12,
in which 1/Ti represents the current-controlled system band-
width. (Note that the damping factor D and the load torque
TL indicated in Fig. 34.11 have been neglected in this descrip-
tion for simplicity.) The current loop is normally designed by
analyzing the block diagram of Fig. 34.11, the converter and
the PI controller for the current loop using Bode analysis or
other control-system design tools.

The next step is usually the design of the speed controller.
The 0-db intercept of 1/Js (1+ Tis) is normally too low. Again,
if a PI controller is selected for the speed loop, its Bode plot
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FIGURE 34.12 Typical current and speed control-loop designs for the
system of Fig. 34.11.

is superimposed on the current-controlled system as indicated
in Fig. 34.12 to obtain the desired speed-control bandwidth.

34.2.5 Converter-DC Drive System
Considerations

Several operational factors need to be considered in applying
a dc drive. Some of the important ones are as follows:

(1) The armature current may be rich in harmonics.
This is particularly true for thyristor converters. The
feedback of these current ripples into the FCC may
cause overloading of individual switches and trip-
ping. Adequate filtering is necessary to avoid such
problems.

(2) Since the converter is switched at regular intervals
while the current controller operates continuously,
current overshoot may occur because of the delay in
the FCC. The current controller gains must be limited
to limit this overshoot.

(3) The switching frequency of the converter should be
selected according to the desired motor-current rip-
ple, supply input current harmonics, and the dynamic
performance of the drive.

(4) Ripple in the speed-sensor output limits the perfor-
mance of the speed controller. Analog tachogenerator
output is particularly noisy and defines the upper
limit of the speed-control bandwidth. Digital speed
sensors, such as encoders and resolvers, alleviate this
limit significantly.

34.3 Induction Motor Drives

34.3.1 Introduction

The ac induction motor is by far the most widely used motor
in the industry. Traditionally, it has been used in constant
and variable-speed drive applications that do not cater for fast
dynamic processes. Because of the recent development of sev-
eral new control technologies, such as vector and direct torque
controls, this situation is changing rapidly. The underlying rea-
son for this is the fact that the cage induction motor is much
cheaper and more rugged than its competitor, the dc motor, in
such applications. This section starts with the induction motor
drives that are based on the steady-state equivalent circuit of
the motor, followed by vector-controlled drives that are based
on its dynamic model.

34.3.2 Steady-state Representation

The traditional methods of variable-speed drives are based on
the equivalent circuit representation of the motor shown in
Fig. 34.13.
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FIGURE 34.13 Steady-state equivalent circuit of an induction motor.

From this representation, the following power relationships
in terms of motor parameters and the rotor slip can be found.

Power in the rotor circuit, P2 = 3I 2
2

R2

s

= 3sR2E2
1

R2
2 + (sω1L2)

2 (34.13)

Output power, Po = P2 − 3I 2
2 R2 = (1− s)P2

= ω0T = (1− s)ω1

P
T (34.14)

where

slip, s = ω1 − ωr

ω1
= ω1 − pωo

ω1
(34.15)

P = number of pole pairs

ωo = 2πN

60
rad/s; N is the rotor speed in rev/min,

ωr = rotor speed in electrical rad/s,

and

ω1 = 2πf1 rad/s (electrical), f1 being the supply frequency.

The developed torque, T = P2

ω1/P
Nm (34.16)

The slip frequency, sf1, is the frequency of the rotor current
and the airgap voltage E1 is given by

E1 = ω1LmIm = ω1λm (34.17)

where λm is the stator flux linkage due to the airgap flux. If the
stator impedance is negligible compared to E1, which is true
when f1 is near the rated frequency fo ,

V1 ≈ E1 = 2πf1λm (34.18)

and

T = 3P

ω1

sR2V 2
1

R2
2 + (sω1L2)

2 =
3P

ω1

sR2
(
2πf1
)2

λ2
m

R2
2 + (sω1L2)

2 (34.19)

34.3.3 Characteristics and Methods of Control

The above analysis suggests several speed-control methods.
The following are the widely used methods:

(1) Stator voltage control,
(2) Slip power control,
(3) Variable-voltage, variable-frequency (V–f ) control,
(4) Variable-current, variable-frequency (I–f ) control.

These methods are sometimes called scalar controls to dis-
tinguish them from vector controls, which are described in
Section 34.3.4. The torque–speed characteristics of the motor
differ significantly under different types of control, as will be
evident in the following sections.

34.3.3.1 Stator Voltage Control
In this method of control, back-to-back thyristors are used to
supply the motor with variable ac voltage, as indicated in the
converter circuit diagram of Fig. 34.14a.

The analysis of Section 34.3.1 implies that the developed
torque varies inversely as the square of the input root mean
square (RMS) voltage to the motor, as indicated in Fig. 34.14b.
This makes such a drive suitable for fan- and impeller-type
loads for which the torque demand rises faster with speed. For
other type of loads, the suitable speed range is very limited.
Motors with high rotor resistance may offer an extended speed
range. It should be noted that this type of drive with back-to-
back thyristors with the firing-angle control suffers from poor
power and harmonic distortion factors when operated at low
speed.

If unbalanced operation is acceptable, the thyristors in one
or two supply lines to the motor may be bypassed. This offers
the possibility of dynamic braking or plugging, desirable in
some applications.

34.3.3.2 Slip Power Control
Variable-speed, three-phase, wound-rotor (or slip-ring) induc-
tion motor drives with slip power control may take several
forms. In a passive scheme, the rotor power is rectified and
dissipated in a liquid resistor or in a multi-tapped resistor
that may be adjustable and forced cooled. In a more popular
scheme, which is widely used in medium- to large-capacity
pumping installations, the rectified rotor power is returned to
the ac mains by a thyristor converter operating in a naturally
commutated inversion mode. This static Scherbius scheme is
indicated in Fig. 34.15. In this scheme, the rotor terminals
are connected to a three-phase diode bridge which rectifies the
rotor voltage. This rotor output is then inverted into mains fre-
quency ac by a fully controlled thyristor converter operating
from the same mains as the motor stator.

The converter in the rotor circuit handles only the rotor slip
power, so that the cost of the power converter circuit can be
much less than that of an equivalent inverter drive, albeit at
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FIGURE 34.15 The static Scherbius drive scheme of slip power control.

the cost of the more expensive motor. The dc link current,
smoothed by a reactor, may be regulated by controlling the
firing angle of the converter in order to maintain the developed
torque at the level required by the load. The current controller
(CC) and speed controller (SC) are also indicated in Fig. 34.15.
The current controller output determines the converter firing
angle α from the firing control circuit (FCC).

From the equivalent circuit of Fig. 34.13 and ignoring the
stator impedance, the RMS voltage per phase in the rotor
circuit is given by

VR = Vs

n

ωr

ωs
= Vs

n

sωs

ωs
= Vss

n
(34.20)

where ωs and ωr are the angular frequencies of the voltages in
the stator and rotor circuits, respectively, and n is the ratio of
the equivalent stator to rotor turns. The dc-link voltage at the
rectifier terminals of the rotor, vd , is given by

vd = 3
√

6VR

π

Assuming that the transformer interposed between the
inverter output is and the ac supply has the same turns ratio n
as the effective stator-to-rotor turns of the motor,

vd = −3
√

6

π

Vs

n
cos α (34.21)
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The negative sign arises because the thyristor converter
develops negative dc voltage in the inverter mode of operation.
The dc-link inductor is mainly to ensure continuous current
through the converter so that the expression (34.21) holds for
all conditions of operation. Combining the preceding three
equations gives

sωs = −ωs cos α so that, s = −n cos α

and the rotor speed

ωo = 1

P
(1− s) ωs = 1

P
ωs (1+ n cos α) rad/s (34.22)

Thus, the motor speed can be controlled by adjusting the
firing angle α. By varying α between 180◦ and 90◦, the speed
of the motor can be varied from zero to full speed, respectively.
For a motor with low rotor resistance and with the assumptions
taken earlier, it can be shown that the developed torque of the
motor is given by

T = 3P
Vs

ωs
id ≈ 3Pλmid Nm (34.23)

where id is the dc-link current. Thus, the inner torque control
loop of a variable-speed drive using the Scherbius scheme nor-
mally employs a dc-link current loop as the innermost torque
loop. Figure 34.16 shows the transient responses of the dc-
link, rotor and stator currents of such a drive when the motor
is accelerated between two speeds.

The drive is normally started with a short-time-rated liquid
resistor, and the thyristor speed controller is started when the
drive reaches a certain speed.

By replacing the diode rectifier of Fig. 34.16 with another
thyristor bridge, power can be made to flow to and from the
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FIGURE 34.16 Transient responses of a slip power controlled drive under acceleration.

rotor circuit, allowing the motor to operate at a rate higher
than synchronous speed. For very large drives, a cycloconverter
may also be used in the rotor circuit with direct conversion of
frequency between the ac supply and the rotor and driving the
motor above and below synchronous speed.

34.3.3.3 Variable-voltage, Variable-frequency (V–f )
Control

34.3.3.3.1 SPWM Inverter Drive When an induction motor
is driven from an ideal ac voltage source, its normal operating
speed is less than 5% below the synchronous speed, which
is determined by the ac source frequency and the number of
motor poles. With a sinusoidally modulated (SPWM) inverter,
indicated in Fig. 34.17, the supply frequency to the motor can
be easily adjusted for variable speed. Equation (34.18) implies
that, if rated airgap flux is to be maintained at its rated value
at all speeds, the supply voltage V1 to the motor should be
varied in proportion to the frequency f1. The block diagram of
Fig. 34.18a shows how the frequency f1 and the output voltage
V1 of the SPWM inverter are proportionately adjusted with
the speed reference. The speed reference signal is normally
passed through a filter that only allows a gradual change in
the frequency f1. This type of control is widely referred to as
the V–f inverter drive. Control of the stator input voltage V1

as a function of the frequency f1 is readily arranged within
the inverter by modulating the switches T1–T6. At low speed,
however, where the input voltage V1 is low, most of the input
voltage may drop across the stator impedance, leading to a
reduction in airgap flux and loss of torque.

Compensation for the stator resistance drop, as indicated in
Fig. 34.18b, is often employed. However, if the motor becomes
lightly loaded at low speed, the airgap flux may exceed the
rated value, causing the motor to overheat.



34 Motor Drives 927

AC
Mains

T1 D1

D4 D6 D2

D3 D5

T1
T4
T3
T6
T5
T2

T3 T5

T6 T2T4

M

T

P

W

M

ec1

ec2

ec3

−VDC

+VDC

w

FIGURE 34.17 V–f drive with SPWM inverter.

1+Tf s
1

Speed
reference

V1

V1
reference

f1
reference

Compensated

(a) (b)

Ideal

f1

FIGURE 34.18 (a) Input reference filter and voltage and frequency reference generation for the V–f inverter drive and (b) voltage compensation at
low speed.

From the equivalent circuit of Fig. 34.13 and neglecting the
rotor leakage inductance, the developed torque T and the rotor
current I2 are given by

I2 = E1sω1

R2ω1
= λm

R2
sω1 (34.24)

and

T = 3P
R2

ωr
I 2
2 (34.25)

where sω1 is the slip frequency, which is also the frequency of
the voltages and currents in the rotor. Equation (34.24) implies

that by limiting the slip s, the rotor current can be limited,
which in turn limits the developed torque Eq. (34.25). Con-
sequently, a slip-limited drive is also a torque-limited drive.
Note that this is true only in steady state. A speed-control
system with such a slip limiter is shown in Fig. 34.19. In this
scheme, the motor speed is sensed and added to a limited speed
error (or limited slip speed) to obtain the frequency (or speed
reference for the V–f drive).

Many applications of the V–f controller, however are open-
loop schemes, in which any demanded variation in V1 is passed
through a ramp limiter (or filter) so that sudden changes in
the slip speed ωr are precluded, thereby allowing the motor to
follow the change in the supply frequency without exceeding
the rotor current and torque limits.
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FIGURE 34.19 Closed-loop speed controller with an inner slip loop.

From the foregoing analyses, it is obvious that the V–f
inverter drive essentially operates in all four quadrants, with
rotor speed dropping slightly with the load, and develop-
ing full torque at the same slip speed at all speeds. This
assumes that the stator input voltage is properly compensated,
so that the motor is operated with constant (or rated) air-
gap flux at all speed. The motor can be operated above the
base speed by keeping the input voltage V1 constant, while
increasing the stator frequency above base frequency in order
to run the motor at speeds higher than the base speed. The
airgap flux and hence the maximum developed torque now
fall with speed, leading to constant power type characteristic.
Figure 34.20 depicts the T–ω characteristics of such a voltage-
and frequency-controlled drive for various operating frequen-
cies. In this figure, the T–ω characteristic for base speed has
been drawn in full, indicating the maximum developed torque

ω, rad/sec

T, Nm

Tmax

Trated

Sequence: a-b-c

Sequence: a-c-b

Base speed
with rated V1
and base f1

Q1
Q2

Q3 Q4

FIGURE 34.20 Typical T–ω characteristics of V–f drive with the input
frequency f1 and voltage V1 below and above base speed.

Tmax and the rated torque. Below base speed, the V1–f1 ratio is
maintained to keep the airgap flux constant. Above base speed,
V1 is kept constant, while f1 increases with speed, thus weaken-
ing the airgap flux. Forward driving in quadrant 1 takes place
with the inverter output voltage sequence of a–b–c , whereas
reverse driving in quadrant 3 takes place with the sequence
a–c–b. Regenerative braking while forward driving takes place
by adjusting the input frequency f1 in such a way that the
motor operates in quadrant 2 (quadrant 4 for reverse braking)
with the desired braking characteristic.

Note that the characteristics in Fig. 34.20 are based on the
steady-state equivalent circuit model of the motor. Such a drive
suffers from the poor torque response during transient opera-
tion because of time-dependent interactions between the stator
and rotor fluxes. Figure 34.21 indicates the machine airgap flux
during acceleration with V-f control obtained from a dynamic
model. Clearly, the airgap flux does not remain constant during
the dynamic operation.

34.3.3.3.2 Cycloconverter Drive For large-capacity induc-
tion motor drives, the variable-frequency supply at variable
voltage is effectively obtained from a cycloconverter in which
a back-to-back thyristor converter pairs are used, one for each
phase of the motor, as indicated in Fig. 34.22. Each thyristor
block in this figure represents a fully controlled thyristor ac–dc
converter. The maximum output frequency of such a con-
verter can be as high as about 40% of the supply frequency. In
view of the large number of thyristor switches required, cyclo-
converter drives are suitable for large capacity but low-speed
applications.

34.3.3.4 Variable Current–Variable Frequency (I–f )
Control

In this scheme, medium- to large-capacity induction motors
are driven from a variable but stiff current supply that may
be obtained from a thyristor converter and a dc-link induc-
tor as indicated in Fig. 34.23. The frequency of the current
supply to the motor is adjusted by a thyristor converter with
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FIGURE 34.21 Transient response of torque, speed, current, and airgap flux during acceleration from standstill using a V–f inverter drive.

auxiliary diodes and capacitors. The diodes in each inverter
leg and the capacitors across them are needed for turning off
the thyristors when current is to be commutated from one to
the next in sequence. The motor current waveforms are nor-
mally six-step, or quasi-square, as indicated in Fig. 34.24. The
switching states of the inverter thyristors are also indicated in
this figure. The motor voltage waveforms are determined by
the load. These waveforms are more nearly sinusoidal than the
current waveforms.

The thyristor converter supplying the quasi-square current
waveforms to the motor has firing-angle control, in order to
regulate the dc-link current to the inverter. The dynamics of

the dc-link current control is such that this current may be
considered to be constant during the time, the inverter switches
commutate the dc-link current from one switch to the next.
Such a current-source drive offers four-quadrant operation,
with independent control of the dc-link current and output
frequency. One drawback is that the motor voltage waveforms
have voltage spikes due to commutation.

From the analysis of Section 34.3.2, if the higher order har-
monics of the current waveforms in Fig. 34.24 are neglected,
and it is assumed that the motor voltage and current wave-
forms are taken to be sinusoidal, the magnetizing current Im

in Fig. 34.13 can be kept constant (for constant-airgap flux
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operation) if the RMS value of the stator supply current I1

is defined according to Eq. (34.26). This relationship is also
shown in graphical form in Fig. 34.25.

Im = I1

[
R2

2 +
(
2πf1sL2

)2
R2

2 + 2πf1 (L2 + Lm)2

]1/2

= constant (34.26)

The control scheme for variable-speed operation with a
current-source drive is indicated in the block diagram of
Fig. 34.26. The speed reference defines the stator current ref-
erence according to Eq. (34.26) and the frequency reference
is obtained by adding the rotor frequency to the actual speed
of the motor. The inverter drive may consist of the thyris-
tor current source and the inverter of Fig. 34.23 or a diode
rectifier supplied SPWM transistor inverter of Fig. 34.17 with
independent current regulators, one for each phase.

The dynamic performance of such current-controlled
induction motor drives is not very satisfactory, just as for

M

I1

f1

+ −
+

+

INVERTER 

wref 

w

wr

w

FIGURE 34.26 Variable-current–variable-frequency inverter drive
scheme.

the voltage-source inverters. Furthermore, the current-source
inverter drive cannot normally be operated open-loop, like
the V–f inverter drive. For high dynamic performance, vector-
controlled drives are becoming popular.

34.3.4 Vector Controls

The foregoing scalar control methods are only suitable for
adjustable speed applications in which the load speed or posi-
tion is not controlled like in a servo system. Instantaneous
frequency control with a view to control motor speed or posi-
tion cannot be defined, and therefore, instantaneous torque
control cannot be addressed by scalar control methods. Vec-
tor control technique allows a squirrel-cage induction motor
to be driven with high dynamic performance, comparable to
that of a dc motor. In vector control, machine dynamic model
rather than steady-state model (on which scalar controllers are
based on), is used to design the controller. For this, the con-
troller needs to know the rotor speed (in the indirect method)
or the airgap flux vector (in the direct method) accurately,
using sensors. The latter method is not practical because of
the requirement of attaching airgap flux sensors. The indi-
rect method, which is being widely accepted in recent years,
requires the controller to be matched with the motor being
driven. This is because the controller also needs to know
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some rotor parameter(s), which may vary according to the
conditions of operation, continuously.

34.3.4.1 Basic Principles
The methods of vector control are based on the dynamic equiv-
alent circuit of the induction motor. There are at least three
fluxes (rotor, airgap, and stator) and three currents or mmfs
(stator, rotor, and magnetizing) in an induction motor. For
high dynamic response, interactions among current, fluxes,
and speed, must be taken into account in determining appro-
priate control strategies. These interactions are understood
only via the dynamic model of the motor.

All fluxes rotate at synchronous speed. The three-phase
currents create mmfs (stator and rotor) that also rotate at syn-
chronous speed. Vector control aligns axes of an mmf and a
flux orthogonally at all times. It is easier to align the stator
current mmf orthogonally to the rotor flux.

Any three-phase sinusoidal set of quantities in the stator can
be transformed to an orthogonal reference frame by

⎡
⎣fαs

fβs

fo

⎤
⎦ = 2

3

⎡
⎢⎣

cos θ cos(θ − 2π
3 ) cos(θ − 4π

3 )

sin θ sin(θ − 2π
3 ) sin(θ − 4π

3 )
1
2

1
2

1
2

⎤
⎥⎦
⎡
⎣fas

fbs

fcs

⎤
⎦ (34.27)

where θ is the angle of the orthogonal set α–β–0 with respect
to any arbitrary reference. If the α–β–0 axes are stationary and
the α-axis is aligned with the stator a-axis, then θ = 0 at all
times, Thus

⎡
⎣fαs

fβs

fos

⎤
⎦ = 2

3

⎡
⎢⎣

1 − 1
2 − 1

2

0
√

3
2

√
3

2
1
2

1
2

1
2

⎤
⎥⎦
⎡
⎣fas

fbs

fcs

⎤
⎦ (34.28)

If the orthogonal set of reference rotates at the synchronous
speed ω1, its angular position at any instant is given by

θ =
∫ t

0
ω1t + θo (34.29)

The orthogonal set is then referred to as d–q–0 axes. The
three-phase rotor variables, transformed to the synchronously
rotating frame, are

⎡
⎣fdr

fqr
fo

⎤
⎦= 2

3

⎡
⎢⎢⎣

cos(ωe−ωr )t cos
(
(ωe−ωr )t− 2π

3

)
cos
(
(ωe−ωr )t− 4π

3

)

sin(ωe−ωr )t sin
(
(ωe−ωr )t− 2π

3

)
sin
(
(ωe−ωr )t− 4π

3

)
1
2

1
2

1
2

⎤
⎥⎥⎦

×
⎡
⎣far

fbr
fcr

⎤
⎦ (34.30)

It should be noted that the difference ωe −ωr is the relative
speed between the synchronously rotating reference frame and

the frame attached to the rotor. This difference is also the slip
frequency, ωsl , which is the frequency of the rotor variables. By
applying these transformations, voltage equations of the motor
in the synchronously rotating frame reduce to

⎡
⎢⎢⎣

vqs
vds
vqr
vdr

⎤
⎥⎥⎦=
⎡
⎢⎢⎣

Rs+pLs ωe Ls pLm ωe Lm
−ωe Ls Rs+pLs −ωe Lm pLm

pLm (ωe−ωr )Lm Rr+pLr (ωe−ωr )Lr
−(ωe−ωr ) pLm −(ωe−ωr )Lr Rr+pLr

⎤
⎥⎥⎦

×

⎡
⎢⎢⎣

iqs
ids
iqr
idr

⎤
⎥⎥⎦ (34.31)

where the speed of the reference frame, ωe , is equal to ω1 and
Ls = Lls + Lm , Lr = Llr + Lm .

Subscripts l and m stand for leakage and magnetizing,
respectively, and p represents the differential operator d/dt.
The equivalent circuits of the motor in this reference frame
are indicated in Figs. 34.27a and b.

The stator flux linkage equations are:

λqs = Lls iqs + Lm(iqs + iqr ) = Lsiqs + Lmiqr (34.32)

λds = Lls ids + Lm(ids + idr ) = Lsids + Lmidr (34.33)

λ̂s =
√(

λ2
qs + λ2

ds

)
(34.34)

The rotor flux linkages are given by

λqr = Llr iqr + Lm(iqs + iqr ) = Lr iqr + Lmiqs (34.35)

λdr = Llr idr + Lm(ids + idr ) = Lr idr + Lmids (34.36)

λ̂r =
√(

λ2
qr + λ2

dr

)
(34.37)

The airgap flux linkages are given by

λmq = Lm
(
iqs + iqr

)
(34.38)

λmd = Lm (ids + idr ) (34.39)

λ̂m =
√(

λ2
mqs + λ2

mds

)
(34.40)

The torque developed by the motor is given by

T = 3P

2

[
λds iqs − λqs ids

]
(34.41)
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FIGURE 34.27 Motor dynamic equivalent circuits in the synchronously rotating: (a) q- and (b) d-axes.

From Eq. (34.31), the rotor voltage equations are

vqr = 0 = Lm
diqs

dt
+ (ωe − ωr ) Lmids

+
(

Rr ir + Lr
diqr

dt

)
+ (ωe − ωr ) Lr id r (34.42)

vdr = 0 = Lm
dids

dt
+ (ωe − ωr ) Lmiqs

+
(

Rr ir + Lr
didr

dt

)
+ (ωe − ωr ) Lr iqr (34.43)

Using Eqs. (34.35) and (34.36),

dλqr

dt
+ Rr iqr + (ωe − ωr )λdr = 0 (34.44)

and
dλdr

dt
+ Rr idr + (ωe − ωr )λqr = 0 (34.45)

Also from Eqs. (34.35) and (34.36),

iqr = 1

Lr
λqr − Lm

Lr
iqs (34.46)

idr = 1

Lr
λdr − Lm

Lr
ids (34.47)

The rotor currents iqr and idr can be eliminated from
Eqs. (34.44) and (34.45) by using Eqs. (34.46) and (34.47).
Thus

dλqr

dt
+ Lr

Rr
λqr − Lm

Lr
Rr iqs + (ωe − ωr )λdr = 0 (34.48)

dλdr

dt
+ Rr

Lr
λdr − Lm

Lr
Rr ids + (ωe − ωr )λqr = 0 (34.49)

The elimination of transients in rotor flux and the coupling
between the two axes occurs when

λqr = 0 and λ̂r = λdr (34.50)

The rotor flux should also remain constant so that

dλdr

dt
= 0 = dλqr

dt
(34.51)

From Eq. (34.48) to Eq. (34.51),

ωe − ωr = ωsl = Lm

λ̂r

Rr

Lr
iqs (34.52)

and
Lr

Rr

dλ̂r

dt
+ λ̂r = Lmids (34.53)
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Substituting the expressions for iqr and idr into Eqs. (34.35)
and (34.36),

λqs =
(

Ls − L2
m

Lr

)
iqs + Lm

Lr
λqr (34.54)

λds =
(

Ls − L2
m

Lr

)
ids + Lm

Lr
λdr (34.55)

Substituting λqs and λds from Eqs. (34.54) and (34.55) into
the torque equation of Eq. (34.41),

T = 3P

2

Lm

Lr

(
λdr iqs − λqr ids

) = 3P

2

Lm

Lr
λ̂r iqs (34.56)

It is clear from Eq. (34.53) that the rotor flux λ̂dr is deter-
mined by ids , subject to a time delay Tr which is the rotor time
constant (Lr /Rr ). The Current iqs , according to Eq. (34.56),
controls the developed torque T without delay. Currents ids

and iqs are orthogonal to each other and are called the flux- and
torque-producing currents, respectively. This correspondence
between the flux- and torque-producing currents is subject to
maintaining the conditions in Eqs. (34.50) and (34.51). Nor-
mally, ids would remain fixed for operation up to the base
speed. Thereafter, it is reduced in order to weaken the rotor flux
so that the motor may be driven with a constant-power-like
characteristic.

Based on how the rotor flux is detected and regulated, two
methods of control are available. One is the more popular
indirect rotor flux oriented control (IFOC) method and the
other is the direct vector control method; both are described
hereafter.
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FIGURE 34.28 Indirect rotor flux oriented vector control scheme.

34.3.4.2 Indirect Rotor Flux Oriented (IFOC) Vector
Control

In the indirect scheme, the relationship between the slip fre-
quency and current iqs given by Eq. (34.52) is used to relate
the compensated speed error ω1−ωr to iqs . The iqs , in turn, is
used to develop to the demanded torque T ∗ according to the
Eq. (34.56). The rotor flux is maintained at the base value for
operation below speed, and it may be reduced to a lower value
for field weakening above base speed. The orthogonal relation-
ship between the torque-producing stator current iqs and the
flux-producing stator current ids is maintained at all times by
generating the stator current references in the synchronously
rotating dq reference frame, using sine and cosine functions of
angle θ1. This angle is obtained as indicated in Fig. 34.28.

The compensated speed error produces the current reference
i∗qs according to Eq. (34.56). The current reference i∗qs also gives
the slip speed ωsl , according to Eq. (34.53). The slip speed ωsl

is added to the rotor speed ω, to obtain the stator frequency ω1.
This frequency is integrated with respect to time to produce
the required angle θ1 of the stator mmf relative to the rotor
flux vector. This angle is used to transform the stator currents
to the dq reference frame. Two independent current controllers
are used to regulate the iq and id currents to their reference
values. The compensated iq and id errors are then inverse
transformed into the stator a–b–c reference frame for obtain-
ing switching signals for the inverter via PWM or hysteresis
comparators.

It is clear that this scheme uses a feedforward scheme, or
a machine model, in which the current reference for iqs is
also determined by the rotor time constant Tr . This is also
indicated in Fig. 34.28. The rotor time constant Tr cannot be
expected to remain constant for all conditions of operation.



34 Motor Drives 935

1500 rev/min

3.4 Amp

1.8 s
A

B

FIGURE 34.29 Speed and current responses of an induction motor
drive under the IFOC scheme of Fig. 34.28.

Its considerable variation with operating conditions means
that the slip speed ωsl , which directly affects the developed
torque and the rotor flux vector position, may vary widely.
Many rotor time-constant identification schemes have been
developed in recent years to overcome the problem.

The mandatory requirement for a rotor-speed sensor is
also a significant drawback, because its presence reduces
the reliability of the IFOC drive. Consequently, sensorless
schemes of identifying the rotor flux position have also drawn
considerable interest in recent years.

Figure 34.29 shows the transient response of an induction
motor under the IFOC drive scheme of Fig. 34.28. In this case,
the drive accelerates a large inertia load from standstill to the
base speed of 1500 rev/min. It is clear that the overcurrent
transients of Fig. 34.21 are eliminated, while the motor accel-
erates under a constant torque (implied by the constant rate at
which the speed increases) and settles at the final speed with
little over- or under-shoot in speed. Clearly, rotor and airgap
fluxes remain constant at all times.

34.3.4.3 Direct Vector Control with Airgap Flux
Sensing

In the direct scheme, use is made of the airgap flux linkages
in the stator d- and q-axes, which are then compensated for
the respective leakage fluxes in order to determine the rotor
flux linkages in the stator reference frame. The airgap flux
linkages are measured by installing quadrature flux sensors in
the airgap, as indicated in Fig. 34.30.

ls
qs

ls
ds

FIGURE 34.30 Quadrature sensors for airgap flux for direct vector
control.

By returning to Eqs. (34.32)–(34.40) in the stator reference
frame and using some simplifications, it can be shown that

λs
qr =

Lr

Lm
λs

qm − Llr is
qs (34.57)

λs
dr =

Lr

Lm
λs

dm − Llr is
ds (34.58)

where the superscript s stands for the stator reference frame.
Since the rotor flux rotates at a synchronous speed with respect
to the stator reference frame, the angle θ1 used for the co-
ordinate transformations in Fig. 34.27 can be obtained from

cos θ1 = λs
dr

λ̂r
(34.59)

and sin θ1 =
λs

qr

λ̂r
(34.60)

where
∣∣∣λ̂r

∣∣∣ =
√(

λ2
dr

)2 + (λs
qr

)2

The control of torque via iqs and the rotor flux via ids , subject
to satisfying conditions (34.50) and (34.51), remain as indi-
cated in Fig. 34.28, according to the basic principle of vector
control.

The requirement of airgap flux sensors is rather restrictive.
Such fittings also reduce reliability. Even though this method
of control offers better low-speed performance than the IFOC,
this restriction has practically precluded the adoption of this
scheme. In an alternative method, the d- and q-axes stator flux
linkages of the motor may be computed from integrating the
stator input voltages.

34.4 Synchronous Motor Drives

34.4.1 Introduction

Variable-speed synchronous motors have been widely used
in very large-capacity (>MW) pumping and centrifuge-
type applications using naturally commutated current-source
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thyristor converters. At the low-power end, the current-source
SPWM inverter-driven synchronous motors have become very
popular in recent years in the form of permanent-magnet
brushless dc and ac synchronous motor drives in servo-type
applications. There are certain features of three-phase syn-
chronous motors that have allowed them, especially the lower
capacity motors, to be controlled with high dynamic perfor-
mance using cheaper control hardware than is required for the
induction motor of similar capacity. Since the average speed
of the synchronous motor is precisely related to the supply fre-
quency, which can be precisely controlled, multi-motor drives
with a fixed speed ratio among them are also good candidates
for synchronous motor drives. This section begins with the
performance of the variable-speed nonsalient-pole and salient-
pole synchronous motor drive using the steady-state equivalent
circuit followed by the dynamics of the vector-controlled
synchronous motor drive.

34.4.2 Steady-state Equivalent-circuit
Representation of the Motor

Some of the operating characteristics of variable-frequency
voltage- and current-source driven synchronous motors can
be readily obtained from their steady-state equivalent repre-
sentation, as was the case with the scalar controls of induction
motor drives. Assuming balanced, sinusoidal distribution of
stator and rotor mmfs and an uniform airgap (nonsalient-pole
motor), the per phase equivalent circuit of Fig. 34.31 represents
the motor at a constant speed.

The representation in Fig. 34.31 is in terms of the RMS volt-
age V applied to the motor phase winding which consists of
the phase resistance R, synchronous reactance Xs (in �/phase),
and the per phase induced voltage Ef . The back-emf Ef devel-
ops in the stator phase winding as a result of rotor excitation
supplied from an external dc source via slip rings or by per-
manent magnets in the rotor. The phasor Ef has an arbitrary
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FIGURE 34.32 Phasor diagrams of synchronous motors: (a) under-excited nonsalientpole motor; (b) overexcited nonsalient-pole motor; and
(c) under-excited salient-pole motor.

R jXs= jwLs I

V∠0° Ef∠d°∼ ∼

FIGURE 34.31 Equivalent circuit of a nonsalient pole motor.

phase angle δ with respect to the input voltage V . This is the
load angle of the motor.

Unlike the induction motor, a synchronous motor may
derive part or all of its excitation from the rotor via rotor
excitation. For small synchronous motors that are used in
the brushless dc and ac servo applications, this excitation is
derived from permanent magnets in the rotor. This is readily
and economically obtained with the modern permanent mag-
nets, thus dispensing with the slip-ring-brush assembly. The
i2R losses in the rotor windings with the external excitation
are also eliminated. These magnets also allow considerable
reduction in space requirement for the rotor excitation. For
large synchronous motors, this excitation is supplied more eco-
nomically from an external dc source via slip rings or via an
exciter.

The phasor diagrams of Fig. 34.32 may be used to ana-
lyze characteristics of the nonsalient-pole synchronous motor
drive. Since the rotor magnetic field may be such that the
motor may develop a back-emf that is smaller or larger than
the ac supply voltage to the stator windings, the motor may
accordingly be under- or overexcited, respectively. The overex-
cited motor will normally operate at a leading power factor,
as is the case in Fig. 34.32b. This is desirable in high-power
applications.
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In the phasor diagrams of Fig. 34.32c, the stator current I
has been resolved into two components Id and Iq , which are
current phasors responsible for developing mmfs in the rotor
d- and q-axes. These representations are in the stator reference
frame, and hence are sinusoidal quantities at the frequency of
the stator supply.

If the voltage drop across the stator resistance is neglected,
which may be acceptable when the stator frequency is near the
base frequency or higher, the developed torque T of the motor
can be found from the phasor relationships of Fig. 34.32. Thus

T = 3

ωr

EV

Xs
sin δ = 3P

ω

EV

ωLs
sin δ = 3PKφ

Ls

V

ω
sin δ Nm

(34.61)

for the nonsalient-pole motor (also for the sine wave PM ac
motor with rotor magnets at the surface of the rotor) and

T = 3P

ωr

[
EV

ωLd
sin δ+ V 2

2

(
Ld − Lq

ωLd Lq

)
sin 2δ

]

= 3P

[
Kφ

Ld

V

ω
sin δ+ V 2

2ω2

(
Ld − Lq

Ld Lq

)
sin 2δ

]
Nm

(34.62)

for the salient-pole motor (also for the interior-magnet motor
in which the rotor magnets are buried inside the rotor). Here
the flux constant of the motor, Kφ, is the ratio of the RMS
value of the phase voltage Ef induced in the stator only due
to the rotor excitation and speed. Note that for a given rotor
excitation, the ratio Kφ = Ef /ω remains constant at all speed.

34.4.3 Performance with Voltage-source Drive

Equations (34.61) and (34.62) imply that if the motor is driven
from a voltage-source supply and if the input voltage to fre-
quency ratio, V–f, is kept constant, the motor will develop
the same maximum torque at all speeds. For the nonsalient-
pole motor, this maximum torque will occur for a load angle
δ = 90◦. For the salient-pole motor, this will occur for a
load angle which is also influenced by the relative values of
Ld and Lq .

At low speed, where the supply voltage V is small, the
voltage drop in the stator resistance may become significant
compared to Ef . This may lead to a significant drop in the
maximum available torque, as given by the torque Eqs. (34.63)
and (34.64), which are derived from the phasor diagrams of
Fig. 34.32. The stator per phase resistance R is now included
in the analysis. The developed torque is then given by

T = 3PEfoV1

ωo

λXso sin δ+ R
(

cos δ− λEfo

V1

)
R2 + (λXso)

2 Nm (34.63)

for the nonsalient-pole motor and

T = 3P

ωo

⎡
⎢⎢⎣

V 2
1
λ

R+VEfoλXqo sinδ+ V 2

2

(
Xdo−Xqo

)
sin2δ−VREfo cosδ

R2+λ2Xd Xq

⎤
⎥⎥⎦Nm

(34.64)

for the salient-pole motor where the subscript o refers to
the base quantities and λ refers to the per unit input
frequency f1/f0.

Equations (34.63) and (34.64) indicate that the maximum
torque that the motor can develop diminishes at low speed
because of the voltage drop across the stator resistance R.
This drop in maximum available torque at low speed can be
avoided by boosting the input voltage at low speed, as indi-
cated in Fig. 34.33a. This voltage boosting is similar to the IR
compensation applied to a variable-frequency induction motor
drive.

Figure 34.33 indicates an open-loop V–f inverter drive
scheme, similar to the scheme for an induction motor drive
in which the RMS stator input voltage is made proportional
to frequency. The speed reference is passed through a first-
order filter, as shown in Fig. 34.33a, so that a large and abrupt
change in the input frequency command to the inverter is
avoided. The filtered speed reference is translated into a pro-
portional frequency reference f1. The voltage reference V1 is
also proportional to frequency reference, but with a zero fre-
quency bias. The variable RMS input voltage V1 to the motor
may be obtained from an inverter by SPWM methods or from
a cycloconverter with phase angle control.

 1+Tf s 
1
 

Speed
reference

V1
reference

f1
reference 

(a)

Tmax

(b)

dmax3

wmax

dmax3 > dmax2 > dmax1
dmax1

dmax2

FIGURE 34.33 (a) V–f controller for an open-loop inverter drive and
(b) T–ω characteristics with a limited maximum δ for constant-power
operation.
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The available input voltage V1 is normally limited by the
available dc-link voltage to the inverter or the ac supply voltage
to a cycloconverter. This limit is normally arranged to occur
at base speed. Above this speed, the stator flux drops leading
to field weakening and constant-power-like operation, as indi-
cated in Fig. 34.33b. In some control scheme, the maximum
load angle δ is not allowed to exceed a certain limiting value
δmax . By selecting δmax , constant-power operation at various
power levels is possible.

34.4.4 Characteristics under Current-source
Inverter (CSI) Drive

A CSI-driven synchronous motor drive generally gives higher
dynamic response. It also gives better reliability because of the
automatic current-limiting feature. In a variable-speed appli-
cation, the synchronous motor is normally driven from a stiff
current source. A rotor position sensor is used to place the
phase current phasor I of each phase at a suitable angle with
respect to the back-emf phasor (Ef ) of the same phase. The
rotor position sensor is thus mandatory.

Two converter schemes have generally been used. In one
scheme, as indicated in Fig. 34.34, a large dc-link reactor
(inductor) makes the current source to the inverter stiff. The
scheme is suitable for large synchronous motors for which
thyristor switches are used in the inverter. A current loop may
also be established by sensing the dc-link current and by using
a closed-loop current controller that continuously regulates
the firing angle of the controllable rectifier in order to supply
the inverter with the desired dc-link current. It can be shown
that the motor-developed torque is proportional to the level
of the dc-link current.
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FIGURE 34.34 Schematic of a current-source inverter (CSI) driven
synchronous motor.
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FIGURE 34.35 Current waveforms in the dc-link current-source-driven
motor.

The inverter drives the motor with quasi-squarewave current
waveforms as indicated in Fig. 34.35. The current waveforms
are switched according to the measured rotor position infor-
mation, such that the current waveform in each phase has
a fixed angular displacement, γ , with respect to the induced
emf of the corresponding phase. Because of this, the drive
is sometimes referred to as self-controlled. The angular dis-
placement of these current waveforms (or their fundamental
components) with the respective back-emf waveforms is indi-
cated in Fig. 34.35. Because of the large dc-link inductor, the
phase currents may be considered to remain essentially con-
stant between the switching intervals. The quasi-square current
waveforms contain many harmonics, and are responsible for
large torque pulsations that may become troublesome at low
speed.

In the forgoing scheme, the motor can be reversed eas-
ily by reversing the sequence of switching of the inverter.
It can also be braked regeneratively by increasing the firing
angle of the input rectifier beyond 90◦ while maintaining the
dc-link current at the desired braking level until braking is no
longer required. The rectifier now returns the energy of the
overhauling load to the ac mains regeneratively.

In another scheme, which is preferred for lower capacity
drives for which higher dynamic response is frequently sought,
phase currents are regulated within the inverter. The inverter
typically employs gate turn-off switches, such as the IGBT, and
pulse-width modulation techniques, as indicated in Fig. 34.36.
Motor currents are sensed and used to close independent
current controllers for each phase. Normally, two current
controllers suffice for a balanced star-connected motor. Three-
phase sinusoidal ac currents are supplied to the motor, the
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amplitude and phase angle of which can be independently con-
trolled as required. The references for the current controllers
are obtained from a three-phase current reference generator
that is addressed by the feedback of the rotor position. The
rotor position is continuously measured by a high-resolution
encoder. In this way, the current references, and hence the
actual stator currents are synchronized to the rotor.

34.4.5 Brushless DC Operation of the CSI-driven
Motor

The torque characteristic of the CSI drive scheme of the fore-
going section can be easily analyzed using the phasor diagrams
shown earlier, if the harmonics in the motor current waveform
are neglected or if the motor current waveforms are indeed
sinusoidal as in the second scheme described earlier. In the
following analysis, it is assumed that the supply current wave-
forms are sinusoidal. It is also assumed that the phase angle
of these current sources with respect to the induced voltage in
each phase can be arbitrarily chosen.

The phase back-emf and the current waveforms and the
phasor diagram of the nonsalient-pole motor are shown in
Fig. 34.37. The phase angle γ between the Ef and I phasors and
the RMS value (or amplitude) of I are determined according
to the desired torque and power factor considerations. The
developed torque is found from the phasor diagram to be

T = 3Ef I cos γ

ωr
= KφI cos γ Nm (34.65)

If the angle γ = 0◦ is chosen, the familiar dc-motor-like
torque characteristic is obtained. It should be noted from the
forgoing that the developed torque at any speed is independent
of R since a high-gain (stiff) current-source drive is used. Note
also that the ratio Ef /ω at any operating speed is proportional
to the amplitude of the stator flux linkage, λf , due to rotor
excitation. For fixed rotor excitation this ratio is a constant.

Equation (34.65) indicates that the developed torque of a
nonsalient-pole synchronous motor can be controlled by con-
trolling the amplitude of the rotor field (field control), or
more conveniently, by controlling the amplitude of the stator
phase current. The highest torque per ampere characteristic is
achieved when γ = 0◦. Note that the operation with a fixed γ

angle is key to this dc-motor-like torque characteristic.

34.4.5.1 Operation with Field Weakening
If the stator impedance drop is neglected, the maximum Ef

is largely determined by the dc-link voltage and Ef = Kλf ω

implies that speed ω can be increased by decreasing λf . Con-
sequently, the operation above base speed is normally achieved
with field weakening. In this speed range, because of the
limited dc-link voltage, the rotor field must be weakened; oth-
erwise, the amplitude of the phase-induced emf will exceed the
dc-link voltage and current control will not be effective. Field
weakening is a means of keeping this voltage at the rated level
for speeds higher than the base speed.

The flux linkage due to the rotor excitation, λf , can be
adjusted when a variable rotor supply is available. This may
also be achieved by demagnetizing the rotor mmf by using
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the mmf produced by the stator currents. For motors with
permanent-magnet excitation, the latter is the only means
of weakening the λf . Referring to the phasor diagram of
Fig. 34.38, if I is made to lead Ef , the d-axis component of
I , i.e. Id , will lead Ef by 90◦. The mmf due to Id then opposes
the rotor d-axis mmf. The net rotor flux linkage along the
q-axis is then given by

λ′f = λf + Ld Id (34.66)

where Id is negative when I leads Ef . If the airgap is small,
the d-axis component of the armature current may reduce the
rotor flux to the required extent.

34.4.6 Operating Modes

A synchronous motor may be driven with a view to achieving
various operating characteristics, such as power factor com-
pensation, maximum torque per ampere characteristic, and
field weakening. The power factor at which a synchronous
motor operates is an important issue, especially for a large
drive. A large angle θ between the input voltage and current

phasors of the motor results in a poor overall power factor.
Operation of the synchronous motor with a CSI which deliv-
ers the stator current waveforms with phase angle with respect
to the respective phase back-emf waveforms that allows inter-
esting power factor compensation possibilities. Consider the
following three cases.

34.4.6.1 Case 1: Operation with I Lagging Ef

In this case, the motor is under-excited and I lags Ef , by an
angle γ , as indicated in Fig. 34.39. The overall power factor in
this case is lagging, since I lags V by an angle θ. The power-
factor angle θ is larger than γ . Note that Id now magnetizes
the rotor field.

34.4.6.2 Case 2: I is in phase with Ef ; Maximum
Torque per Ampere Operation (γ = 0◦)

If γ = 0◦ is used, the motor input current ia is in phase with
the back-emf ea , as indicated in the waveforms of Fig. 34.40a.
From Eq. (34.65), the developed torque is given by

T = KφI (34.67)

Thus, for a fixed rotor excitation, the developed torque is
the highest that can be achieved per ampere of stator current
I . In other words, if γ = 0◦ is chosen, the drive operates with
its maximum torque per ampere characteristic. From the pha-
sor diagram of Fig. 34.40b, it is clear that the input current I
phasor now lags the voltage V phasor at the motor terminals.
(see the phasor diagram in the figure). Note that the level of
Ef ,which is determined by the level of excitation, also deter-
mines the angle θ to some extent. Clearly, when maximum
torque per ampere characteristic is required, a power factor
less than unity has to be accepted.
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34.4.6.3 Case 3: Operation with I Leading Ef

If I is chosen to lead Ef , the overall power factor can be
higher, including unity, as is indicated in Fig. 34.41. Note that
the motor now operates with less than maximum torque per
ampere characteristic. Note also that the d-axis component of
I now tends to demagnetize the rotor and that the operation
with field weakening is implied.

With a CSI-driven motor, the amplitude and the angle of
the phase current relative to the back-emf can be selected
according to one of the desirable operating characteristics
mentioned above. Additionally, other operational limits such
as the inverter/motor current limit, the maximum stator volt-
age limit, and the maximum power limit can also be addressed.
The amplitude of the stator current I clearly determines the
developed torque of the motor. Consequently, the error of
the speed controller is used to determine the amplitude of
I . The overall control system with an inner torque loop can be
described by Fig. 34.42.

34.4.7 Vector Controls

The foregoing controls were based on the steady-state equiva-
lent circuit of the motor. Even though the torque Eq. (34.65)
for a current-source drive evokes vector-control-like relation-
ships, they do not address the dynamics of the current controls
as is possible in an orthogonal reference frame. Using an
orthogonal set of reference attached to the rotor, a simple
set of decoupled, dc-motor-like torque control relationships
is readily obtained. Following the transformation technique
used in Section 34.3.4, the stator voltage equations of a
synchronous motor with fixed rotor excitation in the rotor
reference frame are

[
vq

vd

]
=
[

R + pLq ωLd

−ωLq R + pLd

][
iq
id

]
+
[
ωλf

0

]
(34.68)

T = 3

2
P
(
λf iq + (Ld − Lq)id iq

)
(34.69)
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where all the quantities in lower case represent instantaneous
quantities in the rotor dq-frame. The λf is the flux linkage per
phase due to the rotor excitation, ω is the electrical angular
velocity in rad/sec, and P is the number of pole pairs. Here,
p is the time derivative operator d/dt. Assuming the magnetic
linearity, the stator flux linkages are

λd = Ld id + λf

λq = Lqiq
(34.70)

Note that the Eq. (34.68) can be written down directly from
Eq. (34.31), taking into account the fixed rotor excitation so
that the third and fourth rows and columns of Eq. (34.31) may
be dropped. Since the reference frame now rotates at the speed
of the rotor, ωe = ω. The induced back-emf due to the fixed
rotor excitation occurs in the rotor q-axis and is included in
Eq. (34.68), as a separate term. Similarly, the torque expression
of Eq. (34.69) may also be written down from Eq. (34.41),
using the flux linkages of Eq. (34.70).

Equations (34.67)–(34.69) are for a salient-pole motor for
which Ld �= Lq . For a nonsalient-pole motor, Ld is equal to Lq

and the developed torque is proportional to iq only. In either

case, the inner torque loop consist of two separate current
loops; one for id and the other for iq , as indicated in Fig. 34.43.
The iq current loop generally derives its reference signal from
the output of the speed controller and constitutes the inner
torque loop. The reference for the id current loop is normally
specified by the extent of field weakening for which a neg-
ative id reference is used. Otherwise, the d−axis current is
maintained at zero. Note that for large synchronous motors
with variable external excitation, field weakening is normally
applied through adjustment of the rotor excitation, using a
spillover signal from the output of the speed controller.

From Eq. (34.68), it is clear that the couplings of q- and
d-axes voltages exist through the d- and q-axes currents,
respectively, and the back-emf. During dynamic operation,
such coupling effects become undesirable. The coupling effects
of d- and q-axes currents and the back-emf into q- and d-axes
voltages, respectively, can be removed by the feedforward terms
shown in the shaded part of the block the diagram of Fig. 34.44
which also shows the two current-control loops. The two out-
puts v∗d and v∗q from the decoupled current controllers are
transformed to the stator reference frame before being sub-
jected to pulse-width modulators or hysteresis comparators.
Note that the current references i∗d and i∗q are obtained with
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due regard for the desired operating and limiting conditions
as described in Section 34.4.5.

Under this type of control, which is exercised in the rotor
reference frame, the d- and q-axes currents are separately regu-
lated. The purpose of the q-axis current controller is primarily
to control the developed torque, especially for the nonsalient-
pole motor. For this motor, the d-axis current is normally
maintained at zero, when the motor is operated below the
base speed. The d-axis current may be used to weaken the
airgap flux so that the motor operates with a constant power-
like characteristic. It should be noted that the field weakening
may also be carried out more directly by adjusting the rotor
excitation current by using a spillover signal from the speed
controller, when the base speed is exceeded.

The dynamic response of the drive under the vector control
scheme indicated in Fig. 34.44 is the highest possible with a
CSI drive. It should also be noted that the dq currents in the
rotor reference frame vary only the mechanical dynamics of

the rotor. In fact, they are dc quantities when the motor runs
at a constant speed. Consequently, the following error (or lag)
associated with tracking a sinusoidally time varying current
reference, which is the case when current control is exercised
in the stator a–b–c reference frame, can be reduced easily by
using an integral-type current controllers.

34.5 Permanent-magnet AC
Synchronous Motor Drives

34.5.1 Introduction

Since the introduction of samarium cobalt and neodymium–
iron–boron magnetic materials in the 1970s and 1980s, syn-
chronous motors with permanent-magnet excitation in the
rotor have been displacing the dc motor in many high-
performance applications. The trend is more noticeable in
applications requiring high-performance motors of up to a few
kilowatts. In low- to medium-power applications, the superior
dynamics, smaller size, and higher efficiency of motors with
PM excitation in the rotor, compared to all other motors, are
well known. Prior to this development, the ferrite and alnico
magnets were routinely used in small servomotors, with the
magnetic excitation in the outer stator. Such motors need a
brush-commutator assembly to supply power to the armature,
that is a problem. Nevertheless, interesting low-inertia, low-
armature inductance designs are possible that are desirable
for servo applications. One such design is the pancake iron-
less armature with the commutator-brush assembly directly
located on the printed armature. These shortcomings of the
commutator-brush are now avoided by locating the magnets
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in the rotor and by having three-phase windings in the stator
that are supplied from an inverter.

The arrangement just mentioned is very similar to a con-
ventional synchronous motor. This is particularly so when the
stator windings and the rotor mmf are sinusoidally distributed.

Several rotor configurations of the PM synchronous motor
have been developed, of which the important ones are
indicated in Figs. 34.45–34.47.

rotor

q-axis

d-axis

FIGURE 34.45 Schematic of the cross section of a surface-magnet
synchronous motor.

q -axis

d -axis

FIGURE 34.46 Schematic of the rotor cross section of an interior-
magnet motor.

d -axis

q-axis

FIGURE 34.47 Schematic of the rotor cross section of a circumferential-
magnet motor.

34.5.2 The Surface-magnet Synchronous Motor

The surface-magnet motor comes with the rotor magnets
glued onto the surface of the rotor. An additional stainless steel
(i.e. nonmagnetic) cylindrical shell may be used to cover the
rotor in order to keep the magnets in place against centrifugal
force in high-speed applications. Since the relative permeability
of the magnetic material is very close to unity, the effective air-
gap is uniform and large. The airgap is normally about 8 mm.
Consequently, the synchronous inductances along the rotor
d- and q-axes, as indicated in Fig. 34.45, are equal and small
(i.e. Ld = Lq = Ls). The armature reaction in this type of
motor is small.

The three-phase winding in the stator has sinusoidal dis-
tributed windings. In another form, the motor may have
trapezoidal distributed winding, and the rotor mmf is also
uniformly distributed. Such a motor, often called a brushless
dc (BLDC) motor because of its similarity to the inside-out
conventional brushed PM DC motor, develops a trapezoidal
back-emf waveform as indicated in Fig. 34.48, when it is driven
at a constant speed. The back-emf waveforms have flat tops
for nearly 120◦ in each half-cycle followed by 60◦ of transition
from positive to negative polarity of voltage and vice versa.
These motors are very suitable for variable-speed applications
such as spindle drives in machine-tool and disk drives.

34.5.2.1 Control of the Trapezoidal-wave Motor
Neglecting higher-order harmonic terms, the back-emf in the
motor phases may be as indicated in Fig. 34.49. Each back-
emf has a constant amplitude (or flat top) for 120◦ (electrical)
followed by 60◦ of transition in each half-cycle. The developed
torque at any instant is given by

T = eania + ebnib + ecnic
ω

Nm (34.71)
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FIGURE 34.48 Back-emf of a trapezoidal waveform motor.
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It is readily seen that the ideal current waveform in each
phase needs to be a quasi-square waveform of 120◦ of con-
duction angle in each half-cycle. The conduction of current in
each phase winding coincides with the flat part of the back-emf
waveforms, which guarantees that the developed torque, i.e.(

c∑
x=a

exn ·ixn
ωr

)
, is constant or ripple-free at all times. With such

quasi-square current waveforms, a simple set of six opto-
couplers or Hall-effect sensors would be required to drive the
six inverter switches indicated in Fig. 34.36. The output cur-
rent waveforms for the three-phase inverter and the switching
devices that conduct during the six switching intervals per cycle
are also indicated in Fig. 34.49. Since only six discrete outputs
per electrical cycle are required from the rotor position sen-
sors, the requirement of a high-resolution position sensor is
dispensed with. Continuous current control for each phase of
the motor, by hysteresis or PWM control, to regulate the ampli-
tude of the motor current in each phase is normally employed.
The operation of the BLDC motor drive is described in detail
in Section 34.6.

Even though careful electromagnetic design is employed in
order to have perfect trapezoidal back-emf waveforms as indi-
cated in Fig. 34.49, the back-emf waveforms in a practical
brushless dc motor exhibit some harmonics, as indicated in
Fig. 34.48. If ripples in the back-emf waveforms are signif-
icant, then torque ripples will also exist when the motor is
driven with quasi-square phase current waveforms. These rip-
ples may become troublesome when the motor is operated at

low speed, when the motor load inertia may not filter out the
torque ripples adequately.

A second source of torque ripple in the permanent-magnet
brushless dc (PM BLDC) motor is from the commutation of
current in the inverter. Since the actual phase currents cannot
have the abrupt rise and fall times as indicated in Fig. 34.49,
torque spikes, one for each switching, may exist.

Even though the PM BLDC motor does not have sinusoidal
back-emf and inductance variations with rotor angle, the anal-
ysis of Section 34.4 in terms of the fundamental quantities
will often suffice. The switching of the inverter using the six
rotor-position sensors guarantees that the current waveform in
each phase always remains in synchronism with the back-emf
of the respective phase. Since the quasi-square phase current
waveform in each phase coincides with the flat part of the
back-emf waveform of the same phase, the angle γ is clearly
zero for such operation. Thus, considering fundamental quan-
tities, the motor back-emf and the torque characteristics can
be expressed by

E = KEω V (34.72)

T = KT I cos γ = KT I Nm (34.73)

where KE and KT are equal in consistent units. Note that E
and I are now RMS values of the fundamental components of
these quantities.
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34.5.2.2 Sensorless Operation of the PM BLDC Motor
In spindle and other variable-speed drive applications, where
the lowest speed of operation is not less than a few hundred
revs/min, it may be possible to obtain the switching signals for
the inverter from the motor back-emf, thus dispensing with
rotor-position sensors. The method consists of integrating the
back-emf waveforms, which are the same as the applied phase
voltage if the other voltage drops are neglected, and comparing
the integrated outputs with a fixed reference. These compara-
tor outputs determine the switching signals for inverter. It may
be noted that the amplitude of the back-emf waveforms is
proportional to the operating speed, so that the frequency of
the comparator outputs increases automatically with speed.
In other words, the angle γ and the current waveform rel-
ative to the back-emf waveform in each phase remains the
same regardless of the operating speed. Integrated circuits are
available from several suppliers, that perform this task of sen-
sorless BLDC operation satisfactorily, covering a reasonable
speed range.

34.5.3 The PM Sinewave Motor

The PM sinewave motor, which may also have magnets on the
rotor surface or buried inside the rotor (as in the interior-
magnet motor of Fig. 34.46), has sinusoidally distributed
windings. The airgap flux distribution produced by the rotor
magnets is also sinusoidal, arranged through magnet shaping.
Consequently, the back-emf waveform of each phase is also
a sinusoidal waveform, as indicated in Fig. 34.50, when the
motor is driven at a constant speed.

It should be noted, however, that with magnets mounted
on the rotor surface, the effective airgap is large and uniform
so that Ld = Lq = Ls . Because of the large equivalent air-
gap, these inductances are also small, and consequently, the
armature reaction is small. As a result, this motor essentially
operates with fixed excitation, and there is hardly any scope

100 V/div 5 ms/div

FIGURE 34.50 Back-emf waveforms of a sinewave PM motor.
Speed = 1815 rev/min.

for altering the operating power factor or the rotor mmf, once
the motor and its drive voltage and current ratings have been
selected.

The PM sinewave interior-magnet motor, which comes with
magnets buried inside the rotor as indicated in Figs. 34.46 and
34.47, has an easier magnetization path along the rotor q-axis,
so that Lq > Ld . The small airgap implies that the inductances
Ld and Lq may not be small, and hence may allow considerable
scope for field weakening.

If the sinewave motor is supplied from an SPWM inverter,
the analyses and vector diagrams of this motor are not different
from those in Section 34.4 for the nonsalient-pole and salient-
pole synchronous motor drives. The surface-magnet motor is
more akin to the nonsalient-pole motor, since Ld = Lq = Ls ,
whereas the interior-magnet motor is more akin to the salient-
pole motor because of the d- and q-axes inductances being
unequal. Thus, the equations in Section 34.4 will apply equally
well for this motor, both in the steady state and dynamically
and for both voltage- and current-source supply.

34.5.3.1 Control of the PM Sinewave Motor
The sinusoidal back-emf waveforms imply that the three-phase
motor must be supplied with a sinusoidal three-phase currents
if a dc-motor-like (or vector-control-like) torque characteristic
is desired, as was found in Section 34.4. For such operation, the
phase currents must also be synchronized with the respective
phase back-emf waveforms, in other words, with the rotor dq-
reference frame. This implies the operation with a specified γ

angle. Two implementations are possible.
In one scheme, the stator currents are regulated in the stator

reference frame and the stator current references are produced
with reference to the rotor position, as indicated in Fig. 34.51.
The rotor position θ is continuously sensed and used to pro-
duce three sinusoidal current references of unit amplitude. The
phase angle γ of the references relative to the respective back-
emf waveforms is usually derived from the speed controller,
which defines the field-weakening regime of the drive. The
operating power factor of the drive may also be addressed
using the γ angle control, as explained in Section 34.4.5. The
amplitudes of these references are then multiplied by the error
of the speed controller in order to produce the desired torque
reference. In this way, both the RMS value I of the phase
current and its angle γ with respect to Ef can be adjusted
independently (which is equivalent to independent dq-axes
current control). Three PWM current controllers are indi-
cated, but two suffice for a balanced motor. Other types of
current controllers, such as hysteresis controllers, may also be
used.

In the second scheme, the motor currents are first trans-
formed into the rotor dq-reference frame using continuous
rotor position feedback and the measured rotor d- and q-axes
currents are then regulated in the rotor reference frame, as
indicated in Fig. 34.52. The main advantage of regulating the
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stator currents in the rotor reference frame, compared to the
stator reference frame as in the first scheme, is that current
references now vary more slowly and hence suffer from lower
tracking error. At constant speed, the stator current refer-
ences are in fact dc quantities as opposed to ac quantities,
and hence the inevitable tracking errors of the former scheme
are easily removed by an integral-type controller. The other
advantage is that the current references may now include feed-
forward decoupling so as to remove the cross-coupling of the
d- and q-axes variables as shown in the motor representation

of Fig. 34.52. The latter scheme is currently preferred, since it
allows more direct control of the currents in the rotor reference
frame.

It should be noted that continuous transformations to and
from rotor dq-axes are required; hence the rotor-position sen-
sor is a mandatory requirement. Rotor-position sensors of
10–12 bit accuracy are normally required. This is generally
viewed as a weakness for this type of drive.

The general torque relationship of a sinewave motor sup-
plied from a current-source SPWM inverter is given by
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Eq. (34.69) which is rewritten here.

T = 3

2
P
(
λf iq + (Ld − Lq)id iq

)
(34.74)

Precise control of the developed-torque control requires that
both id and iq be actively controlled in order to regulate it to
the level determined by the error of the speed controller. For
the surface-magnet synchronous motor, the large effective air-
gap means that Ld ≈ Lq , so that id should be maintained
at zero level. This implies that the id current reference in
Fig. 34.52 should be kept zero. For the interior-magnet motor,
Lq > Ld , so that id and iq have to be controlled simultaneously
to develop the desired torque. A few modes of operation are
possible.

34.5.3.2 Operating Modes
34.5.3.2.1 Operation with Maximum Torque per Ampere
(MTPA) Characteristic In this mode of control, the devel-
oped torque T per ampere of stator current is the highest for
a given rotor excitation. The combination of id and iq that
develops the maximum torque per ampere of stator current
is indicated in Fig. 34.53. The reference signal for the inner
torque loop normally determines the iq reference; while the id
reference is given by

id =
λf

2(Lq − Ld )
−
√√√√ λ2

f

4(Lq − Ld )2
+ i2

q (34.75)

It should be noted that with id = 0, this mode of operation
is achieved for the surface-magnet motor.
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FIGURE 34.53 id –iq Trajectories for the maximum torque per ampere characteristic and for maximum voltage and current limits of an interior
PM motor.

34.5.3.2.2 Operation with Voltage and Current Limits The
maximum current limit of the motor/inverter, Ismax , is nor-
mally imposed by setting appropriate limits on id and iq such
that

i2
d + i2

q � I 2
s max (34.76)

Equation (34.75) defines a circle around the origin of the
id –iq plane.

The available dc-link voltage to the inverter places an upper
limit of the motor phase voltage, Vsmax , given by

V 2 = V 2
d + V 2

q ≤ V 2
max (34.77)

(Lqiq)2+(Ld id + λf )2 ≤
(

Vam

ω

)2

(34.78)

where the stator voltages vd and vq are expressed in the rotor
reference frame, as in Eq. (34.68). Equation (34.78) is obtained
from the voltage equation of Eq. (34.68) when the phase
resistance R is neglected. Equation (34.78) defines elliptical tra-
jectories that contract as speed increases. All the three modes
of operation are included in Fig. 34.53.

34.5.3.2.3 Operation with Field Weakening This mode of
operation is normally required for operating the motor above
the base speed. A constant-power characteristic is normally
desired over the full field-weakening range. For a given rotor
excitation of λf and developed power of P0, the developed
torque T and the net rotor flux linkage required for constant-
power operation can be determined. From this, the limiting
values for id and iq , which further constrain the allowable id –iq
trajectory is also indicated in Fig. 34.53, can be determined.
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FIGURE 34.54 id and iq trajectory generation satisfying the desired
operating modes.

The operating modes described in the preceding section are
normally included in a trajectory controller that generates the
references for id and iq continuously, as indicated in Fig. 34.54.

34.6 Permanent-magnet Brushless DC
Motor Drives

34.6.1 Machine Background

Anyone studying electric machines would be aware that the
classical synchronous machine offers the possibility of the very
highest efficiencies. These machines have the power-carrying
conductors in the stationary part, therefore there is no need to
transfer high power through a brush system. The field is pro-
vided on the rotating part either by an electromagnet, which
does require some very low-power brushes or at best, by a
permanent magnet with no power requirements at all.

This is clearly better than the traditional dc machine with
high-power brushes and rotating conductors, with those con-
ductors having a very poor path for heat to get away under
overload conditions. You might ask, “why did we use so many
of them?” It was of course because the dc machine offered
the ability to control the speed fully and easily, which the syn-
chronous machine, when running from the mains at a fixed
frequency, was definitely not capable of. Thus, for example, all
electric trains and trams built up to the 1980s, many of them
still in service, use brushed dc motors.

The induction machine, the work horse of industry is quite
efficient, but because of the need to carry magnetizing current
in the stator as well as load current, and the existence of slip, it
cannot be as good as the synchronous machine. It also innately
has a very limited speed range.

All this changed with the advent of inexpensive, reliable
power electronics. Quite suddenly power electronics engineers
had the ability to vary both the frequency and the amplitude
of an ac supply and thus to provide the holy grail of variable-
speed ac motors. This was first applied to induction machines,
with the simplest form of open-loop control. The complexity
of control for synchronous machines added substantially to the
cost and was not so appealing. Today the thought of putting a
digital signal processor (DSP) or a microcontroller in a small
motor controller is no longer as daunting as it was ten years

ago, so the distinction between the complexity of a controller
for induction machines and synchronous machines has almost
disappeared.

Whilst power electronics radically changed our attitudes to
electric machine design and operation, there was a second very
important development which arrived on the scene at almost
the same time; the appearance of very powerful rare earth
permanent-magnet materials.

The first rare earth magnet material was Samarium Cobalt,
used in very special applications such as space and defence,
but it was then, and still is, very expensive. Neodymium–Iron–
Boron (Nd–Fe–B) came next with even higher energy product.
Energy product is a measure used to quantify the effectiveness
of magnets. Nd–Fe–B began expensively, but has continued to
drop in price at a spectacular rate and recently became cheaper
than ferrites in term of dollars per unit of energy product.

Thus all the machines discussed here are permanent–magnet
(PM) machines, in general using Nd–Fe–B magnets.

34.6.1.1 Clarifying Torque Versus Speed Control
As is well understood, given a fixed magnetic flux level, the
magnitude of the current in a motor determines the magnitude
of the torque out of the machine. In a general application
if a torque is set, the speed is determined by the load. This
is what happens when driving an automobile. The throttle
or accelerator varies the torque. The speed can be very slow
or very high for the same foot position, depending on the
road conditions and vehicle motion history, even if the vehicle
is in the same gear. This principle of torque control rather
than speed control is fundamental to the operation of electric
machines. When speed control is required in PMBDCMs, it
is usual to implement torque control, with an extra outside
control loop, like a cruise control in an automobile, to use the
torque control to deliver speed control. So from here on the
discussion will describe torque control for the variable-speed
motor.

34.6.1.2 Permanent-magnet AC Machines
There are two quite different types of permanent-magnet ac
machines, actually looking very similar in their physical realiza-
tion but dramatically different in their electrical characteristics
and in the way in which they are controlled.

34.6.1.2.1 Permanent-magnet Synchronous Machines
These are simple extensions of the classical synchronous
machine, where all of the voltages and currents are designed
to be sinusoidal functions of time, as they are in the syn-
chronous machine when used as a supply generator. These
machines are known as permanent-magnet synchronous
machines (PMSMs) or brushless ac machines and are discussed
elsewhere in this book. Whilst the application of sinusoidal
waveforms everywhere is comforting to many and does result
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in less acoustic noise, less “stray losses” etc. there is in gen-
eral a requirement to know the exact rotor angular position
at every instant of time, with an accuracy in the order of one
degree. This knowledge is then used to shape the current wave-
forms to be sure that they are in phase with the back-emf of
the windings. Whilst much research is going on to run these
machines without position sensors, the reality in the workplace
today is that you need to include a relatively expensive shaft
position encoder with your PMSM, if you wish to control it
electronically.

34.6.1.2.2 Permanent-magnet Brushless DC Machines A
very much simpler possibility has emerged, which also gives
the benefits of smooth torque and rapid controllability. This
results in smaller minimum machine size, yielding maximum
machine power density.

For this variant, the current waveforms and the back-
emf waveforms are trapezoidal rather than sinusoidal. In this
case, the machine is known as a permanent-magnet brush-
less dc machine (PMBDCM), with waveforms as shown in
Fig. 34.55.

34.6.1.3 Brief Tutorial on Electric Machine Operation
The operation of electric machines can be explained in a
variety of ways. Two possible and different methods are by:

(1) Using an understanding of the interaction of mag-
netic fields and the tendency of magnetic fields to
align. This tendency to align is what provides the force

Ia

Ib

Ic

time

angleBr
360°180°

FIGURE 34.55 Phase currents as functions of time and the flux density
on the surface of the rotor as a function of angular position for a typical
PMBDCM.

that makes a compass needle swing around, until it
aligns with the earth’s magnetic field.

(2) Using the physical principle that “a current carrying
conductor in a magnetic field has a force exerted on
it.” This force is commonly known as the Lorentz
force.

The difference between the two explanations is that the first
method gives better “physical pictures.” However when one
gets a little more serious, wanting to put in numbers, the force
equations, whilst not greatly more difficult, are a little more
challenging as they involve vector cross products.

With the second method, once the principle is accepted,
there is a particularly simple scalar version of the force equa-
tion that very rapidly and simply gives numeric answers.
The directions of the force, current, and motion are all
orthogonal, i.e. at right angles and a formal exposition would
again use a vector cross product. However, provided the rules
learned in high school science are applied, the scalar version,
F = BLI can be used, where F is the force in newtons, B is
the flux density in Tesla, L is the length of the conductor in
meters, and I is the current in amperes.

Let us try both the methods, on the simple machine of
Fig. 34.56.

The rotor is a magnet with a north and a south pole, and
there is a coil of wire in the slots in the stator. Current is
shown going into the conductor called a at the top of the
stator and coming out of the conductor called a′ at the bottom.
To simulate a real machine more closely, one should imagine
putting a one turn “coil” of wire into the slot, with a connection
made at the back of the machine to connect the top wire to
the bottom, so that by applying a positive voltage to the top
wire and a negative voltage to the end of the coil (the bottom
wire), current will flow in at the top and out at the bottom as
discussed previously.

S

N

a

a'

FIGURE 34.56 A simple motor with a single coil in the stator and a
permanent-magnet rotor.
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Method 1 If the current is put into the top and comes out
of the bottom as marked, then according to the right-hand
rule (if you forget, then look at the Institution of Electrical
and Electronic Engineers (IEEE) logo), magnetic flux will be
forced to go through the center of the coil from right to the
left, creating a north pole on the left. The flux will then double
back through the iron frame of the motor to arrive back at the
South pole on the right.

Figure 34.57 shows a computer generated magnetic field
plot. This was produced using finite element analysis and mod-
eling the stator as electrical steel, the volume in the center as
air and injecting current into the coil.

If the permanent-magnet rotor is then put inside the
stator of Fig. 34.57, the rotor will align by rotating 90◦
counterclockwise.

FIGURE 34.57 A computer generated magnetic field for current in the
windings and a stator made of electrical steel.

Method 2 In this case, looking at Fig. 34.58, the conductor
a will be immersed in a quite dense field produced by the
magnets, with the flux lines going up the page in the rotor,

S

N

a

a'

Force on conductor a

Reaction force on magnet N

Force on conductor a′ 

Reaction force on magnet S

FIGURE 34.58 Lorentz forces on conductor and rotor of a simple machine.

across the airgap into the steel of the stator, heading down the
stator to jump back across the lower airgap to return to the
south pole. If a current is directed into the upper conductor
and out of the bottom as before, it will produce force. Applying
the direction rules associated with the Lorentz force, the force
on the conductor will be to the right at the top and to the left
at the bottom. Invoking Newton’s third law, that action and
reaction are equal and opposite, it is clear that if the wire is
fixed, as it is, then there will be a force on the rotor to the left
at the top and to the right at the bottom, thus the rotor will
move counterclockwise as before.

34.6.2 Electronic Commutation

If the rotor of Fig. 34.58 moves, then to keep it rotating in the
same direction, sooner or later the current in the conductors
must be reversed. The time at which that needs to be done is
when the rotor has moved to an almost aligned position, so it
is not really a matter of time, but a matter of rotor position.
Since the rotor is a permanent magnet, it is a very simple matter
to determine at least where the physical pole edges are, using
simple, reliable and inexpensive Hall effect (HE) sensors. These
are small semiconductor devices which respond to magnetic
flux density. (There are many ways to sense the position of the
rotor; however the remainder of this exposition will stay with
the HE sensor for simplicity.)

A very simple motor, relying on the inertia of the rotor for
continuous rotation, could have a control circuit which sensed
when the rotor magnet was horizontal and then reversed the
current in aa′ of Fig. 34.58.

The traditional “H” bridge switching circuit shown in
Fig. 34.59 does that very effectively. Switch drive logic must
ensure that either S1 and S4 are on, or S2 and S3 are on and
never S1 and S2 simultaneously, or S3 and S4 simultaneously.
This simultaneous operation would provide a short circuit.
When this happens due to errors in the switch drive signal it is
called “shoot through.” There are generally important parts of
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FIGURE 34.59 An “H” bridge circuit that can reverse the current
through aa′, as drawn with mechanical switches.

the switch drive signal logic, discussed later, which try to make
this impossible in normal operation.

In real motors, the permanent-magnet rotor field does not
change instantaneously from north to south as the rotor
rotates, so there would be reasonably large angles over which
the torque could not be effectively produced. Also more coils
are put in so that the space of the machine frame is used more
efficiently.

The use of three “phases,” as in Fig. 34.60, is very common.
There are many things which balance naturally in a three-phase
system and it is the simplest system with which it is possible
to develop constant and unidirectional torque at all times and
positions.

A very common method has developed, known as “six step
switching.” In this system, three phases are used. They are
connected in star and there is a space between each of the

N

S

a

a′

b

b′

c

c′

FIGURE 34.60 The physical layout of a three-phase PMBDCM.

magnet poles on the rotor and the two phases are activated
at any one time, the third “resting” as the space between the
magnet poles passes over it.

While the motor in Fig. 34.60 looks just like a three-phase
synchronous machine, its operation is rather different.

As stated above, the windings are invariably star connected,
as shown in Fig. 34.61.

a

c

b′

b

a′

c′

FIGURE 34.61 The schematic connection of the windings shown in
Fig. 34.60.

Six Step Switching Explained
Consider the coil aa′, as shown in Fig. 34.60 and also diagram-
matically in Fig. 34.61. Current driven into the a terminal,
coming out of the a′ terminal, will produce, as discussed before,
flux from left to right, as shown here.

Obviously if the current direction in aa′ is reversed, the flux
will be

Similarly if current is driven into b and out of b′ flux will result

And if it is reversed,
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Finally, if current is driven into c and out of c′, flux will result

And if it is reversed,

The permanent-magnet rotor would tend to align with the
flux arrow shown in each of the states above, as discussed
under machine operation, Method 1.

Now if the motor is wired in star as shown in Fig. 34.61,
and a steady current is driven into a and out of b, the first and
the fourth cases above occur at the same time. They add to
produce a resultant,

and the rotor will tend to align with this resultant.
The Hall effect sensors are positioned so that just as the rotor

gets to within 60◦ of being aligned, another arrangement of the
windings is energized, and the field jumps forward another
60◦, so the rotor is 120◦ away from being aligned. The rotor is
always an average of 90◦ away from its desired position!

If a controller has input power from positive and negative of
a dc supply and outputs to the terminals a, b, and c only, then
the sequence of connections shown in Table 34.2 will produce
the resultant flux directions as shown, providing continuous
rotation.

The switching of Table 34.2 is simply achieved by a vari-
ant of the “H” bridge, as shown in Fig. 34.62. This process of
switching current into different windings is called commuta-
tion and is the equivalent of the sliding brush contacts in a
traditional brushed dc machine.

34.6.3 Current/Torque Control

You may have noted that the discussion has been about current
in the windings rather than the voltage across them. In very
simple small brushless DC machines, like the one in the muffin
fan in your computer power supply, voltages are connected
directly to the windings. For these small motors, the resistance
of the windings is relatively high and this helps limit the actual
current that flows and swamps inductive effects.

TABLE 34.2 The sequence of connections which results in counterclock-
wise continuous rotation of the rotor of the PMBDCM of Fig. 34.60

When rotor gets
to this position,
connections are
made as at right

Terminal a Terminal b Terminal c Flux directions

Current in Current out Zero

Zero Current out Current in

Current out Zero Current in

Current out Current in Zero

Zero Current in Current out

Current in Zero Current out

+
aa′

S1

S2

S3

S4

−

S5

S6
b

b′

c

c′

FIGURE 34.62 The switching circuit used for commutation of a
PMBDCM.

There is an extra difficulty that must be addressed with high-
performance, high-efficiency, well-made machines, and it adds
another layer to the control of the motor. Such machines can
easily be designed with very low resistance windings. It is not
uncommon to have windings for a 200 V machine at the 20 kw
level with the winding resistances less than 0.1 �.
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When starting, or at a low speed, the current in a wind-
ing is limited only by the very low resistance and, for the
machine above by Ohm’s law, I = E/R would result in more
than 2000 amperes.

The most common requirement for a steady current in
the windings is to provide a steady torque. There is always
a back-emf generated in the windings whenever the motor is
rotating, which is proportional to speed and subtracts from
the applied voltage. Thus currents cannot be determined just
by terminal voltage. The winding does however have induc-
tance. Whenever the copper conductors are put in coils in an
iron structure, particularly if there are low reluctance mag-
netic paths with only small airgaps, the creation of quite large
inductances cannot be avoided. These are used to very good
effect.

The nature of inductance is that when a voltage is applied to
an inductor, instantaneous current does not result, rather the
current begins to increase and ramps up in a quite controlled
fashion. If the voltage across the inductor is reversed the cur-
rent does not immediately reverse, rather it ramps down, will
go through zero and reverses if the reversed voltage is left there
long enough. However, if the voltage is alternated by switch-
ing rapidly, as can be done with power electronics, the current
can be controlled to ramp-up and ramp-down either side of
a desired current, staying within any determined tolerance of
that desired current.

Figure 34.63 looks very much like the simple “H” bridge
commutation circuit, but is performing a very different func-
tion. It is controlling the current amplitude to stay within a
desired band. If S1 and S4 are turned on then the current will
begin to increase from left to right in the winding. The current
sensor in the circuit detects when the current reaches a value
of half the hysteresis band of the comparator above the desired

Desired Current (torque),
eg ±5V represents maximum
positive or negative torque.

+
a a′

S1

S2

S3

S4

−
Vin

Comparator
with hysteresis, eg
±100 mV+

− PWM logic signal output.
Turns on S1 and S4 if high (current below reference),
or S2 and S3 if low (current above reference)

Current sensor,
voltage output
proportional
to current

FIGURE 34.63 Hysteresis band current control using pulse-width modulation (PWM).

current level and initiates turn-off of S1 and S4 and turn-on
of S2 and S3. (If they were all turned off at once, the inductive
nature of the circuit would produce very high voltages which
would cause arcing in mechanical switches, or breakdown and
failure of semiconductor switches, see later.) The current then
begins to reduce. It reduces a small amount, down to half the
hysteresis band of the comparator below the desired current
level and then the switches reverse again. Thus a desired cur-
rent level is achieved, with an arbitrarily small triangular ripple
superimposed, as shown in Fig. 34.64.

The general process of controlling by switching a voltage
fully on or fully off at high speed is called pulse width mod-
ulation (PWM) and the specific method of current control
achieved above with PWM, is called hysteresis band current
control (HBCC).

Of course to keep this current ripple small, the switching
may need to be very fast, but with the modern semicon-
ductor switches there is no great problem up to 100 kHz for
small machines and typically above 15 kHz for acoustic noise
reasons, for machines rated up to several hundred kilowatts.

A perceived “drawback” of HBCC is that the switching fre-
quency is determined by the circuit inductance, the width of
hysteresis band, the back-emf, and the applied voltage, ranging
very widely in normal operation. It is not difficult, but it is a
little more complicated, to use a fixed frequency, and a linear
analog of the current error to modify the pulse width of the
PWM signal.

34.6.3.1 Switching Losses
There is a practical limit to how often semiconductor switches
can be operated. At every change of state, if the switch is carry-
ing current as it is opened, then as the voltage rises across the
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FIGURE 34.64 Hysteresis band current control and PWM waveforms.

switch and the current through it falls, there is a short pulse
of power dissipated in the switch. Similarly, as the switch is
closed, the voltage will take some time to fall and the current
will take some time to rise, again producing a pulse of power
dissipation. This loss is called switching loss. Fairly obviously
it will represent a power loss proportional to the switching fre-
quency and so the switching frequency is generally set as low
as it can be without impinging on the effective operation of
the circuit. “Effective operation” might well include criteria for
acoustic noise and levels of vibration.

34.6.3.2 High Efficiency Method of Managing the
Switching in the H Bridge

A very common way to control the current with the smallest
number of switching transitions is to combine HBCC with,
for example, alternating only S1 and S2 in Fig. 34.65 leaving
S4 on all the time, on the understanding that there will be a
back-emf in the winding and the current can still be increased
or decreased as desired.

Thus when the motor is rotating and the back-emf is
somewhere between zero and the rail voltage, alternating two
switches rather than four will still allow current control in the
coil, using for example HBCC, exactly as before.

+
a a′

S1

S2

− + −EaVin

On

Off
S3

S4

PWM

PWM

FIGURE 34.65 H-bridge switching with one switch steadily on and a
back-emf.

This is a very common control scheme and will need some
extra logic to reverse the direction of rotation of the motor, by
either turning S4 off and S3 on continuously, or by swapping
the control signals to the left and right “legs.” For full-servo
operation normal H-bridge switching can be used and the logic
is slightly different, but not significantly more complicated.
However, following the discussion above, the switching losses
will be higher.

34.6.3.3 Combining Commutation and PWM Current
Control

The real break-through is that one set of six switches can be
used for both PWM and commutation. That is the clever part
and also the confusing part when one first tries to understand
what is going on.

Thus, in a controller there are two control loops. The first
is an inner current loop switching at, for example, 15 kHz to
control carefully and exactly the current in two of the coils.
Then at a much lower rate, for example at 50 times per second
at 3000 rpm, the two coils doing the work are changed accord-
ing to Table 34.2, controlled by an outer commutation loop,
using information from the Hall effect shaft position sensors.

A complete controller is shown in the block diagram form
in Fig. 34.66. Various aspects of this block diagram will now
be examined and explained in detail.

34.6.3.3.1 Hardware Details – Semiconductor Switches The
three most likely semiconductor switches for a six step con-
troller are the bipolar junction transistor (BJT), the metal-
oxide silicon field effect transistor (MOSFET) and the insulated
gate bipolar transistor (IGBT). Older controllers used BJTs,
however contemporary controllers tend to use MOSFETs for
lower voltages and powers and IGBTs for higher voltages and
powers. Both of these devices are controlled by a gate signal
and will turn-on when the voltage of the gate above the source
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FIGURE 34.66 A complete controller showing the two feedback paths, one for the position sensors and one for the current sensors.

or emitter is greater than a threshold, which is typically about
5 V. Use of about 10 V is common. The devices are thus off
when the gate voltage below the threshold. Systems typically
use zero volts for the off state. The controller of Fig. 34.66
shows MOSFETs used for the six switches.

The trick is that the voltage at terminal a, also S1’s source, is
either ground or the positive potential of the battery, depend-
ing on which switches are on. Driving S2, S4, and S6 is easy
since the MOSFET sources are all at the potential of the neg-
ative rail and the lower gate drive signals are referred to this
rail.

There is a range of dedicated integrated circuits which can
drive the switches S1, S3, and S5, and which use a “charge
pump” principle to generate the drive signal and the drive
power internally, all related to the MOSFET source potential.
Various approaches to this technical challenge of providing a
floating gate drive are commonly discussed under the generic
heading of “high side drives.”

For the most sophisticated drives, transformer coupling is
used to provide a tiny power supply especially for the isolated
gate drive and send the control signals either through an opto-
coupler or a separate transformer coupling. The high-side
drive problems here are exactly the same as those encountered
in the traditional buck converter, or in drives for induction
motors and PMSMs.

34.6.3.3.2 Dead Time and Flyback Diodes Two issues have
been mentioned above that must be addressed when using
high-speed electronic switches in inductive circuits.

The first, in Section 34.6.2 “Electronic Commutation,” was
that care should be taken to ensure that the upper and lower

switches in the same “leg,” (e.g. S1 and S2) are never turned
on at the same time. If the controller attempts to turn one
off and the other on at the same instant and switch turn-off
is slower than turn-on (as it is with BJTs and IGBTs), then
a short circuit will result for a brief time. The bus capaci-
tor is usually very large to provide ripple current (see later)
and usually of very high quality being fabricated especially for
power-electronic applications, and can easily provide thou-
sands of amperes for a few microseconds, which is enough to
destroy the semiconductor switches.

The second issue, discussed in Section 34.6.3 “Current/
Torque control,” is that one cannot turn-off both switches in
a leg at the same time, even for a few nanoseconds, since the
voltages resulting from attempting to interrupt current in an
inductor will cause avalanche breakdown and failure of the
semiconductors. This sounds like quite a dilemma.

There is actually a very simple and effective solution. At any
transition, the control circuitry ensures that the active switches
are all turned off before any switch is turned on, usually for a
few microseconds. This is known as “dead time” and its pro-
vision is an essential part of most of the dedicated integrated
circuits in use. Then a “flyback”/“freewheel” diode is put in
anti-parallel with each semiconductor switch and this provides
the current path during dead time. These diodes are shown in
Fig. 34.66.

The diode has a little more loss than the switch, since the
diode forward drop is more than the switch drop. This is sig-
nificant in a low voltage controller. However, as stated above,
for a low voltage controller, MOSFETs are the device of choice.
They have a lesser known property, that when gated on, they
can carry current in both directions. Intriguingly the “on” state
resistance is lower in reverse than in the forward direction!
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FIGURE 34.67 Dead time introduced into the PWM logic signal, for switch drive.

Thus for low voltage controllers, when the switch forward drop
represents a significant contribution to losses, the MOSFET is
turned on after dead time for both the current directions. Thus
the higher loss in the diode is only for a few microseconds.

It is not difficult to produce from the PWM signal an “I up”
logic signal which is used to cause the current to increase and
an “I down” logic signal used to decrease it, with the timing as
shown in Fig. 34.67. The function can be executed in sequential
logic, or with the simple analog timing circuits.

A. Semiconductor Detail
In MOSFETs and most IGBTs, there is a diode already within
the device; it is unavoidable and results from the fabrication
processes. In modern power semiconductors, this intrinsic
diode is optimized to be a good switching diode. The seri-
ous designer, however, will check the specifications for reverse
recovery of this diode, since in highly optimized controller
designs, reverse recovery losses in the intrinsic diode can be
significant and are very difficult to control. In low voltage
controllers, you can put a Schottky diode in parallel with the
intrinsic body diode. The Schottky diode, with its lower for-
ward voltage drop will tend to take the current and has no
reverse recovery problems, but the current must commutate
to it from the semiconductor die and the inductance of the
connections is critical.

B. The Smoothing Capacitor on the Input to the Controller
This is a substantial capacitor, often very expensive, (it is shown
in Fig. 34.66 as C in) and its design is quite challenging. The
issue of smoothing is quite serious. If there are high-frequency
or sudden current changes in the leads from the dc supply to
the controller, they will radiate electromagnetic energy. Good

design will limit the length of conductors in which the cur-
rent is changing rapidly. Thus, a very large capacitor is placed
physically as close to the positive bus of the switches as possi-
ble, aiming to have a steady current in the longer conductors
from the dc supply, up to the capacitor. When the motor is
running at, say, half speed and providing large torques, a very
high level of ripple current is carried by this capacitor. Kirch-
hoff ’s current law (KCL) must be applied at node A, as shown
in Fig. 34.68. Good capacitors have a ripple current maximum
buried away in their specification sheet. It turns out that in
general, the size of the capacitor in a given design has very
little to do with how much voltage ripple you can tolerate at
the bus, but rather is determined by the ability to carry the
ripple current without the capacitor heating up and failing. It
has been known that the small electrolytics in prototype con-
trollers mysteriously explode. On searching, it is found that
they are in parallel with the main capacitor and quite close
to it, so they carry a lot of ripple current, then heat up and
explode!

34.6.4 The Signal Processing for Producing
Switch Drive Signals from Hall Effect
Sensors and Current Sensors

34.6.4.1 Operation of the Hall Sensors
The flux density directly under a magnet pole can be anywhere
from 500 to 800 millitesla with Nd–Fe–B magnets. Hall effect
(HE) sensors with a digital output, called Hall effect switches,
change state at very close to zero flux density. Thus, they will
change state when the north and south pole are equidistant
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FIGURE 34.68 Kirchhoff ’s current law at node A.
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FIGURE 34.69 Possible Hall effect switch positions in a three-phase
machine.

from them, so that for example, in Fig. 34.69, the switch HE1
is just changing state with the rotor as shown.

In practice, a motor designer needs to consider what magne-
tomotive force comes from the current in the windings which
might result in flux which would trip the HE sensor at a slightly
different time. If you follow all the above logic about six step
switching, you will see that you only need the magnet poles to
have a span of a bit more than 120◦. Using 180◦ magnet poles
can add considerably to the cost, as well as having an impact
on such things as cogging torque. Actual designs often add
extra “sense” magnets to cover 180◦ just at the circumferential
strip where the HE switches are located, adding minimally to
the magnet mass and ensuring good and accurate triggering.

However, if the switches operate as above, then Table 34.3
will result for the HE switches located as shown in Fig. 34.69.

TABLE 34.3 Hall effect switch outputs for rotor positions as shown, HE
switches placed as in Fig. 34.69

When the center of the rotor
north pole is in this sector

HE1 outputs HE2 outputs HE3 outputs

1 0 0

1 1 0

1 1 1

0 1 1

0 0 1

0 0 0



34 Motor Drives 959

34.6.4.2 Sensing the Current in the Motor Windings
Figure 34.66 shows two current sensors. In the most sophisti-
cated systems, there are two current sensors, one in each of the
two motor phases. The current sensing is done at the winding
and isolated with either an HE sensor in a soft ferromagnetic
magnetic core surrounding the conductor (commercial items
are available), or by using a resistive shunt sensor and some
accurate analog signal isolation/coupling through transformers
or opto-couplers. The isolation is necessary since the potential
at points a, b, and c is either the dc bus voltage or zero, depend-
ing on which switches are on, so that any current measure such
as the small voltage across a shunt is superimposed on these
very large voltage changes. This is a very similar problem to
that for the high side gate drives discussed earlier. The current
in the third winding is determined by the algebraic application
of KCL, given the other two readings.

Simple controllers sometimes avoid the complexities of iso-
lated current measurement and instead measure the current
in the return negative supply, for example from the bottom of
the three lower switches to the bottom of the supply smooth-
ing capacitor. This arrangement senses current when an upper
and a lower switch is on, but not when the current is being
carried in flyback diodes or by two lower switches. While it
is inexpensive, it does not provide fully accurate control. The
system works because the current should be decreasing when
a measure is not available, heading towards zero, so switch or
system failure due to over-current should not occur.

34.6.4.3 Management of Current Sensing
The controller must select the right current to increase or
decrease, dependent on rotor position. The following con-
vention is adopted. Positive current provides torque in the
counterclockwise direction and therefore goes into winding a,
b, or c.

All systems are capable of regeneration, which implies that
negative torque can be commanded (without reversing the
direction of rotation) to make the machine operate as a
generator, developing retarding torque.

Thus for the above sequence of sector determinations, refer-
ring back to Table 34.2, the output of current sensors should
be directed to the current controller as shown in Table 34.4.

The addition and negation required can be carried out
with the standard operational-amplifier circuitry. The three
required analog measures are then fed to a three to one ana-
log multiplexer, gated from the HE switch signals suitably
processed in combinational logic. The resulting single analog
output is fed to the current comparator.

34.6.4.4 Distribution of Control Signals
to the Switches

Given that the dead time is introduced elsewhere in sequential
logic, or with timing circuits, it is a simple matter to develop

TABLE 34.4 Current sensors to use as input to the current
controller, for each of the six rotor position sectors

Hall effect switch outputs
(HE1, HE2, HE3)

Monitor current as read by

100 Negative of (sensor a+ sensor b)
110 Negative of (sensor a+ sensor b)
111 Sensor b
011 Sensor b
001 Sensor a
000 Sensor a

TABLE 34.5 Distribution of control signals to the switches using “High
Efficiency Method of Managing the Switching in the H Bridge”

HE states(1,2,3) S1 S2 S3 S4 S5 S6

100 0 0 0 1 I up I down
011 0 1 0 0 I up I down
001 0 1 I up I down 0 0
000 0 0 I up I down 0 1
100 I up I down 0 0 0 1
110 I up I down 0 1 0 0

the combinational logic for directing, or steering, the switching
signals to the right switches. A typical scheme for a specific
controller is shown in Table 34.5.

It is usual also to include some shutdown logic from ded-
icated protection circuits, for example sensing over-current,
over-bus voltage, under voltage for gate drive and over-
temperature both in the motor and in the controller power
stage. For simplicity, this is not shown in the table.

34.6.5 Summary

What is Discussed in the above
The physical principles of the operation of a PMBDCM have
been discussed which lead to the development of the necessary
parts of a power electronic controller. One specific type of
current control, hysteresis band current control was explained
in detail, and one specific type of switch logic pattern was
developed. The exposition has included many of the issues
that can cause difficulties for controller designers if they are
not careful.

What is Not Discussed in the above
Many PMBDCMs have more than one pair of poles. The
arguments above can all be extended to higher pole count
machines, by taking any mention of degrees to be electrical
degrees rather than mechanical degrees. The controller dis-
cussed in detail only manages one direction of rotation. It is
an excellent exercise, and straightforward, but not trivial, to
repeat the above steps, preparing the tables for clockwise rota-
tion of the simple machine discussed above. Then, following



960 M. F. Rahman et al.

the discussion in the first part of Section 34.6.3, Current/Torque
Control about H bridge switching, prepare the logic tables
again for full bidirectional control, using the I up and I down
logic signals exactly as above, but applying them to both “legs”
determined by the rotor position. Only one form of cur-
rent sensing was discussed in detail. There are many simpler
schemes in use which do not have quite the flexibility and
accuracy of the above, but which can suit certain applications.
Similarly, there are other forms of current control such as the
constant-frequency linear method briefly discussed. Shaft posi-
tion sensors take many forms. Adherence to the HE sensor was
for simplicity, and to reinforce the magnetic field aspects of the
machine operation.

34.7 Servo Drives

34.7.1 Introduction

Servo drives are motor drives that operate with high dynamic
response. Historically, servo drives have implied motion-
control systems in which sophisticated motor design, drive, and
control techniques have been employed to obtain very much
shorter positioning times than is possible with conventional
drive systems. Examples are in machine tool drives, robotic
actuators, computer disk drives, and so on. The power range
for these drives has typically been in the range of a few kilo-
watts or less. This range has steadily increased in recent years
as a result of advances in magnetic materials, machine design,
power and signal electronic devices, and sensors.

Apart from the fast positioning times, “high dynamic
response” also means that the drive operates with the follow-
ing:

1. Very smooth torque up to a very low speed,
2. Very high reliability and little maintenance,
3. Immunity from load disturbances.

The last of the foregoing items is brought about by robust
and intelligent control algorithms; the first two items are
brought about by innovative and often costly motor and con-
troller designs. As a result of these, the cost of a servo motor
drive is usually much higher than the equivalent power rated
industrial drives.

The distinctions just mentioned may be easily recognized
by noting, for example, that the drives that bring material to
a mill may not require high performance, but the drives that
take part in shaping, milling, or reducing the material should
have high dynamic response in order to increase throughput
and meet the accuracy requirements of the final product.

34.7.2 Servo Drive Performance Criteria

The performance of a servo drive can be expressed in terms
of a number or factors such as servo bandwidth, accuracy,

percentage regulation, and stiffness. While servo bandwidth
indicates the ability of the drive to track a moving or cyclic
reference, the percentage regulation and stiffness stipulates the
drive’s static holding performance for speed or position, in the
face of disturbances from the load and in the supply condi-
tions. The servo bandwidth, specified as a frequency in Hertz
or rad/sec, is often found from the system frequency response
plot, such as the Bode diagram.

The percentage regulation of a speed-controlled system
often refers to the percentage change in speed from no load
to full load. In a type-zero system, this figure will have a finite
value. Many systems are type zero, albeit with a high gain so
that the regulation is acceptably low. For such systems, the
regulation is often necessary for operational reasons. In some
applications, zero percentage error is required, which calls for
type 1 or integral type control system.

The servo stiffness is similar to the percentage error men-
tioned earlier, but it applies mainly for the position servo. It
specifies the deflection of the load from its reference position,
when full load torque is applied. It is usually the slope of the
deflection versus the applied load torque in rad/Nm around
the reference position.

34.7.3 Servo Motors, Shaft Sensors, and
Coupling

Servo drives use motors which allow the desired goals of high
dynamic response to be achieved. The important parameters/
attributes of a servo motor are:

1. High torque-to-inertia ratio,
2. High torque-to-volume ratio,
3. Low inductance of the motor windings,
4. Low cogging torque at low speed,
5. Efficient heat dissipation,
6. Low coefficient of shaft compliance,
7. Direct-coupled, high-resolution, shaft-mounted sensors

for position and speed.

High torque-to-inertia ratio allows fast acceleration or
deceleration of the drive when motion references are changed.
This is often achieved through innovative low-inertia rotor
design and low inductance in the stator winding. One exam-
ple of a dc servo motor is the pancake printed armature dc
motor with no iron in the rotor, as indicated in Fig. 34.70. The
rotor is sandwiched between axially mounted stator poles. The
commutator is also on the printed armature. Another example
is the disk rotor stepping motor, also without iron in the rotor,
as indicated in Fig. 34.71.

The PM ac synchronous motors with modern high-energy-
density magnets in the rotor, as described in Section 34.6, are
also examples where the motor designer strives to minimize the
rotor inertia. Modern permanent magnets allow the required
airgap flux to be developed with a much reduced volume of
the magnets, consequently reducing the diameter of the rotor.
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FIGURE 34.70 Pancake armature of a dc servo motor. Courtesy: Printed
Motors Ltd., UK.

FIGURE 34.71 A disk rotor stepping motor with ironless rotor for low
inertia and inductance. Courtesy: Escap Motors.

It is well-known that the moment of inertia of a motor
increases as the fourth power of its outer radius!

Another benefit of the modern permanent-magnet material
is that the motor volume is also reduced. Servo motors often
have to be located in a very confined space, and this reduction
in volume is an important attribute.

The ironless designs mentioned earlier bring other bene-
fits in the form of reduced inductance and cogging torque.
Brushed pancake ironless motors are available with armature
inductance as low as 100 μH.

From Section 34.2.2, the mechanical and electrical time
constants of a brushed dc motor are given by

τm = mechanical time constant = RaJ

KE KT
s

and τa = electrical time constant = La

Ra
s.

It is well known that for the highest load acceleration, the
load inertia referred to the motor should be equal to the rotor
inertia. Thus, in a matched system, the total inertia the
motor accelerates is twice its own inertia. In other words, the
motor inertia should also be minimized.

For a good servo motor, the ratio between the mechanical
and the electrical time constants is often of the order of five or
more. This allows the speed and the current-control loops to
be decoupled and noninteracting. The electrical time constant
of a motor determines how quickly the motor current may be
changed and hence how quickly the torque can be changed.
As also mentioned in Section 34.2, drives with a reasonable
dynamic performance should have an inner torque loop. This
torque loop is built around current loops, for the armature for
the brushed dc motor, or for the d- and q-axes currents for
the induction and synchronous motor drives. Having a low
inductance in the winding allows these currents to be followed
dynamically changing current or the torque references with
higher accuracy and bandwidth.

The cogging torque, if appreciable, causes the rotor to have
preferential positions. As a result, the position accuracy of the
motor may suffer. Another problem is the ripple in speed as
the motor is operated at low speed. At high speed, these ripples
due to cogging torque may be filtered out by the motor inertia;
however, the extra loss due to cogging remains. The ironless or
toothless rotor obviously produce very small cogging torque
because of the absence of preferential paths for the airgap flux
to establish through the rotor iron of the brushed dc motor.
The surface-magnet synchronous motor also has this feature.
The interior-magnet motor normally has skewed stator slots
to avoid the production of cogging torque.

Servo motors often operate with frequent start-and-stop
duty, with the fastest allowable acceleration and deceleration
during which the motor current is allowed to reach about
2–3 times the continuously rated current. The increased I 2R
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loss in such duty must be dissipated. This calls for adequate
cooling measures to be incorporated in the motor housing.
With such operation, it is sometimes possible to excite the
mechanical resonance due to shaft compliance. This is avoided
through proper arrangement of the shaft position/speed sensor
and the coupling between the motor and the sensor. A belt-
driven speed sensor may be acceptable for an industrial drive;
however, for servo applications, a rigid, direct-coupled sensor
mounted as close as possible to the motor armature is prefer-
able. Additionally, the speed sensor is also required to have
negligible noise. Speed signal from analog tachogenerators,
which were used for speed sensing until recently, invariably
needed to be filtered to remove the cyclic ripple/noise that
existed. Such filtering often limits the maximum speed-control
bandwidth of a drive.

34.7.4 The Inner Current/Torque Loop

The inner current loop(s) in a servo motor drive play a
more important role than just limiting the current in case
of overload. These loops operate continuously to regulate
the motor-developed torque so as to meet the load demand,
and for meeting the speed trajectory specified by the motion
controller. Motor drives of high dynamic response currently
employ PWM current sources. These sources use MOSFET
or IGBT switching devices that allow the modulator to be
operated with a switching frequency between 10 and 25 kHz.
At these frequencies, the inherent switching delay, which is
equivalent to half of the PWM switching period, is made
rather small for the bandwidth of the torque control loop. The
bandwidth of the current control loops closely represents the
bandwidth of the torque control. This is because the motor-
developed torque generally is proportional to these currents.
Servo drives up to a few kilowatts presently have torque/current
control-loop bandwidths in excess of 1 kHz.

For higher power, fast-response drives, such as those used
in the metal-processing industries, thyristor converters have
been used for many years. The switching frequencies of these
converters are rather low, being some multiple of the mains
frequency, according to the converter chosen. Fortunately, the
larger mechanical time constant of the larger power motor
and the nature of the applications have allowed the 300 Hz
(360 Hz in the United States) switch frequency of the three-
phase thyristor bridge converter to be used satisfactorily in
many applications requiring high dynamic response. The
growing availability of faster and higher power IGBT devices
is continually enhancing the dynamic performance of larger
drives.

Fast-response, inner torque control loops have in recent
years been extended to ac induction and synchronous motors.
These motors were hitherto considered only for industrial
drives. The vector methods described in Sections 34.3 and 34.4,
which employ inner quadrature axis current controllers in the
synchronous (for the induction motor) or the rotor (for the

synchronous motor) reference frame, have transformed the
prospects of ac motor drives in servo applications.

Because of the fast dynamic response requirement of servo
drives, the servo motor is nearly always driven with the
maximum torque per ampere (MTPA) characteristic. Field
weakening is normally not used. In other words, field con-
trol either directly for a brushed dc motor or a synchronous
motor or indirectly through armature reaction (i.e. through id
current control) for induction or PM ac synchronous motors
is not used for field weakening. It is nevertheless used for regu-
lating the field at the desired level. Field weakening are mainly
used for drives where the operation at higher than base speed
with constant-power characteristic is desirable.

34.7.5 Sensors for Servo Drives

Servo drives require high-bandwidth current sensors for the
inner torque loop and high-accuracy, noise-free speed and
position sensors for the outer loops. The current sensor is
often a Hall device with an amplifier, which can have band-
widths as high as 100 kHz. The inner current loop both limits
and continuously regulates the motor current in all operating
modes of the drive, including acceleration and deceleration.
About 2–3 times, the continuous rated current of the motor
is tolerated during acceleration and deceleration. This entails
limiting the speed controller output to the level corresponding
to the current sensor output for the limiting values of motor
currents.

The current-sensor output has to be filtered to adequately
remove the switching frequency noise. Otherwise, certain
switching devices in converter may be overloaded. This task
is more important for the thyristor converters for dc drives
for which the switching frequency is rather low. This filter-
ing of the current-sensor output limits the bandwidth of the
current-control system, i.e. the inner torque-control loop.

Performance of servo-motor drives depends critically on the
noise and accuracy of the speed and position sensors. Synchro-
resolvers with 12 bit or higher digital accuracy were used in
many servo-drive systems until recently. The advent of cheaper
incremental and absolute optical encoders has altered this
situation completely. These digital sensors are actually posi-
tion sensors. The speed information is derived from positions
measured by discrete differentiation. Such differentiation is not
feasible with analog position sensors, because of the noise.

Analog tachogenerators are also avoided for speed servo
systems. This is because of the tachogenerator ripples inherent
in the sensor.

Modern discrete position sensors provide for virtually noise-
free speed and position sensing. This allows very fast dynamic
response to be achieved if the switching frequency of the
converter allows it.
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34.7.6 Servo Control-loop Design Issues

34.7.6.1 Typical Controllers
34.7.6.1.1 Proportional Controller A proportional con-
troller provides for a straight gain to amplify the error signal.
It has no discriminatory properties. With the input and feed-
resistance values indicated in Fig. 34.72, the total gain of the
controller is (K + 1).

For this controller, vc = (K + 1) (θi − θ) (34.79)

Kc
θi

θ

vc

FIGURE 34.72 Proportional controller.

34.7.6.1.2 Transient Velocity Feedback Controller It is well-
known that a following error will exist in the preceding system
when a moving or ramp reference is tracked. If a rate feedback,
such as the speed feedback in a position-control system, is used
to damp the system, this error is further increased. To over-
come this following error due to velocity feedback, transient
velocity feedback can be used as indicated in Fig. 34.73.

The speed (velocity) signal is passed through an RC circuit
at the input of the amplifier circuit. An input current occurs
only when the speed signal changes. In the steady state, the
capacitor is fully charged, so that no following error in the
steady state due to the velocity feedback can exist.

In the steady state when the velocities are equal, the output
may lag or lead depending on the relative values of R1 and R2.
It can be shown that in the absence of frictional load torque,

Kc

R

-K3ω

R

R

R

C

vc

FIGURE 34.73 Transient velocity feedback controller.

as is often the case in servo applications, no following error is
introduced if R1 = R2.

34.7.6.1.3 Integral Controller In the transient-velocity and
error-rate feedback schemes, the following error will exist if
viscous friction and load torque are present. If such loads are
present, the system gain has to be infinity to have a zero error.
Very large gains will make any physical systems unstable, unless
bandwidth limitations exist. One way to employ infinite gain
in the steady state is to use an integrator. This amplifies the
steady-state error until it is eliminated.

Normally, a proportional plus integral (PI) action is used.
A derivative term is normally not used in the control system of
a drive system, since the drive feedback signals are very noisy.
Instead, derivative signals are obtained through sensors such as
tachogenerators. The structure of a PI controller is indicated
in Fig. 34.74.

Kc

R C

R

R

ei = K1θi

eo = K1θ

vc

FIGURE 34.74 Integral controller.

It can be shown that there will be no steady-state error even
in the presence of frictional or other load torque.

Many types of more complex controllers are available,
such as the variable structure controller. Drives with fuzzy
controllers have also been in the marketplace for some years.

The controller circuits just described are usually imple-
mented in analog circuits using operational amplifiers. Digital
implementations are also being gradually introduced using the
embedded microcontrollers and digital signal processors.

34.7.6.2 Simplified Drive Representations
and Control

Consider the block diagram of Fig. 34.75 in which the individ-
ual elements (blocks) are represented in terms of their transfer
functions in terms of the Laplace operators.

Here, GA(s), GC (s), GL(s), HT (s), and HF (s) represent the
transfer functions of the power converter plus the motor, the
controller, the load, the sensor (of speed in this example), and
the filter following the sensor respectively. The reference input
for speed and the feedback signal are connected to a summing
junction of an operational amplifier through resistors Ri and
Rf , respectively.
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FIGURE 34.75 Block diagram of a speed-control system.
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FIGURE 34.76 Simplified representation of Fig. 34.75.

GC(s)Rf /Ri GA(s) GL(s) Hf (s)HT(s)
Ei(s) +

−

FIGURE 34.77 Further simplified representation of Fig. 34.75.

The preceding system can be simplified to that shown in
Fig. 34.76, and further to that in Fig. 34.77.

In general, if the individual control blocks are approximated
as first-order systems and are mutually decoupled, meaning
that each block operates in a frequency band that is far outside
the frequency bands of all other blocks, then the foregoing
systems can be represented by a transfer function of the form

G1(s) = K

(1+ sT1) (1+ sT2) (1+ sT3) (1+ sT4) · · · (34.80)

When T3 and T4 are much smaller time constants than T1

and T2, the preceding may be approximated by

G1(s) ≈ K

(1+ sT1) (1+ sT2) (1+ sTs)
(34.81)

where Ts = T3+T4+· · · etc. A dc-motor speed-control system
with current and speed sensors falls in this category. For such
a system there exist two dominant time constants (poles).

For such a system, a proportional plus integral controller is
of the form

Gc (s) = (1+ sτ1) (1+ sτ2)

sτ0(1+ sτF1) (1+ sτF2)
(34.82)

One optimization criterion (Kessler’s) stipulates that τ1 ≈
T1, τ2 ≈ T2, and τo ≈ 2KTs . With this stipulation, the transfer
function of the complete system is given by

G(s) = G1(s)Gc (s) = 1

2sTs (1+ Ts)
(34.83)

and
V (s)

Vi(s)
= G

1+ G
= 1

1+ 2sTs + 2s2Ts
(34.84)
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FIGURE 34.78 Response of the optimized system of Fig. 34.75.

Note that the two filter time constants τF1 and τF2 are
included in Gc (s) for the sake of its realizability. These can
be relegated to frequencies far higher than the range of inter-
est and can be ignored for further analysis of the system. For
an unit step input of Vi , the output V is given by

v(t ) = 1−√2 e−1/2Ts sin

(
t

2Ts
+ π

4

)
for t ≥ 0. (34.85)

A typical output is sketched Fig. 34.78.
If the transfer function G1(s) has one dominant time con-

stant T1(s), as for the field current control of a dc motor, a
suitable controller is the form

Gc (s) = (1+ sT1)

sτ0 (1+ sTF )
(34.86)

In some cases, the transfer function G1(s) is of the form

G1(s) = K

sT1 (1+ sT2) (1+ sTs)
(34.87)

where Ts is the sum of a number of short time constants,
associated with sensors, switching frequency, and so on. The
current controller of the dc motor with back-emf has such a
characteristic. A suitable PI controller for this system is

Gc (s) = (1+ sτ1) (1+ sτ2)

sτ0 (1+ sτF1) (1+ sτF2)
(34.88)

Vi

1 + 4sTs

Rf

Ri

Gc(s) G1(s)
+

−

V1

FIGURE 34.79 Block diagram representation of a typical current controller.

For this system, Kessler’s optimization criterion stipulates
that

τ1 = 4Ts , τ2 = T2, and τ0 = 8KTs

T1

The transfer function of the complete system is then

V (s)

Vi(s)
= 1+ 4sTs

1+ 4sTs + 8s2T 2
s + 8s3T 3

s
(34.89)

The peak overshoot of this system to a unit step unit is usu-
ally unacceptable, as indicated by the response of Fig. 34.79.
This overshoot is usually reduced by inserting a first-order fil-
ter in the reference circuit. The filter network and the responses
are given in Fig. 34.80.

34.8 Stepper Motor Drives

34.8.1 Introduction

A stepper motor is a positioning device that increments its
shaft position in direct proportion to the number of current
pulses supplied to its windings. A digital positioning system
without any position or speed feedback is thus easily imple-
mented at a much lower cost than with the other types of
motors, simply by delivering a counted number of switching
signals to the motor. Typically, a 200 steps-per-revolution step-
per motor with 5% stepping accuracy will be equivalent to a
dc motor with a 12-bit (or 4000 counts/rev) encoder plus the
closed-loop speed and position controllers for obtaining simi-
lar positioning resolution. This advantage, however, is obtained
at a cost of increased complexity of the drive circuits. A dis-
advantage of the motor is perhaps its inability to reach an
absolute position, since the final position reached is only rel-
ative to its arbitrary initial position. Nevertheless, the true
digital nature of this motor makes it a very suitable candi-
date for digital positioning systems in many manufacturing,
automation, and indexing systems.

The working principle of stepper motors is based on the
tendency of the rotor to align with the position where the
stator flux becomes maximum (i.e. seeking of the minimum-
reluctance position, also called the detent position). The rotor
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FIGURE 34.80 Optimized response of the system of Fig. 34.80.

and the stator are both toothed structures, and the stator nor-
mally has more than two windings to step the rotor in the
desired direction when they are energized in certain combina-
tions with current. Some motors additionally have permanent
magnets embedded in the rotor that accentuate an already
existing, zero-excitation detent torque. These motors hold
their positions even when the stator excitations are removed
completely, a feature desirable for some applications.

In addition to the point-to-point stepping action, these
motors can also be operated at high slewing speed, simply
by increasing the pulsing rate of phase currents. Since the
motor is inherently a synchronous actuator, the pulsing rate
has to be increased and decreased properly, so that the rotor
may follow it. At the end of a complete run, the motor always
stops at the desired incremental position or angle without any
accumulated error. The only error that may be encountered is
mainly due to the machining accuracy of the teeth in the stator
and rotor. This error is of the order of about 5% of one step
position/angle and it is nonaccumulative.

34.8.2 Motor Types and Characteristics

34.8.2.1 Single-stack Variable-reluctance
Stepper Motor

Single-stack motors are normally of the variable-reluctance
type with no excitation in the rotor. The cross section of a
three-phase motor with two stator poles/phase and four rotor
poles are indicated in Fig. 34.81. The motor can be stepped
clock or anticlockwise by energizing the phase winding in the
ABCA or ACBA sequence, respectively. The step angle, i.e.
the angle moved by the rotor for each change in excitation
sequence, of the motor is given by

θs = 360

NP
degrees (34.90)

A

A

C

A

B

B

A

C

C

C

B

B

FIGURE 34.81 Cross section of a single-stack variable-reluctance
stepper motor.

where N is the number of phases in the stator and P is the
number of poles in the stator. Single stack motors typically
has larger step angles than other types because of limitations
of space for the windings. The step angle of these motor tend
to be larger than the multistack and hybrid stepper motors.

For each excited winding, the motor develops a torque angle
(T–θ) characteristic as indicated in Fig. 34.82. Note that there
are two equilibrium positions of the rotor, namely, X and Y ,
where the motor develops zero torque.

The position X is referred to as the stable detent position,
around which the rotor develops a restoring torque when dis-
placed. The restoring torque increases as the rotor is moved
from its detent position, becoming a maximum Tmax on either
side of this position. The slope of the T–θ characteristic around
this detent position and the maximum torque, both of which
depend on the level of excitation, indicate how far the rotor
will be displaced under load torque. This means that the level
of excitation also affects the position holding accuracy of the
motor.

The motor may also be excited in the sequence: AB–BC–CA
or AB–CA–BC for forward and reverse stepping, respectively.
The two phases-on scheme develops more torque around the
detent positions at the expense of twice the resistive losses.

Yet another excitation scheme is AB–B–BC–C–CA–A–AB for
forward stepping and AB–A–AC–C–BC–B–AB for reverse step-
ping. In this scheme, the step size is halved as opposed to the
full-step size of the previous sequences. Two different levels
of torque is produced for alternate detent positions. However,
the reduced step size and the more damped nature of each step
may outweigh this disadvantage.
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FIGURE 34.82 Static torque characteristic of a stepper motor.

34.8.2.2 Multi Stack Variable-Reluctance
Stepping Motor

In a multi stack variable-reluctance motor, the stator windings
are stacked along the shaft. Each stack section now has the
same number of poles in the stator and the rotor. Normally
each stator stack is staggered with respect to its neighbor by
one/Nth of a pole pitch, where N is the number of stator/rotor
phases or sections. The cut out view of Fig. 34.83 shows some
internal details of a six-phase multi stack motor, in which each
stack has a phase winding between two rings, each with 32
stator and rotor poles. The step size of this motor is

θs = 360◦

Np
= 360◦

6× 32
= 1.875◦ (34.91)

The excitation sequence of this motor is similar to the ones
mentioned in Section 34.8.2.1, except that more excitation
sequences are available. When a stator winding is energized, the
rotor poles of that section tend to align with those defined by

FIGURE 34.83 Cut out view of a six-phase, multi stack, variable-
reluctance stepper motor. Courtesy: Pratt Hydraulics, UK.

the stator excitation. The stator and rotor teeth in the other sec-
tions are not aligned. By changing the combination of excited
phases to the next in sequence, the rotor is made to move by
one step angle.

34.8.2.3 Hybrid Stepping Motor
A hybrid stepper motor has an axially oriented permanent
magnet sandwiched between two sections of the stator and
rotor, as indicated in Fig. 34.84. The magnetic flux distributes
radially through the two stator and rotor sections, both of
which are toothed, and axially through the back iron of the
stator and the shaft. The stator has two phase windings, each
of which creates alternate polarities of magnetic poles in both
sections of the stator. Stator windings are excited with bipolar

Rotor magnet

Stator and
Rotor sections

YX

Stator winding

Stator winding

FIGURE 34.84 Axial section of the hybrid motor.
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FIGURE 34.85 Cross section of the hybrid motor: (a) section X and (b) section Y.

currents, as opposed to the unipolar currents in the variable-
reluctance motors of the two preceding sections. The magnetic
flux produced by the stator windings is circumferential in each
stator and rotor section, but also crosses the airgap radially.
It does not, however, pass through the rotor magnet. The two
rotor sections are offset by half its tooth pitch.

The rotor magnet causes to the stator and rotor teeth to
settle at the minimum reluctance position with a modest
amount of detent torque to keep the rotor in position, when
the stator windings are not energized. The rotor magnetic flux
distributes outward through stator poles 3 and 7 in section X
and inward through poles 1 and 5 in section Y , as shown in
Figs. 34.85a and b. When the stator windings A and B (indi-
cated as dark and faint shaded, respectively) are energized with
positive and negative currents, respectively, the resulting sta-
tor flux also distributes through these same poles, so that the
rotor then develops a much higher detent torque (T–θ) char-
acteristic. The motor can be stepped forward or backward
by energizing windings in sequence AB̄−AB− ĀB− ĀB̄ or
AB̄−ĀB̄−ĀB−AB̄ respectively, where the over bar indicates
the polarity of currents in phases A and B.

The stepping angle of a hybrid stepper motor is given by

θs = 90◦

P
(34.92)

where P is the number of rotor poles.

34.8.2.4 Permanent-magnet Stepping Motor
Permanent-magnet stepper motors have alternate polarities of
permanent magnets on the rotor surface while the rotor iron,
if it is used, has no teeth. In one type of construction, the
rotor has no iron, and the stator consists of two windings that

FIGURE 34.86 Rotor of a PM stepper motor. Courtesy: Escap Motors.

setup alternate poles when energized, just as in the case of
the hybrid motor. The rotor consists of permanent magnets,
alternately polarized, attached to the surface of a nonmagnetic
disk, as shown in Fig. 34.86. The stator and rotor fluxes cross
the airgap, one on either side of the disk, axially.

34.8.3 Mechanism of Torque Production

34.8.3.1 Variable-reluctance Motor
If it is assumed that the current in the excited wind-
ing remains constant, the production of static torque of a
variable-reluctance motor around a detent position is given by

T = dWm

dθ
(34.93)

This torque expression may also be expressed as in Eq. 34.94,
when it is further assumed that the inductance of the
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FIGURE 34.87 Stator and rotor teeth alignment: (a) aligned position,
θ = X and (b) unaligned position, θ = Y .

excited winding at any given position remains constant for all
currents.

T = 1

2
i2 dL

dθ
(34.94)

The developed torque is due to the variation of inductance
(or reluctance) with position. Note that the direction of cur-
rent has no bearing on the developed torque. When the stator
and rotor poles are perfectly aligned, as indicated in Fig. 34.87a,
the inductance L changes little with a small change in θ. The
developed torque is thus very small around this position, corre-
sponding to the position X in Fig. 34.82. When the stator and
rotor teeth are unaligned, as in Fig. 34.87b, L changes more
significantly with θ, and the restoring torque becomes much
larger. As θ increases, dL/dθ goes through a maximum, pro-
ducing Tmax . It should be noted that around a stable detent,
L reduces as θ increases, so that the slope of the T–θ char-
acteristic is negative at the origin. Beyond the position where
Tmax is developed, L increases as a result of the next set of
rotor teeth coming under the stator teeth. This explains the
drop in Tmax and the positive slope of the T–θ characteris-
tic in the region between where Tmax is developed and Y in
Fig. 34.82.

If stepper motors are operated in magnetically linear region
where L remains constant with the current for a given angu-
lar position, the developed torque per unit volume is small.
Because of this, steppers motors are normally driven far
into saturation. Equation (34.94) then does not represent the
torque characteristic adequately.

For a saturated stepper motor, the calculation of the T –θ

characteristic for any given current involves complex compu-
tation of stored energy, or coenergy, for each position of the
rotor. This requires the magnetization characteristics of the
motor for different levels of stator currents and rotor posi-
tions to be known. Reference [33] may be consulted for further
reading on this.

34.8.3.2 Hybrid and PM Motors
In hybrid stepper motors, most of the developed torque is con-
tributed by the variable-reluctance principle explained earlier.
The rest is developed by the rotor magnet in striving to find
the minimum-reluctance position. It should be noted that
the alternate polarities of the magnetic poles created by each

winding may be reversed by the direction of its current. Con-
sequently, the polarity of the winding currents also determines
the direction in which the developed torque increases positively
around a detent position.

34.8.4 Single- and Multi-step Responses

When the rotor is at a detent position and phase currents are
changed to a new value, the detent position is moved and
the rotor proceeds towards it and settles down at the new
detent position. The movement of the rotor is influenced by
the shape of the T–θ characteristic and the load friction. The
rotor stepping is normally quite under-damped. The final posi-
tioning error is also determined largely by the load torque. For
instance, if the T–θ characteristic is assumed to be a sinusoidal
function of θ, the error in stepping is given by Eq. (34.95),
where Tmax is the peak of the T–θ characteristic and TL is the
load friction torque.

θe =
∣∣sin−1(TL/Tmax)

∣∣ (34.95)

However, this error does not accumulate as further stepping
is performed. If the phase currents are switched in succession,
the rotor makes multiple steps. Typical single and multi step
responses are as indicated in Fig. 34.88.

The maximum rate at which the rotor can be moved
depends on several factors. The rise and fall times of the wind-
ing currents, which are largely determined by the electrical
parameters of the windings and the type of drive circuits used,
and the combined inertia and friction parameters of the motor
and load are important factors.

The discrete signals to step the motor in the forward or
reverse direction are translated into current-switching signals
for the drive circuits. This translator is a simple logical oper-
ation that is embedded in most of the integrated circuits
available for driving stepper motors.

In many applications, the stepper motor is operated at far
higher speeds than which it can start/stop from. The perfor-
mance of a stepper motor at high speed is normally given
in terms of its pull-out torque-speed (T–ω) characteristic.

(a) (b)

FIGURE 34.88 Typical step responses of a stepper motor: (a) single step
response and (b) multi step response.
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FIGURE 34.89 Typical pull-out torque characteristic of a stepper
motor.

This characteristic indicates the maximum average torque, the
motor may develop while stepping continuously at a given rate.
This torque is also largely determined by the parameters of the
motor and its drive circuits. Figure 34.89 indicates the typical
shape of the pull-out T–ω characteristic of a stepper motor
drive.

At low speed, the pull-out torque is roughly equal to the
average value of the positive half-cycle of the T–θ waveforms of
Fig. 34.82. At high speed, the finite but fixed rise and fall times
of the currents and the back-emf of the winding reduces the
extent to which the windings are energized during each switch-
ing period. Consequently, the pull-out torque of the motors
falls as the stepping rate (speed) increases.

For operation at high speed, the stepping rate is gradually
increased and decreased from one speed to another. With-
out careful acceleration and deceleration to and from a high
speed, the motor will not be able to follow the stepping com-
mands and will lose its synchronism with the stepping pulses
or winding excitations. The acceleration and deceleration rates
of a stepper motor are also determined largely by the pull-out
torque characteristic.

Stepper motors are known to suffer from mechanically
induced resonance and consequent mis-stepping when its
switching rate falls within certain bands, which are largely
determined by the way the developed torque varies with
time, as the motor steps. Careful selection of stepping rate
is normally employed to overcome the problem. Some shaft-
mounted external damping measures may also be used when
the stepping rate needs to be continuously varied, such as in
the case of machine-tool profile following.

34.8.5 Drive Circuits

Two types of drive circuits are in general use for stepper
motors. The unipolar drive is suitable for variable-reluctance
stepper motors, for which the developed torque is deter-
mined by the level of current, not its polarity. For hybrid
and permanent-magnet motors, the direction of current is also
important, so that the bipolar drive circuits are more suitable.

34.8.5.1 Unipolar Drive Circuits
In its simplest form, the unipolar drive circuits, one for
each winding, are as indicated in Fig. 34.90. The transistor
(MOSFET) is turned on to energize the winding, with a current
that is limited either by the winding resistance or by hysteresis
or PWM current controllers. The freewheeling diode allows
the winding current a circulating path when the transistor is
turned off.

The drive circuit of Fig. 34.90a is a basic one. A better drive
circuit is shown in Fig. 34.90b, which includes a zener diode
in the freewheeling path. A pulse-width modulator is also
included in the gate driving circuit. The pulse-width modu-
lator allows a higher dc supply voltage (typically 5–10 times
the voltage for the resistance-limited drive) to be used, thereby
reducing the rise time of current at switch-on by 5–10 times.
The zener diode allows a fast fall time for the current when the
transistor is turned off by dissipating the trapped energy of the
winding at switch-off faster. Yet another scheme is shown in
Fig. 34.90c which allows the trapped energy of the winding at
switch-off to be returned to the dc source when the transistor
is turned off, rather than being dissipated in the winding or
the freewheeling circuits. This circuit is by far the most effi-
cient, and at the same time gives the fastest possible rise and
fall times for the winding currents.

34.8.5.2 Bipolar Drive Circuits
The bipolar drive allows the motor windings to be driven
with bidirectional currents. The four-transistor bridge drive
circuit of Fig. 34.91, one for each winding, is the most popu-
lar. The circuit can cater to the required rise and fall times of
the winding by properly selecting the dc supply voltage Vdc ,
the pulse-width modulator, and the current controller gains.

Some hybrid and PM motors come with four windings, two
for each phase. These may be connected in series or parallel,
depending on the torque characteristics desired. In any case,
only two drive circuits of the type indicated in Fig. 34.91 are
required.

34.8.5.3 Drive Circuits for Bifilar Wound Motors
Hybrid stepping motors may also come with bifilar windings,
which allow the simpler unipolar drive circuits to be used.
These motors have two tightly coupled windings for each
phase. Figure 34.92 illustrates two bifilar windings on stator
pole and their unipolar drives. The two windings on each pole
have opposite sense, so that the magnetic polarity is reversed by
simply switching the other winding. Since only unidirectional
current is involved, the unipolar drive circuits of Fig. 34.90a
or b may be used at a considerable savings in terms of the drive
circuits. This benefit is, however, derived at the cost of extra
winding space, and hence larger volume, for the same torque.
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FIGURE 34.90 Three commonly used unipolar drive circuits: (a) the basic unipolar drive; (b) unipolar drive with PWM current limiting and zener
diode turn-off; and (c) unipolar drive with regenerative turn-off.
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FIGURE 34.91 Bipolar drive circuit (gate-drive circuits omitted).

34.8.6 Micro Stepping

The drive sequences mentioned in Section 34.8.2 normally
switch rated current through the motor windings. These pro-
duce regular step angles. The half-stepping operation also uses
rated motor currents. Halving of the step angle is arranged
mainly through the selection of the windings switched.

In micro stepping, the regular step angle of the motor is subdi-
vided further by a factor, typically from 10 to 100, by energizing
the windings partially, with combinations of currents ranging
from zero to full rated value in more than one windings simul-
taneously. This does not lead to any sacrifice of the developed
torque, since the phase currents are so selected that the peak
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of total torque contributed by two partially energized wind-
ings is not lower than the peak detent torque Tmax obtained in
regular stepping.

The idea behind micro stepping is readily understood when
it is considered that by increasing the current in phase A of a
two-phase hybrid in 10 equal steps to full value and decreasing
the current in phase B in a similar manner, the motor step size
may be divided by a factor of 10. If the closed-loop current
controllers are added to the two drive circuits of Fig. 34.91
and distinct current references are obtained from a reference
generator, a complete micro stepping drive is realized.

In micro stepping, the two current references must have
values such that the motor does the following:

1. Develops the same Tmax for every combination of
winding currents.

2. Develops the same torque slope, i.e. dt/dθ at every
micro stepping detent position.

Vdc

Gate
Drive
Circuit

Gate
Drive
Circuit

GND 

Am+

Amz− ABF−

ABF+ Main
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(phase A)

Bifilar
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(phase A)
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FIGURE 34.92 Drive circuits for one phase of a bifilar-wound motor: (a) bifilar pole windings and (b) drive circuits.
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FIGURE 34.93 T–θ characteristics of a three-phase variable-reluctance motor.

3. Dissipates no more than the rated power loss (I 2R) for
every combination of winding currents.

The preceding conditions are necessary if the motor is
to retain its static accuracy, maximum torque, and power
dissipation characteristics.

The static torque characteristics (Fig. 34.92) of stepper
motors are close to, but not exactly, sinusoidal functions of
angle θ. The required current references for all windings
of a stepper motor, including the variable-reluctance motor
of three or more phases, can easily be calculated from the
data of the T–θ characteristics of the motor for each phase
for various currents and rotor positions. A typical set of T–θ

data for a three-phase variable-reluctance motor is shown in
Fig. 34.93. The application of the three conditions mentioned
earlier leads to an unique set of current references for each
phase of the motor for each micro step. Figure 34.94 shows
the current references for this motor for micro stepping.
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FIGURE 34.94 Micro stepping current references for the VR motor of
Fig. 34.93. Stepping rate: 28,800 steps/s., I = 6 A (maximum).

In multi stepping operation, these micro stepping current
references have to be issued to the current controllers for each
phase, at a rate determined by the commanded stepping rate.

Care has to be taken in designing the phase-current con-
trollers so that the actual winding currents match the current
references in both single and multi stepping operation up to
the maximum stepping rate desired. Since the current refer-
ences are time varying, high-bandwidth current controllers are
normally required to cover the desired speed range.

34.8.7 Open-loop Acceleration–Deceleration
Profiles

As mentioned in Section 34.8.4, many applications require the
stepper motors to be driven far above the stepping rates to and
from which the motor can start and stop abruptly without
losing or gaining any step. This calls for carefully designed
acceleration–deceleration profiles that the stepping pulse rate
must not exceed.

The number of steps the motor is to be stepped and its
direction are normally under the control of the motion con-
troller. Once this reference is known, a digital timer/counter
circuit can be used in the controller to progressively adjust
the time between the stepping pulses such that a prescribed
acceleration–deceleration profile, as indicated in Fig. 34.95, is
followed. The timer/counter and the pulsing sequence con-
troller (the translator) need to be managed in realtime to
execute the motion-control task at hand.

Stepping
rate

Time, tt = 0

fmax,
ksteps/sec

FIGURE 34.95 Typical acceleration–deceleration profiles.

The fastest acceleration–deceleration profile, a stepper
motor is capable of is largely determined by its pull-out (T–ω)
characteristic, which in turn is determined by the motor wind-
ing parameters and the drive circuit. An optimized stepping
profile to and from the top speed may have a number of
segments as indicated in Fig. 34.95. These profiles are easily
computed from the pull-out (T–ω) characteristic by integrat-
ing the dynamic torque balance equation of the drive. For
a large positioning angle, the entire profile, including some
constant-speed running at the top speed, may be used. For
short positioning angles, only part of the profile may be tra-
versed. In general, a single segment acceleration–deceleration
profile is used in commercial stepper motor controllers, so as
to avoid a great deal of realtime number crunching by the
profile controller.

The overall stepper motor controller thus consists of the
blocks depicted in Fig. 34.96.

34.9 Switched-reluctance Motor Drives

34.9.1 Introduction

The switched-reluctance (SR) motor is a doubly salient electric
machine with salient-poles on both the stator and rotor. The
machine is operated by switching current pulses to each stator
winding on and off in a continuous switching sequence. The
rotor poles have no excitation. Figure 34.97 shows the physi-
cal topology of a typical SR motor. The diagram illustrates a
motor with eight salient stator poles (numbered A1 to D2) and
six salient rotor poles (numbered 1 to 6). Although many com-
binations of the number of stator and rotor poles are possible,
this particular type has found widespread use.

The phase windings on the stator of the SR motor consist
of concentrated windings wrapped around the stator poles.
In the conventional arrangement, each stator pole winding is
connected with that of the diametrically opposite pole to form
a stator phase. In Fig. 34.97, the connected stator pole pairs
are indicated by the same prefix letter.

The general principle of operation of the SR motor is the
same as all types of reluctance machines, i.e. the stator and
the rotor poles seek the minimum-reluctance position, so
that the stator excited flux becomes maximum. Hence, when
current flows in an SR motor stator phase and produces a
magnetic field, the nearest rotor pole will tend to position
itself with the direction of the developed magnetic field. This
position, which is termed the aligned position, is reached when
the rotor pole center axis is aligned with the stator pole cen-
ter axis (assuming symmetrical poles). The aligned position
also corresponds to the position of minimum reluctance, and
hence the position of maximum inductance.

It should be noted that the unaligned position is defined
as the position when the inter-pole axis, or the axis of the
center of the inter-polar space in the rotor, is aligned with a
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FIGURE 34.96 Structure of an open-loop motion controller for a stepper motor.
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FIGURE 34.97 Four-phase SR motor topology.
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stator pole axis. This position corresponds to the position of
minimum inductance. These rotor axis positions are illustrated
in Fig. 34.98.

To achieve continuous rotation, the stator phase currents
are switched on and off in each phase in a sequence according
to the position of the rotor. Consider the motor schematic
illustrated in Fig. 34.97. If coils A1 and A2 of phase A are
excited and produce a magnetic field in a vertical direction,
then poles 1 and 4 on the rotor will align themselves with the
stator poles of phase A. If the coils of phase A now have their

current switched off, and coils B1 and B2 of phase B are now
excited, then in a similar fashion the rotor will move so that the
poles 2 and 5 are aligned with stator poles B1 and B2. Exciting
phases A, B, C, and D in sequence will produce rotor rotation
in the counterclockwise direction.

From the preceding discussion, one may see that the switch-
ing on and off of excitation current to the motor phases is
related to the rotor pole positions. This means that some form
of position sensor is essential for the effective operation of the
SR motor.

34.9.2 Advantages and Disadvantages of
Switched-reluctance Motors

The SR motor has a number of inherent advantages that makes
it suitable for use in certain variable-speed drive applications.
Nevertheless, the motor also has some inherent disadvantages
that must be considered before choosing the motor for a par-
ticular application. In Table 34.6, the main advantages and
disadvantages of the SR motor drive are summarized.

34.9.3 Switched-reluctance Motor
Variable-speed Drive Applications

The main application for SR motors is in variable-speed drive
systems. One application area has been general-purpose indus-
trial drives where speed, acceleration, and torque control are
desired. SR-motor-based industrial drives provide the advan-
tages of a very wide range of operating speeds as well as

TABLE 34.6 Advantages and disadvantages of SR drives

Advantages Disadvantages

Low cost motor. Need for position measurement.
Robust motor construction. Higher torque ripple than other

machine types.
Absence of brushes. Higher noise than other machine types.
No motor short-circuit fault. Nonlinear and complex characteristics.
No shoot-through faults.
Ability to operate with faulted

phase.
High torque to inertia ratio.
Unidirectional currents.
High efficiency.
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high efficiency and robustness. Other applications of the SR
drive include automotive applications, where the SR motor has
advantages of robustness and fault tolerance. The SR motor in
this application can also be easily controlled for acceleration,
steady speed, and regenerative braking.

The SR motor is also well suited to aerospace applications
where the ability to operate under faulted conditions and its
suitability for operation under harsh environments are critical.
Additionally, the very high-speed capability and high-power
density also make these motors well suited in the aerospace
field. There are also many domestic appliances where cost is of
primary concern. In these products, the SR motor can provide
a low-cost solution for a brushless fully controllable motor
drive. In addition, the motor can be used in battery-powered
applications, where the motor-high efficiency and ability to use
a dc supply are important.

34.9.4 SR Motor and Drive Design Options

The main components of the drive system are shown in
Fig. 34.99. It is important to design the motor and drive
together in an integrated manner. The main criteria that need
to be considered in designing the components of the SR drive
system will be discussed later. It will be seen that certain design
choices, which may be advantageous for one component of
the drive system, may bring about disadvantages in another
component. This highlights the need for a careful, integrated
system approach to be taken when designing the drive system.

34.9.4.1 Number of Motor Phases
There are many possibilities in choosing the number of stator
phases and rotor poles in SR motors. The simplest SR motor
may consist of only one phase; however, to operate the motor
in four quadrants (motoring or generating in both forward
or reverse directions), at least three phases are required. The
most common configuration to date has been the four-phase
SR motor, which has eight rotor poles and six stator poles, as
was shown in Fig. 34.97.

3 Phase
AC Mains

Controlled or
Uncontrolled

Rectifier
Inverter

Controller

SR Motor LoadDC link

Measured
Currents and

Voltages

Position Feedback

Input Commands

FIGURE 34.99 Main components of an SR drive.

34.9.4.2 Maximum Speed
The SR motor is capable of operating at very high speeds
because of its robust rotor construction, and in most applica-
tions the maximum speed is limited by the inverter switching
speed and not limited by the motor itself. The maximum speed
of the SR motor is itself normally greater than 15,000 rpm for
a standard SR motor.

However, to determine the maximum drive speed, the con-
troller and motor must be considered together. This is because
the power-electronic device switching speed is directly pro-
portional to the commutation frequency, which is in turn
proportional to the motor speed. The maximum switching
frequency of the power devices must therefore be taken into
account in the SR drive design.

34.9.4.3 Number of Power Devices
In general, the number of switches per phase in SR motor
drives will vary according to the inverter topology. A wide
range of different SR drive circuits are available for SR drives,
and these are detailed below. Circuits with only one switch
per phase are possible; however, these have various disadvan-
tages such as control restrictions, a need for extra windings,
or higher switch voltages. However, with two switches per
phase, the motor is fully controllable in four quadrants and has
completely independent motor phase control. Therefore, the
maximum number of power switches required for the motor
operation is normally 2q, where q is the number of phases.

34.9.4.4 Inverter Topology Types for SR Motors
As was mentioned, the torque produced in the SR motor is
independent of the direction of current flow in each motor
phase. This means the inverter is only required to supply uni-
directional currents into the stator windings. The three major
circuit topology types that have been used for each winding
of an SR motor drives are shown in Fig. 34.100. As indicated
in this figure, these are commonly termed the bifilar, split dc
supply, and two-switch type inverter circuits.
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FIGURE 34.100 Major SR inverter topology types: (a) bifilar type; (b) split dc supply type; and (c) two switch type.

In the circuits shown in Fig. 34.100, only one or two switch-
ing components per phase are required. Other circuit topology
types that use shared components between the motor phases
have limitations in control flexibility.

34.9.4.4.1 Bifilar Type Inverter Circuit In Fig. 34.100a, a
drive circuit for a bifilar-wound SR motor is shown. The bifilar
windings are closely coupled, with one winding being con-
nected to a switching device while the other is connected to a
freewheeling diode. Current is increased in the winding when
the switching device closes. At turn-off, the current transfers
to the secondary winding through transformer action, and the
inductive energy flows back into the supply via the freewheel-
ing diode. If perfect coupling is assumed, then the voltage
across the switching device will rise to twice the dc supply volt-
age during turn-off. However, in practice this would be higher.
This is because there will be some uncoupled inductance in the
primary that will cause high induced voltages when the cur-
rent in the winding collapses to zero. Thus, snubbing circuits
would almost certainly be required to protect the switching
components from over-voltage.

The advantage of the bifilar circuit is that it requires only
one switching device per phase. However, with the advent of
modern power electronic devices, which have both low cost
and low losses, this advantage quickly disappears.

34.9.4.4.2 Split DC Supply Inverter Circuit The split dc
supply type inverter circuit is in Fig. 34.100b. As in the bifilar
circuit, this configuration also uses only one switching device
and one diode per phase. However, a center-tapped dc source
is required. When the switching device is turned on, current
increases in the phase winding because of the positive capaci-
tor voltage being applied. At turn-off, the current is forced to
flow through the diode and thus decays to zero more quickly
because of the connection to the negative voltage. It is usual
for the dc center tap to be implemented using a split capac-
itor in the dc-link. The voltages across each capacitor must
remain balanced, which means that there can be no significant
power-flow difference between the two capacitors.

Upon examination of the circuit, it can be seen that because
of the split capacitor bank, only half the available dc voltage
can be switched across the phase winding. Thus, for the same
voltage across the motor phases that is supplied by the bifilar
circuit described earlier, the dc supply voltage must be doubled
with respect to the bifilar circuit supply. This means that the
voltage rating of the devices would effectively be the same as
in the bifilar circuit.

This is inherently inefficient. The configuration also has the
need for balanced split capacitive components. In addition, it
will be seen that the soft-chopping form of control described in
Section 34.9.7 is not available in this drive.

34.9.4.4.3 Two-switch Inverter Circuit The two-switch
inverter type circuit, which is shown in Fig. 34.100c, uses
two switching devices and two diodes per phase. Unlike the
previous two circuits, three modes of operation are possible:

Mode 1: Positive phase voltage
A positive phase voltage can be applied by turning both switch-
ing devices on. This will cause the current to increase in the
phase winding.

Mode 2: Zero phase voltage
A zero-voltage loop can be imposed on the motor phases
when one of the two switches is turned off while current is
flowing through the phase winding. This results in current
flow through a freewheeling loop consisting of one switch-
ing device and one diode, with no energy being supplied by
or returned to the dc supply. The current will decay slowly
because of the small resistance of the semiconductors and con-
nections, which leads to small conduction losses. This mode
of operation is used in soft-chopping control, as described in
Section 34.9.7.

Mode 3: Negative phase voltage
When both switches in a motor phase leg are turned off, the
third mode of operation occurs. In this mode, the motor phase
current will transfer to both of the freewheeling diodes and
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return energy to the supply. When both of the diodes in the
phase circuit are conducting, a negative voltage with amplitude
equal to the dc supply voltage level is imposed on the phase
windings.

In this circuit, the switching devices and diodes must be able
to block the dc supply voltage amplitude when they are turned
off, in addition to any switching transient voltages. However,
because the circuit contains two devices in series, the blocking
voltage is essentially half the value seen in the previous two
circuit types for the same applied motor phase voltage ampli-
tude. Another advantage of the two-switch inverter circuit is
that it offers greater control flexibility with its three modes of
voltage control.

A disadvantage of this inverter type, as compared to the bifi-
lar and split dc supply types, is that it contains twice as many
switching components per phase. However, with the current
wide availability and economy of power semiconductors, in
most applications, the advantages of the two-switch circuit
outweigh the cost of an extra switching device per phase.

34.9.5 Operating Theory of the
Switched-reluctance Motor:
Linear Model

If a linear magnetic circuit is assumed, the flux linkage is pro-
portional to phase current for any rotor position θ. This is
demonstrated in Fig. 34.101, where the magnetization curves
for the linear SR motor for various rotor positions and cur-
rents are shown. In this linear case, the inductance L at any
position θ, which is the slope of these curves, is constant and
independent of current.

As the motor rotates, each stator phase undergoes a cyclic
variation of inductance. As can be seen in Fig. 34.101, in the
fully aligned position (when a rotor pole axis is directly aligned
with the stator pole axis) the reluctance of the magnetic circuit
through the stator and rotor poles will be at a minimum, and

0

Y (Wb)

Rotor
Position
q (degrees)

Unaligned Position

Flux Linkage

Current i (A)

Aligned Position

FIGURE 34.101 Magnetization characteristics of linear SR motor.

thus the inductance of the stator winding will be at a maxi-
mum. The opposite will occur in the fully unaligned position
(when the rotor inter-pole axis is aligned with the stator pole).
Thus, the inductance becomes a function of position only and
is not related to the current level. If it is also assumed that
mutual inductance between the phases is zero, then a typical
inductance variation L(θ) with respect to the rotor position
similar to that shown in Fig. 34.102 arises. Although this is an
idealized inductance variation, it is helpful in the understand-
ing of key operating principles of the machine. One should
note that in the idealized inductance variation there are sharp
corners, which can only arise if flux fringing is completely
ignored.

Four distinct regions can be identified in the plot of the
linear inductance variation shown in Fig. 34.102. These distinct
regions correspond to a ranges of rotor pole positions relative
to the stator pole positions as described below:

Region A
This region begins at rotor angle θ1, where the first edge
of the rotor, with respect to the direction of rotation, just
meets the first edge of the stator pole. The inductance will
then rise in a linear fashion until the poles of the stator and
rotor are completely overlapped at angle θ2. At this point, the
magnetic reluctance is at a minimum and the phase induc-
tance is at a maximum. These rotor positions are illustrated in
Figs. 34.103a and b, for example, four phase motor with rotor
pole 1 approaching the stator pole of phase A.

Region B
This region spans from rotor positions θ2 to θ3. In this region,
the inductance remains constant because the rotor pole is com-
pletely overlapped by the stator pole (i.e. the overlap area of
the poles remains constant). At rotor angle θ3 the edge of the
rotor pole leaves the stator pole overlap region, and thus the
area of overlap will again begin to decrease. The position at
which this occurs is illustrated in Fig. 34.103c.
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FIGURE 34.102 Typical linear inductance variations and corresponding torque variations for constant phase current.

Region C
When the rotor moves past θ3, the rotor pole leading edge
begins to leave the pole overlap region, and region C begins.
At this point, the inductance begins to linearly decrease, until
at θ4, the rotor pole has completely left the stator pole face
overlap region. At this point, the inductance is at its minimum
once more. The rotor position at which the rotor pole has
completely left the overlap is indicated in Fig. 34.103d.

Region D
In this region, the rotor and stator have no overlap, and thus
the inductance remains constant at the minimum level, until
region A is reached once again.

It was mentioned earlier that when a stator phase is excited,
the rotor poles will tend to move toward the maximum-
inductance region. Thus, a motoring torque is produced when
a stator phase is provided with a current pulse during the
angles when the inductance is rising (assuming motoring rota-
tion is in the direction of increasing θ in Fig. 34.102). This
means that if positive torque is desired, excitation should be
arranged such that the current flows between the appropriate
rotor angles when the inductance is rising.

Conversely, if current flows during the decreasing induc-
tance region, a negative torque would result. This is because
the rotor will be attracted to the stator pole in such a way that
it rotates in the opposite direction to the motoring rotation, or

in other words, the rotor experiences a torque opposite to the
direction of rotation.

It should be noted that this reluctance-machine torque
always acts to decrease the reluctance. The direction of current
flowing into the stator winding is irrelevant. This signifies that
unidirectional current excitation is possible in the SR motor
drive.

The variation of torque with rotor angle for a constant phase
winding current is as shown in Fig. 34.102. It can be seen
that the torque is constant in the increasing and decreasing
inductance regions, and is zero when the inductance remains
constant.

The preceding physical explanation of the developed torque
is also given by the familiar torque Eq. (34.96) for a variable-
reluctance machine.

T = 1

2
i2 dL(θ)

dθ
(34.96)

From Eq. (34.96), it is evident that the magnitude of the
instantaneous torque developed in the SR motor is propor-
tional to both i2 and dL/dθ. If the inductance is increasing with
respect to the angle, and current flows in the phase winding,
then the torque will be positive and the machine will operate
in motoring mode. Hence, from Eq. (34.96), it can be seen
that when the motor phase is excited during a rising induc-
tance region, part of the energy from the supply is converted
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FIGURE 34.103 Rotor pole 1 positions: (a) meeting edge of stator pole A; (b) overlapped by stator pole A; (c) edge of rotor pole leaving overlap
region; and (d) rotor pole completely leaving overlap region. (Note: Airgap space is exaggerated for clarity.)

to mechanical energy to produce the torque, and another part
is stored in the magnetic field. If the supply is turned off
during this region, then any stored magnetic energy is partly
converted to mechanical energy and partly returned to the
supply.

However, a negative, or braking torque will be developed by
the motor if the inductance is decreasing with respect to the
rotor angle and current flows in the phase winding. In this case
energy flows back to the supply from both the stored magnetic
energy and the mechanical load, which acts as a generator.

It can also be seen from Eq. (34.96) that the sign (or direc-
tion) of the torque is independent of the direction of the
current and is only dependent on the sign of dL/dθ. This
explains the torque waveforms that were seen in Fig. 34.102,
where for constant current (and constant dL/dθ magnitude),

the magnitude of the torque was constant in the rising or
decreasing inductance regions. However, it was seen that the
torque changes from positive to negative according to the sign
of dL/dθ.

Hence, the ideal waveform for the production of motoring
torque would be a square wave pulse of current (with magni-
tude equal to the maximum possible supply current) flowing
only during the increasing inductance period (Fig. 34.104).
This current waveform is illustrated in Fig. 34.104b. However,
in practice this type of current waveform is difficult to produce
in a motor phase. This is because the motor phase current is
supplied from a finite dc voltage source, and thus inductance
of the stator phase winding would delay the rise and fall of
current at the pulse edges. Instead, a more practical current
waveform is normally used as is illustrated in Fig. 34.104c.
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FIGURE 34.104 (a) Linear phase inductance variation; (b) ideal square
wave phase current; (c) chopping-mode phase current; (d) chopping-
mode phase voltage; and (e) flux linkage waveform corresponding to
chopping-mode current.

It can be seen that in this waveform, the ideal square wave-
form is closely approximated by the use of hysteresis current
control. At higher speeds, hysteresis current control can no
longer be used and a current waveform similar to that shown
in Fig. 34.104b is seen in the phase winding. These two types
of practical current waveforms, which approximate the ideal
square pulse waveform (a) at low to medium speeds and (b) at
high speeds, will be discussed next.

34.9.5.1 Low to Medium-speed Approximation to
Square-pulse Current Waveform

At low to medium motor speeds, the ideal square-pulse cur-
rent waveform is approximated in the practical motor drive
using hysteresis current control, as is shown in Fig. 34.104c.
The hysteresis method of controlling the current is termed the

chopping-mode control method in SR motor drives. During the
time of conduction (between the turn-on and turn-off angles),
the current is maintained within the hysteresis band by the
switching off and on of the phase voltage by the inverter when
the phase current reaches the maximum and minimum hys-
teresis band. An example of the voltage waveform used for the
hysteresis current control is shown Fig. 34.104d, where a con-
stant inverter dc supply voltage of magnitude Vs is used. It can
be seen that the switching frequency of the voltage waveform
decreases as the angle increases. This is due to the fact that the
phase inductance is linearly increasing with angle, which has
the effect of increasing the current rise and fall time within the
hysteresis band.

In the chopping-mode control method, the turn-on region
is defined as the angle between the turn-on angle θon and
the turn-off angle θoff , and is chosen to occur during the ris-
ing inductance region for motoring torque. In the practical
chopping current waveform, the current turn-on angle θon is
placed somewhat before the rising-inductance region. This is
to ensure that the current can quickly rise to the maximum
level in the minimum-inductance region before the rising-
inductance, or torque-producing, region. Similarly the turn-
off angle θoff is placed a little before the maximum-inductance
region so that the current has time to decay before the negative-
torque, or decreasing-inductance, region. The angle at which
the current decays to zero after turn-off is labeled as θq in
Fig. 34.104c.

34.9.5.2 High-speed Approximation to Square-pulse
Current Waveform

The chopping-mode of operation cannot be used at higher
speeds, as at these speeds the hysteresis band current level will
not be reached. This is because at high speeds, the back-emf of
the motor becomes equal to or larger than the voltage supply
in the rising-inductance region (Fig. 34.105), which limits the
increase of the motor phase current. In addition, the rise time
of the current will correspond to an ever-increasing angle as
the speed is increased. Eventually, at high speeds, the rise-
time angle will be so large that the turn-off angle θoff will be
reached before the hysteresis current level has been exceeded.
Thus, at high speeds, the current is switched on and off only
once per cycle. In SR motor drive control, this is called the
single-pulse mode of operation. An example of the single-pulse
mode current is illustrated in Fig. 34.105b.

In the single-pulse mode of operation, the inverter power
switches turn-on at rotor angle θon , which places the dc volt-
age supply Vs across the phase winding, as is shown for the
example single-pulse voltage waveform in Fig. 34.105c.

As for the chopping-mode case, in order to maximize torque,
θon must usually be located prior to the rising-inductance
region. This is so that, while the inductance is low, the cur-
rent has a chance to rise rapidly to a substantial value before
the torque-producing region begins and the motor back-emf
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FIGURE 34.105 (a) Linear phase inductance variation; (b) single-pulse
mode phase current; (c) single-pulse mode phase voltage, and (d) flux
linkage waveform corresponding to single-pulse mode current.

increases. At rotor angle θoff , the power switches are turned
off, and the phase will have a negative voltage (typically −Vs)
thrown across it. The current will then decay until it becomes
zero at rotor angle θq .

34.9.6 Operating Theory of the SR Motor (II):
Magnetic Saturation and Nonlinear Model

In the linear model described earlier, it was assumed that
the inductance of a phase winding is independent of current.

However, in a real SR motor, significant saturation of the mag-
netic circuit normally occurs as the phase current increases,
and thus the phase inductance is related to both the phase
current level and position. Because of the magnetic saturation
effect, the actual phase inductances at a given rotor position
can be reduced significantly compared to the inductance given
by linear magnetization characteristics. In addition, the effect
of magnetic saturation becomes larger as the motor current
level increases.

The effects of saturation in an SR motor can be observed in
a plot of its magnetization curves. This shows the relationship
of flux linkage vs current, at rotor positions varying between
the fully aligned and unaligned angles. A typical set of SR
motor magnetization curves is shown in Fig. 34.106, where it
can be seen that there is a nonlinear relationship between the
flux linkage and current for each curve.

Due to the magnetic saturation effect discussed earlier, the
instantaneous torque Eq. (34.96) which was derived assuming
linear conditions, will not be generally valid for calculating
the torque in SR motors. Therefore, for accurate calculations,
the torque must take into account the dependence of phase
inductance with current and position.

If one considers the phase-inductance saturation, the expres-
sion for instantaneous torque production of an SR motor
phase can be written as

T =
[
∂W ′

∂θ

]
i=constant

(34.97)

where the coenergy W ′ is defined as

W ′ =
∫ i

0
�di (34.98)

34.9.7 Control Parameters of the SR Motor

A variety of performance characteristics can be obtained in the
SR motor by controlling various parameters. These parameters
include the chopping-mode control hysteresis level at low to
medium- speeds, and the turn-on and turn-off angles θon and
θoff at all motor speeds. By controlling these parameters, it is
possible to produce any desired characteristic such as constant
torque, constant power, or some other particular characteristic
in between.

As discussed in Section 34.9.5, two distinct modes of oper-
ation apply in the SR motor depending on the nature of the
current waveform. These modes are the chopping-mode con-
trol, which can be used at low to medium motor speeds, and
single-pulse mode of control, which is used at high speeds.
Both of these modes of operation will be further detailed
hereafter, with an explanation of the corresponding inverter
switching operation.
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FIGURE 34.106 Measured four-phase SR motor magnetization characteristics (each curve represents a constant rotor position).

34.9.7.1 Chopping-mode Control
In the chopping-mode control region, the turn-on and turn-
off angles are controlled together with the current level. As
described in Section 34.9.5, the turn-on angle and turn-off
angle are controlled, so that the current flows during the
rising-inductance, or positive torque-producing, region. This
normally means that the turn-on angle is placed shortly before
the place where the rising-inductance angle begins, and the
turn-off angle is placed shortly before this region ends.

In the chopping mode, the current level is controlled to
remain below the maximum allowable level. This involves
switching the voltage across the phase on and off in such a
manner that the current is maintained between some chosen
upper and lower hysteresis current levels. An example of this
form of current chopping control was shown in Fig. 34.104c.

The actual torque production of the motor in the chop-
ping mode is set by the control turn-on and turn-off angles
and the current hysteresis level. Within the chopping-mode
of operation, two current hysteresis control schemes can be
used. These are termed soft and hard chopping. Soft chopping
can only be used in some circuit configurations, such as that
shown in Fig. 34.107. For soft-chopping control, one switch-
ing device remains on during the entire conduction period,
while the other is switched on and off to maintain the desired
current level. This can be seen in Figs. 34.107a and b, where
the two conduction modes during chopping are shown. When
both switches are on, the phase winding receives the full posi-
tive supply, whereas when only one switching device is on, the
phase experiences a zero-voltage freewheeling loop that will
decrease the current.

In the hard-chopping scheme, both devices are switched
simultaneously and have the same switching state at all times.
If both switching devices are turned on, the phase winding
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FIGURE 34.107 Soft-chopping mode conduction paths: (a) both
devices on: positive voltage applied to motor phase and (b) T1 turned
off: zero voltage freewheeling loop applied to motor phase.

sees the full positive supply. To decrease the current, the full
negative supply is applied by turning both devices off as shown
in Fig. 34.108. In circuit configurations with fewer than two
switches per phase, only hard chopping can be used.

Soft chopping is more advantageous than hard chopping.
This is because of a smaller dc ripple current in the supply,
which can substantially minimize the ripple-current rating of
the dc-link capacitor, as well as lower the hysteresis loss in the
motor. It has also been found that the soft chopping lowers
acoustic noise and electromagnetic radiation.

34.9.7.2 Single-pulse Mode Control
At higher speeds, the back-emf of the SR motor eventually
becomes greater than or equal to the supply voltage during
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FIGURE 34.108 Hard-chopping mode conduction paths: (a) both
devices on: positive voltage applied to motor phase and (b) T1 and T2
turned off: negative voltage applied to motor phase.

the rising-inductance region. This means that even if a phase
is excited, the current in the motor phase will not increase
in the rising-inductance region. Therefore, at higher speeds,
the turn-on angle must be placed before the beginning of the
increasing inductance region, so that the phase current will
have an adequate time to increase before the back-emf becomes
high.

In addition, the time available for the current to rise after
turn-on becomes less and less as the speed of the motor
increases. This is due to the fact that the available conduc-
tion time is lower for constant switching angles as the speed of
rotation increases. This can be seen by considering that speed
is the time rate of change of angle. Thus, as the speed increases,
there will be a point when the current level never rises to the
chopping level. At this point, the single-pulse mode of oper-
ation will come into effect and the current will decrease or
remain constant throughout the increasing-inductance zone.
An example of a single-pulse mode current waveform was seen
in Fig. 34.105b.

As the current is not commutated in the single-pulse mode,
the control in this mode consists only of controlling the on and
off angles. The turn-on angle θon can be placed at some point
in advance of the rising-inductance region where the phase
inductance is low, so that the current can increase at a faster
rate before the increasing-inductance region. The angle can be
advanced up until maximum allowable current occurs at the
peak of the waveform (this may even mean switching on in
the previous decreasing-inductance zone). The actual control
turn-on and turn-off angles for the single-pulse mode, for a
given load torque and speed, can be determined by simulating
the motor equations.

The speed at which a changeover between single-pulse and
chopping-mode occurs is called the base speed. Base speed is
defined as the highest speed at which the chopping mode can

be maintained at the rated voltage and with fixed on and
off angles. Below the base speed, the current increases dur-
ing the rising-inductance region, unless it is maintained at the
maximum or a lower level by chopping.

Therefore, it can be seen that at lower speeds that are below
the base speed, the motor is controlled using chopping-mode
control, whereas at speeds above the base speed, the single
pulse mode of control is used. In both the control modes, the
control turn-on and turn-off angles are chosen so that the
motor provides the required load torque.

34.9.8 Position Sensing

It can be seen from the preceding discussion that to control
the SR motor satisfactorily, the motor phases are excited at the
rotor angles determined by the control method. It is therefore
essential to have knowledge of the rotor position. Furthermore,
the rotor-angle information must be accurate and have high
resolution to allow implementation of the more sophisticated
nonlinear control schemes that can minimize torque ripple
and optimize the motor performance.

This means that the performance of an SR drive depends on
the accurate position sensing. The efficiency of the drive and
its torque output can be greatly decreased by the inaccurate
position sensing, and the corresponding inaccurate excitation
angles. It has been demonstrated that at high motor speeds, an
error of only 1◦ may decrease the torque production by almost
8% of the maximum torque output.

Traditionally, the rotor-position information has been mea-
sured using some form of mechanical angle transducer or
encoder. The position-sensing requirements are in fact similar
to those for brushless PM motors. However, although position
sensing is required for the motor operation, the position-
measurement sensors are often undesirable. The disadvantages
of the electromechanical sensors include the following:

(a) The position sensors have a tendency to be unreliable
because of environmental factors such as dust, high
temperature, humidity, and vibration.

(b) The cost of the sensors rises with the position resolu-
tion. Hence, if high-performance control is required,
an expensive high-resolution encoder needs to be
employed.

(c) There is an additional manufacturing expense and
inconvenience due to the sensor installation on the
motor shaft. In addition, consideration must be given
to maintenance of the motor because of the mechan-
ical mounting of the sensors, which also adds to the
design time and cost.

(d) Mechanical position sensors entail extra electrical
connections to the motor. This increases the quan-
tity of electrical wiring between the motor and the
motor drive. This wire normally needs to be shielded
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from electromagnetic noise and thus further adds to
the expense of the drive system.

(e) The allocation of space for the mounting of the posi-
tion sensor may be a problem for small applications
(such as for motors used in consumer products).

Hence, to overcome the problems induced by rotor-position
transducers, researchers have developed a number of meth-
ods to eliminate the electromechanical sensor for deriving
position information. This is achieved by indirectly determin-
ing the rotor position. Such methods are commonly termed
sensorless rotor-position estimation methods. The term sensor-
less seems to imply that there are no sensors at all. However,
there must be some form of sensor used to measure the rotor
position. In fact, the term sensorless position estimation in
reality implies that there are no additional sensors required to
determine position apart from those that measure the motor
electrical parameters to control the motor. These are normally
current- or voltage-measuring circuits.

Hence, all sensorless position estimation methods for the
SR motor use some form of processing on electrical wave-
forms of the motor windings. In essence, the major difference
between sensorless position detection, and the electromechan-
ical sensors mentioned above, is that there is no mechanical
connection of the sensor to the motor shaft. Therefore, sen-
sorless position detection involves electrical measurements
only.

34.10 Synchronous Reluctance
Motor Drives

34.10.1 Introduction

In recent years, there has been a revival of interest in reluc-
tance machines. Two main machines have been the focus
of this interest: the switched-reluctance machine (SRM) and
the synchronous reluctance machine (Syncrel). The SRM is a
machine that does not have sine-wave spatial distributed wind-
ings, but instead has concentrated coils and a doubly salient
rotor and stator structure. The operation of this machine is
highly nonlinear in character, and normal ac machine model-
ing techniques cannot be applied in a straightforward manner
to describe its operation. The SRM drive has been considered
in detail in an earlier section.

The Syncrel, on the other hand, has conventional three-
phase sinusoidally distributed windings on the stator. The
word “synchronous” in the machine’s name emphasizes the
fact that the stator windings generate a spatial sinusoidally
distributed magnetomotive force (mmf) in the airgap between
the stator and the rotor, and under steady-state conditions the
rotor rotates in synchronism with this field. Therefore, the
stator winding configuration of this machine is virtually
exactly the same as that of the induction machine or the

conventional synchronous machine. The major difference
between the Syncrel and conventional synchronous and induc-
tion machines is in the rotor structure. In both the induction
machine and the synchronous machine, there is a source of
flux in the rotor itself. In the case of the induction machine,
this flux is produced by currents resulting from an induction
mechanism, and for the synchronous machine, there is a field
winding wound on the rotor that is fed with the dc current to
produce flux. The permanent-magnet synchronous machine
replaces the wound field on the rotor with a permanent mag-
net. The Syncrel, on the other hand, does not have any source
of flux on the rotor, but instead the rotor is designed to dis-
tort the flux density distribution produced by the sinusoidally
distributed mmf.

Sinusoidally wound reluctance machines were traditionally
used in the fiber-spinning industry because of their syn-
chronous nature. This made it simple to keep a large number
of machines running at the same speed using just the frequency
of the supply to the machines. These machines were direct-on-
line-start machines. This was facilitated by the presence of an
induction machine starting cage on the rotor. This cage was
also essential to damp out oscillations in the rotor speed when
running at synchronous speed. It should be pointed out that
these machines are not considered to be Syncrels – a Syncrel
does not have an induction machine cage on the rotor. A Syncrel
is absolutely dependent on an intelligent inverter drive in order
to start the machine and to stabilize it when running. The lack
of a requirement for a starting cage means that the rotor design
can be optimized for best torque and power performance.

The revival of interest in the Syncrel in the early 1980s was
motivated by the development of low-cost microprocessors
and reliable power electronics, coupled with the perception
that the Syncrel may be more efficient and simpler to con-
trol in variable-speed applications compared to the induction
machine. The control simplicity is achieved in practice, mainly
because one does not have to locate the flux vector in order
to implement vector control. The potential for improved effi-
ciency and torque density compared to the induction machine
is very much dependent on the rotor design. The Syncrel has
the advantage over the switched-reluctance machine; in that it
produces relatively smooth torque naturally, and it uses a con-
ventional three-phase inverter. Therefore, inverter technology
developed for the induction machine can be applied directly.

34.10.2 Basic Principles

Reluctance machines are one of the oldest electric machine
structures, since they are based on the basic physical fact that
a magnet attracts a piece of iron. In fact, Syncrel structures
were being published in the early 1920s [1]. The essential idea
behind the operation of all reluctance machines is that the
windings of the machine produce magnetic poles that are used
to attract the reluctance rotor. If the magnetic poles are moved
around the periphery of the machine at the rate at which the
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FIGURE 34.109 Conceptual diagram of a synchronous reluctance machine.

rotor is moving, then sustained torque and rotation can be
achieved.

A conceptual diagram of a Syncrel is shown in Fig. 34.109.
In this figure, the rotor is represented as a simple “dumbbell”-
type rotor. The axes of the three-phase sinusoidally distributed
windings are indicated by the dashed lines. If these wind-
ings are being fed with currents, then a spatial sinusoidally
distributed, mmf results. Because this mmf is sinusoidally dis-
tributed, it can be represented by a “space vector” (similar to
sinusoidal time-varying quantities being represented by a time
phasor). In Fig. 34.109, this resultant space vector is indicated
by F , Fd , and Fq are the components of this vector that lie along
the high-permeance and low-permeance axes of the machine,
respectively.

If one considers the situation shown in Fig. 34.109, then
the rotor would tend to rotate in the direction indicated. This
rotation would continue until the high permeance dr axis (i.e.
the least-reluctance axis) of the machine aligns with the mmf
vector. When this alignment occurs, the flux produced by the
stator mmf vector would be maximized. If the vector F also
rotates as the rotor rotates, then as mentioned previously, the
angle between F and dr will remain constant and the rotor will

continue to chase the F vector, continuous rotation being the
result.

One can ask even more fundamental questions such as “Why
does the rotor rotate to the position that maximizes the flux
density?” This is essentially asking, why does a magnet attract
a piece of iron. To completely answer this question one has to
delve into the field of quantum physics, which is beyond the
scope of this presentation. A less complicated explanation is
based on the fact that the stator flux density tends to align the
domains in the ferromagnetic rotor material, which produces
an effect similar to having a current-carrying winding wrapped
around the rotor. This effective current then interacts with the
stator flux density to produce a force that has a component
that is oriented radially around the periphery of the machine.
It is this component that produces the torque on the rotor that
causes the alignment with the stator mmf vector.

It was mentioned previously that in order to have a continu-
ous motion, the mmf vector F must rotate at the same angular
velocity as the rotor, so that the angle between the mmf vector
and the dr axis of the rotor is kept at a constant value. The
rotation of the mmf vector is achieved by feeding the three-
phase windings of the machine with time-varying currents.
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It can be shown that if these form a balanced 120◦ temporally
phase-shifted set of sinusoidal currents, then the resultant mmf
vector will rotate at a constant velocity related to the frequency
of the input current waveforms and the number of pole pairs
in the machine.

In order to get a more precise figure for the torque pro-
duced by a Syncrel, one has to develop techniques of modeling
the machine. Because the Syncrel is a reluctance machine, the
coenergy technique for developing the torque expressions can
be used [2, 3]. The coenergy technique is a very accurate way
of determining the torque as it explicitly takes into account, the
saturation nonlinearities in the iron of the machine. However,
the technique does not lend itself to mathematical analysis
and is not a good way of understanding the basic dynamic
properties of the machine. The coenergy approach will not be
pursued any further in this presentation.

34.10.3 Machine Structure

The essential difference between the Syncrel and, say, the
induction machine is the design of the rotor. Most experi-
mental Syncrel systems that have been built use the stator of
an induction machine, including the same windings. The rotor
designs can take on a number of different forms, from the very
simple and basic dumbbell-shaped rotor (such as that sketched
in Fig. 34.109) to more complex designs. Unfortunately, the
designs that are simple to manufacture (such as the dumb-
bell design) do not give good performance; therefore, one is
forced into more complex designs. The design of the rotor in
a Syncrel is the key to whether it is economic to manufacture
and has competitive performance with similar machines.

The design of Syncrel rotors fall into four main categories
of increasing manufacturing complexity and performance:
dumbbell or higher pole-number equivalent designs, flux-
barrier designs, radially laminated flux-barrier designs, and
axially laminated designs. The first two of these design
methodologies are old and lead to designs with poor to mod-
est performance. Therefore, they will not be considered any
further. The latter two, however, lead to machine designs with
performance comparable to that of the induction machine.

Figures 34.110 and 34.111 show the cross section of a four-
pole machine with a radial lamination flux barrier designed
rotor and an axially laminated rotor. The radial lamination
design allows the rotor to be built using similar techniques
to standard radial laminations for other machines. The flux
barriers can be punched for mass production, or wire-eroded
for low production numbers. These laminations are simply
stacked onto the shaft to form the rotor. The punched areas
can be filled with plastic or epoxy materials for extra strength,
if required. The iron bridges at the outside of the rotor are
designed to saturate under normal flux levels and therefore do
not adversely affect the performance of the machine. They are
there to provide mechanical strength.

D-axis

Q-axis

Air flux barriers

Narrow iron
bridge

Shaft

FIGURE 34.110 Cross section of a radially laminated Syncrel.

D-axis
Inter-lamination

space

Lamination
Pole-piece

Shaft

Q-axis

FIGURE 34.111 Cross section of an axially laminated Syncrel.

The axially laminated rotor is constructed with lamina-
tions running the length of the rotor (i.e. into the page
on Fig. 34.111). In between the laminations, a nonmagnetic
packing material is used. This can be aluminum or bronze,
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for example, but a nonconductive material such as slot insula-
tion is better since eddy currents can be induced in conductive
materials. The ratio of the steel laminations to nonmagnetic
material is usually about 1:1. The axial laminations are all
stacked on top of each other, and a nonmagnetic pole piece
is bolted on top of the stack to hold the laminations to the
shaft. The strength of these bolts is usually the main limitation
on the mechanical strength and hence the speed of rotation of
this rotor. If more or thicker bolts are used to increase strength,
the magnetic properties of the rotor are compromised because
of the amount of lamination that has to be cut out to make
room for them.

Radial and axial laminated rotors are usually limited to
four-pole or higher machines because of the difficulty of
accommodating the shaft in two-pole designs. An axially lam-
inated two-pole rotor has been built with the shafts effectively
bonded onto the end of the rotor. Another design was con-
structed of a block of alternating steel and bronze laminations,
the whole structure being brazed together and the resultant
stack then being machined into a round rotor and shafts (this
rotor was used for high-speed generator applications).

Of the two rotor designs, the radially laminated one has
the best potential for economic production. The axially lami-
nated rotor in general gives the best performance, but the mass
production difficulties with folding and assembling the lami-
nations make its adoption by industry unlikely. On the other
hand, improved designs for radially laminated rotors mean
that they can now produce performance very close to that
of the axial-laminated designs, and the ease of manufacture
would indicate that these rotors are the future of Syncrel
rotors.

34.10.4 Basic Mathematical Modeling

In order to give a more quantitative understanding of the
machine, a basic mathematical dynamic model of the machine

will be introduced.1 This model will assume that the iron
material in the machine does not saturate. This means that the
flux density and flux linkage of the windings in the machine
are linear functions of the currents in the machine.

To derive the electrical dynamic model of a machine, one
usually uses Faraday’s flux linkage expressions. In the case of
the Syncrel, the self and mutual flux linkage between the phases
is obviously a function of the angular position of the rotor;
therefore, one needs to have expressions for these inductances
in terms of rotor position. The fundamental assumption used
to make this mathematically tractable is that the inductances

vary as a sinusoidal function of the rotor position.2 The other

1Note that the model is not derived but instead just stated. The structure
of the model will be heuristically explained.

2The sinusoidal variation of inductance with rotor position turns out to
be very accurate because of the fact that the stator windings are sinusoidally
wound. This forces the flux linkage to behave in a sinusoidal fashion.

major part of the modeling process is the conversion from a
three-phase model to a two-phase model. This is a process that
is carried out for most sinusoidally wound machines, since it
allows a variety of machines to be represented by very similar
models.

A further complication in this process is that the two-phase
model is derived in a “rotating reference frame,” as opposed
to a stationary reference frame. Developing the equations in
a rotating reference frame has the advantage that the normal
sinusoidal currents feeding the machine are transformed into
dc currents in steady state, and the angular dependence of the
machine’s inductances disappear.

One way of heuristically understanding the effect of the
rotating frame transformation is to imagine that we are observ-
ing the machine’s behavior from the vantage point of the
rotor. Because the sinusoidal flux density waveform is rotating
around the machine in synchronism with the rotor, it appears
from the rotor that the flux density is not changing with time –
i.e. it is a flux density created by dc currents flowing in a single
sinusoidally distributed winding. This single sinusoidal wind-
ing is effectively rotating with the rotor. It should be noted
that the transformation process of the fluxes, currents, volt-
ages, and machine parameters to the two-phase rotating frame
is an invertible process; therefore one can apply the inverse
transformation to ascertain what is happening in the original
three-phase machine.

The models derived using the three-phase to two-phase
transformations are known as dq models, the d and q referring
to the two axes of the machine in the two-phase model (both
stationary and rotating frame dq axes are shown in Fig. 34.109).

The linear3 dq equations for the Syncrel can be derived as [4]

vd = Rid + Ld
did
dt

− ωLqiq (34.99)

vq = Riq + Lq
diq
dt

− ωLd id (34.100)

where

vd id = the d-axis voltage and current,
vqiq = the q-axis voltage and current,

Ld , Lq = the d-and q-axes inductances, respectively,
ω = the electrical angular velocity of the rotor.

Thus far we have concentrated on the electrical dynamics
of the machine. The other very important aspect is the torque
produced by the machine. It is possible to derive the torque
of the Syncrel using the principle of virtual work based on
coenergy as:

Te = 3

2
pp(Ld − Lq)id iq (34.101)

3Linear refers to the fact that the equations are derived assuming that the
iron circuit behaves linearly in relation to applied mmf and the flux produced.
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FIGURE 34.112 Two-phase equivalent circuit of the Syncrel in a rotating frame.

The 3/2 factor is to account for the fact that the two-phase
machine produces two-thirds the torque of the three-phase

machine.4

The only other remaining equation is the mechanical
equation for the system:

J ω̇r + Dωr + TF = Te (34.102)

where

J ≡ the rotational inertia of the rotor/load,
D ≡ the friction coefficient for the load,
TF ≡ the fixed load torque of the load,
ωr ≡ the rotor mechanical angular velocity (= ω/pp).

Remark
Equation (34.101) shows that the machine must be designed so
that Ld −Lq is as large as possible. This will maximize the torque
that is produced by the machine for given d- and q-axis currents.
To lower Lq , one must design the q-axis so that it has as much
air obstructing the flow of flux as possible, and the d-axis must
be designed so that it has as much iron as possible. In practice
these quantities cannot be varied independently.

Figure 34.112 shows the equivalent circuit for the Syncrel
corresponding to Eqs. (34.99) and (34.100). One can see that
the dynamic equations for the Syncrel are intrinsically simple.
In contrast, the induction machine electrical equations consist
of a set of four complex coupled differential equations.

34.10.5 Control Strategies and Important
Parameters

The dq model captured in Eqs. (34.99)–(34.101) can be used
to explain a number of control strategies for the Syncrel. It
is beyond the scope of this section to present the derivation

4The 3/2 conversion factor is required if the transformations are power-
variant transformations, as opposed to the power-invariant transformations.
The power-variant transformations are the most common ones used because
the single-phase machine parameters can be used directly in the resultant
models, and the two-phase voltages and currents are identical in magnitude
to their three-phase counterparts.
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FIGURE 34.113 Space phasor diagram of a Syncrel.

of these. The interested reader should consult references [4–6]
cited at the end of this chapter.

One of the most common control strategies for any elec-
trical machine is to maximize the torque per ampere of input
current. The following discussion should be considered in con-
junction with Fig. 34.113, which shows the relationship of the
various vectors in the machine to the dr qr - and dsqs-axes.

It turns out that one of the critical parameters for the control
of the Syncrel is the angle of the resultant current vector in the
machine in relation to the d-axis of the machine. It is possible
to write the torque expression for the Syncrel in terms of this as

Te = 3

2
p
(
Ld − Lq

) |i|2 sin 2δ (34.103)

It is obvious that this expression is maximized for a given
value of i if δ = π

4 . Therefore, one should control the currents
so that δ stays at this angle, if maximum torque per ampere is
desired.

Another control objective for the Syncrel is to maximize the
power factor for the machine. This is important to minimize
the kVA for the inverter. It can be shown that the current angle
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to maximize the power factor is [4]

δ = tan−1
√

ξ (34.104)

where

ξ = Ld /Lq (the inductance ratio).

Remark
Equation (34.104) indicates that ξ is the important parameter in
relation to power factor. In order to obtain a power factor of 0.8,
one requires an inductance ratio of approximately 10.

Finally, we shall consider another control objective – max-
imize the rate of change of torque with a fixed-current-angle
control strategy. In effect, this means that one is maximizing
the rate of change of the currents in the machine for a given
voltage applied to it. The analysis of this requirement results
in [4]

δ = tan−1 ξ (34.105)

Remark
As with the maximum-power-factor case, ξ is the most important
parameter in relation to the rate of change of torque. Because
this control effectively optimizes the current into the machine for
a given voltage and angular velocity, this angle also corresponds
to that required to maximize the field-weakening range of the
machine.

Other control strategies for the machine can be devised, as
well as the current angles required to obtain the maximum
power from the machine during field-weakening operation.

Remark
If one carries out a thorough analysis of all the control properties
of the Syncrel, then it emerges that all performance measures for
the machine are enhanced by a large value of the ξ ratio.

34.10.6 Practical Considerations

The control strategies discussed in the previous section were all
derived assuming that the machine does not exhibit saturation
and there are no iron losses. The q-axis of the machine does not
have any saturation, as the flux path on this axis is dominated
by air. However, the d-axis of the machine does exhibit sub-
stantial saturation under operational flux levels, and this effect
must be accounted for to optimize the drive performance.

The effect that saturation has on the ideal current angles
is to increase them. This increase is most pronounced for the
maximum torque per ampere control strategy, since this strat-
egy results in a larger component of current in the d-axis,
and consequently more saturation. Maximum power factor

and maximum rate of change of torque are not affected as
much. In order to get the correct current angle for maximum
torque per ampere, a lookup table of the saturation character-
istic of the machine must be stored in the controller, which is
consulted in order to calculate the desired current angle [7].

It has been found that iron losses in the stator and the rotor
also affect the optimal current angles. However, usually satu-
ration effects dominate, and the effects of iron losses can be
ignored.

34.10.7 A Syncrel Drive System

The basic structure of a variable-speed drive system based on
using the Syncrel is shown in Fig. 34.114. Many components
of this drive are very similar to those found in an induction
machine drive system. One notable exception is the Ld lookup
table block and the current reference generator. The Ld lookup
stores the current vs d-axis inductance table for the machine,
thereby allowing the inductance to be determined for various
current levels. This table is also used to generate the incremen-
tal d-axis inductance. The inductance values generated from
this table are used in the state feedback block and the torque
estimator.

The state feedback block effectively generates an offset
voltage to the PWM generator so that the voltage it pro-
duces is at least enough to counter the back-emf. This
technique effectively eliminates the back-emf disturbance from
the current-control loops.

The current reference generator takes the desired torque as
an input and generates the required d- and q-axis currents at
the output. This block uses a lookup-table technique together
with an inverse of the torque equation to generate these cur-
rents and takes into account the saturation characteristics of
the machine.

The three-to-two-phase block converts the currents from a
three-phase stationary frame to a two-phase rotating frame.
This is a standard block in induction machine drives, and as
with induction machine drives, this means that the Syncrel
control algorithm is implemented in a rotating reference frame.
The conversion from this frame back to the stationary frame
occurs implicitly in the space vector PWM generator.

The Syncrel control algorithm is essentially a simplified
vector controller, and consequently the computational require-
ments are not high. This means that a Syncrel controller can be
implemented on a modest microprocessor. As far as input and
output hardware is concerned, the requirements are basically
the same as those for an induction machine system – i.e. sam-
ple two of the phase currents, the link voltage, and the rotor
position.

34.10.8 Conclusion

The Syncrel-based drive system offers simplicity in control,
excellent performance for variable speed and position-control
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FIGURE 34.114 Block diagram of a Syncrel drive system.

applications, good torque and power density, and efficiency
that is more than competitive with that of the induction
machine drive systems. To date very few commercial drive sys-
tems are available using Syncrels, this being mainly due to the
slow emergence of easy-to-manufacture rotors that give good
performance, and the conservatism of the motor-drive indus-
try. One commercial application that has emerged is ac-servo
applications, where the Syncrel offers low torque ripple (with
appropriate rotor design) together with a small moment of
inertia. Other applications under consideration are in the area
of drives for electric vehicles and generators for flywheel energy
storage systems. It remains to be seen whether the Syncrel
can ever challenge the supremacy of the vector-controlled
induction machine in mainstream industrial applications.

The interested reader who wishes to pursue Syncrel drives in
more detail can find a good coverage of the control and motor
design issues in [8].
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35.1 Introduction

The chapter introduces novel ideas in the efficient control
of industrial motor drives. The use of Artificial Intelligence
AI-Soft Computing techniques is gaining acceptance in the
industry to ensure efficient energy utilization, robust and accu-
rate speed reference tracking, minimum impact on the host
electric grid system and extended life span of the motor drive
system while avoiding magnetic saturation and inrush current
conditions. The use of emerging soft computing random search
techniques such as Particle Swarm Optimization (PSO) and
Genetic Algorithm (GA) is also gaining acceptance as effective
tools in dynamic on-line tuning, self-regulating, and adjust-
ment of controller to ensure that specific objective functions
are optimized. The use of dynamic online self-adjusting error
driven control strategies is promising effective, robust, and effi-
cient control strategies for DC and AC motor drives. The use
of new topologies, converter architecture, and switching strate-
gies is greatly facilitated by multi-loop regulation and dynamic
absolute error minimization using PSO and GA search algo-
rithms. In this chapter, a review of PSO and GA search methods
is followed by single and multi-objective optimization search

algorithms and how both soft computing AI-based techniques
can be applied to optimal operation of induction motor drives,
hybrid photovoltaic-Fuel Cell–Diesel–Battery Electric Vehicle
drive system and finally the novel self-regulating Green Plug-
Energy Management-Energy Economizer Schemes developed
by the First Author as a number of an extended family of
modulated power filters, switched capacitor compensators, and
dynamic electric energy management devices and system.

Solving an optimization problem is one of the common sce-
narios that occur in most engineering applications. Classical
optimization techniques such as Linear Programming LP and
Non-Linaer Programming NLP are efficient approaches that
can be used to solve special cases of optimization problem in
power system and motor drive applications. As the complex-
ities of the problem increase, especially with the introduction
of parameter uncertainties, more complicated optimization
techniques such as stochastic programming have to be used.
However, these analytical methods are not easy to implement
for most of the real-world problems. As a highly nonlinear,
nonstationary motor drive system with nonlinear inertia, load,
noise, and uncertainties, motor drives can have a large number
of operating condition states and parameters. Implementing
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any of the classical analytical optimization search methods may
not be feasible in most of the cases. On the other hand, GA
and PSO search techniques can be attractive, alternative, and
effective solutions. GA and PSO are stochastically based search
techniques that have its roots in Artificial Life and Social Psy-
chology, as well as in Engineering and Computer Science. In
general, there are two possible optimization techniques based
on GA and PSO. The two techniques are:

1. Single objective Optimization SOO and
2. Multi objective Optimization MOO

The main procedure of the SOO is based on deriving a single
objective (SO) function for the optimization search problem.
The SO function may be combined from several objective
functions using weighting factors. The objective function is
optimized (either minimized or maximized) using GA or PSO
to obtain a single solution. On the other hand, the main objec-
tive of the Multi-Objective (MO) problem is finding the set
of acceptable trade-off optimal solutions. This set of accepted
solutions is called Pareto front. These acceptable solutions give
more ability to the user to make an informed decision by seeing
a wide range of solutions that are optimum from an “overall”
standpoint. SO optimization may ignore this trade-off view-
point. This chapter has described the basic concepts of GA
and PSO and presents a review of some of the applications
of GA and PSO in motor drive-based optimization problems
to give the readers some insight of how GA and PSO can
serve as acceptable near optimal solutions to some of the most
complicated engineering optimization problems.

35.2 Differences Between GA and
PSO and Other Evolutionary
Computation (EC) Techniques

A comparison between Conventional Optimization Techniques
and evolutionary algorithms (like GA and PSO) is presented in
Table 35.1 [1].

TABLE 35.1 Comparison between conventional optimization procedures and evolutionary algorithms

Property Evolutionary Traditional

Search space Population of potential solutions Trajectory by a single point
Motivation Natural selection and Social adaptation Mathematical properties (gradient, Hessian)
Applicability Domain independent, Applicable to variety of problems Applicable to a specific problem domain
Point Transition Probabilistic Deterministic
Prerequisites An objective function to be optimized Auxiliary knowledge such as gradient vectors
Initial guess Automatically generated by the algorithm Provided by user
Flow of control Mostly parallel Mostly serial
CPU time Large Small
Results Global optimum more probable Local optimum, dependant of initial guess
Advantages Global search, parallel, speed Convergence proof
Drawbacks No general formal convergence proof Locality, computational cost

• Unlike other random search algorithms, each potential
solution (called a particle) is also assigned a randomized
velocity and then flown through the problem hyperspace.

• The most striking difference between PSO and the other
evolutionary soft computing algorithms is that PSO
chooses the path of cooperation over competition. The
other algorithms commonly use some form of decima-
tion, survival of the fittest. In contrast, the PSO pop-
ulation is stable and individuals are not destroyed or
created. Individuals are influenced by the best perfor-
mance of their neighbors. Individuals eventually converge
on optimal points in the problem domain.

• The PSO traditionally does not have any genetic oper-
ators like crossover between individuals and mutation,
and other individuals never substitute particles during
the run. Instead, the PSO refines its search by attracting
the particles to positions with good solutions.

• Particles update themselves with the internal velocity.
• They also have memory, which is important to the

algorithm.
• Compared with GAs, the information sharing mecha-

nism in PSO is significantly different. In GAs, chromo-
somes share information with each other. So, the whole
population moves like a one group toward an optimal
area. In PSO, only gbest or pbest gives out the information
to others. It is a one-way information sharing mechanism.
The evolution only looks for the best solution.

• Compared to the GA, the advantages of PSO are that
PSO is easy to implement and there are few parameters
to adjust.

35.3 Single Objective Genetic
Optimization Search Algorithm
(SOGA)

GAs are an evolutionary optimization approach which is an
alternative to traditional optimization methods. GA is most
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appropriate for complex nonlinear models where the location
of the global optimum is a difficult task. It may be possible
to use GA techniques to consider problems which may not be
modeled as accurately using other approaches.

Therefore, GA appears to be a potentially useful approach.
GA is particularly applicable to problems which are large,
nonlinear, and possibly discrete in nature, features that tradi-
tionally add to the degree of complexity of solution. Due to
the probabilistic development of the solution, GA does not
guarantee optimality even when it may be reached. However,
they are likely to be close to the global optimum. This prob-
abilistic nature of the solution is also the reason they are not
contained by local optima. The GA procedure is based on the
Darwinian principle of survival of the fittest. An initial popu-
lation is created containing a predefined number of individuals
(or solutions), each represented by a genetic string (incorporat-
ing the variable information). Each individual has an associated
fitness measure, typically representing an objective value. The
concept that fittest (or best) individuals in a population will
produce fitter offspring is then implemented in order to repro-
duce the next population. Selected individuals are chosen for
reproduction (or crossover) at each generation, with an appro-
priate mutation factor to randomly modify the genes of an
individual, in order to develop the new population. The result
is another set of individuals based on the original subjects lead-
ing to subsequent populations with better (min. or ma35.)
individual fitness. Therefore, the algorithm identifies the indi-
viduals with the optimizing fitness values, and those with lower
fitness will naturally get discarded from the population [2].
Figure 35.1 shows the general flow chart of the GA algorithm
based on the total error iterative minimum search. The steps of
the GA are depicted as follows:

1. [Start] Generate random population of n chromo-
somes (suitable solutions for the problem)

Start

Generation of initial population

Gen = Gen + 1

Selection

Crossover

Mutation

Gen < MaxGen

End

Yes

No

FIGURE 35.1 Flow chart for the GA minimizing search algorithm.

2. [Fitness] Evaluate the fitness f (x) of each chromosome
x in the population

3. [New population] Create a new population by repeat-
ing the following steps until the new population is
complete:

(a) [Selection] Select two parent chromosomes
from a population according to their fitness (the
better fitness, the bigger chance to be selected).

(b) [Crossover] With a crossover probability cross
over the parents to form a new offspring (chil-
dren). If no crossover was performed, the off-
spring is an exact copy of parents.

(c) [Mutation] With a mutation probability mutate
new offspring at each locus (position in chro-
mosome).

(d) [Accepting] Place the new offspring in a new
population.

4. [Replace] Use new generated population for a further
run of algorithm

5. [Test] If the end condition is satisfied, stop, and return
the best solution in current population
[Loop] Go to step 2

GAs can be applied to many scientific, engineering problems,
once solutions of a given problem can be encoded to chromo-
somes in GA, and compare the relative performance (fitness) of
solutions. An effective GA representation and meaningful fit-
ness evaluation are the keys of the success in GA applications.
The appeal of GAs comes from their simplicity and elegance as
robust search algorithms as well as from their power to discover
good solutions rapidly for difficult high-dimensional prob-
lems. The main advantage of GA is that models which cannot
be developed using other solution methods without some form
of approximation can be considered in an un-approximated
form. Size of the model, i.e., number of probabilistic variables,
has a significant effect on the speed of solution therefore model
specification can be crucial. Unlike other solution methods,
integer variables are easier to accommodate in GA than con-
tinuous variables. This is due to the resulting restricted search
space. Further, variable bound values can be applied to achieve
similar results. GAs can be used for problem-solving and for
modeling when the search space is large, complex, or poorly
understood, domain knowledge is scarce or expert knowledge
is difficult to encode to narrow the search space, no mathemat-
ical analysis is available, and traditional search methods fail.

35.4 Single Objective Particle Swarm
Optimization Search Algorithm
(SOPSO)

PSO is an evolutionary computational technique (a search
method based on a natural system), which was introduced
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by Kennedy and Eberhart in 1995 [3]. This optimization and
search technique models the natural swarm behavior seen in
many species of birds returning to roost, group of fish, and
swarm of bees. . . etc. The PSO may be used to find optimal
(or near optimal) solutions to numerical and qualitative prob-
lems [4–8]. PSOs methods are inspired by particles moving
around in the defined search-space. The individuals in a PSO
have a position and a velocity. The PSO method remembers the
best position found by any particle. Additionally, each particle
remembers its own previously best-found position. A particle
moves through the specified solution space along a trajectory
defined by its velocity, the draw to return to a previous promis-
ing search area, and an attraction toward the best location
discovered by its close neighbors. PSO has been used for a wide
range of search applications, as well as for specific optimization
tasks. PSO can be easily implemented in most programming
languages and has proven to be both effective and fast when
applied to a diverse set of nonlinear optimization problems.
PSO has been successfully applied in many areas:

• Function optimization;
• Artificial neural network training;
• Proportional and integral fuzzy system control; and
• Other near optimal search and optimization areas where

GA can be applied.

35.4.1 Structure of the PSO Particle

The basic structure of any particle in a selected population
consists of five components:

• �x is a vector containing the current location in the solu-
tion space. The size of �x is defined by the number of
variables used by the problem that is being solved.

• Fitness is the quality of the solution represented by the
vector �x, as computed by a problem-specific evaluation
function.

• �V is a vector containing the velocity for each dimension
of �x. The velocity of a dimension is the step size that the
corresponding �x value will change into at the next iter-
ation. Changing the �V values changes the direction the
particle will move through in the search space, causing
the particle to make a turn. The velocity vector is used to
control the range and resolution of the search.

• Pbest is the fitness value of the best solution yet found by
a particular particle.

• �P is the copy of the �x for the location that generated the
particle’s Pbest. Jointly, Pbest and �x comprise the particle’s
memory, which is used to control the particle to go back
toward a definite search region.

• Each particle is also aware of the current best fitness in
the neighborhood for any given iteration. A neighbor-
hood may consist of some small group of particles, in
which case the neighborhoods overlap and every parti-
cle is in multiple neighborhoods. Particles in a swarm are

related socially; that is, each particle is a member of one
or more neighborhoods. Each individual tries to emulate
the behavior of the best of its neighbors. Each individual
can be thought of as moving through the feature space
with a velocity vector that is influenced by its neighbors.

35.4.2 Basic Search Method

The position of each particle is represented by XY axis posi-
tion; and also the velocity is expressed by Vx (the velocity of
X axis) and Vy (the velocity of Y axis). Modification of the
particle position is realized by the position and velocity infor-
mation. Each particle knows its best value so far (Pbest) and its
XY position. This information represents the personal experi-
ences of each particle. Moreover, each particle knows the best
value so far in the group (gbest) among Pbests. This infor-
mation represents the knowledge of how the other particles
around have performed. Namely, each particle tries to modify
its position using the following information:

• The current positions (x, y);
• The current velocities (Vx, Vy);
• The distance between the current position and Pbest;
• The distance between the current position and gbest.

This modification can be represented by the concept of
velocity. Velocity of each particle can be modified by the
following equation:

Vid = W × Vid + C1 × rand1 × (Pid − Xid)

+ C2 × rand2 ×
(
Pgd − Xid

)
(35.1)

where:

• Vid is the value of dimension d in the velocity vector �v for
particle i;

• C1 is the cognitive learning selected rate;
• C2 is the social learning selected rate;
• rand1 and rand2 are random values on the range [0.1];
• Xid is the current position of particle i along dimension d;
• W is the selected weighting factor;
• Pid is the location along dimension d at which the particle

previously had the best fitness measure; and
• Pgd is the current location along dimension d of the

neighborhood particle with the best fitness.

The basic concept of the PSO technique lies in accelerating
each particle toward its Pbest and gbest locations, with a ran-
dom weighted acceleration at each step and this is illustrated in
Fig. 35.2,

where

Pk is the current position of a particle,
Pk+1 is its modified position,

VK is its initial velocity,
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VK

PK

PK + 1

VK + 1

Pbest

Vpbest

Vgbest
gbest

FIGURE 35.2 Concept of modification of a searching point by PSO.

Generation of initial condition of
each agent

Evaluation of searching point of
each agent

Modification of each searching
point

Reach maximum iterations

Start

Stop

No

Yes

FIGURE 35.3 The general flow chart of PSO search algorithm.

VK+1 is its modified velocity,
Vpbest is the velocity considering its pbest location, and
Vgbest is the velocity considering its gbest location.

Using the above concept, a certain velocity, which gradually
gets close to Pbest and gbest, can be calculated. The current posi-
tion (searching point in the solution space) can be modified by
the following equation:

Xid = Xid + Vid (35.2)

35.4.3 PSO Search Algorithm

Figure 35.3 shows the general flow chart of the PSO algorithm.
The main steps in the PSO process are described as follows:

1. System initialized with a population of random poten-
tial solutions. Each potential solution is assigned a ran-
dom “velocity” and is called a particle (It has position
in the space; i.e., it is a point in the solution space and it

has velocity). These particles are then “flown” through
the search space of potential solutions.

2. Evaluate the fitness of each particle in the swarm.
3. For every iteration, compare each particle’s fitness with

its previous best fitness (Pbest) obtained. If the current
value is better than Pbest, then set Pbest equal to the cur-
rent value and the Pbest location equal to the current
location in the d-dimensional space.

4. Compare Pbest of particles with each other and update
the swarm global best location with the greatest fitness
(gbest).

5. The velocity of each particle is changed (accelerated)
toward its Pbest and gbest. This acceleration is weighted
by a random term. A new position in the solution space
is calculated for each particle by adding the new veloc-
ity value to each component of the particle’s position
vector.

6. Repeat steps (2)–(5) until convergence is reached based
on some desired single or multiple objective criteria.

35.5 Multi-Objective Optimization
(MOO)

In many real-life applications, multiple and often conflict-
ing objectives need to be satisfied. Satisfying these conflict-
ing objective functions is called Multi-Objective Optimization
(MOO). For example, to place more functional blocks on a
chip while minimizing that chip’s area and/or power dissipa-
tion are conflicting objectives that need performing a tradeoff
analysis [9, 10]. The objective of MO optimization is to find a
set of acceptable solutions and present them to the user, who
will then choose from them. Generally, there are two general
approaches to solve MOO. The first approach lies in combin-
ing the individual objective functions into a single composite
function. Determination of a SO is possible with methods,
such as the weighted sum method, but the problem lies in the
correct selection of the weights. In practice, it can be very dif-
ficult to accurately select these weights, even for someone very
familiar with the problem domain. In addition, optimizing a
particular solution with respect to a SO can result in unac-
ceptable results with respect to the other objectives [11, 12].
The second general approach is to obtain the optimal solution.
There will be a set of optimal trade-offs between the conflict-
ing objectives, but this optimal solution is called Pareto optimal
solution set or Pareto front [13, 14]. A Pareto optimal set is
a set of solutions that are nondominated with respect to one
another. While moving from one Pareto solution to another,
there is always a certain amount of importance in one objective
to achieve a certain amount of gain in the other. Generating
the Pareto set has several advantages. The Pareto set allows the
user to make an informed decision by seeing a wide range of
options. The Pareto set contains the solutions that are optimum
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from an “overall” standpoint. SO optimization may ignore this
trade-off viewpoint. This feature is useful since it provides
better understanding of this system in which all the conse-
quences of a decision with respect to all the objectives can be
explored [9].

The following definitions are used in the proposed MOO
search algorithm:

Def. 1 The general MO problem requiring the optimization of N
objectives may be formulated as follows:

Minimize

�y = �F(�x) =
[�f1(�x), �f2(�x), �f3(�x), . . . , �fN(�x)

]T
(35.3)

subject to gj (�x) ≤ 0 j = 1, 2, . . . , M (35.4)

Where �x∗ = [�x∗1 , �x∗2 , . . . , �x∗P
]T ∈ � (35.5)

�y is the objective vector, the �gi(�x) represent the constraints
and �x∗ is a P-dimensional vector representing the decision
variables within a parameter space �. The space spanned
by the objective vectors is called the objective space. The
subspace of the objective vectors satisfying the constraints
is called the feasible space.

Def. 2 A decision vector �x1 ∈ � is said to dominate the decision
vector �x2 ∈ � (denoted by �x1 ≺ �x1), if the decision vector
�x1 is not worse than �x2 in all objectives and strictly better
than �x2 in at least one objective.

Def. 3 A decision vector �x1 ∈ � is called Pareto-optimal, if there
does not exist another �x2 ∈ � that dominates it. An objec-
tive vector is called Pareto-optimal, if the corresponding
decision vector is Pareto-optimal.

Def. 4 The non-dominated set of the entire feasible search space
� is the Pareto-optimal set. The Pareto-optimal set in the
objective space is called Pareto-optimal front.

35.6 Multi-Objective Genetic
Optimization Search Algorithm
(MOGA)

The Non-Dominated Sorting Genetic Algorithm (NSGA) is a
MO genetic algorithm that was developed by Deb et al. [15].
This algorithm has been chosen over a conventional genetic
algorithm for three principal reasons: (a) no need to specify a
sharing parameter, (b) a strong tendency to find a diverse set of
solutions along the Pareto optimal front, and (c) the ability to
specify multiple objectives without the need to combine them
using a weighted sum. The basic idea behind NSGA is the rank-
ing process executed before the selection operation, as shown
in Fig. 35.4. This process identifies non-dominated solutions
in the population, at each generation, to form non-dominated
fronts [16], after this, the selection, crossover, and mutation

usual operators are performed. In the ranking procedure, the
non-dominated individuals in the current population are first
identified. Then, these individuals are assumed to constitute
the first non-dominated front with a large dummy fitness
value [16]. The same fitness value is assigned to all of them. In
order to maintain diversity in the population, a sharing method
is then applied. Afterward, the individuals of the first front are
ignored temporarily and the rest of population is processed
in the same way to identify individuals for the second non-
dominated front. A dummy fitness value that is kept smaller
than the minimum shared dummy fitness of the previous front
is assigned to all individuals belonging to the new front. This
process continues until the whole population is classified into
non-dominated fronts. Since the non-dominated fronts are
defined, the population is then reproduced according to the
dummy fitness values.

35.7 Multi-Objective Particle Swarm
Optimization Search Algorithm
(MOPSO)

In Multi-Objective Particle Swarm Optimization (MOPSO)
[9–14], a set of particles are initialized in the decision space
at random. For each particle i, a position xi in the decision
space and a velocity vi are assigned. The particles change their
positions and move toward the so far best-found solutions. The
non-dominated solutions from the last generations are kept in
the archive. The archive is an external population, in which
the so far found non-dominated solutions are kept. Moving
toward the optima (maximum or minimum) is done in the
calculations of the velocities as follows:

Vid = ω × Vid + C1 × rand1 ×
(
Ppd − Xid

)
+ C2 × rand2 × (Prd − Xid) (35.6)

Xid = Xid + Vid (35.7)

where Pr,d, Pp,d are randomly chosen from a single global
Pareto archive, ω is the inertia factor influencing the local and
global abilities of the algorithm, Vi,d is the velocity of the par-
ticle i in the dth dimension, c1 and c2 are weights affecting the
cognitive and social factors, respectively. r1 and r2 are two uni-
form random functions in the range [0, 1]. According to (35.7),
each particle has to change its position Xi,d toward the position
of the two guides Pr,d, Pp,d which must be selected from the
updated set of non-dominated solutions stored in the archive.
The particles change their positions during generations until
a termination criterion is met. Finding a relatively large set of
Pareto-optimal trade-off solutions is possible by running the
MOPSO for many generations. Figure 35.5(a) shows the flow
chart of the MOPSO. Also Fig. 35.5(b) explains the procedure
of the MOPSO using pseudo code.
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FIGURE 35.4 Flow chart of NSGA.

Init Pop(); The particle swarm is initialized with random values
corresponding to the ranges of the decision variables. These
values are dependent on the test functions.

Init Velocity(); The velocities are initialized with zero values.
Check the feasibility of each particle. If the particle does

not satisfy the constraints, then regenerate it.

Evaluate Pop(); The swarm is evaluated using the corresponding
objective functions.

Update Fbest(); The fitness vectors are updated (Evaluate the
multi-objective fitness value of each particle and save it
in vector form). As we are dealing with MOO, these vec-
tors store the values of each decision variable, whereby the
particles obtain the best values in a Pareto sense.

At this stage of the algorithm, these vectors are filled with
the results of the initial particle evaluations.

Update Pbest(); Analogously, these values are copied in the pbest
vectors.

Insert nodom(); Calculate the multi-objective fitness values of
each particle and check its Pareto optimality. Store the

non-dominated particles in the Pareto archive. If the spe-
cific constraint does not exist for the archive, the size of the
archive will be unlimited (all non-dominated particles are
inserted in the grid; i.e., in the external file).

Gbestpos = rnd (0,nodomfileSize); The global gbest particle is
randomly selected.

//The flight cycle starts here //

Update Velocity(); The velocity of each particle is updated,
using (35.6). Two Pareto solutions are chosen randomly for
Pr,d,Pi,d from the Pareto archive.

Update Particle(); The position of each particle is also updated
using (35.7)

Keeping(); The keeping operation is carried out to maintain the
particles into the allowable range values. Then, the parti-
cles are mutated. If the particle does not remain within
the feasible solution region, it is discarded and mutated
again.
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(a)

(b)

Update position

Evaluate
particles

Find global best
then insert in archive

Update velocity

Initialize position,
velocity, and archive

Update the memor
of each particley

Archive

1. MOPSO

2. {

3.           Init _Pop();

4.           Init _Velocity();

5.           Evaluate_ Pop();

6.           Update_ Fbest();

7.           Update_ Pbest();

8.           Insert_ nodom();

9.          Gbestpos = rnd(0,nodomfileSize)

10.           for (i=1 to MAXCYCLES)  

11.           {

12.                   for (j=0 to MAXPARTICLES) 

13.                   { 

14.                                Update_Velocity();

15.                                Update_Particle();

16.    } 

17.                   Keeping();

18.                   Evaluate_ Pop();

19.                   Update_ Fbest();

20.                   Update _Pbest();

21.                   Insert_ nodom();

22.                   Gbestpos = rnd(0,nodomfileSize) 

23.          }

24.          Print Statistics();

25.          Generate Outfile();

26. }

FIGURE 35.5 Procedure of the MOPSO (a) Flow chart of the algorithm;
(b) Pseudo code of MOPSO.

Evaluate Pop(); Update Fbest(); Update Pbest(); The particles are
evaluated, the fitness, and pbest vector are, if appropriate,
updated.

Insert nodom(); As the particles move in the search space because
they have changed positions, the dominance of each particle
is verified and, if appropriate, they are inserted in the grid.

(a) Check the Pareto optimality of each particle. If the
fitness value of the particle is non-dominated when
compared to the Pareto optimal set in the archive,
save it into the Pareto archive.

(b) In the Pareto archive, if a particle is dominated by
a new one, then discard it.

Gbestpos = rnd(0,nodomfileSize); Then, the new gbest is ran-
domly selected. Two Pareto solutions are chosen randomly
for pp;d and pr;d from the Pareto archive.

Repeat the cycle until the number of generations reaches
a given n.

// the end of the cycles //

Print Statistics(); Generate Outfile(); Print the statistics and gen-
erate an output file, which contains the non-dominated
particles.

35.8 GA and PSO Applications in
Speed Control of Motor Drives

Many areas in power systems require solving one or more non-
linear optimization problems. While analytical methods might
suffer from slow convergence and the problem of dimension-
ality, GA and PSO are known to effectively solve large-scale
nonlinear optimization problems [17]. This section provides
some motor drive applications that have benefited from the
powerful nature of GA and PSO as optimization techniques.
For each application, technical details that are required for
applying GA and PSO and the most efficient fitness functions
are also discussed. In this section, on-line energy optimiza-
tion controllers are proposed for induction motor drives and
PMDC motor Drives using GA and PSO. In many applica-
tions, efficiency optimization of induction motors and PMDC
motors represents an important factor of control especially
for autonomous electrical traction. This section will present
some of the applications of GA and PSO in motor drives-based
optimization problems to give some insight of how GA and
PSO can serve as a solution to some of the most complicated
engineering optimization problems [18–43].

35.8.1 Efficient Operation of Induction Motor
Drives [18]

Induction motor is a high efficiency electrical machine when
working close to its rated torque and speed. However, at
light loads, no balance in between copper and iron losses,
results considerable reduction in the efficiency. The part load
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efficiency and power factor can be improved by making the
motor excitation adjustment in accordance with load and
speed. To implement the above goal, the induction motor
should either be fed through an inverter or redesigned with
optimization algorithms [19]. This application presents an
optimization technique for an efficient controller for the three-
phase induction motors. MOPSO technique is implemented
to tackle all the conflicting goals that define the search for
the optimality problem. The PSO search deals with two main
conflicting objective functions. These conflicting functions are:
Maximizing the operating efficiency of the drive system for a
given mechanical load and maximizing the equivalent power
factor of the induction motor for start up and steady-state
operation. In addition, the optimization ensures that maxi-
mum allowable stator current constraints are not exceeded.
The proposed techniques are based on the principle that the
flux level in a machine can be adjusted to give the required
trade-off solution of maximum efficiency (ME) and maximum
power factor (MPF) for a given value of speed and load torque.
The optimum flux levels are functions of the machine load
and speed requirements. Simulation results show that consid-
erable efficiency and power factor improvements are achieved
using MOPSO when compared with the Field Oriented Con-
trol (FOC) and Constant Voltage to Frequency Ratio based
Control (CVFRC).

For optimal operation, three key objective functions that
can affect the motor operation had been chosen. These three
objective functions are based on motor efficiency, motor power
factor, and motor stator current:

1. Efficiency (to maximize);
2. Power Factor (to maximize);
3. Stator Current (to Minimize);

In addition, the optimization search ensures that all maxi-
mum stator current and inrush constraints are not exceeded.

Figure 35.6 is a plot of input power versus stator current. As
illustrated in this figure, the stator current and the input power
are minimized almost simultaneously. Therefore, in practice
the ME and the Minimum Stator Current (MSC) are not
conflicting objective functions. So, when the efficiency is max-
imized, the stator current is minimized and the torque per
ampere is maximized. So, the ME and power factor will be con-
sidered as the main conflicting objective functions. However, a
good operation should represent the right compromise among
different objectives but the problem consists in searching this
“compromise.” The best tool to optimally solve this problem
is represented by the multi-objective approach. This approach
allows us to investigate how each single-objective and multi-
objective problem affects the results in terms of performance
and independent variables and, above all, allows us to have
a wide range of alternative solutions among which the oper-
ator can choose a better solution. The MOGA and MOPSO
algorithms have been applied to optimize the operation of a
three-phase, 380 V, 1-HP, 50 Hz, 4-pole, squirrel cage induc-
tion motor. The block diagram of the optimization process
based on PSO is shown in Fig. 35.7. In the proposed con-
troller, the PSO algorithm receives the rotor speed and load
torque, and then the PSO controller determines the slip fre-
quency at which the optimal fitness function occurs at that
rotor speed and load torque. As stated before, this part of simu-
lation will consider the ME and the MPF problem to be solved
using MOPSO. Figure 35.8 shows the solution to this prob-
lem and shows the Pareto fronts of the problem for different
levels of rotor speed ωr= 0.2, 0.4, 0.8, 1 PU and different levels
of load torque TL= 0.2, and 1 PU. Tables 35.2 and 35.3 show
the solution limits of the efficiency and the power factor for
each operating point using MOGA and MOPSO. This range of
solutions which is called the Pareto front enables the operator
to choose the best compromise solution. Figure 35.10 shows
the comparison between the CVFRS, the FOCS, and the avail-
able solutions from MOPSO at different levels of load torque
and rotor speed ωr= 0.2, and 1 PU, respectively. The solution
that has ME is selected from the Pareto front to achieve this
comparison. Keep in mind that, the operator can choose the
compromised solution from the Pareto front depending on the
desired efficiency and power factor. It is obvious from Fig. 35.6
that the stator current is minimized using MOPSO. In addi-
tion, there is a great improvement in efficiency and power
factor using MOPSO when compared with other strategies
especially at light loads. It is noted that there is a very poor
PF obtained using conventional methods (FOCS and CVFRS)
especially at light loads. It is obvious from Fig. 35.9 that the effi-
ciency improvement has a noticeable value especially at light
loads and rotor speed ωr= 0.2 PU that can be as high as 80%
using CVFRS. This difference decreases to 65% at rotor speed
ωr= 1 PU. On the other hand, the power factor improvement
reaches 55% at light load and rotor speedωr= 0.2 PU. Whereas
this improvement reaches 160% at rotor speed ωr= 1 PU and
light load. The performance difference between the FOC and
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the proposed control strategies MOPSO comes from the cho-
sen value of the slip frequency and the air-gap flux for each
strategy. For example, at loading condition of rotor speed equal
to 0.2 PU and load torques varying from 0.2 to 1 PU, the values
of slip frequency based on FOCS vary from 0.01 to 0.042 PU.
On the other hand, the values of slip frequency based on
MOPSO vary from 0.0301 to 0.0524 PU. This difference in slip
frequency and air-gap flux causes the difference in performance
of each control strategy. The difference in the flux level of the
(FOCS) controller comes from the choice of the level of the
magnetization current command. The command of magneti-
zation current is set to a constant value, which produces rated
torque at rated stator flu35. At light loads, the constant chosen
value of magnetization current fails to choose the optimal flux
level. On the other hand, this value yields the optimal flux level
at rated loads. The proposed strategies overcome this problem
and successfully choosing the optimal flux level especially at
light loads.

35.8.2 A Novel Self-Regulating Hybrid
(PV–FC–Diesel–Battery) Electric
Vehicle-EV Drive System [20]

This application presents a number of novel self-regulating
tri-loop error driven controllers for a hybrid PV–FC–Diesel–
Battery powered all-wheel drive electric vehicle using Four
Wheels Permanent Magnet DC (PMDC) motors, which are
modeled to include existing nonlinearities in motor plus load
inertia (J) and viscous friction (B). A Tri-Loop dynamic error
driven scheme is proposed to regulate motor speed and current
and avoid motor overloading/inrush conditions, in addition

to motor speed dynamic reference tracking. The Proposed tri-
loop dynamic error driven self-tuned control schemes utilized
to ensure dynamic energy efficiency, control loop decoupling,
grid interface stability while maintaining reference speed track-
ing capability. The integrated motor drive scheme is fully
stabilized using a novel FACTS-based green filter compen-
sators that ensures stabilized DC bus voltage, minimal inrush
current conditions, and damped load excursions. This applica-
tion presents a novel comparison of the MOPSO and Genetic
search Algorithms MOGA optimization and search techniques
for online dynamic tuning of the different controllers under
varying renewable source conditions and load excursions.

The pressing need to utilize all abundant renewable green
energy sources (Wind, Solar, PV, Wave, Tidal, Fuel Cell, Biogas,
Hybrid...) is currently motivated by economic and environ-
mental concerns. The increasing reliance on costly fossil fuels
with increasing rate of resource depletion is causing a shift
to energy alternatives, clean fuel replacement, and energy dis-
placement of conventional sources to new green renewable,
environmentally safe, and friendly counterparts [21, 22]. Elec-
tric vehicle is one of the solutions for the reduction of the
fossil fuel consumption and pollutant emissions of gas respon-
sible for the green house effect. However, pure battery electric
vehicles have shown their own range limitations, because of
their size the vehicle habitability is reduced so has its range.
Adding different kinds of power supply in the same vehicle
allows taking advantages from their different characteristics
[23]. Several types of electric motors may be used for EV
propulsion purposes. Earlier traction motors were exclusively
dc motors, either series-excited or separately excited. Recently,
more advanced ac drive systems have found application in
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TABLE 35.2 The limits pf the Pareto front of the two conflicting objec-
tive functions using MOGA

TL (PU) Efficiency Power Factor
Minimum Maximum Maximum Minimum

(a)
ωr = 0.2 PU

0.2 0.2554 0.4665 0.9284 0.6650
0.4 0.2486 0.4544 0.9318 0.7091
0.6 0.2521 0.4371 0.9344 0.7780
0.8 0.2510 0.4688 0.9308 0.6578
1 0.2549 0.4539 0.9198 0.6771

(b)
ωr = 0.4 PU

0.2 0.3571 0.5883 0.9010 0.6860
0.4 0.3934 0.6012 0.8862 0.7068
0.6 0.3784 0.5915 0.8963 0.6786
0.8 0.4025 0.5818 0.8871 0.6662
1 0.3794 0.5960 0.9008 0.6547

(c)
ωr = 0.6 PU

0.2 0.4979 0.6859 0.8893 0.7015
0.4 0.4989 0.7099 0.8830 0.6641
0.6 0.5076 0.7053 0.8820 0.7114
0.8 0.5072 0.6948 0.8830 0.6872
1 0.4917 0.7051 0.8868 0.6695

(d)
ωr = 0.8 PU

0.2 0.5301 0.7298 0.8753 0.6707
0.4 0.5270 0.7346 0.8744 0.6340
0.6 0.5251 0.7218 0.8738 0.6520
0.8 0.5299 0.7324 0.8722 0.6127
1 0.5285 0.7115 0.8781 0.7025

(e)
ωr = 1 PU

0.2 0.5964 0.7170 0.8603 0.6899
0.4 0.5937 0.7337 0.8636 0.7032
0.6 0.5952 0.7423 0.8712 0.6599
0.8 0.5921 0.7314 0.8693 0.6919
1 0.5938 0.7366 0.8651 0.6593

EV propulsion using induction motors, permanent magnet
synchronous motors, and permanent magnet brushless dc
motors [24, 25]. The EV-DC motor speed or position control
has been realized including conventional PI, PID, fuzzy logic
based, nonlinear, adaptive variable structure, model reference
adaptive control, artificial neural networks (ANN), feed for-
ward computed torque control strategies [26–28]. The need for
an on-line gains adaptation or a “tunable” control mechanism
is highly stressed in the control of any nonlinear systems with
un-modeled dynamics. The PSO and GA based self-regulating
algorithms are utilized to track any reference speed trajectory
under varying parameter and load conditions. The control sys-
tem comprises of four different controllers used to track speed
reference trajectory depicting the motor with minimum over
current, inrush, ripple conditions. The proposed novel con-
trol scheme has been validated for effective dynamical speed
reference trajectory tracking and enhanced power utilization.

TABLE 35.3 The limits pf the Pareto front of the two conflicting objec-
tive functions using MOPSO

TL (PU) Efficiency Power Factor
Minimum Maximum Maximum Minimum

(a)
ωr = 0.2 PU

0.2 0.2521 0.4463 0.9323 0.6806
0.4 0.2647 0.4768 0.9323 0.7184
0.6 0.2742 0.4792 0.9323 0.7705
0.8 0.2702 0.4725 0.9323 0.7741
1 0.278 0.4636 0.9323 0.8165

(b)
ωr = 0.4 PU

0.2 0.3894 0.5957 0.9082 0.6328
0.4 0.4021 .6257 0.9082 0.6647
0.6 0.4154 0.6309 0.9082 0.7033
0.8 0.4335 0.6271 0.9079 0.7271
1 0.4182 0.6195 0.9082 0.7532

(c)
ωr = 0.6 PU

0.2 0.4804 0.6649 0.892 0.6342
0.4 0.4984 0.6937 0.892 0.6375
0.6 0.5132 0.7005 0.892 0.6701
0.8 0.5183 0.699 0.892 0.7224
1 0.523 0.6943 0.892 0.736

(d)
ωr = 0.8 PU

0.2 0.5475 0.7013 0.8806 0.6221
0.4 0.5681 0.7295 0.8806 0.6676
0.6 0.5808 0.7377 0.8805 0.6542
0.8 0.5793 0.7385 0.8806 0.7124
1 0.5776 0.7353 0.8805 0.7165

(e)
ωr = 1 PU

0.2 0.5846 0.7217 0.8722 0.6563
0.4 0.6093 0.7506 0.8722 0.6529
0.6 0.6221 0.7597 0.8722 0.6853
0.8 0.6277 0.7617 0.8722 0.6928
1 0.6283 0.7603 0.8722 0.7257

35.8.2.1 Sample Study AC–DC System
Figures 35.10 and 35.11 show the proposed the Four-Wheel
electric vehicle drive system scheme with the PV, FC sources,
the diesel generator, and the backup battery. The DC com-
pensator scheme developed by the First Author is used to
ensure stable, efficient, minimal inrush operation of the hybrid
renewable energy scheme. The novel PSO and GA self-tuned
multi-regulators and coordinated controller are used for the
following purposes:

1. Diesel AC generator set with control regulator is based
on excess generation and load dynamic matching as
well as stabilization of the common DC collection bus
using six pulse controlled rectifier.

2. AC/DC power converter regulator to regulate the DC
voltage at the Diesel engine AC/DC interface and ensure
limited inrush conditions as well as dynamic power
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matching to reduce current transients and improve
utilization at the diesel engine interface AC–DC bus.

3. The DC side Green plug filter compensator GPFC–
SPWM regulator for pulse width switching scheme to
regulate the DC bus voltage and minimize inrush cur-
rent transients and load excursions and/or PV and
FC non linear Volt-Ampere characteristics. The GPFC
device acts as a matching DC–DC interface device
between the DC load dynamic characteristics and that of
the hybrid main PV, FC and backup diesel generator set.

4. The PMDC motor drive with the speed regulator that
ensure speed reference tracking with minimum inrush
conditions and ensure reduced voltage transients and
improved energy utilization.

The unified DC–AC utilization scheme is fully validated
using the Matlab/Simulink software environment under nor-
mal conditions, DC load excursion, PMDC motor torque
changes and the PV, and FC source output variations due to the
inherent Volt–Ampere nonlinear relationship. Other excursion
conditions in the diesel engine generator set are also intro-
duced to assess the control system robustness, effective energy
utilization, and speed reference tracking.

A. Diesel Generator Set From an electrical system point of
view, a diesel driven AC generator can be represented as a prime

mover and generator. Ideally, the prime mover has the capabil-
ity to supply any power demand up to rated power at constant
synchronous frequency. The synchronous generator connected
to it must be able to keep the voltage constant at any load condi-
tion. The diesel engine kept the operating speed and frequency
constant. When power demand fluctuates the diesel genera-
tor could vary its power output via fuel valve regulation and
governor control. The synchronous generator must control its
output voltage by controlling its excitation current. Thus, the
diesel generating system, as an auxiliary source, must be able to
control its frequency and its output voltage. The ability of the
diesel generator to respond to any frequency changes is affected
by the inertia of the diesel gen-set, the sensitivity of the gover-
nor, and the power capability of the diesel engine. The ability
of the AC synchronous generator to control its terminal voltage
can be affected by the field-winding time constant, the avail-
ability of DC excitation power to supply the field winding, and
the time constant of the voltage control loop.

B. Photo Voltaic PV The equivalent circuit shown in Fig.
35.12 is used to model the PV cells used in the proposed PV
array [29]. This model consists of a current source, a resis-
tor, and a reverse parallel connected diode. The PVA model
developed and used in Matlab/Simulink environment is based
upon the circuit given in Fig. 35.12, in which the current pro-
duced by the solar cell is equal to that produced by the current
source, minus that which flows through the diode, minus that
which flows through the shunt resistor:

I = IL − ID − ISH (35.8)

where I = output current, IL= photo generated current, ID= diode
current, ISH= shunt current. The current through these ele-
ments is governed by the voltage across them:

Vj = V + IRS (35.9)

where Vj= voltage across both diode and resistor RSH (volts),
V = voltage across the output terminals (volts), I = output
current (amperes), RS= series resistance (�).

The current diverted through the diode is

ID = Io

{
exp

[
qVj

nkT

]
− 1

}
(35.10)

ID

IL

ISH

I

RSH v

RS

−

+

FIGURE 35.12 The equivalent circuit of a solar cell.
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FIGURE 35.13 The behavior of a solar cell at particular intensities of
solar radiation.

where I0 = reverse saturation current (amperes), n = diode
ideality factor (1 for an ideal diode), q = elementary charge,
k = Boltzmann’s constant, T = absolute temperature.

The characteristic equation of a solar cell, which relates solar
cell parameters to the output current and voltage [30]:

I = IL − Io

{
exp

[
q (V + IRs)

nkT

]
− 1

}
− V + IRs

RSH
(35.11)

where RSH = shunt resistance (�). The I – V curve of an
illuminated PV cell has the shape shown in Fig. 35.13 as the
voltage across the measuring load is swept from zero to VOC.
The power produced by the cell in Watts can be easily calcu-
lated along the I – V sweep by the equation P = IV . At the
ISC and VOC points, the power will be zero and the maximum
value for power will occur between the two.
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Flux control
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iFC(t)
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FIGURE 35.14 Simplified diagram of the Fuel Cell PEMF-C system.
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FIGURE 35.15 (V − I) polarization curve of an SOFC.

C. Fuel Cell Energy System Model Fuel cell stacks were con-
nected in series/parallel combination to achieve the rating
desired. Figure 35.14 shows a simplified diagram of the PEMFC
system [31, 32]. The FC model here is for a type of PEM, which
uses the following electrochemical reaction:

H2 + 1

2
O2 → H2O +Heat+ Electrical Energy (35.12)

Figure 35.15 shows a simulated V – I (voltage versus current)
polarization curve of a fuel cell [31, 32]. As the cell current
begins to increase from zero, a sudden drop of the output volt-
age of the fuel cell is seen. This drop of the cell voltage is due
to activation voltage loss. Then, almost a linear decrease of the
cell voltage is seen as the cell current increases beyond certain
values, as shown in Fig. 35.16, which is a result of the ohmic
loss. Finally, the cell voltage drops sharply to zero as the load
current approaches the maximum current density that can be
generated of the fuel cell. The sharp voltage drop is the effect of
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FIGURE 35.16 DC-Equivalent circuit of an electrochemical fuel cell.

the concentration loss in the fuel cell. The fuel cell can be com-
monly modeled by simple equivalent first order circuit shown
in Fig. 35.10. The open circuit voltage is modified as follows:

Eoc = N(En − A ln(io)) (35.13)

where

A = RT

ZαF
(35.14)

where R = 8.3145 J/(mol K), F = 96485 A s/mol, z = Number
of moving electrons, En =Nernst voltage, which is the thermo-
dynamics voltage of the cells and depends on the temperatures
and partial pressures of reactants and products inside the stack,
i0 = Exchange current, which is the current resulting from the
continual backward and forward flow of electrons from and to
the electrolyte at no load. It also depends on the temperatures
and partial pressures of reactants inside the stack, α = Charge
transfer coefficient, which depends on the type of electrodes
and catalysts used, T = Temperature of operation. The fuel
cell voltage VFC is modeled as [31, 32]:

VFC = Eoc − VActivation Loss

− VOhmic Loss − VConcentration Loss (35.15)

where

VActivation Loss = A log

(
IFC + in

io

)
(35.16)

VOhmic Loss = Rm(IFC + in) (35.17)

VConcentration Loss = B log

(
1− IFC + in

iL

)
(35.18)

Fuel cell stacks were connected in series/parallel combina-
tion to achieve the rating desired. The output of the fuel cell
array was connected to a DC bus through a DC/DC converter.
The DC bus voltage was kept constant via a DC bus voltage
controller.

D. DC Side Green Plug Filter Compensator GPFC The com-
mon concerns of power quality are the long duration voltage
variations (overvoltage, under-voltage, and sustained interrup-
tions), short duration voltage variations (interruption, sags,
and swells), voltage imbalance (voltage unbalance), waveform
distortion (DC offset, harmonics, inter-harmonics, notching
and noise), voltage fluctuation (voltage flicker), and power fre-
quency variations [33] . To prevent the undesirable states and
to reduce the power consumption, a GPF scheme is used to
stabilize the common DC bus.

E. Dynamic Error driven Control The proposed control
system developed by First Author comprises of four sub-
regulators or controllers named as a Diesel DC generator
set value control regulator, DC side Green Plug Filter Com-
pensator GPFC–SPWM regulator, the PMDC motor drive
speed controller, and the AC/DC power converter regulator.
Figures 35.11–35.14 depict the proposed multi-loop dynamic
self-regulating controllers based on MOO search and optimiza-
tion technique based on soft computing PSO and GA. The
global error is the summation of the three loop individual
errors including voltage stability, current limiting, and synthe-
size dynamic power loops. Each multi-loop dynamic control
scheme is used to reduce a global error based on a tri-loop
dynamic error summation signal and to mainly track a given
speed reference trajectory loop error in addition to other sup-
plementary motor current limiting and dynamic power loops
are used as auxiliary loops to generate a dynamic global total
error signal that consists of not only the main loop speed error
but also the current ripple, over current limit and dynamic over
load power conditions.

The global error signal is input to the self-tuned controllers
shown in Figs. 35.17–35.20. The (per-unit) three dimensional-
error vector (evg, eIg, epg) of the diesel engine controller scheme
is governed by the following equations:

evg(k) = Vg(k)

(
1

1+ STg

)(
1

1+ SD

)
− Vg(k)

(
1

1+ STg

)

(35.19)

eIg(k) = Ig(k)

(
1

1+ STg

)(
1

1+ SD

)
− Ig(k)

(
1

1+ STg

)

(35.20)

ePg(k) = Ig(k)× Vg(k)

(
1

1+ STg

)(
1

1+ SD

)

− Ig(k)× Vg(k)

(
1

1+ STg

)
(35.21)
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FIGURE 35.17 Tri-loop error driven self-regulating VSC/SMC/B–B Controller for the common DC side – GPFC Scheme.
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FIGURE 35.18 Tri-loop error driven self-regulating VSC/SMC/B–B Controller for the diesel engine generator set.

The total or global error etg(k) at the AC side scheme at a
time instant:

etg(k) = γvgevg(k)+ γigeig(k)+ γpgepg(k) (35.22)

In the same manner, the (per-unit) three dimensional-error
vector (evd, eId, epd) of the GPFC scheme is governed by the

following equations:

evd(k) = Vd(k)

(
1

1+ STd

)(
1

1+ SD

)

− Vd(k)

(
1

1+ STd

)
(35.23)
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FIGURE 35.20 Tri-loop error driven self-regulating VSC/SMC/B–B Controller firing angle α- controller for Diesel AC/DC interface rectifier scheme.

eId(k) = Id(k)

(
1

1+ STd

)(
1

1+ SD

)

− Id(k)

(
1

1+ STd

)
(35.24)

ePd(k) = Id(k)× Vd(k)

(
1

1+ STd

)(
1

1+ SD

)

− Id(k)× Vd(k)

(
1

1+ STd

)
(35.25)

And the total or global error etd (k) for the DC side green
plug filter compensator GPFC scheme at a time instant:

etd(k) = γvdevd(k)+ γideid(k)+ γpdepd(k) (35.26)
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In addition, the (per-unit) three dimensional-error vector
(evR, eIR, epR) of the three-phase controlled rectifier scheme is
governed by the following equations:

evR(k) = VR(k)

(
1

1+ STR

)(
1

1+ SD

)

− VR(k)

(
1

1+ STR

)
(35.27)

eIR(k) = IR(k)

(
1

1+ STR

)(
1

1+ SD

)
− IR(k)

(
1

1+ STR

)

(35.28)

ePR(k) = IR(k)× VR(k)

(
1

1+ STR

)(
1

1+ SD

)

− IR(k)× VR(k)

(
1

1+ STR

)
(35.29)

The total or global error etR (k) for the three-phase con-
trolled converter rectifier scheme at a time instant:

etR(k) = γvRevR(k)+ γiReiR(k)+ γpRepR(k) (35.30)

Finally, the (per-unit) three dimensional-error vector (eωm,
eIm, epm) of the PMDC motor scheme is governed by the
following equations:

eωm(k) = ωm(k)

(
1

1+ STm

)(
1

1+ SD

)

− ωm(k)

(
1

1+ STm

)
(35.31)

eIm(k) = Im(k)

(
1

1+ STm

)(
1

1+ SD

)

− Im(k)

(
1

1+ STm

)
(35.32)

ePm(k) = Im(k)× ωm(k)

(
1

1+ STm

)(
1

1+ SD

)

− Im(k)× ωm(k)

(
1

1+ STm

)
(35.33)

And the total or global error etm (k) for the MPFC scheme at
a time instant:

etm(k) = γωmeωm(k)+ γimeim(k)+ γpmepm(k) (35.34)

A number of conflicting objective functions are selected to
optimize using the PSO algorithm. These functions are defined

by the following:

J1 = Minimize
{|etg|, |etR|, |etd|, |etm|

}
(35.35)

J2 = Steady State Error = |eω(k)|
= |ωref(k)− ωm(k)| (35.36)

J3 = Settling Time (35.37)

J4 = Maximum Over Shoot (35.38)

J5 = Rise Time (35.39)

In general, to solve this multi-objective complex optimality
search problem, there are two possible optimization techniques
based on PSO: Single aggregate selected Objective Optimiza-
tion (SOO), which is explained and MOO. The main procedure
of the SOO is based on selecting a single aggregate objective
function with weighted SO parameters scaled by a number of
weighting factors. The objective function is optimized (either
minimized or maximized) using either GA or PSO methods
to obtain a single global or near optimal solution. On the
other hand, the main objective of the MO problem is find-
ing the set of acceptable (trade-off) Optimal Solutions. This
set of accepted solutions is called Pareto front. These accept-
able trade-off multi-level solutions give more ability to the
user to make an informed decision by seeing a wide range of
near optimal selected solutions that are feasible and accept-
able from an “overall” standpoint. SO optimization may ignore
this trade-off viewpoint, which is crucial. The main advantages
of the proposed MOO method are: It doesn’t require a priori
knowledge of the relative importance of the objective func-
tions and it provides a set of acceptable trade-off near optimal
solutions. This set is called Pareto front or optimality trade-off
surfaces. Both SOO and MOO searching algorithms are tested,
validated, and compared. The dynamic error driven controller
regulates the controllers’ gains using the PSO and GA to mini-
mize the system total error, the settling time, the rising time,
and the maximum overshoot. The proposed dynamic Tri-Loop
Error Driven controller, developed by the First Author, is a
novel advanced regulation concept that operates as an adaptive
dynamic type multi-purpose controller capable of handling
sudden parametric changes, load and/or DC source excursions.
By using the Tri-Loop Error Driven controller, it is expected
to have a smoother, less dynamic overshoot, fast, and more
robust speed controller when compared to those of classical
control schemes. The proposed general PMDC Motor Drive
Model with the novel Tri-Loop Error Driven controller is fully
validated in this application for effective reference speed tra-
jectory tracking under different loading conditions and para-
metric variations such as temperature changes while driving
a complex mechanical load with nonlinear parameters and/or
torque–speed characteristics.
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F. Self-tuned Variable Structure Sliding Mode Bang–Bang
VSC/SMC/B–B Controller In the variable structure sliding
mode controller scheme, an optimally adaptive and self-tuned
variable structure sliding mode controller for PMDC motor
drive systems using PSO Technique and GA as shown in Fig.
35.21. The slope of the sliding surface is designed as

σ = βet + Kα
det

dt
(35.40)

With adaptive adjustable error scaling gain

β = β0 + β1|et| (35.41)

where

|et| =
√
(γIeI)

2 +(γωeω)
2 +(γVeV)

2 +(γpep
)2

(35.42)

The system control voltage has the following form in the
time domain [33]: the control is an on–off logic; that is: When
σ > 0, Vc = 1, and when σ < 0, Vc = −1

The PSO and GA search and optimizations are implemented
for tuning the various gains β0, β1, and α to minimize the
selected five conflicting objective functions (J1 – J5). This test
is to verify that the proposed VSC/B–B with adaptive β can
maintain the motor speed with nonlinear J(ωm) and B(ωm)
even if the load changes; accordingly, the robustness can be
confirmed.

G. Self-tuned Artificial Neural Network Controller ANN
The neural network used in this application is the simplest one
that uses three layers, which is widely used in the control of
the electrical machines. Each layer is composed of neurons.
Each neuron is connected via weights to the previous layer.
The first layer is connected to the input variables. The second
one is connected via weights to all the neurons of the previ-
ous layer, and the last one is composed of one neuron given
the output value. The weights and the biases of the ANN net-
work’s are updated to ensure that the global error of the system
is minimized. The proposed ANN regulator is tuned on-line
using the back-propagation algorithm. The on-line ANN rule-
based algorithm is used to update the ANN network weights
and biases to ensure continuous effective dynamic response
while keeping the motor inrush current under specified tol-
erable limits. The input vector with 3-layer ANN as shown in
Fig. 35.22 is

X̄ = {et(k), et(k − 1), et(k − 2), et(k − 3),�Vc(k − 1)}
(35.43)

H. Self-tuned Fuzzy Logic Controller (FLC) As shown in
Fig. 35.23, the FLC system consists of three subsystems which
are the fuzzification, rule base, and defuzzification. Fuzzifica-
tion subsystem converts the exact inputs to fuzzy values using
five membership functions: Positive Big (PB), Positive Small
(PS), Zero (ZZ), Negative Small (NS), and Negative Big (NB).
The rule base unit processes these fuzzy values with fuzzy rules.
The defuzzification unit converts the fuzzy results to exact val-
ues. The FLCs input values are the global error, et and change
in global error, det. According to these variables, a rule table is
produced in the FLCs rule base unit as shown in Table 35.4.

35.8.2.2 Digital Simulation Results
The integrated micro grid for PMDC driven Electric Vehicle
scheme using the Photo Voltaic PV, Fuel Cell FC, and backup
Diesel generation with battery backup renewable generation
system performance is compared for two cases, with fixed and
self-tuned type controllers using either GA or PSO. The sec-
ond case is to compare the performance with ANN controller
and Fuzzy Logic Controller (FLC) with the self-tuned type con-
trollers using either GA or PSO. The Tuned Variable structure
sliding mode controller VSC/SMC/B–B has been applied to the
speed tracking control of the same EV for performance com-
parison. There are three different speed references. In the first
speed track, the speed increases linearly and reaches the 1 PU
at the end of the first 5 s, and then the reference speed remains
speed constant during 5 s. At the tenth second, the reference
speed decreases with same slope as at the first 5 s. After 15s, the
motor changes the direction and EV increases its speed through
the reverse direction. At the twentieth second, the reference
speed reaches the −1 PU and remains at a constant speed at
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TABLE 35.4 Fuzzy rules decision table

det

NB NS ZZ PS PB

NB NB NB NS NS ZZ

NS NB NS NS ZZ PS

et ZZ NS NS ZZ PS PS

PS NS ZZ PS PS PB

PB ZZ PS PS PB PB

the end of the twenty-fifth second and then the reference speed
decreases and becomes zero at 30 s. The second reference speed
waveform is sinusoidal and its magnitude is 1 PU and the
period is 12 s. The third reference track is constant speed ref-
erence starting with an exponential track. In all references, the
system responses have been observed. Matlab–Simulink Soft-
ware was used to design, test, and validate the effectiveness
of the integrated micro grid for PMDC driven Electric Vehi-
cle scheme using Photo Voltaic PV, Fuel Cell FC, and backup
Diesel generation with battery backup renewable generation
system with the FACTS devices. The digital dynamic sim-
ulation model using Matlab/Simulink software environment
allows for low cost assessment and prototyping, system param-
eters selection, and optimization of control settings. The use of
PSO-search algorithm is used in online gain adjusting to mini-
mize controller absolute value of total error. This is required
before full scale prototyping which is both expensive and time
consuming. The effectiveness of dynamic simulators brings on
detailed sub-models selections and tested sub-models Matlab
library of power system components already tested and vali-
dated. The common DC bus voltage reference is set at 1 PU.

Digital simulations are obtained with sampling interval Ts =
20μs. Dynamic responses obtained with GA are compared with
ones resulting from the PSO for the seven proposed self-tuned
controllers. The dynamic simulation conditions are identical
for all tuned controllers. To compare the global performances
of all controllers, the Normalized Mean Square Error (NMSE)
deviations between output plant variables and desired values,
and is defined as

NMSEVDC−bus =
∑(

VDC−bus − VDC−bus−ref
)2

∑(
VDC−bus−ref

)2 (35.44)

NMSEωm =
∑(
ωm − ωm−ref

)2
∑(
ωm−ref

)2 (35.45)

The digital simulation results validated the effectiveness of
both GA- and PSO-based tuned controllers in providing effec-
tive speed tracking minimal steady-state errors. Transients are
also damped with minimal overshoot, settling time, and fall
time. The GA- and PSO-based self-tuned controllers are more
effective and dynamically advantageous in comparison with the
ANN controller, the FLC, and fixed type controllers. The self-
regulation is based on minimal value of absolute total/global
error of each regulator shown in Figs. 35.17–35.20. The control
system comprising the three dynamic multi-loop error driven
regulator is coordinated to minimize the selected objective
functions. SOO obtains a single global or near optimal solution
based on a single weighted objective function. The weighted SO
function combines several objective functions using specified
or selected weighting factors as follows:

weighted objective function

= α1J1 + α2J2 + α3J3 + α4J4 + α5J5 (35.46)
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TABLE 35.5 Selected objective functions versus the tuned variable structure sliding mode controller based SOGA and MOGA control schemes

The Diesel
generator
Regulator⎡
⎣Kαg

β0g

β1g

⎤
⎦

The GPFC
– DC side
Regulator⎡
⎣Kαd

β0d

β1d

⎤
⎦

The PMDC
motor
Regulator⎡
⎣Kαm

β0m

β1m

⎤
⎦

The α-
controller
for the
converter
Regulator⎡
⎣KαR

β0R

β1R

⎤
⎦

J1 Minimize the
(Total Error)
×10−2

J2 Minimize the
(Steady State
Error) (PU)
×10−2

J3 Minimize the
(Settling Time)
(PU)×10−2

J4 Minimize
the (Maximum
Overshoot)
×10−2

J5 Minimize
the (Rise Time)
×10−2

0.4111 0.6814 0.5376 0.0775
SOGA 7.6052 7.2686 3.7351 2.3320 0.4262 0.9659 0.3315 0.6058 0.4274

34.4595 18.0903 20.3967 49.4889

MOGA 0.2438 0.1278 0.5250 0.7085
6.7638 9.9706 4.6294 2.0195 0.3359 0.1214 0.1330 0.6465 0.5219

39.6771 41.6427 29.9333 31.7174

0.4171 0.7711 0.0017 0.8023
9.9078 7.3238 7.2307 6.6139 0.6439 0. 5840 0.8680 0.5505 0.4381

42.8415 30.3825 41.9151 33.9013

0.0796 0.5655 0.9480 0.5227
4.6150 9.8655 8.5251 9.5619 0.9325 0.7425 0.1286 0.4502 0.1956

14.8331 27.3988 20.8308 27.8837

0.5943 0.8238 0.8155 0.3747
2.5467 9.8989 2.4722 5.2401 0.6220 0.8159 0.7435 0.3811 0.8706

14.8681 13.7004 37.7790 42.9201

0.8499 0.9512 0.2953 0.4528
5.2918 2.8911 6.2706 8.2844 0.8135 0.2985 0.1727 0.4810 0.7690

40.0583 30.3251 45.0299 22.0045

0.7103 0.0042 0.3397 0.3788
5.8841 9.0935 8.5068 7.4244 0.6970 0.7092 0.4680 0.3245 0.8129

13.7034 26.9887 27.6030 33.5903

Where α1 = 0.20,α2 = 0.20,α3 = 0.20,α4 = 0.20,α5 =
0.20 are selected weighting factors. J1, J2, J3, J4, J5 are the
selected objective functions. On the other hand, the MO finds
the set of acceptable (trade-off) Optimal Solutions. This set
of accepted solutions is called Pareto front. These acceptable
trade-off multi-level solutions give more ability to the user to
make an informed decision by seeing a wide range of near
optimal selected solutions.

Table 35.5 shows the optimal solutions of the main objec-
tive functions versus the Tuned Variable structure sliding mode
controller Gains based SOGA and MOGA control schemes.
On the other hand, Table 35.6 shows the optimal solutions
of the main objective functions versus the Tuned Variable
structure sliding mode controller Gains based SOPSO and
MOPSO control schemes. Table 35.7 shows the DC bus behav-
ior comparison using the GA-based Tuned Variable structure
sliding mode controller for the three selected reference tracks.
In addition, Table 35.8 shows the system behavior using the
PSO-based Tuned Variable structure sliding mode controller.
Figures 35.24–35.29 show the effectiveness of MOPSO and
MOGA search and optimized control gains in tracking the
PMDC-EV motor three reference speed trajectories. Compar-
ing the PMDC-EV dynamic response results of the two study

cases, with GA and PSO tuning algorithms and traditional
controllers with constant controller gains results shown in
Table 35.9, ANN controller in Table 35.10 and Figs. 35.30–
35.32, and FLC in Table 35.11 and Figs. 35.33–35.35, it is
quite apparent that the GA and PSO tuning algorithms highly
improved the PMDC-EV system dynamic performance from a
general power quality point of view. The GA and PSO tuning
algorithms had a great impact on the system efficiency improv-
ing it from 0.906631 (constant gains controller), 0.928253
(ANN controller), and 0.937334 (FLC) to around 0.948156
(GA-based tuned controller) and 0.930708 (PSO-based tuned
controller) which is highly desired. Moreover, The Normal-
ized Mean Square Error (NMSE-VDC−Bus) of the DC bus
voltage is reduced from 0.08443 (constant gains controller),
0.04827 (ANN controller), and 0.03022 (FLC) to around
0.007304 (GA-based tuned controller) and 0.005854 (PSO-
based tuned controller). In addition the Normalized Mean
Square Error (NMSE-ωm) of the PMDC motor is reduced
from 0.053548 (constant gains controller), 0.02627 (ANN con-
troller), and 0.02016 (FLC) to around 0.0076308 (GA-based
tuned controller) and 0.006309 (PSO-based tuned controller).
Maximum Transient DC Voltage Over/Under Shoot (PU) is
reduced from 0.054604 (constant gains controller), 0.04186
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TABLE 35.6 Selected Objective Functions versus the Tuned Variable structure sliding mode controller Gains based SOPSO and MOPSO control
schemes

The Diesel
generator
Regulator⎡
⎣Kαg

β0g

β1g

⎤
⎦

The GPFC
– DC side
Regulator⎡
⎣Kαd

β0d

β1d

⎤
⎦

The PMDC
motor
Regulator⎡
⎣Kαm

β0m

β1m

⎤
⎦

The α-
controller
for the
converter
Regulator⎡
⎣KαR

β0R

β1R

⎤
⎦

J1 Minimize the
(Total Error)
×10−2

J2 Minimize the
(Steady State
Error) (PU)
×10−2

J3 Minimize the
(Settling Time)
(PU)×10−2

J4 Minimize
the (Maximum
Overshoot)
×10−2

J5 Minimize
the (Rise Time)
×10−2

0.6420 0.8224 0.4837 0.9958
SOPSO 3.5994 4.5435 1.5718 4.7632 0.6430 0.5063 0.3271 0.2178 0.1942

15.9501 45.8496 30.2713 38.4880

MOPSO 0.9180 0.1091 0.9511 0.2032
6.8088 7.1060 5.3405 3.3284 0.1188 0.4657 0.8187 0.7850 0.6490

41.9628 26.4457 33.8367 26.9778

0.7877 0.6885 0.4439 0.4364
8.2403 6.4446 9.0896 5.2320 0.6431 0.6374 0.4381 0.3956 0.1433

33.1334 45.6199 26.3367 19.1299

0.2735 0.5283 0.4714 0.6509
8.0252 9.0582 4.1808 5.1085 0.7553 0.1289 0.5451 0.7768 0.3175

25.5645 47.8210 19.7245 49.4370

0.6223 0.2945 0.0753 0.5513
6.1631 3.5565 5.5806 5.3880 0.7700 0.5610 0.5095 0.3739 0.5064

35.5179 44.9276 33.6105 40.9104

0.7421 0.5091 0.8113 0.5772
8.5694 4.4184 3.9733 5.9874 0.8056 0.2506 0.4081 0.7742 0.2081

17.4213 35.7326 35.4878 27.2446

0.8711 0.0135 0.5838 0.7024
7.2711 4.0452 8.5443 1.7882 0.5603 0.3070 0.6489 0.1938 0.3129

17.0029 26.1268 30.2219 17.1486

TABLE 35.7 DC bus behavior comparison using the GA-based Tuned Variable structure sliding mode controller VSC/SMC/B–B

The First Speed Track The Second Speed Track The Third Speed Track

DC bus voltage (PU) 0.964652 0.97417 0.964182
DC bus current (PU) 0.60878 0.614695 0.613914
Maximum Transient DC Voltage

Over/Under Shoot (PU)
0.0085931 0.009302 0.008437

Maximum Transient DC Current –
Over/Under Shoot (PU)

0.002005 0.00292 0.0028122

DC System Efficiency 0.9404 0.948156 0.94302
NMSE VDC−bus 0.0073133 0.007304 0.008248
NMSE ωm 0.0074627 0.0076308 0.008558
PMDCM total controller Error etm 0.008187 0.009167 0.007663
DC side GPFC Error etd 0.003062 0.004618 0.004337
The diesel engine gen set total

controller Error etg

0.0047025 0.005121 0.004377

The diesel engine converter total
controller Error etR

0.002879 0.003265 0.002328

(ANN controller), and 0.03126 (FLC) to around 0.009302 (GA-
based tuned controller) and 0.007259 (PSO-based tuned con-
troller). Maximum Transient DC Current – Over/Under Shoot
(PU) is reduced from 0.087336 (constant gains controller),
0.07355 (ANN controller), and 0.04383 (FLC) to around

0.00292 (GA-based tuned controller) and 0.005987 (PSO-
based tuned controller). DC bus voltage (PU) is improved
from 0.917020 (constant gains controller), 0.932736 (ANN
controller), and 0.94745 (FLC) to around 0.97417 (GA-based
tuned controller) and 0.974602 (PSO-based tuned controller).
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TABLE 35.8 DC bus behavior comparison using the PSO based Tuned Variable structure sliding mode controller VSC/SMC/B–B

The First Speed Track The Second Speed Track The Third Speed Track

DC bus voltage (PU) 0.97347 0.974602 0.950341
DC bus current (PU) 0.604077 0.607674 0.605076
Maximum Transient DC Voltage

Over/Under Shoot (PU)
0.0073109 0.007259 0.008571

Maximum Transient DC Current –
Over/Under Shoot (PU)

0.004746 0.005987 0.0047885

DC System Efficiency 0.932558 0.930708 0.9327892
NMSE VDC−bus 0.004941 0.005854 0.0052055
NMSE ωm 0.0065287 0.006309 0.007071
PMDCM total controller Error etm 0.005095 0.0048638 0.0052238
DC side GPFC Error etd 0.0072358 0.0074294 0.007769
The diesel engine gen set total

controller Error etg

0.0069206 0.007013 0.0071823

The diesel engine converter total
controller Error etR

0.005167 0.0053836 0.0052152
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FIGURE 35.24 EV-PMDC Motor speed response for the first speed track using GA-based tuned Tri-loop variable structure sliding mode controller
VSC/SMC/B–B.

DC bus current (PU) is reduced from 0.769594 (constant
gains controller), 0.67464 (ANN controller), and 0.64712
(FLC) to around 0.614695 (GA-based tuned controller) and
0.607674 (PSO-based tuned controller). PMDCM total con-
troller Error (etm) is reduced from 0.095145 (constant gains
controller), 0.04200 (ANN controller), and 0.02154 (FLC) to
around 0.009167 (GA-based tuned controller) and 0.0048638
(PSO-based tuned controller). DC side GPFC Error (etd) is
reduced from 0.70746 (constant gains controller), 0.03416
(ANN controller), and 0.02416 (FLC) to around 0.004618

(GA-based tuned controller) and 0.0074294 (PSO-based tuned
controller). The diesel engine gen set total controller Error (etg)
is reduced from 0.067513 (constant gains controller), 0.04507
(ANN controller), and 0.02964 (FLC) to around 0.005121
(GA-based tuned controller) and 0.007013 (PSO-based tuned
controller). The diesel engine converter total controller Error
(etR) is reduced from 0.086233 (constant gains controller),
0.03978 (ANN controller), and 0.0260 (FLC) to around
0.003265 (GA-based tuned controller) and 0.0053836 (PSO-
based tuned controller).
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FIGURE 35.25 EV-PMDC Motor speed response for the first speed track using PSO-based tuned Tri-loop variable structure sliding mode controller
VSC/SMC/B–B.
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FIGURE 35.26 EV-PMDC Motor speed response for the Second speed track using GA-based tuned Tri-loop variable structure sliding mode controller
VSC/SMC/B–B.
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FIGURE 35.27 EV-PMDC Motor speed response for the Second speed track using PSO-based tuned Tri-loop variable structure sliding mode
controller VSC/SMC/B–B.
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FIGURE 35.28 EV-PMDC Motor Speed response for the third speed track using GA-based tuned tri-loop variable structure sliding mode controller
VSC/SMC/B–B.
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FIGURE 35.29 EV-PMDC Motor speed response for the third speed track using PSO-based tuned Tri-loop Variable structure sliding mode controller
VSC/SMC/B–B.

TABLE 35.9 DC bus behavior comparison using the constant parameters variable structure sliding mode controller VSC/SMC/B–B

The First Speed Track The Second Speed Track The Third Speed Track

DC bus voltage (PU) 0.904060 0.917020 0.895291
DC bus current (PU) 0.76545 0.769594 0.769731
Maximum Transient DC Voltage

Over/Under Shoot (PU)
0.052925 0.054604 0.053089

Maximum Transient DC Current –
Over/Under Shoot (PU)

0.09461 0.087336 0.081906

DC System Efficiency 0.885737 0.906631 0.895666
NMSE VDC−bus 0.09512 0.08443 0.084672
NMSE ωm 0.05131 0.053548 0.053953
PMDCM total controller Error etm 0.08521 0.095145 0.09422
DC side GPFC Error etd 0.072338 0.70746 0.703462
The diesel engine gen set total

controller Error etg

0.062513 0.067513 0.069606

The diesel engine converter total
controller Error etR

0.08856 0.086233 0.085740

35.8.3 Novel Self-Regulating Green Plug/
Energy Management/Energy Economizer
GP–EM–EE Schemes for Wind Driven
Induction Generation

The application presents a novel self-adjusting wind energy
utilization scheme using a modified single phase operation of
the three-phase induction generator supplemented by a voltage
stabilization switched filter compensation scheme developed
by the First Author. The series-parallel switched capacitor

filter scheme is controlled by a dynamic PSO and GA error
driven self-adjusting controller to ensure voltage stabilization,
minimum impact of the electric load excursions, and wind
variations on terminal voltage. The sinusoidal pulse width
modulation complementary switching scheme is dynami-
cally controlled using on-line minimal global error search
that continuously adjusts and modifies the controller gains.
The application presents a family of novel switched smart
filter compensated devices using Green Plug/Energy Man-
agement/Energy Economizer (GP–EM–EE) devices for small
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TABLE 35.10 DC bus behavior comparison using ANN Controller

The First Speed Track The Second Speed Track The Third Speed Track

DC bus voltage (PU) 0.92747 0.932736 0.91131
DC bus current (PU) 0.661466 0.67464 0.64627
Maximum Transient DC Voltage

Over/Under Shoot (PU)
0.0372 0.04186 0.05541

Maximum Transient DC Current –
Over/Under Shoot (PU)

0.08575 0.07355 0.06083

DC System Efficiency 0.916100 0.928253 0.926261
NMSE VDC−bus 0.03439 0.04827 0.05231
NMSE ωm 0.03793 0.02627 0.03146
PMDCM total controller Error etm 0.04261 0.04200 0.04639
DC side GPFC Error etd 0.02397 0.02416 0.02440
The diesel engine gen set total

controller Error etg

0.04437 0.04507 0.05522

The diesel engine converter total
controller Error etR

0.03388 0.03978 0.03463
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FIGURE 35.30 EV-PMDC Motor Speed response for the first speed track using ANN-based controller.

single phase induction motors (SPIM) used in residential/
commercial motor drives used in water pumping, ventilation,
air conditioning, compressors, refrigeration applications. The
GP–EM–EE devices are equipped with a dynamic online error
driven optimally tuned controller that ensures improved power
factor, reduced feeder losses, stabilized voltage, minimal cur-
rent ripples, and efficient energy utilization/conservation with
minimal impact on the host electric grid security and relia-
bility. The proposed schemes can enhance the power quality;
extend induction motor life span by reducing overheating due
to inrush currents and harmonics. They prevent overheating
and possible motor damage. The scheme is suitable for small

scale applications of wind energy utilization in the range from
5 to 25 KVA.

Wind Energy Conversion Systems (WECS) are increasing
their number as an environmental friendly power generation
system. Small sized wind turbine systems in the output power
range of 5–25 KVA to be used for the residential houses or
small sized business complex are extending their application
fields. There are various advantages of the small size wind
turbine system. The rotational speed of the smaller sized
wind turbines can more rapidly follow the change of the
wind speed than the large-scale wind turbines system due to
their smaller inertia. This feature contributes higher power
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FIGURE 35.31 EV-PMDC Motor Speed response for the second speed track using ANN-based controller.
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FIGURE 35.32 EV-PMDC Motor Speed response for the third speed track using ANN-based controller.

generation efficiency of the wind turbines in the case that
the wind speed frequently changes [34]. Induction generators
are being increasingly utilized in a WECS since they are rel-
atively inexpensive, rigid, and require low maintenance [35].

Small scale induction motors drives consume over 50% of the
total electrical energy generated in the developed countries
[36]. The electric utility industry and consumers of electrical
energy around the world are facing new challenges for cutting
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TABLE 35.11 DC bus behavior comparison using FLC Controller

The First Speed Track The Second Speed Track The Third Speed Track

DC bus voltage (PU) 0.943860 0.94745 0.930581
DC bus current (PU) 0.65611 0.64712 0.630216
Maximum Transient DC Voltage

Over/Under Shoot (PU)
0.03898 0.03126 0.02065

Maximum Transient DC Current –
Over/Under Shoot (PU)

0.05658 0.04383 0.05014

DC System Efficiency 0.926459 0.92890 0.937334
NMSE VDC−bus 0.04193 0.03022 0.02129
NMSE ωm 0.0192 0.02016 0.02024
PMDCM total controller Error etm 0.02956 0.02154 0.02852
DC side GPFC Error etd 0.06562 0.09179 0.07781
The diesel engine gen set total

controller Error etg

0.0337 0.02964 0.02928

The diesel engine converter total
controller Error etR

0.02533 0.0260 0.02051
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FIGURE 35.33 EV-PMDC Motor Speed response for the first speed track using FLC-based controller.

electric energy cost, improving energy utilization, enhancing
energy-efficiency, demand-side management, improving sup-
ply waveform-power quality, reducing safety hazards to per-
sonnel, and protecting sensitive computer and automatic-data
processing networks [37]. There is a mushrooming use of
nonlinear electric loads especially in large motor drives, arc
furnaces, and power electronic converter loads. All these non-
linear loads are byproduct of analog (saturation or Limiter
type) or Digital (converter, solid state switching type) nonlin-
earities [38]. Nonlinear type loads cause severe waveform dis-
tortion, power quality problems interference, and extra feeder

losses due to excessive inrush currents and severe voltage sags.
The extended use of power electronic switching conveners
and devices in motor drives, process-industries: Mining. Oil
and Gas Industries and industrial DC and AC arc type fur-
naces have resulted in a polluted grid and unreliable radial
distribution/utilization system with serious inherent voltage
and power quality problems [39]. These nonlinear type elec-
tric loads are used with ventilation, air conditioning, water
pumping, and low power factor industries such as sewing,
printing, shear and press machinery, and food processing
plants. These nonlinear loads also fall in the category of inrush
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FIGURE 35.34 EV-PMDC Motor Speed response for the second speed track using FLC-based controller.
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FIGURE 35.35 EV-PMDC Motor Speed response for the third speed track using FLC-based controller.

or arc type motorized loads and combined with fluorescent
lighting can cause waveform distortion, harmonic interfer-
ence, and voltage flickering [40–42]. Generally, direct online
motor starting is an economical method for starting induction

motors. But direct starting will result in severe voltage sags and
extra heating. When starting large induction motors, exces-
sive voltage dips result in overheating and loss of motor life
expectancy [43].
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FIGURE 35.36 The proposed switched smart filter compensated devices using GP–EM–EE devices for Single Phase Induction Motor (SPIM) drive
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FIGURE 35.37 Tri-loop error driven self-regulating dynamic controller for control of SPIM drive.

35.8.3.1 Sample Study Motorized System
Figure 35.36 depicts the block diagram of the utilization
(single-phase induction motor SPIM) and the connection of
switched smart filter compensated device using GP–EM–EE
devices and the speed control drive system to the SPIM Load.
Figures 35.37 and 35.38 show the proposed tri-loop dynamic
tracking controller to ensure both objectives of (energy/power)
saving as well as power quality enhancement of the supply
system current and load bus voltage. The novel PSO and GA
self-tuned multi-regulators and coordinated controller are used
for the following purposes: (1) Green plug filter compensator
GPFC–SPWM regulator for pulse width switching scheme

to regulate the DC bus voltage and minimize inrush cur-
rent transients and load excursions and (2) the SPIM drive
with the speed regulator that ensure speed reference tracking
with minimum inrush conditions and ensure reduced voltage
transients and improved energy utilization. Figures 35.39–
35.43 depict the proposed family of switched smart filter
compensated devices using GP–EM–EE devices. All filters
objectives can be either: (a) Harmonic reduction and power
quality (PQ) enhancement or (b) Electric power/energy savings
and dynamic reactive compensation for the SPIM loads. The
proposed utilization scheme is fully validated using the Mat-
lab/Simulink software environment under normal conditions,
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load excursion, SPIM motor torque changes to assess the con-
trol system robustness, effective energy utilization, and speed
reference tracking.

The common concerns of power quality are the long
duration voltage variations (overvoltage, under-voltage, and
sustained interruptions), short duration voltage variations
(interruption, sags, and swells), voltage imbalance (voltage
unbalance), waveform distortion (DC offset, harmonics,
inter-harmonics, notching and noise), voltage fluctuation
(voltage flicker), and power frequency variations. To prevent
the undesirable states and to reduce the power consumption, a
GPF scheme is used to stabilize the system.
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FIGURE 35.40 Low cost switched power filter compensator scheme-B.

A. Dynamic Error driven Control The proposed control sys-
tem comprises two sub-regulators or controllers named as DC
side Green Plug Filter Compensator GPFC–SPWM regulator
and the SPIM drive speed controller. Figures 35.37 and 35.38
depict the proposed multi-loop dynamic self-regulating con-
trollers based on MOO search and optimization technique
based on soft computing PSO and GA. The global error is
the summation of the three loop individual errors including
voltage stability, current limiting, and synthesize dynamic
power loops. Each multi-loop dynamic control scheme is used
to reduce a global error based on a tri-loop dynamic error
summation signal and to mainly track a given speed reference
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FIGURE 35.42 Low cost switched power filter compensator scheme-D.

trajectory loop error in addition to other supplementary motor
current limiting and dynamic power loops are used as auxiliary
loops to generate a dynamic global total error signal that
consists of not only the main loop speed error but also the cur-
rent ripple, over current limit and dynamic over load power
conditions.

The global error signal is input to the self-tuned controllers
shown in Fig. 35.38. The (per-unit) three dimensional-error
vector (evs, eIs, eps) of the diesel engine controller scheme is
governed by the following equations:

evs(k) = Vs(k)

(
1

1+ STs

)(
1

1+ SD

)

− Vs(k)

(
1

1+ STs

)
(35.47)

eIs(k) = Is(k)

(
1

1+ STs

)(
1

1+ SD

)
− Is(k)

(
1

1+ STs

)

(35.48)

ePs(k) = Is(k)× Vs(k)

(
1
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)(
1

1+ SD

)
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FIGURE 35.43 Low cost switched power filter compensator scheme-E.

− Is(k)× Vs(k)

(
1

1+ STg

)
(35.49)

The total or global error ets (k) for the GP–EM–EE side
scheme at a time instant:

ets(k) = γvsevs(k)+ γiseis(k)+ γpseps(k) (35.50)

In the same manner, the (per-unit) three dimensional-error
vector (eωm, eIm, epm) of the SPIM motor scheme is governed
by the following equations:

eωm(k) = ωm(k)

(
1

1+ STm

)(
1

1+ SD

)

− ωm(k)

(
1

1+ STm

)
(35.51)

eIm(k) = Im(k)

(
1

1+ STm

)(
1

1+ SD

)

− Im(k)

(
1

1+ STm

)
(35.52)

ePm(k) = Im(k)× ωm(k)

(
1

1+ STm

)(
1

1+ SD

)

− Im(k)× ωm(k)

(
1

1+ STm

)
(35.53)

And the total or global error etm (k) for the MPFC scheme at
a time instant:

etm(k) = γωmeωm(k)+ γimeim(k)+ γpmepm(k) (35.54)

A number of conflicting objective functions are selected to
optimize using the PSO algorithm. These functions are defined
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by the following:

J1 = Minimize the Total Harmonic Distortion

of the Load current (THDi) (35.55)

J2 = Minimize the Total Harmonic Distortion

of the Load Voltage (THDv) (35.56)

J3 = Maximize the electric energy efficiency (35.57)

J4 = Maximize the Power factor (35.58)

J5 = Minimize the KWh Consumption (35.59)

In general, to solve this complex optimality search problem,
there are two possible optimization techniques based on PSO:
Single aggregate SOO, which is explained and MOO. The main
procedure of the SOO is based on selecting a single aggregate
objective function with weighted SO parameters scaled by a
number of weighting factors. The objective function is opti-
mized (either minimized or maximized) using either GA or
PSO search algorithm (PSO) methods to obtain a single global
or near optimal solution. On the other hand, the main objective
of the MO problem is finding the set of acceptable (trade-
off) Optimal Solutions. This set of accepted solutions is called
Pareto front. These acceptable trade-off multi-level solutions
give more ability to the user to make an informed decision by
seeing a wide range of near optimal selected solutions that are
feasible and acceptable from an “overall” standpoint. SO opti-
mization may ignore this trade-off viewpoint, which is crucial.
The main advantages of the proposed MOO method are: it
doesn’t require a priori knowledge of the relative importance of
the objective functions and it provides a set of acceptable trade-
off near optimal solutions. This set is called Pareto front or
optimality trade-off surfaces. Both SOO and MOO searching
algorithms are tested, validated, and compared.

The dynamic error driven controller regulates the con-
trollers’ gains using the PSO and GA to minimize the system
total error and the selected objective functions. The proposed
dynamic Tri-Loop Error Driven controller, developed by the
First Author, is a novel advanced regulation concept that oper-
ates as an adaptive dynamic type multi-purpose controller
capable of handling sudden parametric changes, load and/or
source excursions. By using the Tri-Loop Error Driven con-
troller, it is expected to have a smoother, less dynamic over-
shoot, fast, and more robust controller when compared to
those of classical control schemes.

B. Self-tuned conventional PID controller Fundamentally,
the conventional PID controller comprises three basic con-
trol actions. They are simple to implement and they provide
good performance. The tuning process of the gains of PID con-
trollers can be complex because is iterative: first, it is necessary
to tune the “Proportional” mode, then the “Integral,” and then

et

KI

++ Vc

∫

d/dt

KP

KD

+

FIGURE 35.44 Optimally tuned conventional PID controller block
diagram.

add the “Derivative” mode to stabilize the overshoot, then add
more “Proportional,” and so on. The PID controller has the
following form in the time domain as shown in Fig. 35.44:

u(t) = Kpe(t)+ Ki

t∫
0

e(t)dt + Kd
de(t)

dt
(35.60)

Where e(t) is the selected system error, u(t) the control
variable, Kp the proportional gain, Ki the integral gain, and
Kd is the derivative gain. Each coefficient of the PID con-
troller adds some special characteristics to the output response
of the system. Because of this, choosing the right parameters
becomes a crucial decision. In this scheme, the Tri-loop Error
Driven Controller is utilized with traditional PID controller.
PID controller gains (KP, KI, KD) are dynamically self-tuned
using the PSO and GA dynamic search and optimization cri-
terion based on total error minimization, steady-state error,
maximum overshoot, settling time, and rising time.

35.8.3.2 Digital Simulation Results
The family of (GP–EM–EE) devices system performance is
compared for two cases; without (as shown in Table 35.12)
and with the (GP–EM–EE) devices, the second case is studied
with fixed (as show in Table 35.13) and self-tuned type con-
trollers using either GA or PSO. In addition, the second case is
studied to compare the performance with ANN controller (as
show in Table 35.14) and FLC (as show in Table 35.15) with the

TABLE 35.12 System behavior without (GP–EM–EE) schemes

Without (GP–EM–EE)

RMS Motor voltage (PU) 0.8578
RMS Motor current (PU) 0.8724
Maximum Transient Voltage Over/Under Shoot (PU) 0.1797
Maximum Transient Current – Over/Under Shoot (PU) 0.1875
System Efficiency 0.7853
NMSE V 0.4672
NMSE ωm 0.6476
NMSE I 0.4238
THDv Bus L (%) 19.647
THDi Bus L (%) 20.346
THDv Bus M (%) 21.675
THDi Bus M (%) 19.564
Motor Power Factor 0.7167
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TABLE 35.13 System dynamic behavior comparison using the constant parameters conventional PID controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9762 0.9609 0.9575 0.9735 0.9690
RMS Motor current (PU) 0.7029 0.7008 0.6743 0.7032 0.6821
Maximum Transient Voltage

Over/Under Shoot (PU)
0.0905 0.0734 0.0729 0.0880 0.0846

Maximum Transient Current –
Over/Under Shoot (PU)

0.0701 0.0671 0.0884 0.0716 0.0740

NMSE V 0.0828 0.0737 0.0781 0.0683 0.0907
NMSE ωm 0.0809 0.0770 0.0793 0.0749 0.0773
NMSE I 0.0722 0.0808 0.0852 0.0796 0.0823
THDv Bus L (%) 7.8228 9.0412 8.7138 8.9321 9.5253
THDi Bus L (%) 7.3532 8.3315 9.5150 7.7711 9.5659
THDv Bus M (%) 8.0566 9.4304 9.1032 8.9371 9.2456
THDi Bus M (%) 10.8589 8.4421 8.6837 8.3050 8.7230
System Efficiency 0.8577 0.8749 0.9080 0.9186 0.8579
Motor Power Factor 0.9082 0.8957 0.8919 0.8721 0.9083
Reduction in KWh Consumption (%) 14.4937 14.6854 12.2181 12.6337 12.7710

TABLE 35.14 System dynamic behavior comparison using ANN controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9790 0.9713 0.9620 0.9723 0.9719
RMS Motor current (PU) 0.6837 0.6944 0.6839 0.6887 0.7077
Maximum Transient Voltage

Over/Under Shoot (PU)
0.0769 0.0873 0.0795 0.0717 0.0830

Maximum Transient Current –
Over/Under Shoot (PU)

0.0871 0.0673 0.0833 0.0760 0.0869

NMSE V 0.0790 0.0840 0.0772 0.0742 0.0714
NMSE ωm 0.0715 0.0833 0.0741 0.0799 0.0704
NMSE I 0.0837 0.0759 0.0876 0.0874 0.0811
THDv Bus L (%) 10.4023 7.7359 8.6519 9.1624 9.9567
THDi Bus L (%) 9.3573 8.9212 8.8588 7.4199 8.8514
THDv Bus M (%) 8.5408 8.2842 10.4948 10.1231 10.8888
THDi Bus M (%) 9.3120 7.1241 9.4659 10.3514 10.9988
System Efficiency 0.8943 0.9163 0.8749 0.9125 0.8632
Motor Power Factor 0.8609 0.8715 0.9153 0.8607 0.8734
Reduction in KWh Consumption (%) 12.3129 12.0158 14.3858 13.4017 11.8366

TABLE 35.15 System dynamic behavior comparison using the FLC controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9598 0.9573 0.9627 0.9594 0.9584
RMS Motor current (PU) 0.6863 0.6893 0.6917 0.6893 0.6929
Maximum Transient Voltage

Over/Under Shoot (PU)
0.0788 0.0886 0.0867 0.0824 0.0866

Maximum Transient Current –
Over/Under Shoot (PU)

0.0828 0.0751 0.0738 0.0750 0.0797

NMSE V 0.0844 0.0743 0.0871 0.0805 0.0757
NMSE ωm 0.0838 0.0800 0.0775 0.0836 0.0818
NMSE I 0.0860 0.0899 0.0794 0.0881 0.0710
THDv Bus L (%) 8.2175 8.6528 9.0910 9.9722 8.2990
THDi Bus L (%) 7.5181 8.8507 8.9451 7.1258 9.7391
THDv Bus M (%) 9.9806 8.2001 8.1204 9.9178 10.2212
THDi Bus M (%) 11.0353 8.9716 10.6999 8.8819 10.3043
System Efficiency 0.9195 0.8701 0.8880 0.8750 0.8990
Motor Power Factor 0.9169 0.9049 0.8986 0.8650 0.8628
Reduction in KWh Consumption (%) 11.4634 11.4088 13.0202 13.8055 12.4766
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TABLE 35.16 System dynamic behavior comparison using the SOGA-based Tuned conventional PID controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9804 0.9810 0.9944 0.9922 0.9799

RMS Motor current (PU) 0.6247 0.6237 0.6448 0.6473 0.6428

Maximum Transient Voltage
Over/Under Shoot (PU)

0.0472 0.0569 0.0565 0.0494 0.0380

Maximum Transient Current –
Over/Under Shoot (PU)

0.0431 0.0509 0.0403 0.0542 0.0495

NMSE V×10−1 0.0396 0.0591 0.0408 0.0359 0.0531

NMSE ωm×10−1 0.0458 0.0453 0.0585 0.0595 0.0477

NMSE I×10−1 0.0361 0.0564 0.0371 0.0380 0.0533

THDv Bus L (%) 6.2535 5.8337 3.9023 6.1560 4.7221

THDi Bus L (%) 4.1530 5.3045 6.4754 4.9912 5.3056

THDv Bus M (%) 5.7887 3.6631 6.2107 6.3719 3.7171

THDi Bus M (%) 3.9572 4.7990 6.6102 5.5482 5.7022

System Efficiency 95.4132 92.3235 94.2164 95.4236 93.5954

Motor Power Factor 95.1040 94.4444 92.5749 94.3228 91.4794

Reduction in KWh Consumption (%) 18.3913 16.2849 15.9924 18.9718 17.9797

self-tuned type controllers using either GA or PSO. The self-
tuned type controllers based either GA or PSO is Tuned con-
ventional PID controller, has been applied to the speed tracking
control of the same system parameters for performance com-
parison. Matlab–Simulink Software was used to design, test,
and validate the effectiveness of the (GP–EM–EE) devices for
small motors used in household appliances, washers, dryers,
fans, water pumps, ventilation systems, air-conditions, and
other applications in dispersing machines, actuators, and small
converters with induction motor size from 5 to 25 KVA. The
digital dynamic simulation model using Matlab/Simulink soft-
ware environment allows for low cost assessment and prototyp-
ing, system parameters selection, and optimization of control
settings. The use of GA and PSO- search algorithms are used
in online gain adjusting to minimize controller absolute value
of total error. This is required before full scale prototyping
which is both expensive and time consuming. The effectiveness
of dynamic simulators brings on detailed sub-models selec-
tions and tested sub-models Matlab library of power system
components already tested and validated. The dynamic sim-
ulation conditions are identical for all tuned controllers. To
compare the global performances of Tuned conventional PID
controller, the NMSE deviations between output plant vari-
ables and desired values, and is defined as

NMSEVS =
∑(

VS − VS−ref
)2

∑(
VS−ref

)2 (35.61)

NMSEωm =
∑(
ωm − ωm−ref

)2
∑(
ωm−ref

)2 (35.62)

NMSEIS =
∑(

IS − IS−ref
)2

∑(
IS−ref

)2 (35.63)

The control system comprising the three dynamic multi-
loop error driven regulator is coordinated to minimize the
selected objective functions. SOO obtains a single global or
near optimal solution based on a single weighted objective
function. The weighted SO function combines several objec-
tive functions using specified or selected weighting factors as
follows:

weighted objective function

= α1J1 + α2J2 + α3J3 + α4J4 + α5J5 (35.64)

Where α1 = 0.20,α2 = 0.20,α3 = 0.20,α4 = 0.20,α5 = 0.20
are selected weighting factors. J1, J2, J3, J4, J5 are the selected
objective functions. On the other hand, the MO finds the set of
acceptable (trade-off) Optimal Solutions. This set of accepted
solutions is called Pareto front. These acceptable trade-off
multi-level solutions give more ability to the user to make
an informed decision by seeing a wide range of near optimal
selected solutions. Table 35.16 shows the system behavior using
traditional controllers with constant controller gains for the
(GP–EM–EE) schemes. In addition, Table 35.10 shows System
behavior comparison using the SOGA-based Tuned conven-
tional PID controller and Table 35.17 shows the system behav-
ior comparison using the MOGA-based Tuned conventional
PID controller. Finally, Tables 35.18 and 35.19 show system
behavior comparison using the SOPSO- and MOPSO-based
tuned conventional PID controller, respectively. Comparing
the system dynamic response results of the two study cases,
with GA and PSO tuning algorithms and traditional con-
trollers with constant controller gains results, ANN controller
and FLC, it is quite apparent that the GA and PSO tun-
ing algorithms highly improved the system dynamic perfor-
mance from a general power quality point of view. The GA
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TABLE 35.17 System dynamic behavior comparison using a selected solution from the MOGA Pareto Frontbased Tuned conventional PID controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9865 0.9775 0.9790 0.9767 0.9939
RMS Motor current (PU) 0.6304 0.6289 0.6477 0.6338 0.6252
Maximum Transient Voltage

Over/Under Shoot (PU)
0.0394 0.0371 0.0373 0.0539 0.0365

Maximum Transient Current –
Over/Under Shoot (PU)

0.0533 0.0413 0.0515 0.0486 0.0502

NMSE V×10−1 0.0429 0.0582 0.0380 0.0431 0.0564
NMSE ωm×10−1 0.0608 0.0374 0.0603 0.0590 0.0599
NMSE I×10−1 0.0499 0.0597 0.0437 0.0424 0.0372
THDv Bus L (%) 4.8408 6.6094 3.8605 4.6237 4.0436
THDi Bus L (%) 4.0103 4.1585 3.9436 5.2812 5.9842
THDv Bus M (%) 4.9313 6.2074 6.1134 3.6848 5.6249
THDi Bus M (%) 3.9998 4.3153 6.4326 4.0984 4.2902
System Efficiency 95.4882 91.6483 94.5787 93.7556 91.4767
Motor Power Factor 90.8137 92.1151 95.5633 95.4594 91.8090
Reduction in KWh Consumption (%) 16.5388 16.5127 19.0189 20.4335 15.4505

TABLE 35.18 System dynamic behavior comparison using the SOPSO-based Tuned conventional PID controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9887 0.9831 0.9901 0.9806 0.9809
RMS Motor current (PU) 0.6358 0.6449 0.6456 0.6486 0.6446
Maximum Transient Voltage

Over/Under Shoot (PU)
0.0441 0.0431 0.0458 0.0365 0.0429

Maximum Transient Current –
Over/Under Shoot (PU)

0.0412 0.0500 0.0577 0.0421 0.0506

NMSE V×10−1 0.0489 0.0389 0.0358 0.0439 0.0448
NMSE ωm×10−1 0.0608 0.0594 0.0466 0.0593 0.0482
NMSE I×10−1 0.0602 0.0599 0.0539 0.0521 0.0575
THDv Bus L (%) 4.2581 5.2727 5.1959 5.1325 4.8095
THDi Bus L (%) 5.2433 6.1471 4.2937 4.8437 3.7976
THDv Bus M (%) 4.5873 6.1412 5.7390 6.3506 3.9065
THDi Bus M (%) 5.1673 4.9705 4.7114 6.4459 4.1457
System Efficiency 95.4999 94.0919 90.9345 93.6876 92.6432
Motor Power Factor 91.7450 91.5784 91.0446 90.6943 94.6423
Reduction in KWh Consumption (%) 15.9691 18.6019 14.9762 16.0446 18.6966

TABLE 35.19 System dynamic behavior comparison using a selected solution from the MOPSO Pareto Frontbased Tuned conventional PID controller

GP–EM–EE Scheme A GP–EM–EE Scheme B GP–EM–EE Scheme C GP–EM–EE Scheme D GP–EM–EE Scheme E

RMS Motor voltage (PU) 0.9852 0.9830 0.9816 0.9915 0.9847
RMS Motor current (PU) 0.6471 0.6407 0.6249 0.6353 0.6278
Maximum Transient Voltage

Over/Under Shoot (PU)
0.0365 0.0449 0.0380 0.0441 0.0359

Maximum Transient Current –
Over/Under Shoot (PU)

0.0563 0.0363 0.0464 0.0365 0.0528

NMSE V×10−1 0.0440 0.0498 0.0464 0.0395 0.0373
NMSE ωm × 10−1 0.0513 0.0516 0.0401 0.0460 0.0535
NMSE I×10−1 0.0465 0.0410 0.0506 0.0568 0.0581
THDv Bus L (%) 4.1081 4.1093 5.6076 3.9418 6.4921
THDi Bus L (%) 5.1378 4.1551 4.5004 4.0566 3.7277
THDv Bus M (%) 4.3629 6.2371 5.8741 5.7775 4.8263
THDi Bus M (%) 5.1216 6.6090 6.0487 4.9076 6.5793
System Efficiency 90.7467 95.0928 92.4381 94.3056 95.5501
Motor Power Factor 91.4433 91.4801 92.2403 90.8052 92.4638
Reduction in KWh Consumption (%) 16.5328 16.2839 17.9038 15.6451 15.9338
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and PSO tuning algorithms had a great impact on Motor
RMS voltage (PU) is improved from 0.8578 (without the
(GP–EM–EE) device), 0.9762 (constant gains controller),
0.9790 (ANN controller), and 0.9598 (FLC) to around 0.9804
(SOGA-based tuned controller), 0.9865 (MOGA-based tuned
controller), 0.9887 (SOPSO-based tuned controller), and
0.9852 (MOPSO-based tuned controller). Motor RMS cur-
rent (PU) is reduced from 0.8724 (without the (GP–EM–
EE) device), 0.7029 (constant gains controller), 0.6837 (ANN
controller), and 0.6863 (FLC) to around 0.6247 (SOGA-
based tuned controller), 0.6304 (MOGA-based tuned con-
troller), 0.6358 (SOPSO-based tuned controller), and 0.6471
(MOPSO-based tuned controller). Maximum Transient Motor
Voltage Over/Under Shoot (PU) is reduced from 0.1797 (with-
out the (GP–EM–EE) device), 0.0905 (constant gains con-
troller), 0.0769 (ANN controller), and 0.0788 (FLC) to around
0.0472 (SOGA-based tuned controller), 0.0394 (MOGA-based
tuned controller), 0.0441 (SOPSO-based tuned controller),
and 0.0365 (MOPSO-based tuned controller). Maximum Tran-
sient Motor Current – Over/Under Shoot (PU) is reduced from
0.1875 (without the (GP–EM–EE) device), 0.0701 (constant
gains controller), 0.0871 (ANN controller), and 0.0828 (FLC)
to around 0.0431 (SOGA-based tuned controller), 0.0533
(MOGA-based tuned controller), 0.0412 (SOPSO-based tuned
controller), and 0.0563 (MOPSO-based tuned controller).
Moreover, the Normalized Mean Square Error (NMSE-V) of
the Motor voltage is reduced from 0.4672 (without the (GP–
EM–EE) device), 0.0828 (constant gains controller), 0.0790
(ANN controller), and 0.0844 (FLC) to around 0.00396
(SOGA-based tuned controller), 0.00429 (MOGA-based tuned
controller), 0.00489 (SOPSO-based tuned controller), and
0.00440 (MOPSO-based tuned controller). In addition the
(NMSE-ωm) of the SPIM motor is reduced from 0.6476 (with-
out the (GP–EM–EE) device), 0.0809 (constant gains con-
troller), 0.0715 (ANN controller), and 0.0838 (FLC) to around
0.00458 (SOGA-based tuned controller), 0.00608 (MOGA-
based tuned controller), 0.00608 (SOPSO-based tuned con-
troller), and 0.00513 (MOPSO-based tuned controller). The
(NMSE-I) of the Motor current is reduced from 0.4238 (with-
out the (GP–EM–EE) device), 0.0722 (constant gains con-
troller), 0.0837 (ANN controller), and 0.0860 (FLC) to around
0.00361 (SOGA-based tuned controller), 0.00499 (MOGA-
based tuned controller), 0.00602 (SOPSO-based tuned con-
troller), and 0.00465 (MOPSO-based tuned controller). Total
Harmonic Distortion THD (%) of the supply voltage is reduced
from 19.647 (without the (GP–EM–EE) device), 7.8228 (con-
stant gains controller), 10.4023 (ANN controller), and 8.2175
(FLC) to around 6.2535 (SOGA-based tuned controller),
4.8408 (MOGA-based tuned controller), 4.2581 (SOPSO-
based tuned controller), and 4.1081 (MOPSO-based tuned
controller). THD (%) of the supply current is reduced from
20.346 (without the (GP–EM–EE) device), 7.3532 (constant
gains controller), 9.3573 (ANN controller), and 7.5181 (FLC)

to around 4.1530 (SOGA-based tuned controller), 4.0103
(MOGA-based tuned controller), 5.2433 (SOPSO-based tuned
controller), and 5.1378 (MOPSO-based tuned controller).
THD (%) of the motor voltage is reduced from 21.675 (with-
out the (GP–EM–EE) device), 8.0566 (constant gains con-
troller), 8.5408 (ANN controller), and 9.9806 (FLC) to around
5.7887 (SOGA-based tuned controller), 4.9313 (MOGA-based
tuned controller), 4.5873 (SOPSO-based tuned controller),
and 4.3629 (MOPSO-based tuned controller). THD (%) of the
motor current is reduced from 21.675 (without the (GP–EM–
EE) device), 10.8589 (constant gains controller), 9.3120 (ANN
controller), and 11.0353 (FLC) to around 3.9572 (SOGA-
based tuned controller), 3.9998 (MOGA-based tuned con-
troller), 5.1673 (SOPSO-based tuned controller), and 5.1216
(MOPSO-based tuned controller). The system efficiency is
improved from 0.7853 (without the (GP–EM–EE) device),
0.8577 (constant gains controller), 0.8943 (ANN controller),
and 0.9195 (FLC) to around 95.4132 (SOGA-based tuned
controller), 95.4882 (MOGA-based tuned controller), 95.4999
(SOPSO-based tuned controller), and 90.7467 (MOPSO-
based tuned controller). Motor power factor is improved
from 0.7167 (without the (GP–EM–EE) device), 0.9082 (con-
stant gains controller), 0.8609 (ANN controller), and 0.9169
(FLC) to around 95.1040 (SOGA-based tuned controller),
90.8137 (MOGA-based tuned controller), 91.7450 (SOPSO-
based tuned controller), and 91.4433 (MOPSO-based tuned
controller). Reduction in KWh Consumption (%) is reduced
from 0.000 (without the (GP–EM–EE) device), 14.4937 (con-
stant gains controller), 12.3129 (ANN controller), and 11.4634
(FLC) to around 18.3913 (SOGA-based tuned controller),
16.5388 (MOGA-based tuned controller), 15.9691 (SOPSO-
based tuned controller), and 16.5328 (MOPSO-based tuned
controller).

The application validated the operation of a novel wind
driven-squirrel cage induction generator fed from single phase
supply. The scheme utilizes a simple but effect series-parallel
switched capacitor–filter to ensure dynamic terminal voltage
stabilization, effective energy utilization, and minimal impact
of electric load switching and dynamic excursions and wind
velocity changes. The novel error driven self-regulating multi-
loop dynamic controller utilizes random search optimization
algorithms using PSO and GA to continuously search for
effective and optimized controllers gains that can cope with
specified objective functions restrictions of minimum voltage
deviations, limited generated current and power excursions
due to terminal load changes and wind velocity excursions
and gusting. The application presents a family of novel low
cost green plug electricity saving devices/Energy Manage-
ment/Energy Economizer (GP–EM–EE) devices equipped with
a dynamic online error driven optimally tuned controller using
a dynamic online error driven optimally tuned controllers.
The GP–EM–EE are a small low cost energy conservation
devices in the form add-on dynamic switched capacitor filter



35 Novel AI-Based Soft Computing Applications in Motor Drives 1033

compensator schemes for low horse power motors used in
household appliances, washers, dryers, fans, water pumps, ven-
tilation systems, air-conditioners, and other cyclical motorized
loads used in dispersing machines, actuators, and small con-
verters with induction motor size from 5 to 25 KVA. The GP–
EM–EE devices family can be used with all types of small horse
power motors with billions of small motors used in multitude
of applications that consumes over 50–60% of total electrical
energy generated in the world. The GP–EM–EE device can save
10–20% of the electricity cost of operating the small motor
over the estimated motor life span of 7–10 years. This trans-
late into Millions of dollars in daily electricity savings, reduced
electrical utility overloading conditions, blackouts, brownouts
and enhanced secure and reliable operation with additional siz-
able power capacity release due to reduced electric demand and
feeder losses.

35.9 Conclusion

The chapter covers novel techniques for the dynamic con-
trol of industrial motor drives. The use of AI-Soft Computing
PSO and GA random search techniques is presented. The spe-
cific use of PSO and GA SO and multi-objective controller
optimization and dynamic gains adjusting is illustrated using
three key applications of optimal operation of induction motor
drives, hybrid photovoltaic–Fuel Cell–Diesel–Battery Electric
Vehicle drive system and finally the novel self-regulating Green
Plug-Energy Management-Energy Economizer Schemes devel-
oped by the First Author as a number of an extended family of
modulated power filters, switched capacitor compensators, and
dynamic electric energy management devices and system. The
control strategies are all based on multi-loop error driven regu-
lation with on line dynamic gain adjusting based on PSO and
GA search algorithm. The use of AI Self-regulating dynamic
controllers based on AI Soft computing in both novel and
effective. It allows meeting a multitude of conflicting objective
functions of effective speed reference tracking, minimal losses,
efficient utilization, limited inrush currents under parametric
variations, supply sources excursions, inertia, and mechani-
cal load nonlinear loads. The other added benefit is targeting
use of power electronic devices and switched capacitor com-
pensator/filters in ensuring efficient operation of motors and
motors drives especially in future applications using renewable
and green energy system.
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36.1 Introduction

Switching power converters must be suitably designed and con-
trolled in order to supply the voltages, currents, or frequency
ranges needed for the load and to guarantee the requested
dynamics [1–4]. Furthermore, they can be designed to serve
as “clean” interfaces between most loads and the electrical
utility system. Thereafter, the set switching power converter
plus load behaves as an almost pure electrical utility resistive
load.

This chapter provides basic and advanced skills to control
electronic power converters, considering that the control of
switching power converters is a vast and interdisciplinary sub-
ject. Control designers for switching power converters should
know the static and dynamic behavior of the electronic power
converter and how to design its elements for the intended oper-
ating modes. Designers must be experts on control techniques,
especially the nonlinear ones, because switching converters are

nonlinear, time-variant, discrete systems, and designers must
be capable of analog or digital implementation of the derived
modulators, regulators, or compensators. Powerful modeling
methodologies and sophisticated control processes must be
used to obtain stable-controlled switching power converters,
not only with satisfactory static and dynamic performance but
also with low sensitivity against load or line disturbances or,
preferably, robustness.

In Section 36.2, the techniques to obtain suitable nonlinear
and linear state-space models, for most switching converters,
are presented and illustrated through examples. The derived
linear models are used to create equivalent circuits and to
design linear feedback controllers for converters operating in
the continuous or discontinuous mode. The classical, linear
time-invariant systems control theory, based on Laplace trans-
form, transfer function concepts, Bode plots, or root locus, is
best used with state-space averaged models, or derived circuits,
and well-known triangular wave modulators for generating
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the switching variables or the trigger signals for the power
semiconductors.

Nonlinear state-space models and sliding-mode controllers,
presented in Section 36.3, provide a more consistent way
of handling the problem in controlling switching converters
because sliding mode is aimed at variable structure systems, as
are switching power converters. Chattering, a characteristic of
sliding mode, is inherent to switching power converters, even if
they are controlled with linear methods. Chattering is very hard
to remove and is acceptable in certain converter variables. The
described sliding-mode methodology defines exactly the vari-
ables that need to be measured while providing the necessary
equations (control and switching laws) whose implementa-
tion gives the robust modulator and compensator low-level
hardware (or software). Therefore, the sliding-mode control
integrates the design of the switching converter modulator and
controller electronics, reducing the needed designer expertise.
This approach requires measurement of the state variables but
eliminates conventional modulators and linear feedback com-
pensators, enabling better performance and robustness. It also
reduces the converter cost, control complexity, volume, and
weight (increasing power density). The so-called main draw-
back of sliding mode, variable switching frequency, is also
addressed, providing fixed-frequency auxiliary functions and
suitable augmented control laws to null steady-state errors due
to the use of constant switching frequency.

Predictive control uses a detailed, nonlinear dynamic model
(including system bounds, saturations, hysteresis) of the
switching power converter to forecast the converter future
behavior on application of every possible switching state or
vector. For all possible switching states (vectors), the control
errors are evaluated and weighted, and the vector that leads
to the minimum value of a suitable cost function is selected
and applied to the converter. Predictive controllers also inte-
grate the design of the switching converter modulator and the
controller electronics using fast microprocessors or fast algo-
rithms. The steps in designing a predictive optimum controller
for switching power converters with finite small number of
switching states are explained in Section 36.4. On choosing
a suitable cost function, obtained converter performances are
usually better than that obtained using linear or even sliding-
mode controllers. This arises since sliding mode tries to go as
fast as possible towards the sliding regime, but chatters along
the sliding surface, while predictive control aims to zero the
error at the next sampling step.

In contrast, fuzzy control of switching converters (Section
36.5) is a control technique that needs no converter models,
parameters, or operating conditions but only an expert quali-
tative knowledge of the converter dynamics. Fuzzy controllers
can be used in a diverse array of switching converters with only
small adaptations because the controllers, based on fuzzy sets,
are obtained from the knowledge of the system dynamics, using
a model reference adaptive control philosophy. Obtained fuzzy
control rules can be built into a decision-lookup table, in which

the control processor simply picks up the control input corre-
sponding to the sampled measurements. Fuzzy controllers are
almost resistant to system parameter fluctuations because they
do not consider their values. The steps to obtain a fuzzy con-
troller are described, and the example provided compares the
fuzzy controller performance to the current-mode control.

36.2 Switching Power Converter Control
Using State-Space Averaged Models

36.2.1 Introduction

State-space models provide a general and strong basis for
dynamic modeling of various systems including switching con-
verters. State-space models are useful to design the needed
linear control loops and can also be used to computer simu-
late the steady state and the dynamic behavior of the switching
converter fitted with the designed feedback control loops and
subjected to external perturbations. Furthermore, state-space
models are the basis for applying powerful nonlinear con-
trol methods such as sliding mode. State-space averaging and
linearization provides an elegant solution for the application
of widely known linear control techniques to most switching
power converters.

36.2.2 State-Space Modeling

Consider a switching power converter with sets of power
semiconductor structures, each one with two different cir-
cuit configurations, according to the state of the respective
semiconductors, and operating in the continuous mode of con-
duction. Supposing the power semiconductors as controlled
ideal switches (zero on-state voltage drops, zero off-state cur-
rents, and instantaneous commutation between the on and off
states), the time (t) behavior of the circuit, over period T , can
be represented by the general form of the state-space model
(36.1):

ẋ = Ax+ Bu

y = Cx+Du
(36.1)

where x is the state vector, ẋ = dx/dt , u is the input or control
vector, y is the output vector, and A, B, C, and D are, respec-
tively, the dynamics (or state), the input, the output, and the
direct transmission (or feedforward) matrices.

Since the power semiconductors will be either conducting
or blocking, a time-dependent switching variable δ(t) can be
used to describe the allowed switch states of each structure (i.e.
δ(t) = 1 for the on-state circuit and δ(t) = 0 for the off-state
circuit). Then, two subintervals must be considered: subinter-
val 1 for 0≤ t ≤ δ1T , when δ(t)= 1, where δ1 is the duty ratio
between the on state and the off state, and subinterval 2 for
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δ1T ≤ t ≤ T , when δ(t) = 0. The state equations of the circuit,
in each of the circuit configurations, can be written as

ẋ = A1x+ B1u

y = C1x+D1u
for 0 ≤ t ≤ δ1T where δ (t) = 1

(36.2)

ẋ = A2x+ B2u

y = C2x+D2u
for δ1T ≤ t ≤ T where δ(t) = 0

(36.3)

36.2.2.1 Switched State-Space Model
Given the two binary values of the switching variable δ(t),
Eqs. (36.2) and (36.3) can be combined to obtain the nonlinear
and time-variaint switched state-space model of the switching
converter circuit, Eq. (36.4) or (36.5):

ẋ = [A1δ(t)+ A2(1− δ(t))] x+ [B1δ(t)+ B2(1− δ(t))] u

y = [C1δ(t)+ C2(1− δ(t))] x+ [D1δ(t)+D2(1− δ(t))] u
(36.4)

ẋ = AS x+ BS u

y = CS x+DS u
(36.5)

where AS = [A1δ(t) + A2(1 − δ(t))], BS = [B1δ(t) + B2(1 −
δ(t))], CS = [C1δ(t) + C2(1 − δ(t))], and DS = [D1δ(t) +
D2(1− δ(t))].

36.2.2.2 State-Space Averaged Model
Since the state variables of the x vector are continuous,
using Eq. (36.4), with the initial conditions x1(0) = x2(T),
x2(δ1T ) = x1(δ1T), and considering the duty cycle δ1 as the
average value of δ(t), the time evolution of the converter state
variables can be obtained, integrating Eq. (36.4) over the inter-
vals 0 ≤ t ≤ δ1T and δ1T ≤ t ≤ T , although it often requires
excessive calculation effort. However, a convenient approxima-
tion can be devised, considering λmax, the maximum of the
absolute values of all eigenvalues of A (usually λmax is related
to the cutoff frequency fc of an equivalent low-pass filter with
fc	 1/T). For λmaxT 	 1, the exponential matrix (or state
transition matrix) eAt = I + At + A2t2/2 + · · · + Antn/n!,
where I is the identity or unity matrix, can be approximated
by eAt ≈ I + At. Therefore, eAδ

1
t ...
1 eA2(1−δ1)t ≈ I + [A1δ1 +

A2(1 − δ1)]t . Hence, the solution over the period T , for the
system represented by Eq. (36.4), is found to be

x (T) ∼= e[A1δ1+A2(1−δ1)]T x1 (0)

+
T∫

0

e[A1δ1+A2(1−δ1)](T−τ) [B1δ1 + B2 (1− δ1)] u dτ

(36.6)

This approximate response of Eq. (36.4) is identical to the
exact response obtained from the nonlinear continuous time-
invariant state-space model (36.7), supposing that the average
values of x, denoted x̄, are the new state variables and consider-
ing δ2 = 1−δ1. Moreover, if A1A2 = A2A1, the approximation
is exact.

˙̄x = [A1δ1 + A2δ2] x̄+ [B1δ1 + B2δ2] ū

ȳ = [C1δ1 + C2δ2] x̄+ [D1δ1 +D2δ2] ū
(36.7)

For λmaxT 	 1, the model (36.7), often referred to as the state-
space averaged model, is also said to be obtained by “averaging”
Eq. (36.4) over one period under small ripple and slow varia-
tions, as the average of products is approximated by products of
the averages. Comparing Eq.(36.7) with Eq. (36.1), the follow-
ing relations (36.8), defining the state-space averaged model,
are obtained.

A = [A1δ1 + A2δ2] ; B = [B1δ1 + B2δ2] ;

C = [C1δ1 + C2δ2] ; D = [D1δ1 +D2δ2]
(36.8)

EXAMPLE 36.1 State-space models for the buck-boost
dc/dc converter
Consider the simplified circuitry of the buck-boost con-
verter of Fig. 36.1 switching at fs = 20 kHz (T = 50 μs)
with VDC max= 28 V, VDC min= 22 V, Vo = 24 V, Li =
400 μH, Co = 2700 μF, Ro = 2�.

The differential equations governing the dynamics of
the state vector x = [iL, vo]T (T denotes the transpose of
vectors or matrices) are

Li
diL
dt

= VDC

Co
dvo

dt
= − vo

Ro

for 0 ≤ t ≤ δ1T (δ (t) = 1,
Q1 is on and D1 is off)

(36.9)

Li
diL
dt

= −vo

Co
dvo

dt
= iL − vo

Ro

for δ1T ≤ t ≤ T (δ (t) = 0,
Q1 is off and D1 is on)

(36.10)

Comparing Eqs. (36.9) and (36.10) with Eqs. (36.2)
and (36.3) and considering y= [vo, iL]T, the following
matrices can be identified:

A1 =
[

0 0
0 −1/(RoCo)

]
; A2 =

[
0 −1/Li

−1/Co −1/(RoCo)

]
;

B1 = [1/Li, 0]T ; B2 = [0, 0]T ; u = [VDC];
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vo
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Co
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+

+

−

−

+
−
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FIGURE 36.1 (a) Basic circuit of the buck–boost dc/dc converter and (b) ideal waveforms.

C1 =
[

0 1
1 0

]
; C2 =

[
0 1
1 0

]
;

D1 = [0, 0]T; D2 = [0, 0]T

From Eqs. (36.4) and (36.5), the switched state-space
model of this switching converter is

[
i̇L
v̇o

]
=
[

0 − (1− δ(t)) /Li

(1− δ(t)) /Co −1/(RoCo)

] [
iL
vo

]

+
[
δ(t)/Li

0

]
VDC

[
vo

iL

]
=
[

0 1
1 0

] [
iL
vo

]
+
[

0
0

]
[VDC]

(36.11)

Now, applying Eq. (36.7) Eqs. (36.12) and (36.13) can be
obtained:

[˙̄iL
˙̄vo

]
=
[[

0 0

0 −1/(RoCo)

]
δ1 +

[
0 −1/Li

1/Co −1/RoCo

]
δ2

]

×
[

īL

v̄o

]
+
[[

1/Li

0

]
δ1 +

[
0
0

]
δ2

] [
V̄DC
]

(36.12)

[
v̄o

īL

]
=
[[

0 1
1 0

]
δ1 +

[
0 1
1 0

]
δ2

] [
īL
v̄o

]

+
[[

0
0

]
δ1 +

[
0
0

]
δ2

] [
V̄DC
]

(36.13)

From Eqs. (36.12) and (36.13), the state-space averaged
model, written as a function of δ1, is

[˙̄iL
˙̄vo

]
=
[

0 −(1−δ1)/Li

(1−δ1)/Co −1/RoCo

][
īL

v̄o

]
+
[
δ1/Li

0

][
V̄DC
]

(36.14)

[
v̄o

īL

]
=
[

0 1

1 0

][
īL

v̄o

]
+
[

0

0

][
V̄DC
]

(36.15)

The eigenvalues sbb1,2 , or characteristic roots of A, are
the roots of |sI− A|. Therefore,

sbb1,2 =
−1

2RoCo
±
√

1

4 (RoCo)
2 −

(1− δ1)
2

LiCo
(36.16)

Since λmax is the maximum of the absolute values of all the
eigenvalues of A, the model (36.14, 36.15) is valid for switch-
ing frequencies fs (fs= 1/T) that verify λmaxT 	 1. Therefore,
as T 	 1/λmax, the values of T that approximately verify this
restriction are T 	 1/max(|sbb1,2 |). Given this buck–boost con-
verter data, T 	 2 ms is obtained. Therefore, the converter
switching frequency must obey fs �max(|sbb1,2 |), implying
switching frequencies above, say, 5 kHz. Consequently, the
buck–boost switching frequency, the inductor value, and the
capacitor value were chosen accordingly.

This restriction can be further used to discuss the maxi-
mum frequency ωmax for which the state-space averaged model
is still valid, given a certain switching frequency. As λmax can
be regarded as a frequency, the preceding constraint brings
ωmax	 2πfs, say ωmax < 2πfs/10, which means that the state-
space averaged model is a good approximation at frequencies
under one-tenth of the power converter switching frequency.

The state-space averaged model (36.14, 36.15) is also the
state-space model of the circuit represented in Fig. 36.2. Hence,
this circuit is often named “the averaged equivalent circuit”
of the buck–boost converter and allows the determination,
under small ripple and slow variations, of the average equiv-
alent circuit of the converter switching cell (power transistor
plus diode).

The average equivalent circuit of the switching cell
(Fig. 36.3a) is represented in Fig. 36.3b and emerges directly
from the state-space averaged model (36.14, 36.15). This equiv-
alent circuit can be viewed as the model of an “ideal trans-
former” (Fig. 36.3c), whose primary to secondary ratio (v1/v2)
can be calculated applying Kirchhoff ’s voltage law to obtain
−v1+vs−v2 = 0. As v2 = δ1vs, it follows that v1 = vs (1−δ1),
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δ1iL

Li
Co

vo
Ro

iL

δ1(VDC +vo)

+
+

−

− VDC

+ −

FIGURE 36.2 Equivalent circuit of the averaged state-space model of the
buck–boost converter.

giving (v1/v2) = (1− δ1)/δ1. The same ratio could be obtained
beginning with iL = i1 + i2 and i1 = δ1iL (Fig. 36.3b), which
gives i2 = iL(1− δ1) and (i2/i1) = δ2/δ1.

The average equivalent circuit concept, obtained from
Eq. (36.7) or Eqs. (36.14) and (36.15), can be applied to other
switching converters, with or without a similar switching cell,
to obtain transfer functions or to simulate the converter aver-
age behavior. The average equivalent circuit of the switching
cell can be applied to converters with the same switching cell
operating in the continuous conduction mode. However, note
that the state variables of Eq. (36.7) or Eqs. (36.14) and (36.15)
are the mean values of the converter instantaneous variables
and therefore do not represent their ripple components. The
inputs of the state-space averaged model are the mean values
of the converter inputs over one switching period.

36.2.2.3 Linearized State-Space Averaged Model
Since the converter outputs ȳ must be regulated actuating on
the duty cycle δ(t), the converter inputs ū usually present per-
turbations due to the load and power supply variations. State
variables are decomposed in small ac perturbations (denoted
by “∼”) and dc steady-state quantities (represented by upper-
case letters). Therefore,

x̄ = X+ x̃

ȳ = Y+ ỹ

ū = U+ ũ

δ1 = �1 + δ̃
δ2 = �2 − δ̃

(36.17)

VDC
δ1iL δ1vs

vs
vs

Q1

iL

iL

i1

i2

iL

v2v1

D1
−vo

vs+
+ −

−

−

−
+ +

+

− +δ2:δ1
−

(b) (c)(a)

FIGURE 36.3 Average equivalent circuit of the switching cell: (a) switching cell; (b) average equivalent circuit; and (c) average equivalent circuit using
an ideal transformer.

Using Eq. (36.17) in Eq. (36.7) and rearranging terms, we
obtain

˙̃x= [A1�1+A2�2]X+[B1�1+B2�2]U

+[A1�1+A2�2]x̃+[(A1−A2)X+(B1−B2)U]δ̃

+[B1�1+B2�2]ũ+[(A1−A2) x̃+(B1−B2) ũ]δ̃
(36.18)

Y+ ỹ= [C1�1+C2�2]X+[D1�1+D2�2]U

+[C1�1+C2�2]x̃+[(C1−C2)X+(D1−D2)U]δ̃

+[D1�1+D2�2]ũ+[(C1−C2) x̃+(D1−D2) ũ]δ̃
(36.19)

The terms [A1�1 +A2�2]X+ [B1�1 +B2�2]U and [C1�1 +
C2�2]X + [D1�1 + D2�2]U, respectively, from Eqs. (36.18)
and (36.19) represent the steady-state behavior of the system.
As in steady state, Ẋ = 0, the following relationships hold:

0 = [A1�1 + A2�2] X+ [B1�1 + B2�2] U (36.20)

Y = [C1�1 + C2�2] X+ [D1�1 +D2�2] U (36.21)

Neglecting higher order terms ([(A1−A2)x̃+(B1−B2)ũ]δ̃ ≈ 0)
of Eqs. (36.18) and (36.19), the linearized small-signal state-
space averaged model is

˙̃x = [A1�1 + A2�2] x̃+ [(A1 − A2) X+ (B1 − B2) U] δ̃

+ [B1�1 + B2�2] ũ

ỹ = [C1�1 + C2�2] x̃+ [(C1 − C2) X+ (D1 −D2) U] δ̃

+ [D1�1 +D2�2] ũ
(36.22)

or

˙̃x = Aav x̃+ Bav ũ+ [(A1 − A2) X+ (B1 − B2) U] δ̃

ỹ = Cav x̃+Dav ũ+ [(C1 − C2) X+ (D1 −D2) U] δ̃
(36.23)
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with

Aav = [A1�1 + A2�2]

Bav = [B1�1 + B2�2]

Cav = [C1�1 + C2�2]

Dav = [D1�1 +D2�2]

(36.24)

36.2.3 Converter Transfer Functions

Using Eq. (36.20) in Eq. (36.21), the input U to output Y
steady-state relations (36.25), needed for open-loop and feed-
forward control, can be obtained.

Y

U
= −CavA−1

av Bav +Dav (36.25)

Applying Laplace transforms to Eq. (36.23) with zero initial
conditions, and using the superposition theorem, the small-
signal duty-cycle δ̃ to output ỹ transfer functions (36.26), can
be obtained considering zero-line perturbations (ũ = 0).

ỹ(s)

δ̃(s)
= Cav [sI− Aav]−1 [(A1 − A2) X+ (B1 − B2) U]

+ [(C1 − C2) X+ (D1 −D2) U] (36.26)

The line to output transfer function (or audio susceptibil-
ity transfer function), Eq. (36.27), is derived using the same
method, considering now zero small-signal duty-cycle pertur-
bations (δ̃ = 0).

ỹ(s)

ũ(s)
= Cav [sI− Aav]−1 Bav +Dav (36.27)

EXAMPLE 36.2 Buck–boost dc/dc converter transfer
functions
From Eqs. (36.14) and (36.15) of Example 36.1 and
Eq. (36.23), making X = [IL, Vo]T, Y = [Vo, IL]T, and
U = [VDC], the linearized small-signal state-space model
of the buck–boost converter is

[˙̃iL
˙̃vo

]
=
[

0 −1−�1/Li

1−�1/Co −1/RoCo

][
ĩL
ṽo

]
+
[
�1/Li

0

]
[ṽDC]

+
[

0 δ̃/Li

−δ̃/Co 0

][
IL

Vo

]
+
[

VDC/Li

0

]
[δ̃]

[
ṽo

ĩL

]
=
[

0 1

1 0

][
ĩL
ṽo

]
+
[

0

0

]
[ṽDC]

(36.28)

From Eqs. (36.24) and (36.28), the following matrices
are identified:

Aav =
[

0 −(1−�1)/Li

1−�1/Co −1/RoCo

]
; Bav =

[
�1/Li

0

]
;

Cav =
[

0 1

1 0

]
; Dav =

[
0

0

]

(36.29)

The averaged linear equivalent circuit, resulting from
Eq. (36.28) or from the linearization of the averaged
equivalent circuit (Fig. 36.2) derived from Eqs. (36.14)
and (36.15), now includes the small-signal current
source δ̃IL in parallel with the current source �1 ĩL, and
the small-signal voltage source δ̃(VDC + Vo) in series
with the voltage source�1(ṽdc + ṽo). The supply voltage
source V̄DC is replaced by the voltage source ṽDC.

Using Eq. (36.29) in Eq. (36.25), the input U to output
Y steady-state relations are

IL

VDC
= �1

Ro (�1 − 1)2
(36.30)

Vo

VDC
= �1

1−�1
(36.31)

These relations are the well-known steady-state trans-
fer relationships of the buck–boost converter [2, 5, 6].
For open-loop control of the Vo output, knowing the
nominal value of the power supply VDC and the required
Vo, the value of �1 can be off-line calculated from
Eq. (36.31), (�1 = Vo/(Vo + VDC)). A modulator such
as that described in Section 36.2.4, with the modulation
signal proportional to�1, would generate the signal δ(t).
The open-loop control for fixed output voltages is possi-
ble if the power supply VDC is almost constant, and the
converter load does not change significantly. If the VDC

value presents disturbances, then the feedforward con-
trol can be used, calculating �1 online so that its value
will always be in accordance with Eq. (36.31). The correct
Vo value will be attained at steady state, despite input-
voltage variations. However, because of converter para-
sitic reactances, not modeled here (see Example 36.3),
in practice a steady-state error would appear. Moreover,
the transient dynamics imposed by the converter would
present overshoots, being often not suited for demanding
applications.

From Eq. (36.27), the line to output transfer functions
are

ĩL(s)

ṽDC(s)
= �1 (1+ sCoRo)

s2LiCoRo + sLi + Ro (1−�1)
2 (36.32)

ṽo(s)

ṽDC(s)
= Ro�1 (1−�1)

s2LiCoRo + sLi + Ro (1−�1)
2 (36.33)
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FIGURE 36.4 (a) Basic circuit of the forward dc/dc converter and (b) circuit main waveforms.

From Eq. (36.26), the small-signal duty-cycle δ̃ to output
ỹ transfer functions are

ĩL(s)

δ̃(s)
= VDC(1+�1 + sCoRo)/(1−�1)

s2LiCoRo + sLi + Ro (1−�1)
2 (36.34)

ṽo(s)

δ̃(s)
= VDC

(
Ro − sLi�1

/
(1−�1)

2
)

s2LiCoRo + sLi + Ro (1−�1)
2 (36.35)

These transfer functions enable the choice and feedback-
loop design of the compensation network. Note the
positive zero in ṽo(s)/δ̃(s), pointing out a nonminimum-
phase system. These equations could also be obtained
using the small-signal equivalent circuit derived from
Eq. (36.28) or from the linearized model of the switch-
ing cell (Fig. 36.3b), substituting the current source δ1 īL
by the current sources �1 ĩL and δ̃IL in parallel and the
voltage source δ1v̄s by the voltage sources �1(ṽDC + ṽo)
and δ̃(VDC + Vo) in series.

EXAMPLE 36.3 Transfer functions of the forward
dc/dc converter
Consider the forward (buck-derived) converter of
Fig. 36.4 switching at fs= 100 kHz (T = 10 μs) with
VDC= 300 V, n= 30, Vo= 5 V, Li= 20 μH, rL = 0.01�,
Co= 2200 μF, rC = 0.005�, Ro= 0.1�.

Assuming x=[iL, vC]T, δ(t)=1 when both Q1 and D1

are “on” and D2 is “off” (0≤ t ≤ δ1T) and δ(t)= 0 when
both Q1 and D1 are “off” and D2 is “on” (δ1 T ≤ t ≤ T),
the switched state-space model of the forward converter,
considering as output vector y = [iL, vo]T , is

diL
dt

= − (RorC + RorL + rLrC)

Li (Ro + rC)
iL

− Ro

Li (Ro + rC)
vc + δ(t)

n
VDC

dvC

dt
= Ro

(Ro + rC)Co
iL − 1

(Ro + rC)Co
vC

vo = rC

1+ rC /Ro
iL + 1

1+ rC /Ro
vC

(36.36)

Making rcm = rC /(1 + rC /Ro), Roc = Ro + rC , koc =
Ro/Roc , rP = rL + rcm and comparing Eq. (36.36) with
Eqs. (36.2) and (36.3), the following matrices can be
identified:

A1 = A =
[−rP/Li −koc/Li

koc/Co −1/ (RocCo)

]
;

B1 = [1/ (nLi) , 0]T ; B2 = [0, 0]T ; u = [VDC]

C1 = C2 =
[

1 0
rcm koc

]
; D1 = D2 = [0, 0]T

Now, applying Eq. (36.7) the exact (since A1 = A2)
state-space averaged model, Eqs. (36.37) and (36.38), is
obtained:

[ ˙̄iL
˙̄vC

]
=
[−rp/Li −koc/Li

koc/Co −1/(RocCo)

] [
īL
v̄C

]
+
[
δ1
nLi

0

] [
V̄DC
]

(36.37)

[
īL
v̄o

]
=
[

1 0
rcm koc

] [
īL
v̄o

]
+
[

0
0

] [
V̄DC
]

(36.38)

Since A1 = A2, this model is valid for ωmax < 2πfs.
The converter eigenvalues sf1,2 , are

sf1,2 = −
Li + CoRoc rP ±

√
−4Roc LiCo

(
Roc k2

oc+rP
)+(Li + CoRoc rP)

2

2Roc LiCo
(36.39)

The equivalent circuit arising from Eqs. (36.37) and
(36.38) is represented in Fig. 36.5. It could also be

iLδ1iL

Li

rc

Co
vc

rL

+ +
+

+− − −
−

VDC

n

VDC

n
δ1 vo

Ro

FIGURE 36.5 Equivalent circuit of the averaged state-space model of the
forward converter.
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obtained with the concept of the switching cell equivalent
circuit (Fig. 36.3) of Example (36.1).

Making X = [IL, VC]T, Y = [IL, Vo]T, and U = [VDC],
from Eq. (36.23) the small-signal state-space averaged
model is

[ ˙̃iL
˙̃vC

]
=
[−rP/Li −koc/Li

koc/Co −1/(RocCo)

][
ĩL
ṽC

]

+
[
�1/nLi

0

]
[ṽDC] +

[
VDC/nLi

0

] [
δ̃
] (36.40)

[
ĩL
ṽo

]
=
[

1 0
rcm koc

] [
ĩL
ṽC

]
+
[

0
0

]
[ṽDC] (36.41)

From Eq. (36.25), the input U to output Y steady-state
relations are

IL

VDC
= �1

n(k2
ocRoc + rP)

(36.42)

Vo

VDC
= �1(k2

ocRoc + rcm)

n(k2
ocRoc + rP)

(36.43)

Making rC = 0, rL = 0 and n = 1, the former rela-
tions give the well-known dc transfer relationships of the
buck dc/dc converter. Relations shown in Eqs. (36.42)
and (36.43) allow the open-loop and feedforward control
of the converter, as discussed in Example 36.2, provided
that all the modeled parameters are time invariant and
accurate enough.

From Eq. (36.27), the line to output transfer functions
are derived:

ĩL(s)

ṽDC(s)
= (�1/n) (1+ sCoRoc)

s2LiCoRoc + s(Li + CoRocrP)+ k2
ocRoc + rP

(36.44)

ṽo(s)

ṽDC(s)
= (�1/n)

(
k2

ocRoc + rcm + sCoRocrcm
)

s2LiCoRoc + s(Li + CoRocrP)+ k2
ocRoc + rP

(36.45)

Using Eq. (36.26), the small-signal duty-cycle δ̃ to
output ỹ transfer functions are

ĩL(s)

δ(s)
= (VDC/n) (1+ sCoRoc)

s2LiCoRoc + s(Li + CoRocrp)+ k2
ocRoc + rp

(36.46)

ṽo(s)

δ(s)
= (VDC/n)

(
k2

ocRoc + rcm + sCoRocrcm
)

s2LiCoRoc + s(Li + CoRocrp)+ k2
ocRoc + rp

(36.47)

The real zero of Eq. (36.47) is due to rC , the equivalent
series resistance (ESR) of the output capacitor. A similar
zero would occur in the buck–boost converter (Exam-
ple 36.2) if the ESR of the output capacitor had been
included in the modeling.

36.2.4 Pulse-Width Modulator Transfer
Functions

In the pulse-width modulation (PWM) voltage-mode control,
the output voltage uc(t) of the error (between desired and
actual outputs) amplifier plus regulator, processed if needed,
is compared to a repetitive or carrier waveform r(t) to obtain
the switching variable δ(t) (Fig. 36.6a). This function controls
the power switch, turning it “on” at the beginning of the period
and turning it “off” when the ramp exceeds the uc(t) voltage. In
Fig. 36.6b, the opposite occurs (turnoff at the end of the period,
turnon when the uc(t) voltage exceeds the ramp).

Considering r(t) as represented in Fig. 36.6a (r(t) = ucmaxt/
T), δk is obtained equating r(t)= uc . giving δk = uc(t)/ucmax or
δk/uc(t)=GM (GM= 1/ucmax). In Fig. 36.6b, the switching-on

(b)

uc max

−uc max

α1 π + α2

2ππ /2

δ (t)

uc(t )

ωt

ωt

r (t)

1
0

(a)

uc max

δ1T T + δ2T
T

T 2T 3T 4T t

r(t) uc(t)

2T 3T 4T t
2T + δ3T 3T + δ4T

1

0

δ (t )

FIGURE 36.6 Waveforms of pulse width modulators showing the
variable time delays of the modulator response: (a) r(t) = ucmaxt/T and
(b) r(t) = ucmax − 2ucmaxωt/π.
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angle αk is obtained from r(t) = ucmax − 2ucmaxωt/π, uc(t) =
ucmax − 2ucmax αk/π, giving αk = (π/2)(1 − uc/ucmax) and
GM = ∂αk/∂uc = −π/(2ucmax).

Since, after turn-off or turn-on, any control action varia-
tion of uc(t) will only affect the converter duty cycle in the
next period (or sample for digital hardware), a time delay is
introduced in the control loop. For simplicity, with small-signal
perturbations around the operating point, this delay is assumed
almost constant and equal to its mean value (T/2). Then, the
transfer function of the PWM modulator is

δ̃(s)

ũc(s)
= GMe−sT/2 = GM

esT/2

= GM

1+ s T
2 + s2

2!
(T

2

)2 + · · · + s j

j!
(T

2

)2 + · · · ≈
GM

1+ s T
2

(36.48)

The final approximation of Eq. (36.48), valid for ωT/2 <√
2/2, [7] suggests that the PWM modulator can be consid-

ered an amplifier with gain GM and a dominant pole. Notice
that this pole occurs at a frequency doubling the switching
frequency, and most state-space averaged models are valid
only for frequencies below one-tenth of the switching fre-
quency. Therefore, in most situations, this modulator pole can
be neglected, being simply δ(s)=GMuc(s), as the dominant
pole of Eq. (36.48) stays at least one decade to the left of the
dominant poles of the converter.

36.2.5 Linear Feedback Design Ensuring
Stability

In the application of classical linear feedback control to switch-
ing power converters, Bode plots and root locus are, usually,
suitable methods to assess system performance and stability.
General rules for the design of the compensated open-loop
transfer function are as follows:

1. The low-frequency gain should be high enough to
minimize output steady-state errors;

2. The frequency of 0 dB gain (unity gain), ω0dB, should
be placed close to the maximum allowed by the model-
ing approximations (λmaxT 	 1) to allow fast response
to transients. In practice, this frequency should be
almost an order of magnitude lower than the switching
frequency;

3. To ensure stability, the phase margin, defined as
the additional phase shift needed to render the sys-
tem unstable without gain changes (or the difference
between the open-loop system phase at ω0dB and
−180◦), must be positive and in general greater than
30◦ (45◦−70◦ is desirable). In the root locus, no poles
should enter the right-half of the complex plane;

4. To increase stability, the gain should be less than
−30 dB at the frequency where the phase reaches−180◦
(gain margin greater than 30 dB).

Transient behavior and stability margins are related: the
obtained damping factor is generally 0.01 times the phase mar-
gin (in degrees), and overshoot (in percent) is given approxi-
mately by 75◦ minus the phase margin. The product of the rise
time (in seconds) and the closed-loop bandwidth (in rad/s) is
close to 2.8.

To guarantee gain and phase margins, the following series
compensation transfer functions (usually implemented with
operational amplifiers) are often used [8]:

36.2.5.1 Types of Compensation
36.2.5.1.1 Lag or Lead compensation Lag compensation
should be used in converters with good stability margin but
poor steady-state accuracy. If the frequencies 1/Tp and 1/Tz of
Eq. (36.49) with 1/Tp< 1/Tz are chosen sufficiently below the
unity gain frequency, lag–lead compensation lowers the loop
gain at high frequency but maintains the phase unchanged for
frequencies f � 1/Tz. Then, the dc gain can be increased to
reduce the steady-state error without significantly decreasing
the phase margin.

CLL(s) = kLL
1+ sTz

1+ sTp
= kLL

Tz

Tp

s + 1/Tz

s + 1/Tp
(36.49)

Lead compensation can be used in converters with good
steady-state accuracy but poor stability margin. If the fre-
quencies 1/Tp and 1/Tz of Eq. (36.49) with 1/Tp> 1/Tz are
chosen below the unity gain frequency, lead–lag compensa-
tion increases the phase margin without significantly affecting
the steady-state error. The Tp and Tz values are chosen to
increase the phase margin, fastening the transient response and
increasing the bandwidth.

36.2.5.1.2 Proportional–Integral Compensation Proport-
ional–integral (PI) compensators (36.50) are used to guaran-
tee null steady-state error with acceptable rise times. The PI
compensators are a particular case of lag–lead compensators,
therefore suitable for converters with good stability margin but
poor steady-state accuracy.

CPI (s) = 1+ sTz

sTp
= Tz

Tp
+ 1

sTp
= Kp + Ki

s
= Kp

(
1+ Ki

Kps

)

= Kp

(
1+ 1

sTz

)
= 1+ sTz

sTz/Kp
(36.50)

36.2.5.1.3 Proportional–Integral plus High-Frequency Pole
Compensation This integral plus zero-pole compensation
(36.51) combines the advantages of a PI with lead or lag
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compensation. It can be used in converters with good stability
margin but poor steady-state accuracy. If the frequencies 1/TM

and 1/Tz (1/Tz< 1/TM) are carefully chosen, compensation
lowers the loop gain at high frequency while only slightly
lowering the phase to achieve the desired phase margin.

CILD(s) = 1+ sTz

sTp(1+ sTM)
= Tz

TpTM

s + 1/Tz

s(s + 1/TM)

= Wcp
s + ωz

s(s + ωM)
(36.51)

36.2.5.1.4 Proportional–Integral Derivative (PID), Plus High-
Frequency Poles The PID notch filter type (36.52) scheme
is used in converters with two lightly damped complex poles,
to increase the response speed, while ensuring zero steady-
state error. In most switching power converters, the two com-
plex zeros are selected to have a damping factor greater than
the converter complex poles and slightly smaller oscillating
frequency. The high-frequency pole is placed to achieve the
needed phase margin [9]. The design is correct if the complex
pole loci, heading to the complex zeros in the system root locus,
never enter the right half-plane.

CPIDnf (s) = Tcp

s2 + 2ξcpω0cps + ω2
0cp

s(1+ s/ωp1)

= Tcps

1+ s/ωp1
+ 2Tcpξcpω0cp

1+ s/ωp1
+ Tcpω

2
0cp

s(1+ s/ωp1)

= Tcps

1+ s/ωp1
+ Tcpω

2
0pc(1+ 2sξcp/ω0cp)

s(1+ s/ωp1)
(36.52)

For systems with a high-frequency zero placed at least one
decade above the two lightly damped complex poles, the com-
pensator (36.53), with ωz1≈ωz2<ωp, can be used. Usually,
the two real zeros present frequencies slightly lower than the
frequency of the converter complex poles. The two high-
frequency poles are placed to obtain the desired phase margin
[9]. The obtained overall performance will often be inferior to
that of the PID type notch filter.

CPID(s) = Wcp
(1+ s/ωz1) (1+ s/ωz2)

s(1+ s/ωp)2
(36.53)

36.2.5.2 Compensator Selection and Design
The procedure to select the compensator and to design its
parameters can be outlined as follows:

1. Compensator selection: In general, since VDC per-
turbations exist, null steady-state error guarantee is
needed. High-frequency poles are usually necessary if
the transfer function shows a −6 dB/octave roll-off

due to high frequency left plane zeros. Therefore, in
general, two types of compensation schemes with inte-
gral action, Eq. (36.51) or (36.50) and Eq. (36.52) or
(36.53), can be tried. Compensator (36.52) is usually
convenient for systems with lightly damped complex
poles;

2. Unity gain frequency, ω0dB, choice:

• If the selected compensator has no complex zeros,
it is better to be conservative, choosing ω0dB suffi-
ciently below the frequency of the lightly damped
poles of the converter (or the frequency of the
right half-plane zeros if lower). However, because
of the resonant peak of most converter transfer
functions, the phase margin can be obtained at a
frequency near the resonance. If the phase mar-
gin is not enough, the compensator gain must be
lowered;

• If the selected compensator has complex zeros,
ω0dB can be chosen slightly above the frequency of
the lightly damped poles;

3. Desired phase margin (φM) specification, φM≥ 30◦
(preferably between 45◦ and 70◦);

4. Compensator zero-pole placement to achieve the
desired phase margin:

• With the integral plus zero-pole compensation
type (36.51), the compensator phase φcp, at
the maximum frequency of unity gain (often
ω0dB), equals the phase margin (φM) minus 180◦
and minus the converter phase φcv, (φcp =
φM− 180◦ − φcv). The zero-pole position can be
obtained calculating the factor fct = tg(π/2 +
φcp/2) being ωz = ω0dB/fct and ωM = ω0dBfct.

• With the PID notch filter type (36.52) con-
troller, the two complex zeros are placed to
have a damping factor, ξp, roughly equal to two
times the damping ξz of the converter com-
plex poles, and oscillating frequency ω0cp 30%
smaller than the complex poles frequency ωp.
The high-frequency pole ωp1 is placed to achieve
the needed phase margin (ωp1≈ (ω0cp ·ω0dB)1/2f 2

ct
with fct = tg(π/2 + φcp/2) and φcp = φM −
180◦ − φcv [5]). Alternatively, since for stability

ξzω0cp>ξpωp and ωp

√
1− ξ 2

p >ω0cp
√

1− ξ 2
z , it

is obtained 1>ξz>ξp and using the geometric

mean, ω0cp=ωp

√
ξp

ξz

√
1−ξ2

p

1−ξ2
z

.

5. Compensator gain calculation (the product of the con-
verter and compensator gains at the ω0dB frequency
must be one);

6. Stability margin verification using Bode plots and root
locus;
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7. Result evaluation; restarting the compensator selection
and design if the attained results are still not good
enough.

Note that several modern computer programs, such as MAT-
LAB, provide very easy and efficient tools (such as SISOTOOL)
to design these controllers, even considering that switching
power converters are discrete systems. Optimum controllers
such as Linear Quadratic Gaussian (LQG, LQR) controllers,
whose performances might be much better than linear con-
trollers, can also be designed using the same tools. However,
in evaluating optimum controller results, care must be taken
in order to guarantee that the controlled converter frequency
bandwidth and gain are not beyond the validity limits of the
used models.

36.2.6 Examples: Buck–Boost DC/DC
Converter, Forward DC/DC Converter,
12 Pulse Rectifiers, Buck–Boost DC/DC
Converter in the Discontinuous Mode
(Voltage and Current Mode), Three-Phase
PWM Inverters

EXAMPLE 36.4 Feedback design for the buck–boost
dc/dc converter
Consider the converter output voltage vo (Fig. 36.1)
to be the controlled output. From Example 36.2 and
Eqs. (36.33) and (36.35), the block diagram shown in
Fig. 36.7 is obtained. The modulator transfer function is
considered a pure gain (GM = 0.1). The magnitude and
phase of the open-loop transfer function vo/uc (Fig. 36.8a
trace 1) show a resonant peak due to the two lightly
damped complex poles and the associated−12 dB/octave
roll-off. The right half-plane zero changes the roll-off
to −6 dB/octave and adds −90◦ to the converter phase
(nonminimum-phase converter).

Compensator selection. As VDC perturbations exist
null, steady-state error guarantee is needed. High-
frequency poles are needed given the −6 dB/octave final
slope of the transfer function. Therefore, two compen-
sation schemes (36.51) and (36.52) with integral action
are tried here. The buck–boost converter controlled with

voref Cp(s)

uc Modulator
VDC s2LiCoRo +

 sLi +
 Ro (1 _ Δ1)2

Ro Δ1(1 _ Δ1)

VDC

vo1
Ro 

_ sLi Δ1 (1 _ Δ1)2

δ

+
+ +

+

+
−

( )

FIGURE 36.7 Block diagram of the linearized model of the closed-loop buck–boost converter.

integral plus zero-pole compensation presents, in closed-
loop pole, two complex poles closer to the imaginary axes
than in open-loop pole. These poles should not dominate
the converter dynamics. Instead, the real pole resulting
from the open-loop pole placed at the origin should
be almost the dominant one, thus slightly lowering the
calculated compensator gain. If the ω0dB frequency is
chosen too low, the integral plus zero-pole compensa-
tion turns into a pure integral compensator (ωz = ωM =
ω0dB). However, the obtained gains are too low, leading
to very slow transient responses.

Results showing the transient responses to voref and
VDC step changes, using the selected compensators
and converter Bode plots (Fig. 36.8), are shown in
Fig. 36.9. The compensated real converter transient
behavior occurs in the buck and in the boost regions.
Notice the nonminimum-phase behavior of the con-
verter (mainly in Fig. 36.9b), the superior performance
of the PID notch filter compensator, and the unaccept-
able behavior of the PI with high-frequency pole. Care
should be taken with load changes, when using this
compensator, since instability can easily occur.

The compensator critical values, obtained with the
root-locus studies, are Wcpcrit = 700 s−1 for the inte-
gral plus zero-pole compensator, Tcpcrit = 0.0012 s for
the PID notch filter, and WIcpcrit = 18 s−1 for the integral
compensation derived from the integral plus zero-pole
compensator (ωz=ωM). This confirms the Bode-plot
design and allows stability estimation with changing
loads and power supply.

EXAMPLE 36.5 Feedback design for the forward dc/dc
converter
Consider the output voltage vo of the forward converter
(Fig. 36.4a) to be the controlled output. From Exam-
ple 36.3 and Eqs. (36.45) and (36.47), the block diagram
of Fig. 36.10 is obtained. As in Example 36.4, the modu-
lator transfer function is considered a pure gain (GM =
0.1). The magnitude and phase of the open-loop transfer
function vo/uc (Fig. 36.11a, trace 1) show an open-loop
stable system. Since integral action is needed to have
some disturbance rejection of the voltage source VDC, the
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Buck–Boost converter, PI plus high-frequency pole Buck–Boost converter, PID notch filter
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FIGURE 36.8 Bode plots for the buck–boost converter. Trace 1 – switching power converter magnitude and phase; trace 2 – compensator magnitude
and phase; trace 3 – resulting magnitude and phase of the compensated converter: (a) PI plus high-frequency pole compensation with 60◦ phase margin,
ω0dB = 500 rad/s and (b) PID notch filter compensation with 65◦ phase margin, ω0dB = 1000 rad/s.
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to 23 V. Top graphs: step reference voref and output voltage vo. Bottom graphs: trace starting at 20 is iL current; trace starting at zero is 10(voref − vo): (a)
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n

(kocRoc + rcm + sCo Rocrcm)2

FIGURE 36.10 Block diagram of the linearized model of the closed-loop controlled forward converter.
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Forward converter, Pl plus high-frequency pole Forward converter, PID notch filter
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compensation schemes used in Example 36.4, obtained
using the same procedure (Fig. 36.11), were also tested.

Results, showing the transient responses to voref and
VDC step changes, are shown in Fig. 36.12. Both the com-
pensators (36.51) and (36.52) are easier to design than
the ones for the buck–boost converter and both have
acceptable performances. Moreover, the PID notch filter
presents a much faster response.

Alternatively, a PID feedback controller such as
Eq. (36.53) can be easily hand-adjusted, starting with
the proportional, integral, and derivative gains all set to

zero. In the first step, the proportional gain is increased
until the output presents an oscillatory response with
nearly 50% overshoot. Next, the derivative gain is slowly
increased until the overshoot is eliminated. Finally, the
integral gain is increased to eliminate the steady-state
error as quickly as possible.

EXAMPLE 36.6 Feedback design for phase-controlled
rectifiers in the continuous mode
Phase-controlled, p pulse (p> 1), thyristor rectifiers
(Fig. 36.13a), operating in the continuous mode, present
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α

FIGURE 36.13 (a) Block diagram of a p pulse phase-controlled rectifier feeding a separately excited dc motor and (b) equivalent averaged circuit.

an output voltage with p identical segments within the
mains period T. Given this cyclic waveform, the A, B, C,
and D matrices for all these p intervals can be written
with the same form, in spite of the topological variation.
Hence, the state-space averaged model is obtained sim-
ply by averaging all the variables within the period T/p.
Assuming small variations, the mean value of the rectifier
output voltage UDC can be written [10]:

UDC = Up
p

π
sin

(
π

p

)
cosα (36.54)

where α is the triggering angle of the thyristors, and
Up the maximum peak value of the rectifier output
voltage, determined by the rectifier topology and the
ac supply voltage. The α value can be obtained [α =
(π/2) × (1 − uc/ucmax)] using the modulator shown in
Fig. 36.6b, whereω = 2π/T is the mains frequency. From
Eq. (36.54), the incremental gain KR of the modulator
plus rectifier yields the following:

KR = ∂UDC

∂uc

= Up
p

2ucmax
sin

(
π

p

)
cos

(
πuc

2ucmax

)
(36.55)

For a given rectifier, this gain depends on uc and
should be calculated for a certain quiescent point. How-
ever, for feedback design purposes, note that the rectifier
could be required to be stable in all operating points, the
maximum value of KR, denoted KRM , can be used:

KRM = Up
p

2ucmax
sin

(
π

p

)
(36.56)

The operation of the modulator, coupled to the rec-
tifier thyristors, introduces a non-negligible time delay,

with mean value T/2p. Therefore, from Eq. (36.48) the
modulator-rectifier transfer function GR(s) is

GR(s) = UDC(s)

uc(s)

= KRM e−s(T/2p) ≈ KRM

1+ s(T/2p)
(36.57)

Considering zero Up perturbations, the rectifier equiv-
alent averaged circuit (Fig. 36.13b) includes the loss-free
rectifier output resistance Ri because of the overlap in
the commutation phenomenon caused by the mains
inductance. Usually, Ri≈ pωl/π where l is the equiva-
lent inductance of the lines paralleled during the overlap,
half of the line inductance for most rectifiers, except for
single-phase bridge rectifiers where l is the line induc-
tance. Here, Lo is the smoothing reactor, and Rm, Lm,
and Eo are, respectively, the armature internal resis-
tance, inductance, and back electromotive force of a
separately excited dc motor (typical load). Assuming
the mean value of the output current as the controlled
output, making Lt = Lo + Lm, Rt =Ri + Rm, Tt = Lt /Rt ,
and applying Laplace transforms to the differential equa-
tion obtained from the circuit of Fig. 36.13b, the output
current transfer function will be

io(s)

UDC(s)− Eo(s)
= 1

Rt (1+ sTt )
(36.58)

The rectifier and load are now represented by a per-
turbed (Eo) second-order system (Fig. 36.14). To achieve
zero steady-state error, which ensures steady-state insen-
sitivity to the perturbations, and to obtain closed-loop
second-order dynamics, a PI controller (36.50) was
selected for Cp(s) (Fig. 36.14). Canceling the load pole
(−1/Tt) with the PI zero (−1/Tz) yields the following:

Tz = Lt /Rt (36.59)
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FIGURE 36.14 Block diagram of a PI controlled p pulse rectifier.

1
uoN ioN

uoN

ioN

1.4

1.2

1

.8

.6

.4

.2

0

−.2

.75

.5

.25

−.25

−.5

−.75

−1

0

0 1 2 3 4
t × 20 ms

(a) (b)

5 6

1

uoN ioN

uoN

ioN

1.4

1.2

1

.8

.6

.4

.2

0
−.2

.75

.5

.25

−.25

−.5

−.75

−1

0

0 1 2 3 4
t × 20 ms

5 6

FIGURE 36.15 Transient response of the compensated rectifier: (a) step response of the controlled current io and (b) the current io response to a step
chance to 50% of the Eo nominal value during 1.5T.

The rectifier closed-loop transfer function io(s)/ioref (s),
with zero Eo perturbations, is

io(s)

ioref (s)
= 2pKRM kI /

(
Rt TpT

)
s2 + (2p/T)s + 2pKRM kI /

(
Rt TpT

) (36.60)

The final value theorem enables the verification of the
zero steady-state error. Comparing the denominator of
Eq. (36.60) to the second-order polynomial s2+2ζωns+
ω2

n yields:

ω2
n = 2pKRM kI /

(
Rt TpT

)
4ζ 2ω2

n = (2p/T)2
(36.61)

Since only one degree of freedom is available (Tp),

the damping factor ζ is imposed. Usually, ζ =√2/2
is selected since it often gives the best compromise
between response speed and overshoot. Therefore, from
Eq. (36.61), Eq. (36.62) arises:

Tp = 4ζ 2KRM kI T/
(
2pRt
) = KRM kI T/

(
pRt
)

(36.62)

Note that both Tz (36.59) and Tp (36.62) are depen-
dent upon circuit parameters. They will have the correct

values only for dc motors with parameters closed to the
nominal load value. Using Eq. (36.62) in Eq. (36.60)
yields Eq. (36.63), the second-order closed-loop transfer
function of the rectifier, showing that, with loads close to
the nominal value, the rectifier dynamics depend only on
the mean delay time T/2p.

io(s)

ioref (s)
= 1

2
(
T/2p

)2
s2 + sT/p+ 1

(36.63)

From Eq. (36.63), ωn =
√

2p/T results, which is the
maximum frequency allowed by ωT/2p<

√
2/2, the

validity limit of Eq. (36.48). This implies that ζ ≥√2/2,
which confirms the preceding choice. For Up = 300 V,
p= 6, T = 20 ms, l= 0.8 mH, Rm = 0.5�, Lt = 50 mH,
Eo=−150 V, ucmax= 10 V, and kI = 0.1, Fig. 36.15a
shows the rectifier output voltage uoN (uoN = uo/Up) and
the step response for the output current ioN (ioN = io/40)
in accordance with Eq. (36.63). Notice that the rectifier
is operating in the inverter mode. Figure 36.15b shows
the effect, in the io current, of a 50% reduction in the Eo

value. The output current is initially disturbed, but the
error vanishes rapidly with time.
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This modeling and compensator design are valid for
small perturbations. For large perturbations, the recti-
fier firing angles will either saturate at the zero value
or originate large current overshoots. For large signals,
antiwindup schemes (Fig. 36.16a) or error ramp lim-
iters (or soft starters) and PI integral component limiters
(Fig. 36.16b) must be used. These solutions will also
work with other switching power converters.

To use this rectifier current controller as the inner
control loop of a cascaded controller for the dc motor
speed regulation, a useful first-order approximation of
Eq. (36.63) is io(s)/ioref (s) ≈ 1/(sT/p+ 1).

Although allowing a straightforward compensator
selection and precise calculation of its parameters, the
rectifier modeling presented here is not suited for sta-
bility studies. The rectifier root locus will contain two
complex conjugate poles in branches parallel to the imag-
inary axis. To study the current controller stability, at
least the second-order term of Eq. (36.48) in Eq. (36.57)
is needed. Alternative ways include the first-order Padé
approximation of e−sT/2p, e−sT/2p ≈ (1 − sT/4p)/(1 +
sT/4p), or the second-order approximation, e−sT/2p ≈
(1 − sT/4p + (sT/2p)2/12)/(1 + sT/4p + (sT/2p)2/12).
These approaches introduce zeros in the right half-plane
(nonminimum-phase systems), or extra poles, giving
more realistic results. Taking a first-order approximation
and root-locus techniques, it is found that the rectifier
is stable for Tp > KRM kI T/(4pRt )(ζ > 0.25). Another
approach uses the conditions of magnitude and angle of
the delay function e−sT/2p to obtain the system root locus.
Also, the switching power converter can be considered a
sampled data system, at frequency p/T , and Z transform

can be used to determine the critical gain and first fre-
quency of instability p/(2T), usually half the switching
frequency of the rectifier.

EXAMPLE 36.7 Buck–boost dc/dc converter feedback
design in the discontinuous mode
The methodologies just described do not apply to switch-
ing power converters operating in the discontinuous
mode. However, the derived equivalent averaged cir-
cuit approach can be used, calculating the mean value
of the discontinuous current supplied to the load, to
obtain the equivalent circuit. Consider the buck–boost
converter of Example 36.1 (Fig. 36.1) with the new val-
ues Li= 40 μH, Co= 1000 μF, and Ro= 15�. The mean
value of the current iLo, supplied to the output capacitor
and resistor of the circuit operating in the discontinuous
mode, can be calculated noting that if the input VDC and
output vo voltages are essentially constant (low ripple),
the inductor current rises linearly from zero, peaking at
IP = (VDC/Li)δ1T (Fig. 36.17a). As the mean value of iLo,
supposed linear, is ILo = (IPδ2T)/(2T), using the steady-
state input–output relation VDCδ1 = Voδ2 and the above
IP value, ILo can be written as follows:

ILo = δ2
1V 2

DCT

2LiVo
(36.64)

This is a nonlinear relation that could be linearized
near an operating point. However, switching power con-
verters in the discontinuous mode seldom operate just
near an operating point. Therefore, using a quadratic
modulator (Fig. 36.18), obtained integrating the ramp
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FIGURE 36.18 Block diagram of a PI controlled (feedforward linearized) buck–boost converter operating in the discontinuous mode.
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FIGURE 36.19 Transient response of the compensated buck–boost converter in the discontinuous mode. At t = 0.001 s, voref step from 23 to 26 V.
At t = 0.011 s, voref step from 26 to 23 V. Top graphs: step reference voref and output voltage vo. Bottom graphs: pulses, iL current; trace peaking at 40,
10 × (voref − vo): (a) PI-controlled and feedforward linearized buck–boost converter with ζ = 1 and ωn ≈ πfs/10 and (b) Current-mode-controlled
buck–boost with ζ = 1 and maximum value Ipmax = 15 A.

r(t) (Fig. 36.6a) and comparing the quadratic curve
to the term ucPIvo/V 2

DC (which is easily implemented
using the Unitrode UC3854 integrated circuit), the duty

cycle δ1 is δ1 =
√

ucPI Vo/
(
ucmaxV 2

DC

)
, and a constant

incremental factor KCV can be obtained:

KCV = ∂ILo

∂ucPI
= T

2ucmaxLi
(36.65)

Considering zero-voltage perturbations and neglect-
ing the modulator delay, the equivalent averaged circuit
(Fig. 36.17b) can be used to derive the output volt-
age to input current transfer function vo(s)/iLo(s) =
Ro/(sCoRo+ 1). Using a PI controller (36.50), the closed-
loop transfer function is

vo(s)
voref (s)=

KCV (1+sTz)/CoTp

s2+s(Tp+TzKCV kvRo)/CoRoTp+KCV kv/CoTp

(36.66)

Since two degrees of freedom exist, the PI constants
are derived imposing ζ and ωn for the second-order
denominator of Eq. (36.66), usually ζ ≥√2/2 and ωn ≤
2πfs/10. Therefore,

Tp = KCV kv
/(
ω2

nCo
)

Tz = Tp(2ζωnCoRo − 1)
/
(KCV kvRo) (36.67)

The transient behavior of this converter, with ζ = 1
and ωn ≈ πfs/10, is shown in Fig. 36.19a. Compared to
Example 36.2, the operation in the discontinuous con-
duction mode reduces, by 1, the order of the state-space
averaged model and eliminates the zero in the right-half
of the complex plane. The inductor current does not
behave as a true state variable because during the interval
δ3T , this current is zero, and this value is always the iLo

current initial condition. Given the differences between
these two examples, care should be taken to avoid the
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FIGURE 36.20 Block diagram of a current-mode-controlled buck–boost converter operating in the discontinuous mode.

operation in the continuous mode of converters designed
and compensated for the discontinuous mode. This can
happen during turn-on or step load changes and, if not
prevented, the feedback design should guarantee stability
in both modes (Example 36.8, Fig. 36.20).

EXAMPLE 36.8 Feedback design for the buck–boost
dc/dc converter operating in the discontinuous mode
and using current-mode control
The performances of the buck–boost converter operat-
ing in the discontinuous mode can be greatly enhanced
if a current-mode control scheme is used, instead of
the voltage-mode controller designed in Example 36.7.
Current-mode control in switching power converters is
the simplest form of state feedback. Current mode needs
the measurement of the current iL (Fig. 36.1) but greatly
simplifies the modulator design (compare Fig. 36.18 with
Fig. 36.20) since no modulator linearization is used. The
measured value, proportional to the current iL, is com-
pared with the ucPI value given by the output voltage
controller (Fig. 36.20). The modulator switches off the
power semiconductor when kI IP = ucPI.

Expressed as a function of the peak iL current IP , ILo

becomes (Example 36.7) ILo = IPδ1VDC/(2Vo), or con-
sidering the modulator task, ILo = ucPIδ1VDC/(2kI Vo).
For small perturbations, the incremental gain is KCM =
∂ILo/∂ucPI = δ1VDC/(2kI Vo). An ILo current delay Td =
1/(2fs), related to the switching frequency fs, can be
assumed. The current-mode control transfer function
GCM (s) is

GCM(s)= ILo(s)

ucPI(s)
≈ KCM

1+sTd
≈ δ1VDC

2kI Vo(1+sTd)
(36.68)

Using the approach of Example 36.6, the values for Tz

and Tp are given by Eq. (36.69).

Tz = RoCo

Tp = 4ζ 2KCMkvRoTd

(36.69)

The transient behavior of this converter, with ζ = 1
and maximum value for Ip, and Ipmax= 15 A, is shown
in Fig. 36.19b. The output voltage step response presents
no overshoot, no steady-state error, and better dynamics
compared with the response (Fig. 36.19a) obtained using
the quadratic modulator (Fig. 36.18). With current-
mode control, the converter behaves like a reduced
order system and the right half-plane zero is not
present.

The current-mode control scheme can be advanta-
geously applied to converters operating in the continuous
mode, ensuring short-circuit protection, system-order
reduction, and better performances. However, for con-
verters operating in the step-up (boost) regime, a sta-
bilizing ramp with negative slope is required, to ensure
stability. The stabilizing ramp will transform the signal
ucPI in a new signal ucPI − rem(ksr t/T), where ksr is the
needed amplitude for the compensation ramp, and the
function rem is the remainder of the division of ksr t by
T . In the next section, current control of switching power
converters will be detailed.

Closed-loop control of resonant converters can be
achieved using the outlined approaches if the resonant
phases of operation last for small intervals compared
to the fundamental period. Otherwise, the equivalent
averaged circuit concept can often be used and lin-
earized, now considering the resonant converter input–
output relations, normally functions of the driving
frequency and input or output voltages, to replace
the δ1.

EXAMPLE 36.9 Output voltage control in three-phase
voltage-source inverters using sinusoidal wave PWM
(SPWM) and space vector modulation (SVM)

Sinusoidal wave PWM
Voltage-source three-phase inverters (Fig. 36.21) are
often used to drive squirrel cage induction motors (IM)
in variable speed applications.
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FIGURE 36.21 IGBT-based voltage-sourced three-phase inverter with
induction motor.

Considering almost ideal power semiconductors, the
output voltage ubk(k ∈ {1, 2, 3}) dynamics of the inverter
is negligible as the output voltage can hardly be con-
sidered a state variable in the time scale describing
the motor behavior. Therefore, the best known method
to create sinusoidal output voltages uses an open-loop
modulator with low-frequency sinusoidal waveforms
sin(ωt), with the amplitude defined by the modula-
tion index mi (mi ∈ [0, 1]), modulating high-frequency
triangular waveforms r(t) (carriers), Figure 36.22, a pro-
cess similar to the one described in Section 36.2.4. The
frequency and phase of the triangular carriers should
guarantee half-wave and quarter-wave symmetry for
minimum harmonic distortion.

This sinusoidal wave PWM (SPWM) modulator gene
rates the variable γk represented in Fig. 36.22 by the
rectangular waveform, which describes the inverter k leg
state:

γk =
{

1 → when mi sin(ωt) > r(t)

0 → when mi sin(ωt) < r(t)
(36.70)

The turn-on and turn-off signals for the k leg inverter
switches are related with the variable γk as follows:

γk =
{

1 → then Suk is on and slk is off

0 → then Suk is off and slk is on
(36.71)

This applies constant-frequency sinusoidally weighted
PWM signals to the gates of each insulated gate bipo-
lar transistor (IGBT). The PWM signals for all the upper
IGBTs (Suk , k ∈ {1, 2, 3}) must be 120◦ out of phase, and
the PWM signal for the lower IGBT Slk must be the
complement of the Suk signal. Since transistor turn-on
times are usually shorter than turn-off times, some dead
time must be included between the Suk and Slk pulses to
prevent internal short circuits.

Sinusoidal PWM can be easily implemented using a
microprocessor or two digital counters/timers generating

the addresses for two lookup tables (one for the trian-
gular function and another for supplying the per unit
basis of the sine, whose frequency can vary). Tables can
be stored in read-only memories, ROM, or erasable pro-
grammable ROM, EPROM. One multiplier for the mod-
ulation index (perhaps into the digital-to-analog [D/A]
converter for the sine ROM output) and one hysteresis
comparator must also be included.

With SPWM, the first harmonic maximum ampli-
tude of the obtained line-to-line voltage is only about
86% of the inverter dc supply voltage Va. Since it is
expectable that this amplitude should be closer to Va, dif-
ferent modulating voltages (for example, adding a third-
order harmonic with one-fourth of the fundamental sine
amplitude) can be used till the fundamental harmonic of
the line-to-line voltage is kept sinusoidal. Another way is
to not use SPWM and consider the eight possible inverter
output voltages to use directly. This will lead to space
vector modulation.

Space vector modulation
Space vector modulation (SVM) is based on the polar
representation (Fig. 36.23) of the eight possible base
output voltages of the three-phase inverter (Table 36.1,
where vα and vβ are the vector components of vec-
tor �Vg , g ∈ {0, 1, 2, 3, 4, 5, 6, 7}, obtained with Eq. (36.72).
Therefore, since all the available voltages can be used,
SVM does not present the voltage limitation of SPWM.

Furthermore, being a vector technique, SVM fits well
with the vector control methods often used in IM
drives.

[
vα
vβ

]
=
√

2

3

[
1 −1/2 −1/2

0
√

3/2 −√3/2

]⎡
⎣γ1

γ2

γ3

⎤
⎦Va (36.72)

Consider that the vector �Vs (magnitude Vs, angle �)
must be applied to the IM. Since there is no such vec-
tor available directly, SVM uses an averaging technique
to apply the two vectors, �V1 and �V2, closest to �Vs. The
vector �V1 will be applied during δATs, whereas vector �V2

will last δBTs (where 1/Ts is the inverter switching fre-
quency, δA and δB are duty cycles, δA, δB ∈ [0, 1]). If there
is any leftover time in the PWM period Ts, then the zero
vector is applied during time δ0Ts = Ts − δATs − δBTs.
Since there are two zero vectors ( �V0 and �V7), a symmet-
ric PWM can be devised, which uses both �V0 and �V7,
as shown in Fig. 36.24. Such a PWM arrangement mini-
mizes the power semiconductor switching frequency and
IM torque ripples.

The input to the SVM algorithm is the space vector
�Vs, into the sector sn, with magnitude Vs and angle �s.
This vector can be rotated to fit into sector 0 (Fig. 36.23)
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FIGURE 36.22 (a) SPWM modulator schematic and (b) main SPWM signals.

reducing �s to the first sector, �=�s− snπ/3. For any
�Vs that is not exactly along one of the six nonnull inverter
base vectors (Fig. 36.23), SVM must generate an approx-
imation by applying the two adjacent vectors during
an appropriate amount of time. The algorithm can be
devised considering that the projections of �Vs, onto the
two closest base vectors, are values proportional to δA

and δB duty cycles. Using simple trigonometric relations
in sector 0 (0< � <π/3) (Fig. 36.23) and considering
KT , the proportional ratio, δA and δB are, respectively,

δA = KT OA and δB = KT OA, yielding

δA = KT
2Vs√

3
sin
(π

3
−�
)

δB = KT
2Vs√

3
sin�

(36.73)

The KT value can be found when �Vs= �V1, δA= 1, and
δB= 0 (or when �Vs= �V2, δA= 0, and δB= 1). Therefore,
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TABLE 36.1 The three-phase inverter with eight possible γk combina-
tions, vector numbers, and respective α,β components

γ1 γ2 γ3 ubk ubk − ubk+1 vα vβ Vector

0 0 0 0 0 0 0 �V0

1 0 0 γkVa (γk − γk+1)Va
√

2/3Va 0 �V1

1 1 0 γkVa (γk − γk+1)Va Va/
√

6 Va/
√

2 �V2

0 1 0 γkVa (γk − γk+1)Va −Va/
√

6 Va/
√

2 �V3

0 1 1 γkVa (γk − γk+1)Va −√2/3Va 0 �V4

1 1 1 Va 0 0 0 �V7

1 0 1 γkVa (γk − γk+1)Va Va/
√

6 −Va/
√

2 �V6

0 0 1 γkVa (γk − γk+1)Va −Va/
√

6 −Va/
√

2 �V5

when �Vs = �V1, Vs =
√

v2
α + v2

β =
√

2/3Va,� = 0 or

when �Vs = �V2, Vs =
√

2/3Va,� = π/3, the KT constant

uc max
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FIGURE 36.24 Symmetrical SVM.

is KT =
√

3/(
√

2Va). Hence,

δA =
√

2Vs

Va
sin
(π

3
−�
)

δB =
√

2Vs

Va
sin�

δ0 = 1− δA − δB

(36.74)

The obtained resulting vector �Vs cannot extend
beyond the hexagon of Fig. 36.23. This can be under-
stood if the maximum magnitude Vsm of a vector with
�=π/6 is calculated. For �=π/6 the maximum duty
cycles are δA = 1/2 and δB= 1/2. Then, form Eq. (36.74)
Vsm =Va/

√
2 is obtained. This magnitude is lower than

that of the vector �V1 since the ratio between these magni-
tudes is

√
3/2. To generate sinusoidal voltages, the vector

�Vs must be inside the inner circle of Fig. 36.23 so that
it can be rotated without crossing the hexagon bound-
ary. Vectors with tips between this circle and the hexagon
are reachable but produce nonsinusoidal line-to-line
voltages.

For sector 0, (Fig. 36.23) SVM symmetric PWM
switching variables (γ1, γ2, γ3) and intervals (Fig. 36.24)
can be obtained by comparing a triangular wave with
amplitude ucmax, (Fig. 36.24, where r(t)= 2ucmaxt/
Ts, t ∈ [0, Ts/2]) with the following values:

C0 = ucmax

2
δ0 = ucmax

2
(1− δA − δB)

CA = ucmax

2

(
δ0

2
+ δA

)
= ucmax

2
(1+ δA − δB)

CB = ucmax

2

(
δ0

2
+ δA + δB

)
= ucmax

2
(1+ δA + δB)

(36.75)
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Extension of Eq. (36.75) to all six sectors can be done
if the sector number sn is considered together with the
auxiliary matrix �:

�T =
[−1 −1 1 1 1 −1
−1 1 1 1 −1 −1

]
(36.76)

Generalization of the values C0, CA, and CB, denoted
C0sn, CAsn, and CBsn, are written in Eq. (36.77), know-
ing that, for example,�((sn+4)mod 6+1) is the � matrix row
with number (sn + 4)mod 6 + 1.

C0sn = ucmax

2

(
1+�((Sn)mod 6+1)

[
δA

δB

])

CAsn = ucmax

2

(
1+�((Sn+4)mod 6+1)

[
δA

δB

])

CBsn = ucmax

2

(
1+�((Sn+2)mod 6+1)

[
δA

δB

])
(36.77)

Therefore, γ1, γ2, and γ3 are

γ1 =
{

0 → when r(t) < C0sn

1 → when r(t) > C0sn

γ2 =
{

0 → when r(t) < CAsn

1 → when r(t) > CAsn
(36.78)

γ3 =
{

0 → when r(t) < CBsn

1 → when r(t) > CBsn

Supposing that the space vector �Vs is now specified
in the orthogonal coordinates α,β( �Vα , �Vβ), instead of
magnitude Vs and angle �s, the duty cycles δA and δB

can be easily calculated knowing that vα =Vs cos�, vβ =
Vs sin� and using Eq. (36.74):

δA =
√

2

2Va

(√
3vα − vβ

)

δB =
√

2

Va
vβ

(36.79)

This equation enables the use of Eqs. (36.77) and
(36.78) to obtain SVM in orthogonal coordinates.

Using SVM or SPWM, the closed-loop control of the
inverter output currents (induction motor stator cur-
rents) can be performed using an approach similar to
that outlined in Example 36.6 and decoupling the cur-
rents expressed in a d, q rotating frame.

36.3 Sliding-Mode Control of Switching
Power Converters

36.3.1 Introduction

All the designed controllers for switching power converters
are variable structure controllers, in the sense that the con-
trol action changes rapidly from one to another of, usually, two
possible δ(t) values, cyclically changing the converter topology.
This is accomplished by the modulator (Fig. 36.6), which cre-
ates the switching variable δ(t) imposing δ(t)= 1 or δ(t)= 0,
to turn on or turn off the power semiconductors. As a con-
sequence of this discontinuous control action, indispensable
for efficiency reasons, state trajectories move back and forth
around a certain average surface in the state space, and the
state variables present some ripple. To avoid the effects of this
ripple in the modeling and to apply linear control methodolo-
gies to time-variant systems, average values of state variables
and state-space averaged models or circuits were presented
(Section 36.2). However, a nonlinear approach to the mode-
ling and control problem, taking advantage of the inherent
ripple and variable structure behavior of switching power
converters, instead of just trying to live with them, would
be desirable, especially if enhanced performances could be
attained.

In this approach, switching power converters topologies,
as discrete nonlinear time-variant systems, are controlled to
switch from one dynamics to another when needed. If this
switching occurs at a very high frequency (theoretically infi-
nite), the state dynamics, described as in Eq. (36.4), can be
enforced to slide along a certain prescribed state-space trajec-
tory. The converter is said to be in sliding mode, the allowed
deviations from the trajectory (the ripple) imposing the prac-
tical switching frequency.

Sliding-mode control of variable structure systems, such as
switching power converters, is particularly interesting because
of the inherent robustness [11, 12], capability of system order
reduction, and appropriateness to the on/off switching of
power semiconductors. The control action, being the control
equivalent of the management paradigm “Just in Time” (JIT),
provides timely and precise control actions, determined by
the control law and the allowed ripple. Therefore, the switch-
ing frequency is not constant over all operating regions of the
converter.

This section considers the derivation of the control (sliding
surface) and switching laws, robustness, stability, constant-
frequency operation, and steady-state error elimination neces-
sary for sliding-mode control of switching power converters,
with some examples.

36.3.2 Principles of Sliding-Mode Control

Consider the state-space switched model Eq. (36.4) of a switch-
ing converter subsystem, and input–output linearization or



36 Advanced Control of Switching Power Converters 1059

another technique, to obtain, from state-space equations, one
Eq. (36.80), for each controllable subsystem output y= x.
In the controllability canonical form [13] (also known as
input–output decoupled or companion form), Eq. (36.80)
will be

d

dt
[xh, . . . , xj−1, xj]T = [xh+1, . . . , xj ,−fh(x)− ph(t)

+ bh(x)uh(t)]T (36.80)

where x = [xh, . . . , xj−1, xj]T is the subsystem state vector, fh(x)
and bh(x) are functions of x, ph(t) represents the external dis-
turbances, and uh(t) is the control input. In this special form
of state-space modeling, the state variables are chosen so that
the xi+1 variable (i ∈ {h, . . . , j − 1}) is the time derivative of xi ,

that is x = [xh, ẋh, ẍh, . . . , xm
h

]T
, where m = j − h [14].

36.3.2.1 Control Law (Sliding Surface)
The required closed-loop dynamics for the subsystem output
vector y = x can be chosen to verify Eq. (36.81) with selected
ki values. This is a model reference adaptive control approach
to impose a state trajectory that advantageously reduces the
system order (j − h+ 1).

dxj

dt
= −

j−1∑
i=h

ki

kj
xi+1 (36.81)

Effectively, in a single-input single-output (SISO) subsys-
tem, the order is reduced by unity, applying the restriction
Eq. (36.81). In a multiple-input multiple-output (MIMO) sys-
tem, in which v-independent restrictions could be imposed
(usually with v degrees of freedom), the order could often be
reduced in v units. Indeed, from Eq. (36.81), the dynamics
of the jth term of x is linearly dependent from the j − h first
terms:

dxj

dt
= −

j−1∑
i=h

ki

kj
xi+1 = −

j−1∑
i=h

ki

kj

dxi

dt
(36.82)

The controllability canonical model allows the direct cal-
culation of the needed control input to achieve the desired
dynamics, Eq. (36.81). In fact, as the control action should
enforce the state vector x, to follow the reference vec-

tor xr =
[

xhr , ẋhr , ẍhr , . . . , xm
hr

]T
, the tracking error vector

will be e = [
xhr − xh, . . . , xj−1r − xj−1, xjr − xj

]T
or e =[

exh , . . . , exj−1, exj

]T
. Thus, equating the subexpressions for

dxj/dt of Eqs. (36.80) and (36.81), the necessary control input
uh(t) is

uh(t) = ph(t)+ fh(x)+ dxj

dt

bh(x)

=
ph(t)+ fh(x)−

j−1∑
i=h

ki
kj

xi+1r +
j−1∑
i=h

ki
kj

exi+1

bh(x)
(36.83)

This expression is the required closed-loop control law, but
unfortunately it depends on the system parameters and exter-
nal perturbations, and is difficult to compute. Moreover, for
some output requirements, Eq. (36.83) would give extremely
high values for the control input uh(t), which would be imprac-
tical or almost impossible.

In most switching power converters, uh(t) is discontinuous.
Yet, if we assume one or more discontinuity borders dividing
the state space into subspaces, the existence and uniqueness
of the solution is guaranteed out of the discontinuity borders
since in each subspace the input is continuous. The discon-
tinuity borders are subspace switching hypersurfaces, whose
order is the space order minus one, along which the subsystem
state slides since its intersections with the auxiliary equations
defining the discontinuity surfaces can give the needed control
input.

Within the sliding-mode control (SMC) theory, assuming a
certain dynamic error driven to zero, one auxiliary equation
(sliding surface) and the equivalent control input uh(t) can be
obtained, integrating both sides of Eq. (36.82) with null initial
conditions:

kjxj

j−1∑
i=h

kixi =
j−1∑
i=h

kixi = 0 (36.84)

This equation represents the discontinuity surface (hyper-
plane) and just defines the necessary sliding surface S(xi , t) to
obtain the prescribed dynamics of Eq. (36.81):

S(xi , t) =
j∑

i=h

kixi = 0 (36.85)

In fact, by taking the first time derivative of S(xi , t),
Ṡ(xi , t) = 0, solving it for dxj/dt , and substituting the result in
Eq. (36.83), the dynamics specified by Eq. (36.81) is obtained.
This means that the control problem is reduced to a first-order
problem since it is only necessary to calculate the time deriva-
tive of Eq. (36.85) to obtain the dynamics (36.81) and the
needed control input uh(t).

The sliding surface Eq. (36.85), as the dynamics of the con-
verter subsystem, must be a Routh–Hurwitz polynomial and
verify the sliding manifold invariance conditions, S(xi , t)= 0
and Ṡ(xi , t)= 0. Consequently, the closed-loop controlled sys-
tem behaves as a stable system of order j− h, whose dynamics
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is imposed by the coefficients ki , which can be chosen by pole
placement of the poles of the order m = j − h polynomial.
Alternatively, certain kinds of polynomials can be advanta-
geously used [15]: Butterworth, Bessel, Chebyshev, elliptic (or
Cauer), binomial, and minimum integral of time absolute
error product (ITAE). Most useful are Bessel polynomials BE(s)
shown in Eq. (36.88), which minimize the system response
time tr , providing no overshoot, the polynomials ITAE(s) shown
in Eq. (36.87), which minimize the ITAE criterion for a sys-
tem with desired natural oscillating frequency ωo, and bino-
mial polynomials BI (s) shown in Eq. (36.86). For m> 1, ITAE
polynomials give faster responses than binomial polynomials.

BI (s)m=(s+ωo)m

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

m=0⇒BI (s)=1

m= 1⇒BI (s)= s+ωo

m=2⇒BI (s)= s2+2ωos+ω2
o

m=3⇒BI (s)= s3+3ωos2+3ω2
os+ω3

o

m=4⇒BI (s)= s4+4ωos3+6ω2
os2+4ω3

os+ω4
o

...

(36.86)

ITAE(s)m=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m=0⇒ ITAE(s)=1

m= 1⇒ ITAE(s)= s+ωo

m=2⇒ ITAE(s)= s2+1.4ωos+ω2
o

m=3⇒ ITAE(s)= s3+1.75ωos2+2.15ω2
os+ω3

o

m=4⇒ ITAE(s)= s4+2.1ωos3+3.4ω2
os2

+2.7ω3
os+ω4

o

...

(36.87)

BE(s)m=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m=0⇒BE(s)=1

m= 1⇒BE(s)= str+1

m= 2⇒BE(s)= (str )2+3str+3
3

m=3⇒BE(s)= ((str )2+3.678str+6.459)(str+2.322)
15

= (str)
3+6(str)

2+15str+15
15

m=4⇒BE(s)= (str)
4+10(str)

3+45(str)
2+105(str)+105

105

...

(36.88)

These polynomials can be the reference model for this model
reference adaptive control method.

36.3.2.2 Closed-Loop Control Input–Output
Decoupled Form

For closed-loop control applications, instead of the state vari-
ables xi , it is worthy to consider, as new state variables,

the errors exi , components of the error vector e =[
exh , ėxh , ëxh , . . . ,

m
exh

]T
of the state-space variables xi , relative

to a given reference xir , Eq. (36.90). The new controllability
canonical model of the system is

d

dt
[exh , . . . , exj−1 , exj ]T = [exh+1 , . . . , exj ,−fe(e)+ pe(t)

− be(e)uh(t)]T (36.89)

where fe(e), pe(t), and be(e) are functions of the error vector e.
As the transformation of variables

exi = xir − xi with i = h, . . . , j (36.90)

is linear, the Routh–Hurwitz polynomial for the new sliding
surface S(exi ,t ) is

S(exi , t) =
j∑

i=h

kiexi = 0 (36.91)

Since exi+1(s) = sexi (s), this control law, from Eqs. (36.86) to
(36.88), can be written as S(e, s)= exi (s + ωo)m, and is robust
as it does not depend on circuit parameters, disturbances, or
operating conditions but only on the imposed ki parameters
and on the state variable errors exi , which can usually be mea-
sured or estimated. The control law Eq. (36.91) enables the
desired dynamics of the output variable(s) if the semicon-
ductor switching strategy is designed to guarantee the system
stability. In practice, the finite switching frequency of the semi-
conductors will impose a certain dynamic error ε steered to
zero. The control law Eq. (36.91) is the required controller for
the closed-loop SISO subsystem with output y.

36.3.2.3 Stability
Existence condition. The existence of the operation in sliding
mode implies S(exi , t)= 0. Also, to stay in this regime, the con-
trol system should guarantee Ṡ(exi , t) = 0. Therefore, the semi-
conductor switching law must ensure the stability condition for
the system in sliding mode, written as

S(exi , t)Ṡ(exi , t) < 0 (36.92)

The fulfillment of this inequality ensures the convergence of
the system state trajectories to the sliding surface S(exi , t) = 0
since

– if S(exi , t)> 0 and Ṡ(exi , t)< 0, then S(exi , t) will
decrease to zero,

– if S(exi , t)< 0 and Ṡ(exi , t)> 0, then Ṡ(exi , t) will
increase toward zero.

Hence, if Eq. (36.92) is verified, then S(exi , t) will converge to
zero. This condition (36.92) is the manifold S(exi , t) invariance
condition or the sliding-mode existence condition.
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Given the state-space model Eq. (36.89) as a function of
the error vector e and, from Ṡ(exi , t)= 0, the equivalent aver-
age control input Ueq(t) that must be applied to the system in
order that the system state slides along the surface Eq. (36.91),
is given by

Ueq(t) = kh
dexh

dt + kh+1
dexh+1

dt + · · · + kj−1 + dexj−1

dt + kj
(−fe(e)+ pe(t)

)
kjbe(e)

(36.93)

This control input Ueq(t) ensures the converter subsystem
operation in the sliding mode.

Reaching condition. The fulfillment of S(exi , t)Ṡ(exi , t) < 0,
as S(exi , t)Ṡ(exi , t) = (1/2)Ṡ2(exi , t), implies that the distance
between the system state and the sliding surface will tend to
zero since S2(exi , t) can be considered a measure for this dis-
tance. This means that the system will reach sliding mode. In
addition, from Eq. (36.89), it can be written as follows:

dexj

dt
= −fe(e)+ pe(t)− be(e)uh(t) (36.94)

From Eq. (36.91), Eq. (36.95) is obtained.

S(exi , t) =
j∑

i=h

kiexi = khexh + kh+1
dexh

dt
+ kh+2

d2exh

dt2

+ · · · + kj
dmexh

dtm
(36.95)

If S(exi , t)> 0, from the Routh–Hurwitz property of
Eq. (36.91), then exj > 0. In this case, to reach S(exi , t) = 0, it
is necessary to impose −be(e)uh(t) = −U in Eq. (36.94), with
U chosen to guarantee dexj /dt < 0. After a certain time, exj will
be exj = dmexh /dtm < 0, implying along with Eq. (36.95) that

Ṡ(exi , t) < 0, thus verifying Eq. (36.92). Therefore, every term
of S(exi , t) will be negative, which implies, after a certain time,
an error exh < 0 and S(exi , t) < 0. Hence, the system will reach
sliding mode, staying there if U = Ueq(t). This same reason-
ing can be made for S(exi , t) < 0; it is now being necessary to
impose −be(e)uh(t) = +U , with U high enough to guarantee
dexj /dt > 0.

To ensure that the system always reaches sliding-mode oper-
ation, it is necessary to calculate the maximum value of
Ueq(t), Ueqmax, and also impose the reaching condition:

U > Ueqmax (36.96)

This means that the power supply voltage values U should
be chosen high enough to additionally account for the maxi-
mum effects of the perturbations. With step inputs, even with
U > Ueqmax, the converter usually loses sliding mode, but it
will reach it again, even if the Ueqmax is calculated considering
only the maximum steady-state values for the perturbations.

36.3.2.4 Switching Law
From the foregoing considerations, supposing a system with
two possible structures, the semiconductor switching strategy
must ensure S(exi , t)Ṡ(exi , t) < 0. Therefore, if S(exi , t) > 0,
then Ṡ(exi , t) < 0, which implies, as seen, −be(e)uh(t) =
−U (the sign of be(e) must be known). Also, if S(exi , t)< 0,
then Ṡ(exi , t)> 0, which implies −be(e)uh(t)=+U . This
imposes the switching between two structures at infinite fre-
quency. Since power semiconductors can switch only at finite
frequency, in practice, a small enough error for S(exi , t) must
be allowed (−ε < S(exi , t) < +ε). Hence, the switching law
between the two possible system structures might be

uh(t) =
{

U /be(e) for S(exi , t) > +e

−U /be(e) for S(exi , t) < −e
(36.97)

The condition in Eq. (36.97) determines that the control
input to be applied and therefore represents the semiconductor
switching strategy or switching function. This law determines
a two-level pulse width modulator with JIT switching (variable
frequency).

36.3.2.5 Robustness
The dynamics of a system, with closed-loop control using the
control law Eq. (36.91) and the switching law Eq. (36.97),
does not depend on the system operating point, load, circuit
parameters, power supply, or bounded disturbances, as long as
the control input uh(t) is large enough to maintain the con-
verter subsystem in sliding mode. Therefore, it is said that
the switching power converter dynamics, operating in sliding
mode, is robust against changing operating conditions, vari-
ations of circuit parameters, and external disturbances. The
desired dynamics for the output variable(s) is determined only
by the ki coefficients of the control law Eq. (36.91), as long
as the switching law (36.97) maintains the converter in sliding
mode.

36.3.3 Constant-Frequency Operation

Prefixed switching frequency can be achieved, even with the
sliding-mode controllers, at the cost of losing the JIT action.
As the sliding-mode controller changes the control input
when needed, and not at a certain prefixed rhythm, applica-
tions needing constant switching frequency (such as thyris-
tor rectifiers or resonant converters) must compare S(exi , t)
(hysteresis width 2ιmuch narrower than 2ε) with auxiliary tri-
angular waveforms (Fig. 36.25a), auxiliary sawtooth functions
(Fig. 36.25b), three-level clocks (Fig. 36.25c), or phase-locked
loop control of the comparator hysteresis variable width 2ε
[16]. However, as illustrated in Fig. 36.25d, steady-state errors
do appear. Often, they should be eliminated as described in
Section 36.3.4.
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FIGURE 36.25 Auxiliary functions and methods to obtain constant switching frequency with sliding-mode controllers.

36.3.4 Steady-State Error Elimination in
Converters with Continuous Control
Inputs

In the ideal sliding mode, state trajectories are directed toward
the sliding surface (36.91) and move exactly along the disconti-
nuity surface, switching between the possible system structures,
at infinite frequency. Practical sliding modes cannot switch at
infinite frequency, and therefore exhibit phase-plane trajectory
oscillations inside a hysteresis band of width 2ε, centered in the
discontinuity surface.

The switching law Eq. (36.91) permits no steady-state errors
as long as S(exi , t) tends to zero, which implies no restrictions
on the commutation frequency. Control circuits operating at
constant frequency, or needed continuous inputs, or particu-
lar limitations of the power semiconductors, such as minimum
on or off times, can originate S(exi , t) = ε1 �= 0. The steady-
state error (exh ) of the xh variable, xhr − xh = ε1/kh, can be
eliminated, increasing the system order by 1. The new state-
space controllability canonical form, considering the error exi ,
between the variables and their references, as the state vector, is

d

dt

[∫
exh dt , exh , . . . , exj−1 , exj

]T

= [exh , exh+1 , . . . , exj ,−fe(e)− pe(t)− be(e)uh(t)]T
(36.98)

The new sliding surface S(exi , t), written from Eq. (36.91)
considering the new system Eq. (36.98), is

S(exi , t) = k0

∫
exh dt +

j∑
i=h

kiexi = 0 (36.99)

This sliding surface offers zero-state error, even if S(exi , t)= ε1

due to the hardware errors or fixed (or limited) frequency
switching. Indeed, at the steady state, the only nonzero term is
k0
∫

exh dt = ε1. Also, like Eq. (36.91), this closed-loop control

law does not depend on system parameters or perturbations to
ensure a prescribed closed-loop dynamics similar to Eq. (36.81)
with an error approaching zero.

The approach outlined herein precisely defines the control
law [sliding surface (36.91) or (36.99)] needed to obtain the
selected dynamics and the switching law Eq. (36.97). As the
control law allows the implementation of the system controller
and the switching law gives the PWM modulator, there is no
need to design linear or nonlinear controllers, based on linear
converter models, or devise off-line PWM modulators. There-
fore, sliding-mode control theory, applied to switching power
converters, provides a systematic method to generate both the
controller(s) (usually nonlinear) and the modulator(s) that will
ensure a model reference robust dynamics, solving the control
problem of switching power converters.

In the following examples, it is shown that the sliding-mode
controllers use (nonlinear) state feedback, therefore, needing
to measure the state variables and often other variables since
they use more system information. This is a disadvantage since
more sensors are needed. However, the straightforward con-
trol design and obtained performances are much better than
those obtained with the averaged models, where the use of
more sensors being really valued. State observers can be used
as alternative to the extra sensors [13, 14].

36.3.5 Examples: Buck–Boost DC/DC
Converter, Half-bridge Inverter, 12-Pulse
Parallel Rectifiers, Audio Power
Amplifiers, Near-Unity Power Factor
Rectifiers, Multilevel Inverters, Matrix
Converters

EXAMPLE 36.10 Sliding-mode control of the buck–
boost dc/dc converter
Consider again the buck–boost converter of Fig. 36.1
and assuming the converter output voltage vo to be
the controlled output. From Section 36.2, using the
switched state-space model of Eq. (36.11), making
dvo/dt = θ , and calculating the first time derivative of θ ,
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the controllability canonical model (36.100), where io=
vo/Ro, is obtained:

dvo

dt
= θ = 1− δ(t)

Co
iL − io

Co

dθ

dt
= − (1− δ(t))2

LiCo
vo − Coθ + io

Co(1− δ(t))

dδ(t)

dt

− 1

Co

dio
dt
+ δ(t)(1− δ(t))

CoLi
VDC (36.100)

This model, written in the form of Eq. (36.80), con-
tains two state variables, vo and θ . Therefore, from
Eq. (36.91) and considering evo = vor − vo, eθ = θr − θ ,
the control law (sliding surface) is

S(exi , t) =
2∑

i=h

kiexi = k1(vor − vo)+ k2
dvor

dt
− k2

dvo

dt

= k1(vor − vo)+ k2
dvor

dt
− k2

Co
(1− δ(t))iL

+ k2

Co
io = 0 (36.101)

This sliding surface depends on the variable δ(t),
which should be precisely the result of the application,
in Eq. (36.101), of a switching law similar to Eq. (36.97).
Assuming an ideal up–down converter and slow varia-
tions, from Eq. (36.31) the variable δ(t) can be aver-
aged to δ1= vo/(vo + VDC). Substituting this relation in
Eq. (36.101) and rearranging, Eq. (36.102) is derived:

S(exi ,t)= Cok1

k2

(
vo+VDC

vo

)

×
(

(vor −vo)+ k2

k1

dvor

dt
+ k2

k1

1

Co
io

)
− iL=0

(36.102)

This control law shows that the power supply voltage
VDC must be measured, as well as the output voltage vo

and the currents io and iL.
To obtain the switching law from stability considera-

tions (36.92), the time derivative of S(exi , t), supposing
(vo + VDC)/vo almost constant, is

Ṡ(exi , t) = Cok1

k2

(
vo + VDC

vo

)

×
(

devo

dt
+ k2

k1

d2vor

dt2
+ k2

k1Co

dio
dt

)
− diL

dt

(36.103)

If S(exi , t) > 0, then from Eq. (36.92), Ṡ(exi , t)< 0
must hold. Analyzing Eq. (36.103), we can conclude
that if S(exi , t) > 0, Ṡ(exi , t) is negative if, and only
if, diL/dt > 0. Therefore, for positive errors evo > 0, the
current iL must be increased, which implies δ(t) =
1. Similarly, for S(exi , t) < 0, diL/dt < 0 and δ(t) =
0. Thus, a switching law similar to Eq. (36.97) is
obtained:

δ(t) =
{

1 for S(exi , t) > +e

0 for S(exi , t) < −e
(36.104)

The same switching law could be obtained from know-
ing the dynamic behavior of this nonminimum-phase
up–down converter: to increase (decrease) the output
voltage, a previous increase (decrease) of the iL current
is mandatory.

Equation (36.101) shows that if the buck–boost con-
verter is into the sliding mode (S(exi , t) = 0), the dynam-
ics of the output voltage error tends exponentially to zero
with time constant k2/k1(k2/k1> 0). Since during step
transients, the converter is in the reaching mode, the time
constant k2/k1 cannot be designed to originate error vari-
ations larger than the one allowed by the self-dynamics
of the converter excited by a certain maximum permissi-
ble iL current. Given the polynomials (36.86–36.88) with
m = 1, k1/k2 = ωo should be much lower than the finite
switching frequency (1/T) of the converter. Therefore,
the time constant must obey k2/k1�T . Then, knowing
that k2 and k1 are both imposed, the control designer
can tailor the time constant as needed, provided that the
above restrictions are observed.

Short-circuit-proof operation for the sliding-mode
controlled buck–boost converter can be derived from
Eq. (36.102), noting that all the terms to the left of iL
represent the set point for this current. Therefore, limit-
ing these terms (Fig. 36.26, saturation block, with iLmax =
40 A), the switching law (36.104) ensures that the output
current will not increase above the maximum imposed
limit. Given the converter nonminimum-phase behavior,
this iL current limit is fundamental to reach the sliding
mode of operation with step disturbances.

The block diagram (Fig. 36.26a) of the imple-
mented control law Eq. (36.103) (with Cok1/k2= 4) and
switching law (36.103) (with ε= 0.3) does not include
the time derivative of the reference (dvor /dt) since in
a dc/dc converter, its value is considered zero. The
controller hardware (or software), derived using just
the sliding-mode approach, operates only in a closed
loop.

The resulting performance (Fig. 36.26b) is much
better than that obtained with the PID notch filter
(compared to Example 36.4, Fig. 36.9b), with a higher
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FIGURE 36.26 (a) Block diagram of the sliding-mode nonlinear controller for the buck–boost converter and (b) transient responses of the sliding-
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response speed and robustness against power-supply
variations.

EXAMPLE 36.11 Sliding-mode control of the single-
phase half-bridge converter
Consider the half-bridge four-quadrant converter of
Fig. 36.27 with the output filter and the inductive load
(VDCmax = 300 V; VDCmin = 230 V; VDCmin = 230 V;
Ri = 0.1�; Co = 470 μF; inductive load with nominal
values Ro = 7�, Lo = 1 mH).

Assuming that power switches, output filter capacitor,
and power supply are all ideal, and a generic load with

allowed slow variations, the switched state-space model
of the converter, with state variables vo and iL, is

d

dt

[
vo

iL

]
=
[

0 1/Co

−1/Lo −Ri/Lo

] [
vo

iL

]

+
[−1/Co 0

0 1/Lo

] [
io

δ(t)VDC

] (36.105)

where io is the generic load current and vPWM = δ(t)VDC

is the extended PWM output voltage (δ(t) = +1 when
one of the upper main semiconductors of Fig. 36.27
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FIGURE 36.27 Half-bridge power inverter with insulated gate bipolar
transistors, output filter, and load.

is conducting and δ(t)= − 1 when one of the lower
semiconductors is on).

Output Current Control (Current-Mode Control)
To perform as a viL voltage-controlled iL current source (or
sink) with transconductance gm (gm = iL/viL ), this converter
must supply a current iL to the output inductor, obeying iL =
gmviL . Using a bounded viL voltage to provide output short-
circuit protection, the reference current for a sliding-mode
controller must be iLr = gmviL . Therefore, the controlled out-
put is the iL, and the controllability canonical model (36.106)
is obtained from the second equation of (36.105) since the
dynamics of this subsystem, being governed by δ(t)VDC, is
already in the controllability canonical form for this chosen
output.

diL
dt

= −Ri

Lo
iL − 1

Lo
vo + δ(t)VDC

Lo
(36.106)

A suitable sliding surface (36.107) is obtained from
Eq. (36.91), making eiL = iLr − iL.

S(eiL , t) = kpeiL = kp(iLr − iL) = kp(gmviL − iL) = 0
(36.107)

The switching law Eq. (36.108) can be devised calculat-
ing the time derivative of Eq. (36.107), Ṡ(eiL , t), and applying
Eq. (36.92). If S(eiL , t)> 0, then diL/dt > 0 must hold to obtain
Ṡ(eiL , t) < 0, implying δ(t) = 1.

δ(t) =
{

1 for S(eiL , t) > +e

−1 for S(eiL , t) < −e
(36.108)

The kp value and the allowed ripple ε define the instanta-
neous value of the variable switching frequency. The sliding-
mode controller is represented in Fig. 36.28a. Step response
(Fig. 36.29a) shows the variable-frequency operation, a very
short rise time (limited only by the available power sup-
ply), and confirms the expected robustness against supply
variations.

For systems where fixed-frequency operation is needed, a
triangular wave, with frequency (10 kHz) slightly greater than
the maximum variable frequency, can be added (Fig. 36.28b)
to the sliding-mode controller, as explained in Section 36.3.3.
Performances (Fig. 36.29b) are comparable to those of
the variable-frequency sliding-mode controller (Fig. 36.29a).
Figure 36.29b shows not only the constant switching fre-
quency but also a steady-state error dependent on the operating
point.

To eliminate this error, a new sliding surface Eq. (36.109),
based on Eq. (36.99), should be used. The constants kp and k0

can be calculated, as discussed in Example 36.10.

S(eiL , t) = k0

∫
eiL dt + kpeiL = 0 (36.109)

The new constant-frequency sliding-mode current con-
troller (Fig. 36.30a), with added antiwindup techniques
(Example 36.6) since a saturation (errMax) is needed to keep
the frequency constant, now presents no steady-state error
(Fig. 36.30b). Performances are comparable to those of the
variable-frequency controller, and no robustness loss is visible.
The applied sliding-mode approach led to the derivation of the
known average current-mode controller.

Output Voltage Control
To obtain a power operational amplifier suitable for building
uninterruptible power supplies, power filters, power gyrators,
inductance simulators, or power factor active compensators,
vo must be the controlled converter output. Therefore, using
the input–output linearization technique, it is seen that the
first time derivative of the output (dvo/dt)= (iL − io)/Co= θ
does not explicitly contain the control input δ(t)VDC. Then,
the second derivative must be calculated. Taking into account
Eq. (36.105), as θ = (iL − io)/Co, Eq. (36.110) is derived.

d2vo

dt2
= d

dt
θ= d

dt

(
iL− io

Co

)

=−Ri

Lo
θ− 1

LoCo
vo− Ri

LoCo
io− 1

Co

dio
dt
+ 1

LoCo
δ(t)VDC

(36.110)

This expression shows that the second derivative of the
output depends on the control input δ(t)VDC. No further
time derivative is needed, and the state-space equations of the
equivalent circuit, written in the phase canonical form, are

d

dt

[
vo

θ

]
=
[

θ

− Ri
Lo
θ− 1

LoCo
vo− Ri

LoCo
io− 1

Co

dio
dt + 1

LoCo
δ(t)VDC

]

(36.111)
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According to Eqs. (36.91), (36.111), and (36.105), consider-
ing that evo is the feedback error evo = vor−vo, a sliding surface,
S(evo , t), can be chosen:

S(evo ,t)=k1evo+k2
devo

dt
=evo+

k2

k1

devo

dt

=evo+β
devo

dt
= Co

β
(vor −vo)+Co

dvor

dt
+ io− iL=0

(36.112)

where β is the time constant of the desired first-order response
of output voltage (β � T > 0), as the strong relative degree
[14] of this system is 2, and the sliding-mode operation reduces
by one, the order of this system (the strong relative degree of a
system is the least positive integer r for which the rth deriva-
tive of the output drvo/dt r is an explicit function of the control
input u, being divo/du = 0 for 0 ≤ i ≤ r−1 and drvo/du �= 0).

Calculating Ṡ(evo , t), the control strategy (switching law)
Eq. (36.113) can be devised since, if S(evo , t)> 0, then diL/dt
then diL/dt must be positive to obtain Ṡ(eiL , t)< 0, implying
δ(t)= 1. Otherwise S(t) = −1.

δ(t) =
{

1 for S(evo , t) > 0(vPWM = +VDC)

−1 for S(evo , t) < 0(vPWM = −VDC)
(36.113)

In the ideal sliding-mode dynamics, the filter input voltage
vPWM switches between VDC and −VDC with the infinite
frequency. This switching generates the equivalent control
voltage Veq that must satisfy the sliding manifold invari-
ance conditions, S(evo , t)= 0 and Ṡ(evo , t)= 0. Therefore, from
Ṡ(evo , t)= 0, using Eqs. (36.112) and (36.105), (or from
Eq. (36.110)), Veq is

Veq = LoCo

[
d2vor

dt2
+ 1

β

dvor

dt
+ vo

LoCo

+ (βRi − Lo)iL
βLoCo

io
βCo

+ 1

Co

dio
dt

] (36.114)

This equation shows that only smooth input vor signals
(“smooth” functions) can be accurately reproduced at the

inverter output, as it contains derivatives of the vor signal. This
fact is a consequence of the stored electromagnetic energy. The
existence of the sliding-mode operation implies the following
necessary and sufficient condition.

−VDC < Veq < VDC (36.115)

Equation (36.115) enables the determination of the mini-
mum input voltage VDC needed to enforce the sliding-mode
operation. Moreover, even in the case of |Veq|> |VDC|, the
system experiences only a saturation transient and eventu-
ally reaches the region of sliding-mode operation, except if
the operating point and disturbances enforce |Veq|> |VDC| in
steady state.

In the ideal sliding mode, at infinite switching frequency,
state trajectories are directed toward the sliding surface and
move exactly along the discontinuity surface. Practical switch-
ing power converters cannot switch at infinite frequency, so
a typical implementation of Eq. (36.112) (Fig. 36.31a) with
neglected v̇or features a comparator with hysteresis 2ε, switch-
ing occurring at |S(evo , t)|>ε with frequency depending on
the slopes of iL. This hysteresis causes phase-plane trajec-
tory oscillations of width 2ε around the discontinuity surface
S(evo , t) = 0, but the Veq voltage is still correctly gener-
ated since the resulting duty cycle is a continuous variable
(except for error limitations in the hardware or software,
which can be corrected using the approach pointed out by
Eq. (36.98)).

The design of the compensator and the modulator is inte-
grated with the same theoretical approach since the signal
S(evo , t) applied to a comparator generates the pulses for the
power semiconductors drives. If the short-circuit-proof opera-
tion is built into the power semiconductor drives, there is the
possibility to measure only the capacitor current (iL − io).

Short-Circuit Protection and Fixed-Frequency
Operation of the Power Operational Amplifier
If we note that all the terms to the left of iL in Eq. (36.112)
represent the value of iLr , a simple way to provide short-circuit
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protection is to bound the sum of all these terms (Fig. 36.31a
with iLrmax = 100 A). Alternatively, the output current con-
trollers of Fig. 36.28 can be used, comparing Eq. (36.107) with
Eq. (36.112), to obtain iLr = S(evo , t Therefore, the block dia-
gram of Fig. 36.31a provides the iLr output (for kp = 1) to be
the input of the current controllers (Figs. 36.28a and 36.31a).
As seen, the controllers of Figs. 36.28b and 36.30a also ensure
fixed-frequency operation.

For comparison purposes, a proportional–integral (PI) con-
troller, with antiwindup (Fig. 36.31b) for output voltage con-
trol, was designed, supposing the current-mode control of the
half bridge (iLr = gmviL /(1+ sTd) considering a small delay
Td), a pure resistive load Ro, and using the approach out-
lined in Examples 36.6 and 36.8 (kv = 1, gm = 1, ζ 2 = 0.5,

Td = 600 μs). The obtained PI Eq. (36.50) parameters are

Tz = RoCo

Tp = 4ζ 2gmkvRoTd

(36.116)

Both variable-frequency (Fig. 36.32) and constant-frequency
(Fig. 36.33) sliding-mode output voltage controllers present
excellent performance and robustness with nominal loads.
With loads much higher than the nominal value (Figs. 36.32b
and 36.33b), the performance and robustness are also excel-
lent. The sliding-mode constant-frequency PWM controller
presents the additional advantage of injecting lower ripple in
the load.
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step from 300 to 230 V at t = 0.015 s: (a) PI current-mode controller (nominal load) and (b) PI current-mode controller (Ro × 20).

As expected, the PI regulator presents lower performance
(Fig. 36.34). The response speed is lower, and the insensitivity
to power supply and load variations (Fig. 36.34b) is not as high
as with the sliding mode. Nevertheless, the PI performances
are acceptable since its design was carried, considering a slow
and fast manifold sliding-mode approach: the fixed-frequency
sliding-mode current controller (36.109) for the fast manifold
(the iL current dynamics) and the antiwindup PI for the slow
manifold (the vo voltage dynamics, usually much slower than
the current dynamics).

EXAMPLE 36.12 Constant-frequency sliding-mode
control of p pulse parallel rectifiers
This example presents a new paradigm to the control of
thyristor rectifiers. Since p pulse rectifiers are variable-
structure systems, sliding-mode control is applied here to
12-pulse rectifiers, still useful for very high-power appli-
cations [3]. The design determines the variables to be
measured and the controlled rectifier presents robust-
ness, and much shorter response times, even with the
parameter uncertainty, perturbations, noise, and non-
modeled dynamics. These performances are not feasible
using linear controllers, which are obtained here for
comparison purposes.

Modeling the 12-Pulse Parallel Rectifier
The 12-pulse rectifier (Fig. 36.35a) is built with four 3-phase
half-wave rectifiers, connected in parallel with current-sharing
inductances l and l′ merged with capacitors C′ and C2, to
obtain a second-order LC filter. This allows low-ripple output
voltage and continuous mode of operation (laboratory model
with l = 44 mH; l′ = 13 mH; C′ = C2 = 10 mF; star-delta

connected ac sources with ERMS ≈ 65 V and power rating
2.2 kW load approximately resistive Ro ≈ 3− 5�).

To control the output voltage vc2, given the complexity of
the whole system, the best approach is to derive a low-order
model. By averaging the four half-wave rectifiers, neglecting
the rectifier dynamics and mutual couplings, the equivalent
circuit of Fig. 36.35b is obtained (l1 = l2 = l3 = l4 = l;
l5 = l6 = l′; C11 = C12 = C′). Since the rectifiers are identical,
the equivalent 12-pulse rectifier model of Fig. 36.35c is derived,
simplifying the resulting parallel associations (L1 = l/4; L2 =
l/2; C1 = 2C′).

Considering the load current io as an external perturbation
and vi the control input, the state-space model of the equivalent
circuit of Fig. 36.35c is

d

dt

⎡
⎢⎢⎣

iL1

iL2

vc1

vc2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 −1/L1 0
0 0 1/L2 −1/L2

1/C1 −1/C1 0 0
0 1/C2 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

iL1

iL2

vc1

vc2

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

1/L1 0
0 0
0 0
0 −1/C2

⎤
⎥⎥⎦
[

vi

io

]
(36.117)

Sliding-Mode Control of the 12-Pulse Parallel
Rectifier
Since the output voltage vc2 of the system must follow the ref-
erence vc2r , the system equations in the phase canonical (or
controllability) form must be written, using the error ev2 =
vc2r − vc2 and its time derivatives as new state error variables, as
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done in Example 36.11.

d

dt

⎡
⎢⎢⎣

evc2

eθ
eγ
eβ

⎤
⎥⎥⎦=

⎡
⎢⎢⎢⎢⎢⎢⎣

eθ
eγ
eβ

−
(

1
C1L1

+ 1
C1L2

+ 1
C2L2

)
eγ − evc2

C1L1C2L2
−
(

1
C1L1C2

+ 1
C1C2L2

)
dio
dt − 1

C2

d3io
dt3 − vi

C1L1C2L2

⎤
⎥⎥⎥⎥⎥⎥⎦

(36.118)

The sliding surface S(exi , t), designed to reduce the sys-
tem order, is a linear combination of all the phase canonical
state variables. Considering Eqs. (36.118) and (36.117) and the
errors evc2

, eθ , eγ γ , and eβ, the sliding surface can be expressed
as a combination of the rectifier currents, voltages, and their
time derivatives:

S(exi , t)=evc2
+kθ eθ+kγ eγ +kβeβ

=vc2r +kθ θr+kγ γr+kββr−
(

1− kγ
C2L2

)
vc2

− kγ
C2L2

vc1+
(

kθ
C2
− kβ

C2
2 L2

)
io+ kγ

C2

dio
dt
+ kβ

C2

d2io
dt2

− kβ
C1C2L2

iL1−
(

kθ
C2
− kβ

C1C2L2
− kβ

C2
2 L2

)
iL2 =0

(36.119)

Equation (36.119) shows the variables to be measured
(vc2 , vc1 , io, iL1 , and iL2 ). Therefore, it can be concluded that the
output current of each three-phase half-wave rectifier must be
measured.

The existence of the sliding mode implies S(exi , t) = 0 and
Ṡ(exi , t) = 0. Given the state models (36.117, 36.118), and from
Ṡ(exi , t) = 0, the available voltage of the power supply vi must
exceed the equivalent average dc input voltage Veq (36.120),
which should be applied at the filter input, in order that the
system state slides along the sliding surface (36.119).

Veq= C1L1C2L2

kβ

(
θr+kθ γr+kγ βr+kββ̇r

)+vc2−
C1L1C2L2

kβ

×(θ+kγ β
)+
(

C2L2+C2L1+C1L1−C1L1C2L2
kθ
kβ

)
γ

+(L1+L2)
dio
dt
+C1L1L2

d3io
dt3

(36.120)

This means that the power supply root-mean-square (RMS)
voltage values should be chosen high enough to account for
the maximum effects of the perturbations. This is almost the
same criterion adopted when calculating the RMS voltage val-
ues needed with linear controllers. However, as the Veq voltage
contains the derivatives of the reference voltage, the system will
not be able to stay in sliding mode with a step as the reference.

The switching law would be derived, considering that,
from Eq. (36.118), be(e)> 0. Therefore, from Eq. (36.97), if
S(exi , t)> + ε, then vi(t) = Veqmax

, else if S(exi , t) < −ε,
then vi(t) = −Veqmax

. However, because of the lack of gate
turn-off capability of the rectifier thyristors, power rectifiers
cannot generate the high-frequency switching voltage vi(t)
since the statistical mean delay time is T/2p(T = 20 ms) and
reaches T/2 when switching from +Veqmax

to −Veqmax
. To con-

trol mains switched rectifiers, the described constant-frequency
sliding-mode operation method is used, in which the sliding
surface S(exi , t), instead of being compared to zero, is compared
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FIGURE 36.36 (a) Sliding-mode controller block diagram and (b) linear control hierarchy for the 12-pulse rectifier.

to an auxiliary constant-frequency function r(t) (Fig. 36.6b)
synchronized with the mains frequency. The new switching
law is

If kpS(exi ,t)> r(t)+ι⇒ Trigger the next thyristor
If kpS(exi ,t)< r(t)−ι⇒ Do not trigger any

thyristor

⎫⎬
⎭⇒vi(t)

(36.121)

Since now S(exi , t) is not near zero, butnear some value of
r(t), a steady-state error evc2av

appears (min[r(t)]/kp < evc2av
<

max[r(t)]/kp), as seen in Example 36.11. Increasing the value
of kp (toward the ideal saturation control) does not overcome
this drawback since oscillations would appear even for mod-
erate kp gains because of the rectifier dynamics. Instead, the
sliding surface (36.122), based on Eq. (36.99), should be used.
It contains an integral term, which, given the canonical con-
trollability form and the Routh–Hurwitz property, is the only
nonzero term at steady state, enabling the complete elimination
of the steady-state error.

Si(exi , t) =
∫

evc2
dt + k1vevc2

+ k1θ eθ + k1γ eγ + k1βeβ

(36.122)

To determine the k constants of Eq. (36.122), a pole-
placement technique is selected, according to a fourth-order
Bessel polynomial BE(s)m, m = 4, from Eq. (36.88), in order
to obtain the smallest possible response time with almost no
overshoot. For a delay characteristic as flat as possible, the delay
tr is taken inversely proportional to a frequency fci just below
the lowest cutoff frequency (fci < 8.44 Hz) of the double LC fil-
ter. For this fourth-order filter, the delay is tr = 2.8/(2πfci). By
choosing fci = 7 Hz (tr ≈ 64 ms) and dividing all the Bessel

polynomial terms by str, the characteristic polynomial (36.123)
is obtained:

Si(exi , s) = 1

str
+ 1+ 45

105
str + 10

105
s2t2

r +
1

105
s3t3

r (36.123)

This polynomial must be applied to Eq. (36.123) to obtain
the four sliding functions needed to derive the thyristor trigger
pulses of the four 3-phase half-wave rectifiers. These slid-
ing functions will enable the control of the output current
(il1 , il2 , il3 and il4 ) of each half-wave rectifier, improving the
current sharing among them (Fig. 36.35b). Supposing equal
current share, the relation between the iL1 current and the out-
put currents of each three-phase rectifier is iL1 = 4il1 = 4il2 =
4il3 = 4il4 . Therefore, for the nth half-wave three-phase recti-
fier, since for n = 1 and n = 2, vc1 = vc11 and iL2 = 2il5 and
for n = 3 and n = 4, vc1 = vc12 and iL2 = 2il6 , the four sliding
surfaces are (k1v = 1):

Si(exi , t)n =
[

k1vvc2r +
45tr

105
θr + 10t2

r

105
γr + t3

r

105
βr

+ 1

tr

∫
vc2r − vc2 dt −

(
k1v

C2L2
− 10t2

r

105C2L2

)
vc2

− 10t2
r

105C2L2
vc112

+
(

45tr

105C2
− t3

r

105C2
2 L2

)
io

+
(

10t2
r

105C2

)
dio
dt

+
(

t3
r

105C2

)
d2io
dt2

]/
4

−
[(

45tr

105C2
− t3

r

105C2
2 L2

− t3
r

105C1L2C2

)
il56

]/
2

−
(

t3
r

105C1L2C2

)
iln (36.124)
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If an inexpensive analog controller is desired, the successive
time derivatives of the reference voltage and the output current
of Eq. (36.124) can be neglected (furthermore, their calcula-
tion is noise prone). Nonzero errors on the first, second, and
third-order derivatives of the controlled variable will appear,
worsening the response speed. However, the steady-state error
is not affected.

To implement the four equations (36.124), the variables
vc2 , vc11 , vc12 , io, il5 , il6 , il1 , il2 , il3 and il4 must be measured.
Although this could be done easily, it is very convenient to
further simplify the practical controller, keeping its complexity
and cost at the level of linear controllers while maintaining the
advantages of sliding mode. Therefore, the voltages vc11 and vc12

are assumed almost constant over one period of the filter input
current, and vc11 = vc12 = vc2 , meaning that il5 = il6 − io/2.
With these assumptions, valid as the values of C′ and C2 that
are designed to provide an output voltage with very low ripple,
the new sliding-mode functions are

Si(exi , t)n ≈
1
tr

∫
vc2r − vc2dt + k1v(vc2r − vc2 )+ t3

r
105

1
C1C2L2

io

4

−
(

t3
r

105C1L2C2o
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effective control of the rectifier, as the output voltage response
time is much lower than the obtained with PI linear controllers,
without significantly increasing the thyristor currents, over-
shoots, or costs. Furthermore, sliding mode is an elegant way
to know the variables to be measured and to design all the
controller and the modulator electronics.

EXAMPLE 36.13 Sliding-mode control of pulse width
modulation audio power amplifiers
Linear audio power amplifiers can be astonishing but
have efficiencies as low as 15–20% with speech or music
signals. To improve the efficiency of audio systems while
preserving the quality, PWM switching power amplifiers,
enabling the reduction of the power-supply cost, vol-
ume, and weight and compensating the efficiency loss
of modern loudspeakers, are needed. Moreover, PWM
amplifiers can provide a complete digital solution for
audio power processing.

For high-fidelity systems, PWM audio amplifiers must
present flat passbands of at least 16–20 kHz (±0.5 dB),
distortions less than 0.1% at the rated output power,
fast dynamic response, and signal-to-noise ratios above
90 dB. This requires fast power semiconductors (usually
metal-oxide semiconductor field effect transistor (MOS-
FET) transistors), capable of switching at frequencies
near 500 kHz, and fast nonlinear controllers to provide
the precise and timely control actions needed to accom-
plish the mentioned requirements and to eliminate the
phase delays in the LC output filter and loudspeakers.

A low-cost PWM audio power amplifier, able to
provide over 80 W to 8� loads (Vdd = 50 V), can be
obtained using a half-bridge power inverter (switch-
ing at fPWM≈ 450 kHz) coupled to an output filter
for high-frequency attenuation (Fig. 36.40). A low-
sensitivity, doubly terminated passive ladder (dou-
ble LC), low-pass filter using fourth-order Chebyshev
approximation polynomials is selected, given its abil-
ity to meet, while minimizing the number of inductors,
the following requirements: passband edge frequency

vPWM

−Vdd

Q1

Q2

Vdd
iQ1

iQ2

iD1

iD2

Level
shifter

C2

vc1 vo

L1 L2

C1

iL1 iL2 ior1
Speaker

−1
−G

ZL

FIGURE 36.40 PWM audio amplifier with fourth-order Chebyshev
low-pass output filter and loudspeaker load.

21 kHz, passband ripple 0.5 dB, stopband edge frequency
300 kHz, and 90 dB minimum attenuation in the stop-
band (L1 = 80 μH; L2 = 85 μH; C1 = 1.7 μF; C2 =
820 nF; R2 = 8�; r1 = 0.47�).

Modeling the PWM Audio Amplifier
The two half-bridge switches must always be in complementary
states to avoid power supply internal short circuits. Their state
can be represented by the time-dependent variable γ , which is
γ = 1 when Q1 is on and Q2 is off and is γ = −1 when Q1 is
off and Q2 is on.

Neglecting switch delays, on-state semiconductor voltage
drops, auxiliary networks, and supposing small dead times, the
half-bridge output voltage (vPWM ) is vPWM = γVdd . Consider-
ing the state variables and circuit components of Fig. 36.40 and
modeling the loudspeaker load as a disturbance represented by
the current io (ensuring robustness to the frequency dependent
impedance of the speaker), the switched state-space model of
the PWM audio amplifier is

d

dt

⎡
⎢⎢⎣

iL1

vc1

iL2

vo

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
−r1/L1 −1/L1 0 0

1/C1 0 −1/C1 0
0 1/L2 0 −1/L2

0 0 1/C2 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

iL1

vc1

iL2

vo

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

1/L1 0
0 0
0 0
0 −1/C2

⎤
⎥⎥⎦
[
γVdd

io

]
(36.127)

This model will be used to define the output voltage vo

controller.

Sliding-Mode Control of the PWM Audio Amplifier
The filter output voltage vo, divided by the amplifier gain
(1/kv), must follow a reference vor . Defining the output error as
evo = vor − kvvo, and also using its time derivatives (eθ , eγ , eβ)
as a new state vector e = [evo , eθ , eγ , eβ ]T, the system equations,
in the phase canonical (or controllability) form, can be written
in the form as follows

d

dt
[evo , eθ , eγ , eβ ]T = [eθ , eγ , eβ − f (evo , eθ , eγ , eβ)+ pe(t)

− γVdd/C1L1C2L2]T (36.128)

Sliding-mode control of the output voltage will enable a robust
and reduced-order dynamics, independent of semiconduc-
tors, power supply, filter, and load parameters. According to
Eqs. (36.91) and (36.128), the sliding surface is

S(evo , eθ , eγ , eβ , t) = evo + kθ eθ + kγ eγ + kβeβ
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FIGURE 36.41 (a) Sliding-mode controller for the PWM audio amplifier and (b) implementation of the derivative blocks.

= vor − kvvo + kθ
d
(
vor − kvvo

)
dt

+ kγ
d

dt

(
d
(
vor − kvvo

)
dt

)

+ kβ
d

dt

[
d

dt

(
d
(
vor − kvvo

)
dt

)]
= 0

(36.129)

In sliding mode, Eq. (36.129) confirms the amplifier gain
(vo/vor = 1/kv). To obtain a stable system and the smallest
possible response time tr , a pole placement according to a
third-order Bessel polynomial is used. Taking tr inversely pro-
portional to a frequency just below the lowest cutoff fre-
quency (ω1) of the double LC filter (tr ≈ 2.8/ω1≈ 2.8/(2π ×
21 kHz)≈ 20 μs) and using Eq. (36.88) with m = 3, the
characteristic polynomial Eq. (36.130), verifying the Routh–
Hurwitz criterion, is obtained.

S(e, s) = 1+ str + 6

15
(str)

2 + 1

15
(str)

3 (36.130)

From Eq. (36.97), the switching law for the control input at
time tk , γ (tk), must be

γ (tk) = sgn
{

S(e, tk)+ ε sgn
[
S(e, tk−1)

]}
(36.131)

To ensure reaching and existence conditions, the power sup-
ply voltage Vdd must be greater than the maximum required
mean value of the output voltage in a switching period
Vdd > (vPWMmax). The sliding-mode controller (Fig. 36.41) is
obtained from Eqs. (36.129) to (36.131) with kθ = tr, kγ =
6t2

r /15, kβ = t3
r /15. The derivatives can be approximated by

the block diagram of Fig. 36.41b, where h is the oversampling
period.

Figure 36.42a shows the vPWM, vor , vo/10, and the error
10 × (vor − vo/10) waveforms for a 20 kHz sine input. The
overall behavior is much better than the obtained with the
sigma-delta controllers (Figs. 36.43 and 36.44) explained below

for comparison purposes. There is no 0.5 dB loss or phase
delay over the entire audio band; the Chebyshev filter behaves
as a maximally flat filter, with higher stopband attenuation.
Figure 36.42b shows vPWM , vor , and 10 × (vor − vo/10) with
a 1 kHz square input. There is almost no steady-state error
and almost no overshoot on the speaker voltage vo, attesting
to the speed of response (t ≈ 20 μs as designed since, in con-
trast to Example 36.12, no derivatives were neglected). The
stability, the system order reduction, and the sliding-mode
controller usefulness for the PWM audio amplifier are also
shown.

Sigma-Delta-Controlled PWM Audio Amplifier
Assume now the fourth-order Chebyshev low-pass filter, as an
ideal filter removing the high-frequency content of the vPWM

voltage. Then, the vPWM voltage can be considered the amplifier
output. However, the discontinuous voltage vPWM = γVdd is
not a state variable and cannot follow the almost continuous
reference vPWMr . The new error variable evPWM = vPWMr −
kvγVdd is always far from the zero value. Given this nonzero
error, the approach outlined in Section 36.3.4 can be used. The
switching law remains Eq. (36.131), but the new control law
Eq. (36.132) is

S(evPWM, t) = κ
∫

(vPWMr − kvγVdd)dt = 0 (36.132)

The κ parameter is calculated to impose the maximum

switching frequency fPWM . Since κ
∫ 1/2fPWM

0 (vPWMrmax +kvVdd)
dt = 2ε, we obtain

fPWM = κ(vPWMrmax + kvVdd)/(4ε) (36.133)

Assuming that vPWMr is nearly constant over the switching
period 1/fPWM, Eq. (36.132) confirms the amplifier gain since
vPWM = vPWMr /kv .

Practical implementation of this control strategy can be done
using an integrator with gain κ(κ ≈ 1800) and a comparator
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FIGURE 36.43 (a) First-order sigma-delta modulator and (b) second-order sigma-delta modulator.

with hysteresis ε(ε ≈ 6 mV), Fig. 36.43a. Such an arrangement
is called a first-order sigma-delta (��) modulator.

Figure 36.44a shows the vPWM , vor , and vo/10 waveforms for
a 20 kHz sine input. The overall behavior is as expected because
the practical filter and loudspeaker are not ideal, but notice the
0.5 dB loss and phase delay of the speaker voltage vo, mainly
due to the output filter and speaker inductance. In Fig. 36.44b,
the vPWM, vor , vo/10, and error 10 × (vor − vo/10) for a 1 kHz
square input are shown. Note the oscillations and steady-state
error of the speaker voltage vo due to the filter dynamics and
double termination.

A second-order sigma-delta modulator is a better compro-
mise between circuit complexity and signal-to-quantization
noise ratio. As the switching frequency of the two power
MOSFET (Fig. 36.40) cannot be further increased, the second-
order structure named “cascaded integrators with feedback”
(Fig. 36.43b) was selected and designed to eliminate the step
response overshoot found in Fig. 36.44b.

Figure 36.45a, for 1 kHz square input shows much less over-
shoot and oscillations than Fig. 36.44b. However, the vPWM ,
vor , and vo/10 waveforms, for a 20 kHz sine input presented

in Fig. 36.45b, show increased output voltage loss, compared
to the first-order sigma-delta modulator, since the second-
order modulator was designed to eliminate the vo output
voltage ringing (therefore reducing the amplifier bandwidth).
The obtained performances with these and other sigma-
delta structures are inferior to the sliding-mode performances
(Fig. 36.42). Sliding mode brings definite advantages as the sys-
tem order is reduced, flatter passbands are obtained, power
supply rejection ratio is increased, and the nonlinear effects,
together with the frequency-dependent phase delays, are can-
celled out.

EXAMPLE 36.14 Sliding-mode control of near unity
power factor PWM three-phase rectifiers
Boost-type voltage-sourced three-phase rectifiers
(Fig. 36.46) are multiple-input multiple-output (MIMO)
systems capable of bidirectional power flow, near unity
power factor operation, and almost sinusoidal input cur-
rents, and can behave as ac/dc power supplies or power
factor compensators.
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The fast power semiconductors used (usually MOS-
FETs or IGBTs) can switch at frequencies much higher
than the mains frequency, enabling the voltage con-
troller to provide an output voltage with fast dynamic
response.

Modeling the Three-Phase PWM Boost Rectifier
Neglecting switch delays and dead times, the states of the
switches of the kth inverter leg (Fig. 36.46) can be represented

by the time-dependent nonlinear variables γk , defined as

γk =
{

1> if Suk is on and Slk is off

0> if Suk is off and Slk is on
(36.134)

Consider the displayed variables of the circuit (Fig. 36.46),
where L is the value of the boost inductors, R their resistance,
C the value of the output capacitor, and Rc its equivalent series
resistance (ESR). Neglecting semiconductor voltage drops,
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FIGURE 36.46 Voltage-sourced three-phase PWM rectifier with IGBTs and test load.

leakage currents, and auxiliary networks, the application of
Kirchhoff laws (taking the load current io as a time-dependent
perturbation) yields the following switched state-space model
of the boost rectifier:

d

dt

⎡
⎢⎢⎣

i1
i2
i3
vo

⎤
⎥⎥⎦=
⎡
⎢⎢⎢⎣
−R/L 0 0 −2γ1+γ2+γ3/3L

0 −R/L 0 −2γ2+γ3+γ1/3L

0 0 −R/L −2γ3+γ1+γ2/3L

A41 A42 A43 A44

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎣

i1
i2
i3
vo

⎤
⎥⎥⎦

+

⎡
⎢⎢⎢⎣

1/L 0 0 0 0

0 1/L 0 0 0

0 0 1/L 0 0

γ1Rc/L γ2Rc/L γ3Rc/L −1/C −Rc

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

v1

v2

v3

io
dio/dt

⎤
⎥⎥⎥⎥⎦

(36.135)

where A41= γ1

(
1
C − RRc

L

)
; A42 = γ2

(
1
C − RRc

L

)
; A43 =

γ3

(
1
C − RRc

L

)
; A44 = −2Rc(γ1(γ1−γ2)+γ2(γ2−γ3)+γ3(γ3−γ1))

3L .

Since the input voltage sources have no neutral connection,
the preceding model can be simplified, eliminating one equa-
tion. Using the relationship (36.136) between the fixed frames
x1,2,3 and xα,β , in Eq. (36.135), the state-space model (36.137),
in the α, β frame, is obtained.

[
x1

x2

]
=
[ √

2/3 0
−√1/6

√
1/2

] [
xα
xβ

]
(36.136)

d

dt

⎡
⎣iα

iβ
vo

⎤
⎦ =

⎡
⎢⎢⎣
−R/L ω −γα/L

0 −R/L −γβ /L

Aα31 Aα32 Aα33

⎤
⎥⎥⎦
⎡
⎣iα

iβ
vo

⎤
⎦

+

⎡
⎢⎢⎣

1/L 0 0 0

0 1/L 0 0

γαRc/L γβRc/L −1/C −Rc

⎤
⎥⎥⎦
⎡
⎢⎢⎣

vα
vβ
io

dio/dt

⎤
⎥⎥⎦

(36.137)

where Aα31 = γα

(
1
C − RRc

L

)
; Aα32 = γβ

(
1
C − RRc

L

)
; Aα33 =

−Rc (γ 2
α+γ 2

β )

L .

Sliding-Mode Control of the PWM Rectifier
The model (36.137) is nonlinear and time variant. Applying
the Park transformation (36.138), using a frequency ω rotat-
ing reference frame synchronized with the mains (with the q
component of the supply voltages equal to zero), the nonlinear,
time-invariant model (36.139) is written:

[
ia
ib

]
=
[

cos(ωt) − sin(ωt)
sin(ωt) cos(ωt)

] [
id
iq

]
(36.138)

d

dt

⎡
⎣id

iq
vo

⎤
⎦ =

⎡
⎢⎢⎣
−R/L ω −γd/L

−ω −R/L −γq/L

Ad
31 Ad

32 Ad
33

⎤
⎥⎥⎦
⎡
⎣id

iq
vo

⎤
⎦

+

⎡
⎢⎢⎣

1/L 0 0 0

0 1/L 0 0

γdRc/L γqRc/L −1/C −Rc

⎤
⎥⎥⎦
⎡
⎢⎢⎣

vd

vq

io
dio/dt

⎤
⎥⎥⎦

(36.139)

where Ad
31 = γd

(
1

C
− RRc

L

)
; Ad

32 = γq

(
1

C
− RRc

L

)
; Ad

33 =
−Rc(γ 2

d + γ 2
q )

L
.

This state-space model can be used to obtain the feedback
controllers for the PWM boost rectifier. Considering the out-
put voltage vo and the iq current as the controlled outputs and
γd , γq the control inputs (MIMO system), the input–output
linearization of Eq. (36.72) gives the state-space equations in
the controllability canonical form (36.140):

diq
dt

= −ωid − R

L
iq − γq

L
vo + 1

L
vq

dvo

dt
= θ
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dθ

dt
=

R + Rc

(
γ 2

d + γ 2
q

)
L

θ − γ 2
d + γ 2

q

LC
vo

+ γdvd + γqvq

LC
− Rio

LC
−
(

1

C
+ RRc

L

)
dio
dt

(36.140)

+ ω
(

1

C
− RRc

L

) (
γd iq − γqid

)− Rc
d2io
dt2

where

θ =
(

1

C
− RRc

L

) (
γd id + γqiq

)− Rc

(
γ 2

d + γ 2
q

)
L

vo

+ Rc

L

(
γdvd + γqvq

)− io
C
− Rc

dio
dt

.

Using the rectifier overall power balance (from Tellegen’s the-
orem, the converter is conservative, i.e. the power delivered to
the load or dissipated in the converter intrinsic devices equals
the input power) and neglecting the switching and output
capacitor losses, vd id + vqiq = voio + Ri2

d . Supposing unity
power factor (iqr ≈ 0), and the output vo at steady state,

γd id + γqiq ≈ io, vd = √
3VRMS, vq = 0, γq ≈ vq/vo, γd ≈

(vd − Rid)/vo. Then, from Eqs. (36.140) and (36.91), the fol-
lowing two sliding surfaces can be derived:

Sq(eiq , t) = keiq
(iqr − iq) = 0 (36.141)

Sd(evo , eθ , t)≈
[
β−1(vor −vo)+ dvor

dt
+ 1

C
io+Rc

dio
dt

]

× LC

L−CRRc

vo√
3VRMS−Rid

− id= idr − id=0

(36.142)
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−

+

+
+ +
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FIGURE 36.47 (a) Sliding-mode PWM controller modulator for the unity power factor three-phase PWM rectifier and (b) α, β space vector
representation of the PWM bridge rectifier leg voltages.

where β−1 is the time constant of the desired first-order
response of output voltage vo(β�T>0). For the synthesis
of the closed-loop control system, notice that the terms of
Eq. (36.142) inside the square brackets can be assumed as the
id reference current idr . Furthermore, from Eqs. (36.141) and
(36.142), it is seen that the current control loops for id and iq
are needed. Considering Eqs. (36.138) and (36.136), the two
sliding surfaces can be written

Sα(eiα , t)= iαr − iα=0 (36.143)

Sβ(eiβ , t)= iβr − iβ=0 (36.144)

The switching laws relating the sliding surfaces (36.143, 36.144)
with the switching variables γk are

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

IfSαβ(eiαβ ,t)>ε then iαβr > iαβ hence chooseγk to

increase the iαβ current

IfSαβ(eiαβ ,t)<−ε then iαβr < iαβ hence chooseγk to

decrease the iαβ current

(36.145)

The practical implementation of this switching strategy
could be accomplished using three independent two-level hys-
teresis comparators. However, this might introduce limit cycles
as only two line currents are independent. Therefore, the con-
trol laws (36.143, 36.144) can be implemented using the block
diagram of Fig. 36.47a, with d, q/α, β [from Eq. (36.138)] and
1,2,3/α, β (from Eq. (36.136)) transformations and two 3-level
hysteretic comparators with equivalent hysteresis ε and ρ to
limit the maximum switching frequency. A limiter is included
to bound the id reference current to idmax, keeping the input
line currents within a safe value. This helps to eliminate the
nonminimum-phase behavior (outside sliding mode) when
large transients are present while providing short-circuit proof
operation.
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TABLE 36.2 Two-level and three-level comparator results, showing corresponding vector choice, corresponding γk and vector α,β component
voltages; vectors are mapped in Fig. 36.47b

δLα δNα δLβ δNβ δα δβ Vector γ1 γ2 γ3 vα vβ

−0.5 −0.5 −0.5 −0.5 −1 −1 2 1 1 0 vo/
√

6 vo/
√

2

0.5 −0.5 −0.5 −0.5 0 −1 2 1 1 0 vo/
√

6 vo/
√

2

0.5 0.5 −0.5 −0.5 1 −1 3 0 1 0 −vo/
√

6 vo/
√

2

−0.5 0.5 −0.5 −0.5 0 −1 3 0 1 0 −vo/
√

6 vo/
√

2

−0.5 0.5 0.5 −0.5 0 0 0 or 7 0 or 1 0 or 1 0 or 1 0 0

0.5 0.5 0.5 −0.5 1 0 4 0 1 1 −√2/3vo 0

0.5 −0.5 0.5 −0.5 0 0 0 or 7 0 or 1 0 or 1 0 or 1 0 0

−0.5 −0.5 0.5 −0.5 −1 0 1 1 0 0
√

2/3vo 0

−0.5 −0.5 0.5 0.5 −1 1 6 1 0 1 vo/
√

6 −vo/
√

2

0.5 −0.5 0.5 0.5 0 1 6 1 0 1 vo/
√

6 −vo/
√

2

0.5 0.5 0.5 0.5 1 1 5 0 0 1 −vo/
√

6 −vo/
√

2

−0.5 0.5 0.5 0.5 0 1 5 0 0 1 −vo/
√

6 −vo/
√

2

−0.5 0.5 −0.5 0.5 0 0 0 or 7 0 or 1 0 or 1 0 or 1 0 0

0.5 0.5 −0.5 0.5 1 0 4 0 1 1 −√2/3vo 0

0.5 −0.5 −0.5 0.5 0 0 0 or 7 0 or 1 0 or 1 0 or 1 0 0

−0.5 −0.5 −0.5 0.5 −1 0 1 1 0 0
√

2/3vo 0

α, β Space Vector Current Modulator
Depending on the values of γk , the bridge rectifier leg out-
put voltages can assume only eight possible distinct states
represented as voltage vectors in the α,β reference frame
(Fig. 36.47b) for sources with isolated neutral.

With only two independent currents, two 3-level hysteresis
comparators, for the current errors, must be used in order to
accurately select all eight available voltage vectors. Each three-
level comparator can be obtained by summing the outputs
of two comparators with two levels each. One of these two
comparators (δLα , δLβ) has a wide hysteresis width and the
other (δNα , δNβ) has a narrower hysteresis width. The hystere-
sis bands are represented by ε and ρ. Table 36.1 represents all
possible output combinations of the resulting four two-level
comparators, their sums giving the two 3-level comparators
(δα ,δβ), plus the voltage vector needed to accomplish the cur-
rent tracking strategy (iα,βr − iα,β)=0 (ensuring (iα,βr − iα,β)×
d(iα,βr − iα,β)/dt<0, plus the γk variables and the α, β voltage
components.

From the analysis of the PWM boost rectifier it is con-
cluded that, if, for example, the voltage vector 2 is applied
(γ1=1,γ2=1,γ3=0), in boost operation, the currents iα and
iβ will both decrease. On the contrary, if the voltage vec-
tor 5(γ1=0,γ2=0,γ3=1) is applied, the currents iα and iβ
will both increase. Therefore, vector 2 should be selected
when both iα and iβ currents are above their respective
references, that is for δα=−1, δβ=−1, whereas vector 5
must be chosen when both iα and iβ currents are under
their respective references, or for δα=1, δβ=1. Nearly, all
the outputs of Table 36.2 can be filled using this kind of
reasoning.

The cases where δα=0, δβ=−1, the vector is selected upon
the value of the iα current error (if δLα >0 and δNα <0, then
vector 2; if δLα <0 and δNα >0, then vector 3). When δα=0,
δβ=1, if δLα >0 and δNα <0, then vector 6, else if δLα <0
and δNα >0, then vector 5. The vectors 0 and 7 are selected in
order to minimize the switching frequency (if two of the three
upper switches are on, then vector 7, otherwise vector 0). The
space-vector decoder can be stored in a lookup table (or in an
EPROM), whose inputs are the four 2-level comparator out-
puts, and the logic result of the operations is needed to select
between vectors 0 and 7.

PI Output Voltage Control of the Current-Mode
PWM Rectifier
Using the α, β current-mode hysteresis modulators to enforce
the id and iq currents to follow their reference values, idr , iqr

(the values of L and C are such that the id and iq currents
usually exhibit a very fast dynamics compared with the slow
dynamics of vo), a first-order model (36.146) of the rectifier
output voltage can be obtained from Eq. (36.73).

dvo

dt
=
(

1

C
− RRc

L

)(
γd idr +γqiqr

)− Rc

(
γ 2

d +γ 2
q

)
L

vo

+ Rc

L

(
γdvd+γqvq

)− io
C
−Rc

dio
dt

(36.146)

Assuming now a pure resistor load R1=vo/io and a mean delay
Td between the id current and the reference idr , continuous
transfer functions result for the id current [id= idr (1+sTd)−1]
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and for the vo voltage [vo=kAid/(1+skB) with kA and kB

obtained from Eq. (36.146)]. Therefore, using the same
approach as Examples 36.6, 36.8, and 36.11, a linear PI regula-
tor, with gains Kp and Ki (36.147), sampling the error between
the output voltage reference vor and the output vo, can be
designed to provide a voltage proportional (kI) to the reference
current idr (idr =(Kp+Ki/s)KI (vor −vo)).

Kp= R1+Rc

4ζ 2TdR1K1γd(1/C−RRc/L)

Ki=
(

Rc(γ 2
d +γ 2

q )/L
)
+(1/R1C)

4ζ 2TdK1γd(1/C−RRc/L)

(36.147)

These PI regulator parameters depend on the load resistance
R1, on the rectifier parameters (C, Rc, L, R), on the rectifier
operating point γd , on the mean delay time Td , and on the
required damping factor ζ . Therefore, the expected response

can only be obtained with the nominal load and input voltages,
the line current dynamics depending on the Kp and Ki gains.

Results (Fig. 36.48) obtained with the values VRMS≈70 V,
L≈1.1 mH, R≈0.1�, C≈2000μF with equivalent series
resistance ESR≈0.1� (Rc≈0.1�), R1≈25�, R2≈12�, β=
0.0012, Kp=1.2, Ki=100, kI =1 show that the α, β space vec-
tor current modulator ensures the current tracking needed
(Fig. 36.48) [17]. The vo step response reveals a faster sliding-
mode controller and the correct design of the current mode/PI
controller parameters. The robustness property of the sliding-
mode controlled output vo, compared to the current mode/PI,
is shown in Fig. 36.49.

EXAMPLE 36.15 Sliding-mode controllers for
multilevel inverters
Diode-clamped multilevel inverters (Fig. 36.50) are
the converters of choice for high-voltage high-power
dc/ac or ac/ac (with dc link) applications as the active
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FIGURE 36.50 (a) Single-phase, neutral point–clamped, three-level inverter with IGBTs and (b) three-phase, neutral point–clamped, three-level
inverter.

FIGURE 36.51 (a) Five-level (n=5) diode-clamped inverter with IGBTs; (b) five-level (n=5) flying capacitor converter; and (c) multilevel converter
based on cascaded full-bridge inverters.

semiconductors (usually gate turn-off thyristors (GTO)
or IGBT transistors) of n-level power conversion sys-
tems, must withstand only a fraction (normally Ucc/
(n−1)) of the total supply voltage Ucc . Moreover, the
output voltage of multilevel converters, being staircase-
like waveforms with n steps, features lower harmonic
distortion compared with the two-level waveforms with
the same switching frequency.

The advantages of multilevel converters are paid
into the price of the capacitor supply voltage dividers
(Fig. 36.51) and voltage equalization circuits into the cost
of extra power supply arrangements (Fig. 36.51c) and
into increased control complexity. This example shows
how to extend the two-level switching law (36.97) to
n-level converters and how to equalize the voltage of the
capacitive dividers.

Considering single-phase three-level inverters (Fig.
36.50a), the open-loop control of the output voltage can
be made using three-level SPWM. The two-level mod-
ulator, seen in Example 36.9, can be easily extended
(Fig. 36.52a) to generate the γIII command (Fig. 36.52b)
to three-level inverter legs, from the two-level γII signal,
either with a dedicated modulator or using the following
relation:

γIII=γII(mi sin(ωt)−sgn(mi sin(ωt))/2−r(t)/2)

−1/2+sgn(mi sin(ωt))/2 (36.148)

The required three-level SPWM modulators for the out-
put voltage synthesis seldom consider the semiconductors
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FIGURE 36.52 (a) Three-level SPWM modulator schematic and (b) main three-level SPWM signals.

and the capacitor voltage divider nonideal characteris-
tics. Consequently, the capacitor voltage divider tends
to drift, one capacitor being overcharged, the other dis-
charged, and an asymmetry appears in the currents
of the power supply. A steady-state error in the out-
put voltage can also be present. Sliding-mode control
can provide the optimum switching timing between all
the converter levels, together with robustness to supply
voltage disturbances, semiconductor nonidealities, and
load parameters.

Sliding-Mode Surface and Switching Law
For a variable-structure system where the control input
ui(t) can present n levels, consider the n values of the

integer variable γ , being −(n−1)/2≤γ ≤(n−1)/2 and
ui(t)=γUcc/(n−1), dependent on the topology and on
the conducting semiconductors. To ensure the sliding-mode
manifold invariance condition (36.92) and the reaching mode
behavior, the switching strategy γ (tk+1) for the time instant
tk+1, considering the value of γ (tk), must be

γ (tk+1)=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

γ (tk)+1 if S(exi ,t)>ε∧ Ṡ(exi ,t)

>ε∧γ (tk)< (n−1)/2

γ (tk)−1 if S(exi ,t)<−ε∧ Ṡ(exi ,t)

<−ε∧γ (tk)>−(n−1)/2

(36.149)
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FIGURE 36.53 (a) Multilevel sliding-mode PWM modulator with n-level hysteresis comparator with quantization interval ε; (b) four hysteresis com-
parator implementation of a five-level switching law; (c) Stability condition–based multilevel modulator (one phase); and (d) Generalized sigma-delta
n-level modulator.

This switching law can be implemented as depicted in
Fig. 36.53a and for 5 levels in Fig. 36.53b [40]. An alternative
is shown in Fig. 36.53c, and named stability condition-based
modulator [18], where the switching law (36.149) is directly
used, calculating the sliding-mode surface and its time deriva-
tive, implemented as a discrete time variation. Both the sliding-
mode surface and its time derivative are two level quantized
and upon their values (obtained by half of their sum), the
voltage level is increased (or decreased), until it reaches the

maximum (or the minimum). Therefore, the output level is
increased (or decreased) if the error and its derivative are both
positive (or negative), with the upper limit λmax= (n−1)/2 and
lower limit λmin=−(n−1)/2.

Other implementations are possible (Fig. 36.53d) since in
every modulation method, the generated pulse levels must have
the same volt-second average of the fundamental sinusoidal
(i.e. the integral over time of the n-level voltage waveform
minus the value of the fundamental should be zero).
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frequency 50 Hz: (a) vPWMr input; (b) PWM output voltage uo; and (c) the integral of the error voltage, which is maintained close to zero.

Control of the Output Voltage in Single-Phase
Multilevel Converters
To control the inverter output voltage, in closed-loop,
in diode-clamped multilevel inverters with n levels and
supply voltage Ucc , a control law similar to Eq. (36.132),
S(euo,t)=κ∫ (uor −kvγ (tk)Ucc/(n−1))dt=0, is suitable.

Figure 36.54a shows the waveforms of a five-level sliding-
mode controlled inverter: the input sinus voltage, the generated
output staircase wave, and the sliding-surface instantaneous
error. This error is always within a band centered around the
zero value and presents zero mean value, which is not the
case of sigma-delta modulators followed by n-level quantizers,

where the error presents an offset mean value in each half
period.

Experimental multilevel converters always show capacitor
voltage unbalances (Fig. 36.54b) due to small differences
between semiconductor voltage drops and circuitry offsets.
To obtain capacitor voltage equalization, the voltage error
(vc2−Ucc/2) is fed back to the controller (Fig. 36.55a) to coun-
teract the circuitry offsets. Experimental results (Fig. 36.54c)
clearly show the effectiveness of the correction made. The small
steady-state error, between the voltages of the two capacitors,
still present, could be eliminated using an integral regulator
(Fig. 36.55b).
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FIGURE 36.57 Operation of a three-level neutral point–clamped
inverter as a sinusoidal current source: scaled waveforms of the output
current sine wave reference iLr , the output current iL , showing ripple,
together with the PWM-generated voltage uo, with nearly equal pulse
heights, corresponding to the equalized dc capacitor voltages uC1 and uC2.

Figure 36.56 confirms the robustness of the sliding-mode
controller to power supply disturbances.

Output Current Control in Single-phase
Multilevel Converters
Considering an inductive load with current iL, the control law
(36.107) and the switching law of (36.159), should be used
for single-phase multilevel inverters. Results obtained using
the capacitor voltage equalization principle just described are
shown in Fig. 36.57.
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FIGURE 36.58 Three-phase, neutral point clamped, three-level inverter with IGBTs.

EXAMPLE 36.16 Sliding-mode controllers for three-
phase multilevel inverters
Three-phase n-level inverters (Fig. 36.58) are suitable
for high-voltage, high-power dc/ac applications, such
as modern high-speed railway traction drives, as the
controlled turn-off semiconductors must block only
a fraction [normally Udc/(n−1)] of the total supply
voltage Udc.

This example presents a real-time modulator for the
control of the three output voltages and capacitor volt-
age equalization, based on the use of sliding mode and
space vectors represented in the α, β frame. Capacitor
voltage equalization is done with the proper selection of
redundant space vectors.

Output Voltage Control in Multilevel Converters
To guarantee the topological constraints of this converter and
the correct sharing of the Udc voltage by the semiconduc-
tors, the switching strategy for the k leg (k∈{1,2,3}) must
ensure complementary states to switches Sk1 and Sk3. The
same restriction applies for Sk2 and Sk4. Neglecting switch-
ing delays, dead times, on-state semiconductor voltage drops,
snubber networks, and power supply variations, supposing
small dead times and equal capacitor voltages UC1=UC2=
Udc/2, and using the time-dependent switching variable γk(t),
the leg output voltage Uk (Fig. 36.58) will be Uk=γk(t)Udc/2,
with

γk(t)=

⎧⎪⎪⎨
⎪⎪⎩

1 if Sk1∧Sk2 are ON ∧Sk3∧Sk4 are OFF

0 if Sk2∧Sk3 are ON ∧Sk1∧Sk4 are OFF

−1 if Sk3∧Sk4 are ON ∧Sk1∧Sk2 are OFF

(36.150)
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FIGURE 36.59 Output voltage vectors (1 to 27) of three-phase, neutral-clamped three-level inverters, in the α, β frame.

The converter output voltages USk of vector US can be expres-
sed as follows:

US=
⎡
⎣ 2/3 −1/3 −1/3
−1/3 2/3 −1/3
−1/3 −1/3 2/3

⎤
⎦
⎡
⎣γ1

γ2

γ3

⎤
⎦Udc

2
(36.151)

The application of the Concordia transformation US1,2,3=
[C]USα,β,o (Eq. (36.152) to Eq. (36.151))

⎡
⎣US1

US2

US3

⎤
⎦=
√

2

3
·
⎡
⎣ 1 0 1/

√
2

−1/2
√

3/2 1/
√

2
−1/2 −√3/2 1/

√
2

⎤
⎦
⎡
⎣USα

USβ

USo

⎤
⎦ (36.152)

gives the output voltage vector in the α, β coordinates USα,β :

USα,β =
[

USα

USβ

]
=
√

2

3

[
1 −1/2 −1/2

0
√

3/2 −√3/2

]⎡
⎣�1

�2

�3

⎤
⎦Udc

2

=
[
�α
�β

]
Udc

2
(36.153)

where

�1= 2

3
γ1− 1

3
γ2− 1

3
γ3; �2= 2

3
γ2− 1

3
γ3− 1

3
γ1;

�3= 2

3
γ3− 1

3
γ1− 1

3
γ2

(36.154)

The output voltage vector in the α, β coordinates USα,β is
discontinuous. A suitable state variable for this output can be
its average value ŪSα,β during one switching period:

ŪSα,β =
1

T

T∫
0

USα,βdt= 1

T

T∫
0

�α,β
Udc

2
dt (36.155)

The controllable canonical form is

d

dt
ŪSα,β =

USα,β

T
= �α,β

T

Udc

2
(36.156)

Considering the control goal ŪSα,β = ŪSα,βref
and Eq. (36.91),

the sliding surface is

S(eα,β ,t)=
j∑

k=1

kα,βo eα,βo =kα,β1 eα,β1 =kα,β1

(
ŪSα,βref

−ŪSα,β

)

= kα,β

T

T∫
0

(
USα,βref

−USα,β

)
dt=0 (36.157)

To ensure reaching mode behavior, and sliding-mode stability
(36.92), as the first derivative of Eq. (36.157), Ṡ(eα,β ,t) is

Ṡ(eα,β ,t)= kα,β

T

(
USα,βref−USα,β

)
(36.158)

The switching law is

S(eα,β ,t)>0⇒ Ṡ(eα,β ,t)<0⇒USα,β >USα,βref

S(eα,β ,t)<0⇒ Ṡ(eα,β ,t)>0⇒USα,β <USα,βref

(36.159)

This switching strategy must select the proper values of
USα,β from the available outputs. As each inverter leg
(Fig. 36.58) can deliver one of the three possible output voltages
(Udc/2; 0; −Udc/2), all the 27 possible output voltage vectors
listed in Table 36.3 can be represented in the α, β frame of
Fig. 36.59 (in per units, 1 p.u.=Udc). There are nine different
levels for the α space vector component and only five for the
β component. However, considering any particular value of α
(or β) component, there are at most five levels available in the
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TABLE 36.3 Vectors of the three-phase three-level converter, switching variables γk , switch states skj , and the corresponding output voltages, line to
neutral point, line-to-line, and α,β components in per units

Vector γ1 γ2 γ3 S11 S12 S13 S14 S21 S22 S23 S24 S31 S32 S33 S34 U1 U2 U3 U12 U23 U31 U sα /Udc U sβ /Udc

1 1 1 1 1 1 0 0 1 1 0 0 1 1 0 0 Udc/2 Udc/2 Udc/2 0 0 0 0.00 0.00
2 1 1 0 1 1 0 0 1 1 0 0 0 1 1 0 Udc/2 Udc/2 0 0 Udc/2 −Udc/2 0.20 0.35
3 1 1 −1 1 1 0 0 1 1 0 0 0 0 1 1 Udc/2 Udc/2 −Udc/2 0 Udc −Udc 0.41 0.71
4 1 0 −1 1 1 0 0 0 1 1 0 0 0 1 1 Udc/2 0 −Udc/2 Udc/2 Udc/2 −Udc 0.61 0.35
5 1 0 0 1 1 0 0 0 1 1 0 0 1 1 0 Udc/2 0 0 Udc/2 0 −Udc/2 0.41 0.00
6 1 0 1 1 1 0 0 0 1 1 0 1 1 0 0 Udc/2 0 Udc/2 Udc/2 −Udc/2 0 0.20 −0.35
7 1 −1 1 1 1 0 0 0 0 1 1 1 1 0 0 Udc/2 −Udc/2 Udc/2 Udc −Udc 0 0.41 −0.71
8 1 −1 0 1 1 0 0 0 0 1 1 0 1 1 0 Udc/2 −Udc/2 0 Udc −Udc/2 −Udc/2 0.61 −0.35
9 1 −1 −1 1 1 0 0 0 0 1 1 0 0 1 1 Udc/2 −Udc/2 −Udc/2 Udc 0 −Udc 0.82 0.00
10 0 −1 −1 0 1 1 0 0 0 1 1 0 0 1 1 0 −Udc/2 −Udc/2 Udc/2 0 −Udc/2 0.41 0.00
11 0 −1 0 0 1 1 0 0 0 1 1 0 1 1 0 0 −Udc/2 0 Udc/2 −Udc/2 0 0.20 −0.35
12 0 −1 1 0 1 1 0 0 0 1 1 1 1 0 0 0 −Udc/2 Udc/2 Udc/2 −Udc Udc/2 0.00 −0.71
13 0 0 1 0 1 1 0 0 1 1 0 1 1 0 0 0 0 Udc/2 0 −Udc/2 Udc/2 −0.20 −0.35
14 0 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0.00 0.00
15 0 0 −1 0 1 1 0 0 1 1 0 0 0 1 1 0 0 −Udc/2 0 Udc/2 −Udc/2 0.20 0.35
16 0 1 −1 0 1 1 0 1 1 0 0 0 0 1 1 0 Udc/2 −Udc/2 −Udc/2 Udc −Udc/2 0.00 0.71
17 0 1 0 0 1 1 0 1 1 0 0 0 1 1 0 0 Udc/2 0 −Udc/2 Udc/2 0 −0.20 0.35
18 0 1 1 0 1 1 0 1 1 0 0 1 1 0 0 0 Udc/2 Udc/2 −Udc/2 0 Udc/2 −0.41 0.00
19 −1 1 1 0 0 1 1 1 1 0 0 1 1 0 0 −Udc/2 Udc/2 Udc/2 −Udc 0 Udc −0.82 0.00
20 −1 1 0 0 0 1 1 1 1 0 0 0 1 1 0 −Udc/2 Udc/2 0 −Udc Udc Udc/2 −0.61 0.35
21 −1 1 −1 0 0 1 1 1 1 0 0 0 0 1 1 −Udc/2 Udc/2 −Udc/2 −Udc Udc 0 −0.41 0.71
22 −1 0 −1 0 0 1 1 0 1 1 0 0 0 1 1 −Udc/2 0 −Udc/2 −Udc/2 Udc/2 0 −0.20 0.35
23 −1 0 0 0 0 1 1 0 1 1 0 0 1 1 0 −Udc/2 0 0 −Udc/2 0 Udc/2 −0.41 0.00
24 −1 0 1 0 0 1 1 0 1 1 0 1 1 0 0 −Udc/2 0 Udc/2 −Udc/2 −Udc/2 Udc −0.61 −0.35
25 −1 −1 1 0 0 1 1 0 0 1 1 1 1 0 0 −Udc/2 −Udc/2 Udc/2 0 −Udc/2 Udc −0.41 −0.71
26 −1 −1 0 0 0 1 1 0 0 1 1 0 1 1 0 −Udc/2 −Udc/2 0 0 −Udc/2 Udc/2 −0.20 −0.35
27 −1 −1 −1 0 0 1 1 0 0 1 1 0 0 1 1 −Udc/2 −Udc/2 −Udc/2 0 0 0 0.00 0.00

remaining orthogonal component. From the load viewpoint,
the 27 space vectors of Table 36.3 define only 19 distinct space
positions (Fig. 36.59).

To select one of these 19 positions from the control law
(36.157) and the switching law of Eq. (36.159), two 5-level hys-
teretic comparators (Fig. 36.53b) must be used (52=25). Their
outputs are the integer variables λα and λβ , denoted λα,β (λα ,
λβ ∈{−2;−1;0;1;2}) corresponding to the five selectable levels
of �α and �β . Considering the sliding-mode stability, λα,β , at
time step j+1, is given by Eq. (36.160), knowing their previous
values at step j. This means that the output level is increased
(decreased) if the error and its derivative are both positive (neg-
ative), provided the maximum (minimum) output level is not
exceeded.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(λα,β)j+1=(λα,β)j+1 if S(eα,β ,t)>ε∧ Ṡ(eα,β ,t)

>ε∧(λα,β)j<2

(λα,β)j+1=(λα,β)j−1 if S(eα,β ,t)<−ε∧ Ṡ(eα,β ,t)

<−ε∧(λα,β)j>−2

(36.160)

The available space vectors must be chosen not only to
reduce the mean output voltage errors but also to guarantee
transitions only between the adjacent levels, to minimize the

capacitor voltage unbalance, to minimize the switching fre-
quency, to observe minimum on or off times if applicable, and
to equally stress all the semiconductors.

Using Eq. (36.160) and the control laws S(eα,β,t ) Eq. (36.157),
Tables 36.4 and 36.5 can be used to choose the correct volt-
age vector in order to ensure stability, output voltage tracking,
and DC capacitor voltage equalization. The vector with α, β
components corresponding to the levels of the pair λβ , λα is
selected, provided that the adjacent transitions on inverter legs
are obtained. If there is no directly corresponding vector, then
the nearest vector guaranteeing adjacent transitions is selected.
If a zero vector must be applied, then one of the three zero
vectors (1, 14, 27) is selected to minimize the switching fre-
quency. If more than one vector is the nearest, then one of them
is selected to equalize the capacitor voltages, as shown next.

DC Capacitor Voltage Equalization
The discrete values of λα,β allow 25 different combinations. As
only 19 are distinct from the load viewpoint, the extra ones can
be used to select vectors that are able to equalize the capacitor
voltages (UC1=UC2=Udc/2).

Considering the control goal UC1=UC2, since the first
derivatives of UC1 and UC2 Eq. (36.161) directly depend on
the γk(t) control inputs, from Eq. (36.91), the sliding surface
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TABLE 36.4 Switching table to be used if (UC1−UC2)>εeU in the
inverter mode, or (UC1−UC2)<−εeU in the regenerative mode, showing
vector selection upon the variables λα ,λβ

λβ\λα −2 −1 0 1 2

−2 25 25 12 7 7
−1 24 13 13;6 6 8

0 19 18 1;14;27 5 9
1 20 17 17;2 2 4
2 21 21 16 3 3

TABLE 36.5 Switching table to be used if (UC1−UC2)>εeU in the
regenerative mode, or (UC1−UC2)<−εeU in the inverter mode, showing
vector selection upon the variables λα ,λβ

λβ /λα −2 −1 0 1 2

−2 25 25 12 7 7
−1 24 26 26;11 11 8

0 19 23 1;14;27 10 9
1 20 22 22;15 15 4
2 21 21 16 3 3

is given by Eq. (36.162), where kU is a positive gain.

d

dt

[
UC1

UC2

]
=
[− γ1(1+γ1)

2C1
− γ2(1+γ2)

2C1
− γ3(1+γ3)

2C1

1
C1

− γ1(1−γ1)
2C2

− γ2(1−γ2)
2C2

− γ3(1−γ3)
2C2

1
C2

]⎡⎢⎢⎣
i1
i2
i3
idc

⎤
⎥⎥⎦

(36.161)

S(eUc ,t)=kU eUc(t)=kU (UC1−UC2)=0 (36.162)

The first derivative of UC1−UC2 (the sliding surface) is
(Fig. 36.58 with C1=C2=C):

d

dt
eUc= iC1

C1
− iC2

C2
= in

C
= (γ 2

3 −γ 2
1 )i1+(γ 2

3 −γ 2
2 )i2

C
(36.163)

To ensure reaching mode behavior and sliding-mode stabil-
ity, from Eq. (36.92), considering a small enough eUc(t) error,
εeU , the switching law is

S(eUc ,t)>εeU ⇒ Ṡ(eUc ,t)<0⇒ in<0

S(eUc ,t)<−εeU ⇒ Ṡ(eUc ,t)>0⇒ in>0
(36.164)

From circuit analysis, it can be seen that vectors {2, 5, 6, 13,
17, 18} result in the discharge of capacitor C1, if the converter
operates in inverter mode, or in the charge of C1, if the con-
verter operates in boost-rectifier (regenerative) mode. Similar
reasoning can be applied for vectors {10, 11, 15, 22, 23, 26} and
capacitor C2 since this vector set give in currents with opposite

sign relatively to the set {2, 5, 6, 13, 17, 18}. Therefore, consid-
ering the vector [ϒ1,ϒ2]=[(γ 2

1 −γ 2
3 ),(γ 2

2 −γ 2
3 )] the switching

law is:

IF(UC1−UC2) >εeU

THEN

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

IF the candidate vector from {2, 5, 6, 13, 17, 18}
gives(ϒ1i1+ϒ2i2)>0, THEN choose the vector

according toλα,β on Table 36.4;

ELSE, the candidate vector of {10, 11, 15, 22, 23,

26} gives(ϒ1i1+ϒ2i2)>0, the vector being

chosen according toλα,β from (table 36.5)

IF(UC1−UC2)<−εeU

THEN

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

IF the candidate vector from {2, 5, 6, 13, 17, 18}
gives(ϒ1i1+ϒ2i2)<0, THEN choose the vector

according toλα,β on Table 36.4;

ELSE, the candidate vector of {10, 11, 15, 22, 23,

26} gives(ϒ1i1+ϒ2i2)<0, the vector being

chosen according toλα,β from (table 36.5)

For example, consider the case where UC1>UC2+εeU .
Then, the capacitor C2 must be charged and Table 36.4 must
be used if the multilevel inverter is operating in the inverter
mode or Table 36.5 for the regenerative mode. In addition,
when using Table 36.4, if λα=−1 and λβ=−1, then vector 13
should be used.

Experimental results shown in Fig. 36.61 were obtained with
a low-power, scaled-down laboratory prototype (150 V, 3 kW)
of a three-level inverter (Fig. 36.60) controlled by two four-
level comparators plus described capacitor voltage equalizing
procedures and EPROM-based lookup Tables 36.3–36.5. Tran-
sistors IGBT (MG25Q2YS40) were switched at frequencies near
4 kHz, with neutral clamp diodes 40 HFL, C1≈C2≈20 mF.
The load was mainly inductive (3×10 mH, 2�).

The inverter number of levels (three for the phase voltage
and five for the line voltage), together with the adjacent tran-
sitions of inverter legs between levels, are shown in Fig. 36.61a
and, in detail, in Fig. 36.62a.

The performance of the capacitor voltage equalizing strat-
egy is shown in Fig. 36.62b, where the reference current of
phase 1 and the output current of phase 3, together with the
power supply voltage (Udc≈100 V) and the voltage of capaci-
tor C2 (UC2), can be seen. It can be noted that the UC2 voltage
is nearly half of the supply voltage. Therefore, the capacitor
voltages are nearly equal. Furthermore, it can be stated that
without this voltage equalization procedure, the three-level
inverter operates only during a brief transient, during which
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FIGURE 36.60 Block diagram of the multilevel converter and control
board.

one of the capacitor voltages vanishes to nearly zero volt and
the other is overcharged to the supply voltage. Figure 36.61b
shows the harmonic spectrum of the output voltages, where
the harmonics due to the switching frequency (≈4.5 kHz) and
the fundamental harmonic can be seen.

Online Output Current Control in Multilevel
Inverters

Considering a standard inductive balanced load (R,L) with
electromotive force (u) and isolated neutral, the converter
output currents ik can be expressed

USk=Rik+L
dik
dt
+uek (36.165)

Now analyzing the circuit of Fig. 36.58, the multilevel
converter-switched state-space model can be obtained:
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FIGURE 36.61 (a) Experimental results showing phase and line voltages and (b) harmonic spectrum of output voltages.

d

dt

⎡
⎣i1

i2
i3

⎤
⎦=−

⎡
⎢⎣

R/L 0 0

0 R/L 0

0 0 R/L

⎤
⎥⎦
⎡
⎣i1

i2
i3

⎤
⎦−
⎡
⎢⎣

1/L 0 0

0 1/L 0

0 0 1/L

⎤
⎥⎦
⎡
⎣ue1

ue2

ue3

⎤
⎦

+
⎡
⎢⎣
�1/L

�2/L

�3/L

⎤
⎥⎦Udc

2
(36.166)

The application of the Concordia matrix Eq. (36.152) to
Eq. (36.166) reduces the number of the new model equations
(Eq. (36.167)) to two since an isolated neutral is assumed.

d

dt

[
iα
iβ

]
=−
[

R/L 0
0 R/L

][
iα
iβ

]
−
[

1/L 0
0 1/L

][
ueα

ueβ

]

+
[

1/L 0
0 1/L

][
USα

USβ

]
(36.167)

The model Eq. (36.167) of this multiple-input multiple-
output system (MIMO) with outputs iα , iβ reveals the control
inputs USα , USβ , dependent on the control variables γk(t).

From Eqs. (36.167) and (36.91), the two sliding surfaces
S(eα,β,t) are

S(eα,β ,t)=kα,β(iα,βref−iα,β)=kα,βeα,β=0 (36.168)

The first derivatives of Eq. (36.167), denoted Ṡ(eα,β ,t), are

Ṡ(eα,β ,t)=kα,β(i̇α,βref− i̇α,β)

=kα,β
[
i̇α,βref +RL−1iα,β +ueα,βL−1−USα,βL−1]

(36.169)

Therefore, the switching law is

S(eα,β ,t)>0⇒ Ṡ(eα,β ,t)<0⇒USα,β >Li̇α,βref +Riα,β +ueα,β

S(eα,β ,t)<0⇒ Ṡ(eα,β ,t)>0⇒USα,β <Li̇α,βref +Riα,β +ueα,β

(36.170)
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capacitor voltage, which is maintained close to Udc/2; 4 is the output current of phase 3(2 A/div; 50 V/div; 5 ms/div).
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FIGURE 36.63 Step response of the current control method: (a) step from 4 to 2 A. Traces show the reference current for phase 1 and the three
output currents with 150 V power supply (5 A/div; time scale 20 ms/div) and (b) step from 2 to 4 A in the reference amplitude at 52 Hz. Traces show the
reference current for phase 1 and the three output currents with 50 V power supply.

These switching laws are implemented using the same α, β
vector modulators described above in this example.

Figure 36.63a shows the experimental results. The multi-
level converter and proposed control behavior are obtained
for step inputs (4 to 2 A) in the amplitude of the sinus ref-
erences with frequency near 52 Hz (Udc≈150V). Observe the
tracking ability, the fast transient response, and the balanced
three-phase currents. Figure 36.63b shows almost the same
test (step response from 2 to 4 A at the same frequency),
but now the power supply is set at 50 V and the inductive
load was unbalanced (±30% on resistor value). The response
remains virtually the same, with tracking ability, almost no cur-
rent distortions due to dead times or semiconductor voltage

drops. These results confirm experimentally that the designed
controllers are robust concerning these nonidealities.

EXAMPLE 36.17 Sliding-mode vector controllers for
matrix converters
Matrix converters are all silicon ac/ac switching power
converters, able to provide variable amplitude almost
sinusoidal output voltages, almost sinusoidal input cur-
rents, and controllable input power factor [19]. They
seem to be very attractive to use in ac drives speed control
and in applications related to power-quality enhance-
ment. The lack of an intermediate energy storage link,
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FIGURE 36.64 An ac/ac matrix converter with input lCr filter.

their main advantage, implies an input/output coupling
that increases the control complexity.

This example presents the design of sliding-mode con-
trollers considering the switched state-space model of
the matrix converter (nine bidirectional power switches),
including the three-phase input filter and the output load
(Fig. 36.64).

Output Voltage Control
Ideal three-phase matrix converters are obtained by assem-
bling nine bidirectional switches, with the turn-off capability,
to allow the connection of each one of the input phases to
any one of the output phases (Fig. 36.64). The states of these
switches are usually represented as a nine-element matrix S
(Eq. (36.171)), in which each matrix element, Skjk, j∈{1,2,3},
has two possible states: Skj=1 if the switch is closed (ON) and
Skj=0 if it is open (OFF). Only 27 switching combinations are
possible (Table 36.6), as a result of the topological constraints
(the input phases should never be short circuited and the out-
put inductive currents should never be interrupted), which
implies that the sum of all the Skj of each one of the matrix,
k rows must always equal 1 (Eq. (36.171)).

S=
⎡
⎣S11 S12 S13

S21 S22 S23

S31 S32 S33

⎤
⎦ 3∑

j=1

Skj=1 k,j∈{1,2,3} (36.171)

Based on matrix S, output voltages related to input neutral
von1 , von2 , von3 and line voltages vo12 , vo23 , vo31 can be expressed
in terms of matrix converter input phase voltages vi1 , vi2 , vi3 .

Input currents ii1 , ii2 , ii3 can be expressed as a function of
output currents io1 , io2 , io3 :

⎡
⎣ von1

von2

von3

⎤
⎦=S

⎡
⎣ vi1

vi2
vi3

⎤
⎦

⎡
⎣ vo12

vo23

vo31

⎤
⎦=
⎡
⎣S11−S21 S12−S22 S13−S23

S21−S31 S22−S32 S23−S33

S31−S11 S32−S12 S33−S13

⎤
⎦
⎡
⎣ vi1

vi2
vi3

⎤
⎦

⎡
⎣ ii1

ii2
ii3

⎤
⎦=ST

⎡
⎣ io1

io2

io3

⎤
⎦

(36.172)

The application of Concordia transformation [Xα,β,0]T=
CT[Xa,b,c]T to the output line voltages of Eq. (36.172) results
in the output voltage vector:

vocαβ
=
[

volα
volβ

]
=
√

2

3

[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]

×
⎡
⎣S11−S21 S12−S22 S13−S23

S21−S31 S22−S32 S23−S33

S31−S11 S32−S12 S33−S13

⎤
⎦
⎡
⎣ vi1

vi2
vi3

⎤
⎦

=
[
ρvαα ρvαβ
ρvβα ρvββ

][
vicα
vicβ

]
(36.173)
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TABLE 36.6 Switching combinations and output line voltage/input current state-space vectors

Group Name von1 von2 von3 vo12 vo23 vo31 ii1 ii2 ii3 Vol δo Ii μi

1g vi1 vi2 vi3 vi12 vi23 vi31 io1 io2 io3 vi δi io μo
2g vi1 vi3 vi2 −vi31 −vi23 −vi12 io1 io3 io2 −vi −δi+4π/3 io −μo

I 3g vi2 vi1 vi3 −vi12 −vi31 −vi23 io2 io1 io3 −vi −δi io −μo+2π/3
4g vi2 vi3 vi1 vi23 vi31 vi12 io3 io1 io2 vi δi+4π/3 io μo+2π/3
5g vi3 vi1 vi2 vi31 vi12 vi23 io2 io3 io1 vi δi+2π/3 io μo+4π/3
6g vi3 vi2 vi1 −vi23 −vi12 −vi31 io3 io2 io1 −vi −δi+2π/3 io −μo+4π/3
+1 vi1 vi2 vi2 vi12 0 −vi12 io1 −io1 0 2/

√
3vi12 π/6 2/

√
3io1 −π/6

−1 vi2 vi1 vi1 −vi12 0 vi12 −io1 io1 0 −2/
√

3vi12 π/6 −2/
√

3io1 −π/6
+2 vi2 vi3 vi3 vi23 0 −vi23 0 io1 −io1 2/

√
3vi23 π/6 2/

√
3io1 π/2

−2 vi3 vi2 vi2 −vi23 0 vi23 0 −io1 io1 −2/
√

3vi23 π/6 −2/
√

3io1 π/2
+3 vi3 vi1 vi1 vi31 0 −vi31 −io1 0 io1 2/

√
3vi31 π/6 2/

√
3io1 7π/6

−3 vi1 vi3 vi3 −vi31 0 vi31 io1 0 −io1 −2/
√

3vi31 π/6 −2/
√

3io1 7π/6
+4 vi2 vi1 vi2 −vi12 vi12 0 io2 −io2 0 2/

√
3vi12 5π/6 2/

√
3io2 −π/6

−4 vi1 vi2 vi1 vi12 −vi12 0 −io2 io2 0 −2/
√

3vi12 5π/6 −2/
√

3io2 −π/6
II +5 vi3 vi2 vi3 −vi23 vi23 0 0 io2 −io2 2/

√
3vi23 5π/6 2/

√
3io2 π/2

−5 vi2 vi3 vi2 vi23 −vi23 0 0 −io2 io2 −2/
√

3vi23 5π/6 −2/
√

3io2 π/2
+6 vi1 vi3 vi1 −vi31 vi31 0 −io2 0 io2 2/

√
3vi31 5π/6 2/

√
3io2 7π/6

−6 vi3 vi1 vi3 vi31 −vi31 0 io2 0 −io2 −2/
√

3vi31 5π/6 −2/
√

3io2 7π/6
+7 vi2 vi2 vi1 0 −vi12 vi12 io3 −io3 0 2/

√
3vi12 3π/2 2/

√
3io3 −π/6

−7 vi1 vi1 vi2 0 vi12 −vi12 −io3 io3 0 −2/
√

3vi12 3π/2 −2/
√

3io3 −π/6
+8 vi3 vi3 vi2 0 −vi23 vi23 0 io3 −io3 2/

√
3vi23 3π/2 2/

√
3io3 π/2

−8 vi2 vi2 vi3 0 vi23 −vi23 0 −io3 io3 −2/
√

3vi23 3π/2 −2/
√

3io3 π/2
+9 vi1 vi1 vi3 0 −vi31 vi31 −io3 0 io3 2/

√
3vi31 3π/2 2/

√
3io3 7π/6

−9 vi3 vi3 vi1 0 vi31 −vi31 io3 0 −io3 −2/
√

3vi31 3π/2 −2/
√

3io3 7π/6
z1 vi1 vi1 vi1 0 0 0 0 0 0 0 - 0 -

III z2 vi2 vi2 vi2 0 0 0 0 0 0 0 - 0 -
z3 vi3 vi3 vi3 0 0 0 0 0 0 0 - 0 -

where vcαβ are the input filter capacitor voltage and ρvαα , ρvαβ ,
ρvβα , ρvββ are functions of the ON/OFF state of the nine Skj

switches:[
ρvαα ρvαβ
ρvβα ρvββ

]
=
[

1/2(S11−S21−S12+S22)

1/2
√

3(S11+S21−2S31−S12−S22+2S32)

√
3/2(S11−S21+S12−S22)

1/2(S11+S21−2S31+S12+S22−2S32)

]

(36.174)

The average value volαβ of the output voltage, in αβ coordi-
nates, during one switching period is the output variable to be
controlled (since volαβ is discontinuous) [20].

volαβ =
1

Ts

(n+1)Ts∫
nTs

volαβdt (36.175)

Considering the control goal volαβ =volαβref
the sliding surface

S(eαβ ,t)(kαβ >0) is

S(eαβ ,t)= kαβ
T

T∫
0

(volαβref
−volαβ )dt=0 (36.176)

The first derivative of Eq. (36.176) is

Ṡ(eαβ ,t)=kα(volαβref
−volαβ ) (36.177)

As the sliding-mode stability is guaranteed if Sαβ(eαβ ,t)
Ṡαβ(eαβ ,t)<0, the criterion to choose the output line voltages
state-space vectors is

Sαβ(eαβ ,t)<0⇒ Ṡαβ(eαβ ,t)>0⇒volαβ <volαβref

Sαβ(eαβ ,t)>0⇒ Ṡαβ(eαβ ,t)<0⇒volαβ >volαβref

(36.178)

This implies that the sliding mode is reached only when the
vector applied to the converter has the desired amplitude and
angle.

According to Table 36.6, the 6 vectors of group I have fixed
amplitude but time varying phase, the 18 vectors of group
II have variable amplitude and vectors of group III are null.
Therefore, from the load viewpoint, the 18 highest amplitude
vectors (6 vectors from group I and 12 vectors from group II)
and one null vector are suitable to guarantee the sliding-mode
stability.

Therefore, if two three-level comparators (Cαβ ∈{−1,0,1})
are used to quantize the deviations of Eq. (36.178) from zero,
the nine output voltage error combinations (33) are not enough
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FIGURE 36.65 (a) Input voltages and their corresponding sector and (b) representation of the output voltage state-space vectors when the input
voltages are located at sector Vi1.

to guarantee the choice of all the 19 available vectors. The extra
vectors may be used to control the input power factor. As an
example, if the output voltage error is quantized as Cα=1,
Cβ=1, at sector Vi1 (Fig. 36.65), the vectors −3, +1, or 1 g
might be used to control the output voltage. The final choice
would depend on the input current error.

Output Current Control
For some applications, it is more useful to control the out-
put currents, which implies some changes on the previously
designed controllers. From Fig. 36.64, the output currents can
be obtained as a function of the phase voltages applied to the
load:

⎧⎨
⎩

dioα
dt =−R

L ioα+ 1
L voα+ 1

L Eα
dioβ
dt =−R

L ioβ+ 1
L voβ+ 1

L Eβ
(36.179)

As the output currents are state variables, with a strong relative
degree of 1, the sliding surfaces should depend directly on their
errors:

Sioαβ

(
eioαβ ,t

)=kio

(
ioαβref− ioαβ

)
(36.180)

The state space vectors should be chosen to guarantee the
stability criterion Sioαβ (eioαβ ,t) Ṡioαβ (eioαβ ,t)<0, according to:

a. If Sioαβ (eioαβ ,t)<0, then ioαβ > ioαβref and the output
current must decrease ioαβ ↓. This means that the cho-
sen output voltage voαβ phase vector should be low

enough to guarantee dioαβ
/

dt<0.
b. If Sioαβ (eioαβ ,t)>0, then ioαβ < ioαβref and the output

current must increase ioαβ ↑. This means that the cho-
sen output voltage voαβ phase vector should be high

enough to guarantee dioαβ
/

dt>0.

The output voltage phase vectors can be obtained from the
output voltage line vectors of Table 36.6, using the well-known

relations between three phase lines and phase voltages.

Vo=
[

vo1 vo2 vo3

]T=[ 2vo12+vo23
3

2vo23+vo31
3

2vo31+vo12
3

]T

(36.181)

As expected, the resultant output voltage phase vectors will
have an amplitude

√
3 lower than the voltage line vectors of

Table 36.6 and a lagging phase of π/6. As an example, from
Fig. 36.65b, this will result in a −π/6 rotation of all the voltage
vectors represented.

Therefore, if two three level comparators (Cαβ ∈{−1,0,1})
are used to quantize the deviations of Eq. (36.180)) from zero,
if the output current error is quantized as Cα=1, Cβ=1, at
sector Vi1 (Fig. 36.65), the vectors +9 or −7 might be used to
control the output current. The final choice would depend on
the input current error.

Input Power Factor Control
Assuming that the source is a balanced sinusoidal three-phase
voltage supply with frequency ωi , the switched state-space
model equations of the converter input filter are obtained in
123 coordinates.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dil1
dt = 1

3l vc23+ 2
3l vc31+ 1

l vig1

dil2
dt =− 2

3l vc23− 1
3l vc31+ 1

l vig2

dvc23
dt = 1

3C il1+ 2
3C il2− 1

3Cr vc23+ 1
3Cr vig1+ 2

3Cr vig2

− 1
3C (S11−S31+2S12−S32)io1

− 1
3C (S21−S31+2S22−2S32)io2

dvc31
dt =− 2

3C il1− 1
3C il2− 1

3Cr vc31− 2
3Cr vig1− 1

3Cr vig2

+ 1
3C (2S11−2S31+S12−S32)io1

+ 1
3C (2S21−2S31+S22−S32)io2

(36.182)

To control the input power factor, a reference frame syn-
chronous with one of the input voltages vig1

may be used
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applying the Blondel–Park transformation to the matrix
converter switched state-space model (Eq. (36.183)), where
ρidd ,ρidq ,ρiqd ,ρiqq are functions of the ON/OFF states of the nine
Skj switches:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dild
dt =ωi ilq− 1

2l vcd − 1
2
√

3l
vcq+ 1

l vigd

dilq
dt =−ωi ild + 1

2
√

3l
vcd − 1

2l vcq+ 1
l vigq

dvcd
dt = 1

2C ild − 1
2
√

3C
ilq− 1

3Cr vcd +ωivcq+
−ρidd

+
(
ρiqd

/
√

3
)

2C iod

+−ρidq
+
(
ρiqq /

√
3
)

2C ioq+ 1
2Cr vigd

− 1
2
√

3Cr
vigq

dvcq

dt = 1
2
√

3C
ild + 1

2C ilq−ωivcd − 1
3Cr vcq+

−
(
ρidd

/
√

3
)
−ρiqd

2C iod

+
−
(

ρidq
/
√

3

)
−ρiqq

2C ioq+ 1
2
√

3Cr
vigd

+ 1
2Cr vigq

(36.183)

As a consequence, neglecting ripples, all the input variables
become time invariant, allowing a better understanding of the
sliding-mode controller design, as well as the choice of the most
adequate state-space vector. Using this state-space model, the
input iigd and iigq currents are
⎧⎪⎪⎨
⎪⎪⎩

iigd
= ild + l

r

(
dild
dt −ωi ilq

)

iigq = ilq+ l
r

(
dilq
dt +ωi ild

)⇔
⎧⎪⎨
⎪⎩

iigd
= ild − 1

2r vcd − 1
2
√

3r
vcq+ 1

r vigd

iigq = ilq+ 1
2
√

3r
vcd − 1

2r vcq+ 1
r vigq

(36.184)

The input power factor controller should consider the
input–output power constraint (Eq. (36.185)) (the converter
losses and ripples are neglected), obtained as a function of
the input and output voltages and currents (the input volt-
age vigq is equal to zero in the chosen dq rotating frame). The
choice of one output voltage vector automatically defines the
instantaneous value of the input iigd (t) current.

vigd iigd ≈
1

3

(√
3

2
vold +

1

2
volq

)
iod +

1

3

(
−1

2
vold +

√
3

2
volq

)
ioq

(36.185)

Therefore, only the sliding surface associated to the iigq cur-
rent is needed, expressed as a function of the system state
variables and based on the state-space model determined in
Eq. (36.183):

diigq

dt
=−ωi ild −

1

3Cr
ilq+
(
− 1

6
√

3Cr2
+ ωi

2r
+ 1

2
√

3l

)
vcd

+
(
ωi

2
√

3r
+ 1

6Cr2
− 1

2l

)
vcq+

1

3Cr

(
ρiqd iod +ρiqq ioq

)

+
(
− 1

3Cr2
+ 1

l

)
vigq+

1

r

dvigq

dt
(36.186)

As the derivative of the input iigq (t) current depends directly
on the control variables ρiqd ,ρiqq , the sliding function Siq (eiq ,t)
will depend only on the input current error eiq = iigqref− iigq .

Siq(eiq ,t)=kiq

(
iigqref− iigq

)
(36.187)

As the sliding-mode stability is guaranteed if
Siq (eiq ,t)Ṡiq (eiq ,t)<0, the criterion to choose the state-space
vectors is [20]

Siq(eiq , t)>0⇒ Ṡiq(eiq , t)<0⇒ diigq

dt
>

diigqref

dt
⇒ iigq ↑

Siq(eiq , t)<0⇒ Ṡiq(eiq , t)>0⇒ diigq

dt
<

diigqref

dt
⇒ iigq ↓

(36.188)

Also, to choose the adequate input current vector, it is nec-
essary: (a) to know the location of the output currents, as
the input currents depend on the output currents location
(Table 36.6); (b) to know the dq frame location. As in the cho-
sen frame (synchronous with the vig1 input voltage), the dq-axis
location depends on the vig1 input voltage location, the sign
of the input current vector iigq component can be determined
knowing the location of the input voltages and the location of
the output currents (Fig. 36.66).

Considering the previous example, at sector Vi1 (Fig. 36.65),
for an error of Cα=1 and Cβ=1, vectors −3, +1 or 1g might
be used to control the output voltage. When compared, at
sector Io1 (Fig. 36.66b), these three vectors have positive id
components and, as a result, will have a similar effect on the
input iigd current. However, they have a different effect on the
iigq current: vector −3 has a positive iiq component, vector +1
has a negative iiq component and vector 1 g has a nearly zero iiq
component. As a result, if the output voltage errors are Cα=1
and Cβ=1, at sectors Vi1 and Io1, vector−3 should be chosen
if the input current error is quantized as Ciq=1 (Fig. 36.66b),
vector +1 should be chosen if the input current error is quan-
tized as Ciq=−1 and if the input current error is Ciq=0, vector
1 g or−3 might be used.

When the output voltage errors are quantized as zero
Cαβ=0, the null vectors of group III should be used only if
the input current error is Ciq=0. Otherwise (being Ciq �=0),
the lowest amplitude voltage vectors ({+2,−8,+5,−2,+8,−5}
at sector Vi1 of Fig. 36.65b), that were not used to control the
output voltages, might be chosen to control the input iigq cur-
rent as these vectors may have a strong influence on the input
iigq current component (Fig. 36.66b).

To choose one of these six vectors, only the vectors located
as near as possible to the output voltages sector (Fig. 36.67)
are chosen (to minimize the output voltage ripple), and a five
level comparator is enough. As a result, there will be 9×5=45
error combinations to select 27 space vectors. Therefore, the
same vector may have to be used for more than one error
combination.
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With this reasoning, it is possible to obtain Table 36.7 for
sector Vi1, Io1, and Vo1 and generalize it for all the other
sectors.

TABLE 36.7 State-space vectors choice at sector Vi1, Io1, and Vo1

Ciq

Cα Cβ −2 −1 0 1 2

−1 −1 +3 +3 +3 −1 −1
−1 0 5g +3 −6 −1 −1
−1 1 −6 −6 −6 +4 3g

0 −1 6g −9 −9 +7 4g
0 0 +8 +8 +0 −5 +2
0 1 −7 −7 +9 +9 +9
1 −1 −4 −4 +6 +6 +6
1 0 +1 +1 +6 −3 −3
1 1 +1 +1 1g −3 −3

The experimental results shown in Fig. 36.68 were obtained
with a low-power prototype (1 kW), with two three-level
comparators and one five-level comparator, associated to an

EPROM lookup table. The transistors IGBT were switched at
frequencies near 10 kHz.

The results show the response to a step on the output
voltage reference (Fig. 36.68a) and on the input reference cur-
rent (Fig. 36.68b), for a three-phase output load (R=7�,
L=15mH), with kαβ=100 and kiq=2. It can be seen that the
matrix converter may operate with a near unity input power
factor (Fig. 36.68a, fo=20Hz), or with lead/lag power factor
(Fig. 36.68b), guaranteeing very low ripple on the output cur-
rents, a good tracking capability and fast transient response
times.

Also, some simulation results were obtained for the output
current–controlled matrix converter. The results (Fig. 36.69a)
show the response to a step on the output current reference
at t=0.22 s, a step of the output current frequency at t=0.28 s
and a step at the input iigq current at t=0.34 s, for a three phase
output load (R=3�,L=30 mH), with kioαβ =10 and kiq=2.
Again, these results show that matrix converter may operate
with lead/lag power factor, guaranteeing very low ripple on the
output currents, a good tracking capability, and fast transient
response times for both input and output currents.
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FIGURE 36.68 Dynamic responses obtained with a three-phase load: (a) output reference voltage step (R=7�,L=15mH, fo=20Hz): input voltage
vig1(t) (CH1), input current iig1(t) (CH3), output reference voltage vo23ref (t) (CH4), and output current io1(t) (CH2); (b) input reference current iigqref (t)
step: input voltage vig1(t) (CH1), input current iig1(t) (CH3), input reference current iigqref (t) (CH2), and output current io1(t) (CH4).
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EXAMPLE 36.18 PI linear controllers for matrix
converters
For comparison purposes, a PI-based controller using a
PWM (pulse width modulation) technique is designed.
From Eq. (36.171), the modulation indexes mij associ-
ated to the matrix converter nine switches are repre-
sented as a nine-element matrix M(t) (Eq. (36.189))
[21].

M(t)=
⎡
⎢⎣

m11 (t) m12 (t) m13 (t)

m21 (t) m22 (t) m23 (t)

m31 (t) m32 (t) m33 (t)

⎤
⎥⎦

3∑
j=1

mkj(t)=1

0≤mkj(t)≤1 k,j∈[1,2,3]
(36.189)

These modulation indexes are used to synthesize the
output voltages Vos(t)=[von1 (t)von2 (t)von3 (t)]T as a
function of input voltages Vi(t)=[vi1 (t)vi2 (t)vi3 (t)]T,
Eq. (36.190), and input currents Ii(t)=[ii1 (t)ii2 (t)ii3 (t)]T
as a function of output load currents Io(t)=[io1 (t)io2 (t)
io3 (t)]T, Eq. (36.190).

Von(t)=M(t) Vi(t)

Ii(t)=M(t)T Io(t) (36.190)

However, assuming a balanced source system∑3
k=1 vik (t)=0 with input and output neutral wires not

connected
∑3

k=1 iik (t)=0,
∑3

k=1 iok (t)=0, and restric-
tion (36.189), the modulation indexes matrix may be
reduced to a four element akj(t)(k,j={1,2}) matrix
Eq. (36.191) [22].

Ma =
[

a11 a12

a21 a22

]
=
[

m11−m31 m21−m31

m12−m32 m22−m32

]
(36.191)

Based on Eqs. (36.189), (36.190), and (36.181), input
currents are obtained as a function of output currents.

[
ii1 ii2

]T=Ma
[
io1 io2

]T
(36.192)

From Eqs. (36.190) and Eq. (36.190), output load phase
voltages Eq. (36.193) can be directly obtained from input
phase voltages using a four modulation indexes matrix
Eq. (36.194) based on Eq. (36.191).

[
vo1 vo2

]T=Mv
[
vi1 vi2

]T
(36.193)

Mv = 1
3

[
4a11−2a12+2a21−a22 2a11−a12+4a21−2a22

−2a11+4a12−a21+2a22 −a11+2a12−2a21+4a22

]

(36.194)

Assuming ideal input filtering, phase voltages Eq. (36.195)
applied to matrix converter should be approximately

equal to grid voltages.

vik (t)≈vigk (t)=√2Vi cos (ωit−2 (k−1)π/3) k∈[1,3]
(36.195)

Also, assuming ideal output filtering, output currents
Eq. (36.196) should be nearly equal to their fundamental
harmonics (with frequency ωo and displacement fac-
tor φo).

iok (t)=√2Io cos(ωot−φo−2(k−1)π/3) k∈[1,3]
(36.196)

If switching frequencies are much higher than input and
output frequencies (fs� fi and fs� fo), then input cur-
rents Eq. (36.197) and output load voltages Eq. (36.198)
should be approximately equal to their references:

iik (t)=√2Ii cos(ωit−φi−2(k−1)π/3) k∈[1,3]
(36.197)

vok (t)=√2Vo cos(ωot−2(k−1)π/3) k,j∈[1,3]
(36.198)

Applying Concordia and Park transformation [23] to
Eq. (36.192) and Eq. (36.193) and choosing a reference
frame synchronous with input phase voltages (!i=ωit)
for all the input variables and a reference frame syn-
chronous with output phase voltages (!o=ωot) for all
the output variables, then three-phase input and output
variables (Eq. (36.199) and Eq. (36.201)) may become
time invariant.

TT
!o

Vo123 =
(

TT
!o

Mv T!i

)
TT
!i

Vi123

Vodq =Mdq Vidq (36.199)

TT
!i

Ii123 =
(

TT
!i

Ma T!o

)
TT
!o

Io123

Iidq =MT
dq Iodq (36.200)

From Eq. (36.199) and Eq. (36.200), in the new coor-
dinate frame, input phase voltages should be given by
Eq. (36.201) and target input currents should be equal
to Eq. (36.202):

[
vid viq

]T=TT
!i

Viabc =
[√

3Vi 0
]T

(36.201)

[
iid iiq

]T=TT
!i

Iiabc =
√

3Ii
[
cos(φi) −sin(φi)

]T
(36.202)
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Target output load phase voltages (36.203) and output
currents Eq. (36.204) should be

[
vod voq

]T=TT
!o

Voabc =
[√

3Vo 0
]T

(36.203)

[
iod ioq

]T=TT
!o

Ioabc =
√

3Io
[

cos(φo) − sin(φo)
]T

(36.204)

From Eq. (36.199), in the new coordinate frame, matrix
converter modulation indexes are given by Eq. (36.205):

Mdq=TT
!o

Mv T!i =
[
γdd γdq

γqd γqq

]
(36.205)

From Eq. (36.199), using input voltages Eq. (36.201), two
independent control actions based on different modu-
lation indexes and allowing the independent control of
each output voltage component are obtained.

[
vod voq

]T=√3Vi
[
γdd γqd

]T
(36.206)

Solving Eq. (36.206) using target output voltages
Eq. (36.203), it is possible to calculate γdd Eq. (36.207)
and γqd Eq. (36.208) modulation indexes.

γdd= Vo

Vi
(36.207)

γqd=0 (36.208)

Input/output power constraint can be verified
Eq. (36.209), calculating current iid =γdd iod +γqd ioq

from Eqs. (36.200) and (36.205), assuming an ideal
matrix converter without losses and input/output ideal
filtering, using the previously calculated modulation
indexes γdd Eq. (36.207) and γqd Eq. (36.208), input
target currents Eq. (36.202) and output currents
Eq. (36.204).

Vi Ii cos(φi)=VoIo cos(φo) (36.209)

From Eq. (36.209) and Eq. (36.206), it is possible to conclude
that

a. Output voltages (Eq. (36.206)) and input iid cur-
rent control depend only on γdd and γqd modulation
indexes. This shows the well-known nonlinear coupling
between output voltages and input currents, which
results from the input/output active power constraint;

b. Output voltages and input iid current are indepen-
dent from input iiq current, which depends only on
γdq and γqq modulation indexes. This shows that the
input power factor is controllable and independent
from output voltages control.

From Eq. (36.200) and Eq. (36.205), to guarantee decoupled
iid and iiq current components, then γdq and γqq modulation
indexes should be given by Eq. (36.210) and Eq. (36.211).

γdq=0 (36.210)

γqq=kγdd (36.211)

From the previously defined modulation indexes and
Eq. (36.200), input iiq current component can be determined
by Eq. (36.212):

iiq =γqq ioq =kγdd ioq (36.212)

Constant k (Eq. (36.213)) is calculated from Eq. (36.212)
using output currents (Eq. (36.204)), target input cur-
rents (Eq. (36.202)) and input/output power constraint
(Eq. (36.209)):

k= tan(φi)

tan(φo)
(36.213)

In the previously defined reference frame, the modulation
indexes matrix, Eq. (36.214), is time invariant and can be
obtained from Eqs. (36.207), (36.208), (36.210), (36.211), and
Eq. (36.213).

Mdq=
[
γdd γdq

γqd γqq

]
=
[

Vo
Vi

0

0 tan(φi)
tan(φo)

Vo
Vi

]
(36.214)

As a conclusion, according to Eq. (36.206) and Eq. (36.212)
there are three possible control actions:

a. γdd and γdq to control output currents dq components;
b. k to control input currents power factor.

Output Currents Controller
In order to design the output currents controllers, it is assumed
that matrix converter is feeding a three-phase general RLE load
(Fig. 36.64). In the synchronized dq coordinate frame output
currents are given by Eq. (36.215).

⎧⎨
⎩

diod
dt =−R

L iod +ωo ioq+ 1
L vod + 1

L Ed

dioq

dt =−R
L ioq−ωo iod + 1

L voq+ 1
L Eq

(36.215)

From Eq. (36.215), assuming nearly constant Ed and Eq volt-
ages, Hdq (Eq. (36.216)) command voltages will guarantee that
iod and ioq output currents follow their references.

{
Hd=ωoLioq+vod

Hq=−ωoLiod +voq

(36.216)

From Eq. (36.206) and Hdq command variables (Eq. (36.216)),
matrix converter γdd and γqd modulation indexes (Eq. 36.217))
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FIGURE 36.70 Decoupled block diagram of the current controllers.

are calculated as functions of Hdq command voltages, allowing
d and q control actions decoupling (Fig. 36.70).

⎧⎨
⎩
γdd = Hd−ωLioq√

3Vi

γqd= Hq+ωLiod√
3Vi

(36.217)

Often the crossed terms ωLiod and ωLioq do not have a signifi-
cant weight and can be neglected.

Matrix converter should be defined as having an unitary gain
and a dominant pole dependent on the average delay time Td

(usually one half of the switching period) [24].

GM (s)= vodq (s)

Hdq(s)
= 1

sTd+1
(36.218)

The first order dynamics load may be represented as in
Eq. (36.219), where R is the load resistance and τ is the load
time constant.

GL(s)= vodq (s)

iodq (s)
= 1

R (1+sτ)
(36.219)

Usually the zero of the compensator is chosen to cancel the pole
introduced by the load.

Tz=τ (36.220)

From Eqs. (36.218), (36.219), and Fig. 36.70, the closed loop
transfer function is given by

Gcl(s)=
Ki

TpRTd

s2+s 1
Td
+ Ki

TpRTd

(36.221)

Comparing this transfer function with a second-order system
in the canonical form, then ω2

n=Ki
/

(TpRTd), where ωn is
the natural frequency and 2ξωn=1/Td , where ξ is the damp-
ing factor. Choosing ξ=√2/2 to minimize the closed loop
response overshoot and rise time, it is possible to calculate Tp

(Eq. 36.222)).

Tp= 2KiTd

R
(36.222)

Input Current Controller
Due to the input/output power constraint (Eq. (36.209)), input
iid current depends on the same modulation indexes as output
voltages. On the contrary, iiq is linearly independent from out-
put voltages and iid input current and depends on variable k
(Eq. (36.212)).

iiq =γqd iod +γqq ioq (36.223)

Using the expected values of γqd (Eq. (36.208)) and γdd

(Eq. (36.207)) modulation indexes and the target output cur-
rents (Eq. (36.204)) in Eq. (36.223), input iiq current is shown
to depend linearly on variable k.

iiq =k
√

3Io
Vo

Vi
sinφo (36.224)

Neglecting the input filter dynamics, a nearly unitary matrix
converter input power factor is obtained for k=0 and, from
Eq. (36.211), for γqq=0. However, as the input filter is not
ideal, this will usually result in leading power factor on the grid
side connection. To control matrix converter input power fac-
tor, a simple integral controller would be enough, as the matrix
converter input currents have no associated dynamics, depend-
ing directly on the switches states. However, due to the input
filter capacitive characteristic, in general, and depending on the
operating power conditions, the input power factor on the grid
connection will be leading when compared to the controlled
matrix converter input power factor.

To consider the input filter dynamics in the controller design,
it is necessary to relate the grid current iigq to the matrix con-
verter input current iiq . The resultant second-order transfer
function can be further used to design an adequate higher order
input current linear controller.

Results
Considering an output three-phase RL load R=3� and L=
30mH, some results were obtained for a step of the output
current amplitude at t=0.22s, a step of the output current
frequency at t=0.28s and a step of matrix converter input iiq
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FIGURE 36.71 (a) Dynamic responses obtained with a three phase load (R= 3�, L=30mH) for a step in the output reference current amplitude at
t=0.22s, in the output reference current frequency at t=0.28s and in the input iiq current at t=0.34s; (b) output reference current iolref (t) and output
current io1(t); (c) input grid voltage vig1 (t) and input grid current iig1 (t); (d) matrix converter input reference current iiqref(t) and matrix converter
input filtered current iiq(t); (e) input reference current iigqref (t) and input grid current iigq (t).

current at t=0.34s (Fig. 36.71). The input filter dynamics was
not considered and an integral controller was used to control
matrix converter input power factor.

These results were obtained using the block diagram of
Fig. 36.70, assuming that matrix converter model is character-
ized by Td=1/(2∗fm), where fm, the triangular modulator fre-
quency, is fm=10 kHz. They show that the designed controllers
guarantee a good response to step changes in the references: the
output current io1 and its reference io1ref are almost coincident
(Fig. 36.71a) and the matrix converter input current iiq follows
its reference value iiqref . As expected, due to the input filter, the
grid current is slightly in advance when compared to the iiqref

reference current or when compared to matrix converter input
current iiq.

36.4 Predictive Optimum Control of
Switching Power Converters

36.4.1 Introduction

Predictive optimum controllers are based on linear optimum
control systems theory and aim to solve the minimization
problem of a cost functional [14, 25]. Predictive optimum
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controllers automatically ensure closed-loop stability and some
degree of robustness concerning parameter variation and
system disturbances while being easy to numerically imple-
ment [14, 25].

Predictive controllers can be designed to minimize switch-
ing power converter state output errors, together with the
switching frequency, being useful to control converter state
variables, such as currents, voltages or powers, even with cou-
pled dynamics. Several approaches to the predictive control of
switching power converters are being developed and obtained
results show improvements comparatively to standard modu-
lation techniques or to sliding-mode control [26–35].

36.4.2 Principles of Nonlinear Predictive
Optimum Control

The first step in designing a predictive controller is to obtain
a detailed nonlinear direct dynamic model (including bounds,
saturations, hysteresis or other effects) of the switching power
converter. This model must contain just enough detail for the
converter dynamics to allow the model to forecast, in real time
and with negligible error, from initial conditions the future
behavior of the converter state-space variables and load, over
the next sampling steps, with the converter subjected to each
possible switching state (or vector).

The next step is to define a cost functional to evaluate the
error cost of the application of every vector to the converter.
The cost functional contains the weighted control errors and
usually is defined as a norm of the error vector, and/or weights
control efforts, such as the switching frequency.

Known, measured (sampled), or estimated the initial con-
ditions of the state variables, the predictive control algorithm
executes by applying every possible control vector to the model.
The predicted values of the state space variables are used to
evaluate the controlled output errors corresponding to each
one of the available vectors. The errors are weighted and the
value of the cost functional is calculated and stored as a vector.

After applying all the vectors to the model, the minimum
of the cost functional vector indicates which switching vector
must be applied to the converter in order to nearly zero the out-
put errors in the next sampling step, i.e. the next control action
of the switching power converter is the vector that obtained
the least value of the cost functional. Then, the algorithm is
executed again in the next sampling step.

This procedure needs a powerful microprocessor to exe-
cute all the predictions in real time using fixed sampling steps
(usually within 10–30 μs).

This control technology, here called nonlinear predictive
optimum control is feasible in switching power converters,
as they have a reduced set of control actions: from just 2
in simple dc-dc converters, to eight vectors in three-phase
PWM inverters, or 27 in three-level, three-phase multilevel or

matrix converters. Therefore, for these converters, the opti-
mization problem is reduced to the calculation and selec-
tion of the vector that generates the minimum value of
the cost functional vector. However, for multilevel converters
with higher number of levels, the number of vectors steeply
increases (125 in five-level three-phase converters). This greatly
increases the cost of the control system since the micro-
processor must execute the 125 predictions using a nonlin-
ear model roughly within the same 10–30 μs sampling time.
A faster alternative to the predictive optimum controller is also
proposed.

36.4.2.1 State and Output Prediction
Consider again the state-space model (36.1), where the input
vector has been separated in control vector u and disturbance
vector v, being E the disturbance matrix.

ẋ=A x+B u+E v

y=C x+D u (36.225)

We want to predict the operation of the switching power
converter output vector at a future time t+h, yt+h, where h
is the predictive controller sampling step. We assume to know
both the system state at step t and the system switching vector
at step t+h (i.e. we measure the state variables at step t , xt , and
know the system matrices at step t+h, At+h, Bt+h, Ct+h, Dt+h,
Et+h since they depend on a known way from the converter
switching vector or they are time invariant). To predict yt+h,
we could use the system response obtained from (36.6), substi-
tuting the switching period T, by the time difference h between
step t+h and step t. For practical converters, Eq. (36.6) must be
simplified to minimize calculation time, for example, making
eAh≈ I+Ah for Ah	 I, which gives the explicit Euler Forward
method of integration:

xt+h=xt+hẋt

yt+h=Ct+h xt+h+Dt+h ut+h (36.226)

Looking carefully, this prediction method is only a rough
approximation since the switching vector to be applied at t+h
is included only in Ct+h, Dt+h, but not in At+h, Bt+h, Et+h,
which are usually strongly dependent on the switching vector
applied to the converters. The Euler forward method of inte-
gration can be devised to be a first-order truncation of the xt

Taylor series expansion in the neighborhood of t :

xt+h=xt+hẋt+ h2

2! ẍt+ h3

3! ˙̈xt+··· (36.227)

For prediction, the Euler forward method is not formally
adequate since the future converter switching configuration
(vector) is not included explicitly in the predictive equations.
Nevertheless, it has been used in predictive control, by using
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some equation replacement to include the needed converter
matrices. Furthermore, the Euler forward method is stable only
if the step h obeys h< 2/λmax, where λmax is the maximum of
the absolute values of all eigenvalues of A. This means that the
sampling step must often be too small, which helps to reduce
the relative step error (close to h2/4) but increases the needed
computing power [26].

The Euler backward is an implicit method derived by back-
ward rewriting a truncated Taylor series as

xt =xt+h−hẋt+h−··· (36.228)

The unconditionally stable Euler backward algorithm can
converge even with long sampling steps, although they are
bounded by a relative step error close to−h2/4 [26].

xt+h=xt+hẋt+h (36.229)

Stable and lower relative step error methods could be used,
like the trapezoidal integration method (36.230), but as it needs
to calculate both ẋt and ẋt+h, it loses the relative step error
h3/12 advantage [26] to longer computing times.

xt+h=xt+ h

2

(
ẋt+ ẋt+h

)
(36.230)

Since we must predict the result of the application of the
switching vector at t+h, we should use At+h, Bt+h, Et+h, for
prediction, by selecting the Euler backward method, which
gives the system time derivatives at t+h:

ẋt+h=At+h xt+h+Bt+h ut+h+Et+h vt+h (36.231)

Therefore, the converter state variables and outputs at t+h
will be

xt+h=
[
I−hAt+h

]−1[
xt+h

(
Bt+hut+h+Et+hvt+n

)]
yt+h=Ct+hxt+h+Dt+hut+h (36.232)

This equation means that to predict the converter behavior, the
switching vector must define the matrices At+h, Bt+h, Ct+h,
Dt+h, Et+h (or they must be time invariant), and we must mea-
sure (or estimate) the state xt , the inputs ut and disturbances vt

to estimate ut+h, vt+h. If ut+h values are based on the switch-
ing vector times dc quantities U, then it might be Ut+h≈Ut ,
or Ut+h can be estimated using linear extrapolations, such as
Euler backward or at least the Euler forward. If vt contains ac
sinusoidal voltages, then it should be for ωh	1:

sin(ω(t+h))= sin(ωt)cos(ωh)+sin(ωh)cos(ωt)

≈ sin(ωt)+ωhcos(ωt)

cos(ω(t+h))=cos(ωt)cos(ωh)−sin(ωt)sin(ωh)

≈cos(ωt)−ωhsin(ωt) (36.233)

The above equations can also be used to predict the future
values of the output vector reference values yref at t+h if
sinusoidal references are being in use and tracking control is
sought.

In predictive control, the direct dynamics equations (36.232)
are used to predict all the possible future values of the converter
outputs, assuming open-loop stability, observability and that
all state variables are accessible for measurement or estimation.

36.4.2.2 Minimization of the Cost Functional in
Converters with a Reduced Set of Vectors

To solve the minimization problem of the cost functional in a
system with a reduced set of m control vectors, consider the
errors ej (j∈{1,m}) between the output vector reference values
yref and the output at t+h corresponding to the vector j of the
control vector set, yjt+h

, defined as

ej=yref−yjt+h
(36.234)

Define also Jt+h (34-P11) as a m component vector, the
quadratic cost functional of the weighted errors ej , and the
weighted control action uj , for each control vector j, with
weighting matrices ρe and ρu, respectively, for the errors and
control actions.

Jt+h=
∞∫

0

(
eT

j ρeej+uT
j ρuuj

)
dt (36.235)

The weighting matrices ρe and ρu are the predictive optimum
controller degrees of freedom to penalize excessively high errors
or high control efforts, such as high switching frequencies.

After calculating all the m components of the quadratic cost
functional Jt+h, the last step in the design of predictive opti-
mum controller is to select the control vector uj to be applied
to the converter, as the control vector j for which the quadratic
cost functional is minimum:

uj⇔minj
⌊

J1t+h ,J2t+h ,...,Jjt+h,...,Jmt+h

⌋
(36.236)

It is worth to note that the control vector uj just minimizes
the defined quadratic cost functional, subjected to the con-
straints imposed in the converter direct dynamics (36.225). The
usual system performance indexes (overshoot, stability mar-
gin, disturbance rejection, robustness) can have little relation
with the minimization of the defined quadratic cost functional.
This must be considered when defining the cost functional
and the weighting matrices of predictive optimum controllers.
The designed predictive controller will only perform correctly
if, while minimizing the cost functional, it also guarantees
adequate steady-state and dynamic behavior. Nevertheless, pre-
dictive optimum controllers use state feedback of all the state
variables to be controlled and therefore can be tailored to
present optimum or near-optimum dynamics, considering the
physical bounds.
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36.4.3 Principles of Nonlinear Fast Predictive
Optimum Control

The above algorithm needs to evaluate Eqs. (36.232) through
(36.235) m times, which can be time consuming for three-
phase multilevel converters with five or more levels.

To reduce the microprocessor computational task, the use
of a subset of either adjacent vectors (for minimum switching
frequency), or vectors that can zero one or several harmonics,
is an alternative to reduce the number of candidate vectors to
be analyzed in real time.

Another possibility is to use the converter inverse dynamics
to obtain a fast predictive optimum controller, which is here
introduced.

From the output equation of the state-space model (36.225),
it can be written:

xref=C−1 [yref−D ut+h] (36.237)

Note also that if we suppose that the control objective is
attained at sampling time t+h, then xt+h=xref, and from
Eq. (36.229):

ẋt+h=h−1 [xt+h−xt
]=h−1 [xref−xt

]
(36.238)

Using Eq. (36.237) in Eq. (36.238) and the result in the state
equation of (36.225), the converter inverse dynamics, needed
to estimate the necessary control vector ut+h, can be obtained:

ut+h=
[
AC−1D−B−[h−1C−1]D]−1

[[
AC−1−[h−1C−1] ]yref

+E v+[h−1xt
]]

(36.239)

This equation defines the needed components of the control
vector ut+h. An alternative way to generate the needed control
vector ut+h is to use the controllability canonical form of the
converter dynamics to compute the equivalent control, similar
to Eq. (36.83).

Seldom, the converter will be able to replicate the vector
in Eq. (36.239) since it is a continuously variable equivalent
control vector, and the converter outputs only a reduced set
of control vectors. Therefore, the control vector ut+h might
be obtained as a kind of space vector modulation or found
by minimization of a quadratic cost functional, based on the
norm of the difference vector between the needed ut+h and the
available set of vectors uj :

Jjt+h=
∥∥ut+h−uj

∥∥=√(u1t+h−u1j )
2+···+(umt+h−umj )

2

(36.240)

Then, this functional is computed for all uj to find the vector
that leads to the minimum value of the cost functional (36.240)
accordingly to Eq. (36.236).

The fast predictive optimum control needs much less com-
putational time, as it only evaluates (36.239) one time per
step and (36.240) m times. However, preliminary inspection
of Eq. (36.239) indicates that it can only be directly applied
to converters with input and output circuits that have time-
invariant dynamic matrices.

36.4.4 Examples: Predictive Control of
Multilevel Inverters and Matrix
Converters

EXAMPLE 36.19 Non-linear predictive optimum
control of multilevel inverters
Consider the multilevel inverter of Fig. 36.58 with three-
phase ac current direct dynamics in the αβ plane given
by Eqs. (36.167) and (36.161), which can be rewritten as

⎡
⎢⎢⎢⎢⎢⎣

diα
dt
diβ
dt

dUC1
dt

dUC2
dt

⎤
⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

−R
L 0 �1α

L
�2α

L

0 −R
L

�1β
L

�2β
L

−�1α
C1

−�1β
C1

0 0

−�2α
C2

−�2β
C2

0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

iα
iβ

UC1

UC2

⎤
⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

− 1
L 0 0

0 − 1
L 0

0 0 1
C1

0 0 1
C2

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣Ueα

Ueβ

idc

⎤
⎦ (36.241)

Where �iα=
√

2
3 (�i1− �i2

2 − �i3
2 ); �iβ=

√
2
3

(√
3

2 �i2−√
3

2 �i3), i∈{1,2}.
The optimal controller is designed to choose the best

output voltage vector able to minimize both the ac cur-
rent, iα and iβ , errors and the input dc capacitor UC1 and
UC2 voltage unbalance.

Predictive Equations for AC αβ Currents
To design a real-time optimal predictive controller, the
obtained αβ converter model (36.167) will be solved to pre-
dict the state variable values at the next sampling period, for
all the 27 available vectors, assuming a sampling time h small
enough so that UC1, UC2, and uep, p∈{α,β}, can be considered
nearly constant during step time h. Therefore, the simplified
model is decoupled and, using Eq. (36.229) in Eq. (36.167), the
αβ currents ipt+h (p∈{α,β}) prediction is obtained:

ipt+h ≈
ipt + h

L

(
USpt+hj

−uept+h

)
(

1+ hR
L

) (36.242)

Where the perturbations uep can be estimated using
Eq. (36.233).
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Predictive Equations for DV Capacitor Voltage
Unbalance
To predict the capacitor voltage difference or unbalance, UC1−
UC2, the corresponding dynamic Eq. (36.241) must be solved.
Assuming h small enough, C1=C2=C, and small control
errors, it can be assumed that the ac currents follow their
references, e.g. ipt+h = ipref. Then, from Eqs. (36.241) and
(36.229),

(UC1−UC2)t+h=(UC1−UC2)t+ h

C

[
(�2α−�1α)j iαref

+(�2β−�1β
)

j iβref

]
(36.243)

Quadratic Cost Functional
In NPC multilevel converters operated as ac current sources,
three independent variables can be controlled, such as two ac
currents, iα(t), iβ(t), and the dc capacitor voltage unbalance
UC1−UC2. Therefore, the tracking error vector is defined as

[
eiα ,eiβ ,eUC

]
j=
[

iαref− iαt+h ,iβref− iβt+h ,(UC1−UC2)t+h

]
j

(36.244)

The ac current references iαref and iβref are obtained one sample
step forward (using (36.233)) to avoid the delay time due to
processor calculation time.

The main objective of the predictive optimum controller
is the minimization of both the ac currents errors and the
capacitor voltage difference using the following quadratic cost
functional:

Jjt+h =
√

ραe2
iαj
+ρβe2

iβj
+ρU e2

UCj
(36.245)

This functional is calculated for all the multilevel 27 avail-
able vectors and the resultant value stored (Eqs. (36.242)–
(36.245) are calculated 27 times). Using the procedure outlined
in Eq. (36.236), the vector leading to the minimum value of
the cost functional is selected to be applied to the multilevel
converter.

Results
The above procedure was implemented in a PowerPC-
based board (DS1103) to execute in h=25μs. The following
parameters were used: Udc=300V, C1=4.4mF, C2=4.4mF,
L=15.1mH, R=0.1�, iac=7A, Ue obtained from 230/400 V,
50 Hz through a 400/230 V transformer, and ρα=ρβ=11,
ρU =25. The ac-controlled currents and dc capacitor voltage
balance are compared to the results of a sliding-mode con-
troller. Figure 36.72 shows that the predictive optimum con-
troller performance is better than the sliding-mode controller.
The predictive optimum controller presents some robustness

to industrial component tolerances. Results showed a tolerance
from−50% to+100%.

Further experiments [34 and 35] revealed that harmon-
ics of ac currents were 46 dB below the 50 Hz fundamental
level, improving by 14 dB the sliding-mode controller result.
The switching frequency of the predictive optimum controller
spreads over the frequency spectrum below 2.5 kHz, reducing
and softening the audible noise. The average switching
frequency of the predictive optimum-controlled multilevel
converter is reduced to half of the value of a sliding-mode-
controlled multilevel at the same current ripple. Further reduc-
tion could be obtained by weighting the switching frequency in
the quadratic cost functional.

EXAMPLE 36.20 Fast predictive optimum control of
matrix converters
Consider the three-phase ac/ac matrix converter with
input lCr filter of Fig. 36.64 and suppose we want to
control the output currents io1, io2, and io3 while guar-
anteeing an almost unity input power factor and near
sinusoidal input currents iig1 , iig2 , and iig3 .

The converter direct dynamics of the output currents
in dq frame at frequency ωo, iod , and ioq is

⎧⎨
⎩

diod
dt =−R

L iod + 1
L vod + 1

L Ed+ωo ioq

dioq

dt =−R
L ioq+ 1

L voq+ 1
L Eq−ωo iod

(36.246)

The converter direct dynamics of the input currents in dq
frame at frequency ωi , iigd , and iigq is given in Eqs. (36.183)
and (36.184). To control the matrix input power factor, the
dynamics of the input dq currents, neglecting the effects of the
matrix input filter damping resistor (r→∞), can be simplified
to be

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

diigd

dt =ωi iigq− 1
2l vcd− 1

2
√

3l
vcq+ 1

l Vigd

diigq

dt =−ωi iigd+ 1
2
√

3l
vcd− 1

2l vcq+ 1
l Vigq

dvcd
dt =ωivcq− 1

2
√

3C
iigq+ 1

2C iigd− 1
2C iid+ 1

2
√

3C
iiq

dvcq

dt =−ωI vcd+ 1
2
√

3C
iigd+ 1

2C iigq− 1
2
√

3C
iid− 1

2C iiq

(36.247)

The control vector ut+h are defined by vodt+h
, voqt+h

,

and iiqt+h
. From the input and output dynamics of the

matrix converter, Eq. (36.248) computes the necessary vec-
tor components to ensure convergence to the reference val-
ues within one sampling step h. Most terms of the iiqt+h

current can be neglected for simplicity, the essential ones
being the difference iigqref− iigqt with associated gain, and the
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FIGURE 36.72 Multilevel converter sinusoidal ac currents, i1, i2, and i3, in steady-state operation and dc capacitor voltages, using sliding-mode
controllers (a) and (c) and predictive optimum controllers (b) and (d). (a) Sliding-mode controller ac currents (12 A/div); (b) predictive optimum
controller ac currents (12 A/div); (c) sliding-mode controller dc capacitor voltage balancing (10 V/div); (d) predictive optimum controller dc capacitor
voltage balancing (10 V/div).

feedforward value of iigqref .

vodt+h
= L

h

(
iodref

− iodt

)
+Riodref

−Ed−ωo ioqref

voqt+h
= L

h

(
ioqref

− ioqt

)
+Rioqref

−Eq+ωo iodref

iiqt+h = 6Cl
h2

(
iigqref

−2iigqt
+ iigqt−h

)
+(3Clω2

i +1
)
iigqref

−3ωiCvcd−
√

3ωiCvcq+3ωiCvgd

≈ 6Cl
h2

(
iigqref

−2iigqt
+ iigqt−h

)
+(3Clω2

i +1
)
iigqref

(36.248)

Only one calculation for the optimum vector with com-
ponents (36.247) is needed, avoiding the currents and the
respective error computation for all the 27 possible converter
vectors, speeding the predictive method. Since the discrete time
derivative and damping terms are calculated using the current
future values, the Euler backward algorithm is used, ensuring
convergence.

In practice, none of the available converter vectors will
present exactly the necessary components. Therefore, the dis-
tance from each vector to the optimum vector (the vector error

norm) must be computed, using the cost functional:

Jjt+h =
√

(vodt+h
−vodj

)2+(voqt+h
−voqj

)2+(iiqt+h
− iiqj

)2

(36.249)

Results show that fast predictive optimum controllers, using
the converter inverse dynamics, present better performances
than state-of-art sliding-mode controllers (Fig. 36.73). Stability
and robustness of fast predictive optimum controllers, con-
cerning parameter variation, disturbances and non modeled
dynamics, must be investigated.

36.5 Fuzzy Logic Control of Switching
Power Converters

36.5.1 Introduction

Fuzzy logic control is a heuristic approach that easily embeds
the knowledge and key elements of human thinking in
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FIGURE 36.73 Matrix converter sinusoidal ac input and output currents, i1, i2, and i3, in steady-state operation, using (a) sliding-mode controllers
and (b) fast predictive optimum controllers. (a) Sliding-mode controlled ac input and output matrix currents; (b) predictive optimum-controlled input
and output matrix ac currents.
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FIGURE 36.74 Structure of a fuzzy logic controller.

the design of nonlinear controllers [36–38]. Qualitative and
heuristic considerations, which cannot be handled by con-
ventional control theory, can be used for control purposes
in a systematic form and for applying fuzzy control concepts
[39]. Fuzzy logic control does not need an accurate mathe-
matical model, can work with imprecise inputs, can handle
nonlinearity, and can present disturbance insensitivity greater
than the most nonlinear controllers. Fuzzy logic controllers
usually outperform other controllers in complex, nonlinear,
or undefined systems for which a good practical knowledge
exists.

Fuzzy logic controllers are based on fuzzy sets, i.e. classes
of objects in which the transition from membership to
nonmembership is smooth rather than abrupt. Therefore,
boundaries of fuzzy sets can be vague and ambiguous, making
them useful for approximation models.

The first step in the fuzzy controller synthesis procedure
is to define the input and output variables of the fuzzy con-
troller. This is done accordingly with the expected function of
the controller. There are no general rules to select those vari-
ables, although typically the variables chosen are the states of
the controlled system, their errors, error variation, and error
accumulation. In switching power converters, the fuzzy con-
troller input variables are commonly the output voltage or
current error, and the variation or accumulation of this error.
The output variables u(k) of the fuzzy controller can define
the converter duty cycle (Fig. 36.74) or a reference current
to be applied in an inner current-mode PI or a sliding-mode
controller.

The fuzzy controller rules are usually formulated in linguis-
tic terms. Thus, the use of linguistic variables and fuzzy sets
implies the fuzzification procedure, i.e. the mapping of the
input variables into suitable linguistics values.

Rule evaluation or decision-making infers, using an infer-
ence engine, the fuzzy control action from the knowledge of
the fuzzy rules and the linguistic variable definition.

The output of a fuzzy controller is a fuzzy set, and thus,
it is necessary to perform a defuzzification procedure, i.e. the
conversion of the inferred fuzzy result to a nonfuzzy (crisp)
control action, that better represents the fuzzy one. This last
step obtains the crisp value for the controller output u(k)
(Fig. 36.74).

These steps can be implemented online or off-line. Online
implementation, useful if an adaptive controller is intended,
performs real-time inference to obtain the controller output
and needs a fast enough processor. Off-line implementation
employs a lookup table built according to the set of all pos-
sible combinations of input variables. To obtain this lookup
table, the input values in a quantified range are converted
(fuzzification) into fuzzy variables (linguistic). The fuzzy set
output obtained by the inference or decision-making engine,
according to linguistic control rules (designed by the knowl-
edge expert), is then converted into numeric controller output
values (defuzzification). The table contains the output for all
the combinations of quantified input entries. Off-line process
can actually reduce the controller actuation time since the only
effort is limited to consulting the table at each iteration.

This section presents the main steps for the implementa-
tion of a fuzzy controller suitable for switching power converter
control. A meaningful example is provided.

36.5.2 Fuzzy Logic Controller Synthesis

Fuzzy logic controllers consider neither the parameters of
the switching power converter or their fluctuations nor the
operating conditions, but only the experimental knowledge
of the switching power converter dynamics. In this way, such
a controller can be used with a wide diversity of switching
power converters, implying only small modifications. The nec-
essary fuzzy rules are simply obtained considering roughly the
knowledge of the switching power converter dynamic behavior.

36.5.2.1 Fuzzification
Assume, as fuzzy controller input variables, an output volt-
age (or current) error and the variation of this error. For the
output, assume a signal u(k), the control input of the converter.

36.5.2.1.1 Quantization Levels Consider the reference r(k)
of the converter output kth sample, y(k). The tracking error
e(k) is e(k)= r(k)−y(k) and the output error change �e(k),
between the samples k and k−1, is determined by �e(k)=
e(k)−e(k−1).

These variables and the fuzzy controller output u(k), ranging
from −10 to 10 V, can be quantified in m levels {−(m−1)/2,
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+(m−1)/2}. For off-line implementation, m sets a compro-
mise between the finite length of a lookup table and the
required precision.

36.5.2.1.2 Linguistic Variables and Fuzzy Sets The fuzzy
sets for xe , the linguistic variable corresponding to the error
e(k), for x�e , the linguistic variable corresponding to the error
variation �e(k), and for xu, the linguistic variable of the fuzzy
controller output u(k), are usually defined as positive big (PB),
positive medium (PM), positive small (PS), zero (ZE), negative
small (NS), negative medium (NM), and negative big (NB),
instead of having numerical values.

In most cases, the use of these seven fuzzy sets is the best
compromise between accuracy and computational task.

36.5.2.1.3 Membership Functions A fuzzy subset, for exam-
ple, Si (Si=(NB, NM, NS, ZE, PS, PM, or PB)) of a uni-
verse E, collection of e(k) values denoted generically by
{e}, is characterized by a membership function μSi: E→
[0,1], associating with each element e of universe E, a
number μSi(e) in the interval [0,1], which represents the
grade of membership of e to E. Therefore, each variable
is assigned a membership grade to each fuzzy set, based
on a corresponding membership function (Fig. 36.75). Con-
sidering the m quantization levels, the membership func-
tion μSi(e) of the element e in the universe of discourse
E may take one of the discrete values included in μSi(e)∈
{0;0.2;0.4;0.6;0.8;1;0.8;0.6;0.4;0.2;0}. Membership functions
are stored in the database (Fig. 36.74).

Considering e(k)=2 and �e(k)=−3, taking into account
the staircase-like membership functions shown in Fig. 36.75, it
can be said that xe is PS and also ZE, being equally PS and ZE.
Also, x�e is NS and ZE, being less ZE than NS.

36.5.2.1.4 Linguistic Control Rules The generic linguistic
control rule has the following form: “IF xe(k) is membership of
the set Si=(NB, NM, NS, ZE, PS, PM, or PB) AND x�e(k) is
membership of the set Sj=(NB, NM, NS, ZE, PS, PM, or PB),
THEN the output control variable xu(k+1) is membership of
the set Su=(NB, NM, NS, ZE, PS, PM, or PB).”

Usually, the rules are obtained considering the most com-
mon dynamic behavior of switching power converters,
the second-order system with damped oscillating response
(Fig. 36.76). Analyzing the error and its variation, together with

ZE PS PM PBNSNB NM

0 5 10 15 20−20 −15 −10 −5
xe
xΔe

xu
xe = 2

0

1

xΔe = −3

FIGURE 36.75 Membership functions in the universe of discourse.
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FIGURE 36.76 Reference dynamic model of switching power convert-
ers: second-order-damped oscillating error response.

the rough linguistic knowledge of the needed control input,
an expert can obtain linguistic control rules such as the ones
displayed in Table 36.8. For example, at point 6 of Fig. 36.76,
the rule is “if xe(k) is NM AND x�e(k) is ZE, THEN xu(k+1)
should be NM.”

Table 36.8, for example, states that

IF xe(k) is NB AND x�e(k) is NB, THEN xu(k+1) must
be NB, or
IF xe(k) is PS AND x�e(k) is NS, THEN xu(k+1) must
be NS, or
IF xe(k) is PS AND x�e(k) is ZE, THEN xu(k+1) must
be PS, or
IF xe(k) is ZE AND x�e(k) is NS, THEN xu(k+1) must
be NS, or
IF xe(k) is ZE AND x�e(k) is ZE, THEN xu(k+1) must
be ZE, or
IF...

These rules (rule base) alone do not allow the definition of
the control output, as several of them may apply at the same
time.

36.5.2.2 Inference Engine
The result of a fuzzy control algorithm can be obtained using
the control rules of Table 36.8, the membership functions, and
an inference engine. In fact, any quantified value for e(k) and
�e(k) is often included into two linguistic variables. With the

TABLE 36.8 Linguistic control rules

xe(k)x�e(k) NB NM NS ZE PS PM PB

NB NB NB NB NM NM PS PM
NM NB NB NM NS NM PM PB
NS NB NB NM NS NS PM PB
ZE NB NM NS ZE PS PM PB
PS NB NM PS PS PM PB PB
PM NB NM PM PS PM PB PB
PB NM NS PM PM PB PB PB
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AND0,6
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AND xΔe is Zero THEN result is PS

FIGURE 36.77 Application of the min–max operator to obtain the output membership function.

membership functions used, and knowing that the controller
considers e(k) and�e(k), the control decision generically must
be taken according to four linguistic control rules.

To obtain the corresponding fuzzy set, the min–max infer-
ence method can be used. The minimum operator describes
the “AND” present in each of the four rules, that is, it calculates
the minimum between the discrete value of the membership
function μSi(xe(k)) and the discrete value of the member-
ship function μSj(x�e(k)). The “THEN” statement links this
minimum to the membership function of the output variable.
The membership function of the output variable will, there-
fore, include trapezoids limited by the segment min(μSi(xe(k)),
μSj(x�e(k))).

The OR operator linking the different rules is implemented
by calculating the maximum of all the (usually four) rules. This
mechanism to obtain the resulting membership function of the
output variable is represented in Fig. 36.77.

36.5.2.3 Defuzzification
As shown, the inference method provides a resulting mem-
bership function μSr(xu(k)), for the output fuzzy variable xu

(Fig. 36.77). Using a defuzzification process, this final mem-
bership function, obtained by combining all the membership
functions, as a consequence of each rule, is then converted
into a numerical value called u(k). The defuzzification strategy
can be the center of area (COA) method. This method gener-
ates one output value u(k), which is the abscissa of the gravity
center of the resulting membership function area given by the
following relation:

u(k)=
(

m∑
i=1

μSr(xu(k))xu(k)

)/ m∑
i=1

μSr(xu(k)) (36.250)

This method provides good results for output control.
Indeed, for a weak variation of e(k) and �e(k), the center
of the area will move just a little, and so does the controller
output value. By comparison, the alternative defuzzification
method, mean of maximum strategy (MOM) is advantageous
for fast response, but it causes a greater steady-state error and
overshoot (considering no perturbations).

36.5.2.4 Lookup Table Construction
Using the rules given in Table 36.8, the min–max inference
procedure and COA defuzzification, all the controller out-
put values for all quantified e(k) and �e(k), can be stored in
an array to serve as the decision-lookup table. This lookup
table usually has a three-dimensional representation similar to
Fig. 36.78. A microprocessor-based control algorithm just picks
up output values from the lookup table.

36.5.3 Example: Near Unity Power Factor
Buck–Boost PWM Rectifier

EXAMPLE 36.21 Fuzzy logic control of unity power
factor buck–boost rectifiers
Consider the near-unity power factor buck–boost rec-
tifier of Fig. 36.79, where the diodes in series with the
transistors enable them to withstand negative voltages.

The switched state-space model of this converter can
be written as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dis
dt =−

Rf

Lf
is− 1

Lf
vCf + 1

Lf
vs

dvCf

dt = 1
Cf

is− γp

Cf
iLo

diLo
dt =

γp

Lo
vCf − γ (1−|γp|)

Lo
VCo

dVCo
dt = 1−|γp|

Co
iLo− 1

RoCo
Vo

(36.251)
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FIGURE 36.78 Three-dimensional view of the lookup table.
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FIGURE 36.79 Unity power factor buck–boost rectifier with four
IGBTs.

where γp=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1, (switch 1 and 4 are ON) and
(switch 2 and 3 are OFF)

0, all switches are OFF
−1, (switch 2 and 3 are ON) and

(switch 1 and 4 are OFF)

and γ =
{

1, iLo>0
0, iLo ≤0
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FIGURE 36.80 Simulated result of the output voltage response to load disturbances (Ro=50−150� at time 0.3 s): (a) PI control and (b) fuzzy logic
control.

For comparison purposes, a PI output voltage con-
troller is designed considering that a current-mode PWM
modulator enforces the reference value for the is cur-
rent (which usually exhibits a fast dynamics compared
with the dynamics of VCo ). A first-order model similar
to Eq. (36.146) is obtained. The PI gains are similar to
Eq. (36.116) and load-dependent (Kp=Co/(2Td), Ki=
1/(2TdRo)).

A fuzzy controller is obtained considering the
approach outlined, with seven membership functions
for the output voltage error, five for its change, and
three membership functions for the output. The linguis-
tic control rules are obtained as the ones depicted in
Table 36.8, and the lookup table gives a mapping simi-
lar to Fig. 36.78. Performances obtained for the step
response show a fuzzy controlled rectifier behavior close
to the PI behavior. The advantages of the fuzzy con-
troller emerge for perturbed loads or power supplies,
where the low sensitivity of the fuzzy controller to sys-
tem parameters is clearly seen (Fig. 36.80). Therefore,
the fuzzy controllers can be advantageous for switch-
ing power converters with changing loads, power supply
voltages, and other external disturbances.

36.6 Conclusions

Control techniques for switching power converters were
reviewed. Linear controllers based on state-space averaged
models or circuits are well established and suitable for the
application of linear systems control theory. Obtained linear
controllers are useful if the converter operating point is almost
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constant and the disturbances are not relevant. For changing
operating points and strong disturbances, linear controllers
can be enhanced with nonlinear, antiwindup, soft-start, or sat-
uration techniques. Current-mode control will also help to
overcome the main drawbacks of linear controllers.

Sliding mode is a nonlinear approach well adapted for the
variable structure of the switching power converters. The crit-
ical problem of obtaining the correct sliding surface was high-
lighted, and examples were given. The sliding-mode control
law allows the implementation of the switching power con-
verter controller, and the switching law gives the PWM mod-
ulator. The system variables to be measured and fed back are
identified. The obtained reduced-order dynamics is not depen-
dent on system parameters or power supply (as long as it
is high enough), presents no steady-state errors, and has a
faster response speed (compared with linear controllers), as
the system order is reduced and nonidealities are eliminated.
Should the measure of the state variables be difficult, state
observers may be used, with steady-state errors easily corrected.
Sliding-mode controllers provide robustness against bounded
disturbances and an elegant way to obtain the controller and
modulator, using just the same theoretical approach. Fixed-
frequency operation was addressed and solved, together with
the short-circuit-proof operation. Currently, fixed-frequency
techniques were applied to converters that can only oper-
ate with fixed frequency. Sliding-mode techniques were suc-
cessfully applied to MIMO switching power converters and
to multilevel converters, solving the capacitor voltage divider
equalization. Sliding-mode control needs more information
from the controlled system than do the linear controllers but is
probably the most adequate tool to solve the control problem
of switching power converters.

Predictive optimum control of power converters is based
on a detailed nonlinear direct dynamics model that includes
converter bounds. The predictive optimum algorithm uses
the model to forecast in real time the converter future beha-
vior, which is dependent on the applied control vector. The
minimization of a suitable cost functional gives the optimum
vector. Predictive optimum controllers designed to minimize
converter output errors, together with the switching frequency,
present better performances than sliding-mode controllers,
even when controlling nonlinear outputs with cross-coupled
dynamics. Fast predictive controllers, using the converter
inverse dynamics, designed to save computation power, also
show promising results.

Fuzzy logic controller synthesis was briefly presented. Fuzzy
logic controllers are based on human experience and intuition
and do not depend on system parameters or operating points.
Fuzzy logic controllers can be easily applied to various types of
power converters having the same qualitative dynamics. Fuzzy
logic controllers, like sliding-mode controllers, show robust-
ness to load and power supply perturbations, semiconductor
nonidealities (such as switch delays or uneven conduction

voltage drops), and dead times. The controller implementation
is simple if based on the off-line concept. Online implemen-
tation requires a fast microprocessor but can include adaptive
techniques to optimize the rule base and/or the database.
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19. Rodriguez José, Special Section on Matrix Converters, IEEE Transac-
tions on Industrial Electronics, vol. 49, no. 2, April 2002.

20. S. Pinto, J. Silva, “Sliding Mode Direct Control of Matrix converters”,
IET Proc. Electric Power Applications, vol. 1, no. 3, pp. 439–448, May
2007.

21. A. Alesina, M. Venturini, Analysis and Design of Optimum-
Amplitude Nine-Switch Direct AC-AC Converters, IEEE Transactions
on Power Electronics, vol. 4, no. 1, pp. 101–112, January 1989.

22. S. Pinto, J. Silva, Matrix Converters: A New Approach on Venturini
Modulation Technique, Proc. PEMC’04 Conference, Riga: Latvia,
September 2004.

23. W. Kwon, G. Cho, Analyses of static and dynamic characteristics of
practical step-up nine-switch matrix convertor, IEE Proceedings B,
vol. 140, no. 2, March 1993.
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Puerto Rico, 00681

37.1 Introduction....................................................................................... 1115
37.2 PI/PD-Like Fuzzy Control Structure ........................................................ 1116

37.2.1 Fuzzy-Based PI Controller • 37.2.2 Fuzzy-Based PD Controller

37.3 FNN PI/PD-Like Fuzzy Control Architecture ............................................ 1119
37.3.1 Input Layer • 37.3.2 The Membership Layer • 37.3.3 The Rule Layer
• 37.3.4 The Output Layer

37.4 Learning Algorithm-Based EKF .............................................................. 1120
37.5 Fuzzy PID Control Design-Based Genetic Optimization .............................. 1121

37.5.1 Fuzzy-Based Proportional Controller • 37.5.2 Fuzzy-Based Integral
Controller • 37.5.3 Fuzzy-Based Derivative Controller

37.6 Classical PID Versus Fuzzy-PID Controller ............................................... 1124
37.7 Genetic-Based Autotuning of Fuzzy-PID Controller ................................... 1124
37.8 Fuzzy and H-∞ Control Design ............................................................. 1125

37.8.1 Brushless Servo-Motor Drive System • 37.8.2 The Fuzzy H∞ Control
Structure • 37.8.3 H∞ Control Design • 37.8.4 Fuzzy Logic Control Design
• 37.8.5 Fuzzy Logic Rules • 37.8.6 Defuzzification • 37.8.7 On-Line Adaptation

37.9 Fuzzy Control for DC–DC Converters ..................................................... 1129
37.9.1 Background

37.10 Fuzzy Control Design for Switch-Mode Power Converters ........................... 1129
37.10.1 DC–DC Switch-Mode Power Converter

37.11 Optimum Topology of the Fuzzy Controller ............................................. 1131
37.11.1 Membership Functions and Rules Generation

37.12 Adaptive Network-Based Fuzzy Control System for DC–DC Converters ......... 1133
37.12.1 Topology of the Neural-Fuzzy Controller (NFC) • 37.12.2 Learning Algorithm

Further Reading .................................................................................. 1137

37.1 Introduction

Improving the popular Proportional-Integral-Derivative (PID)
controller using Fuzzy Logic (FL) is currently an important
research topic. Years of various applications have shown dif-
ferent techniques for customizing the PID controller [1–7].
Recent work by Sant [1] employs an FL controller com-
bined with a classical PID controller with a switching function
between them for speed control of a motor drive. The switching
algorithm allows each controller type to perform better under
different operations. In another recent example, Hohan [2]

has developed a Fuzzy PID controller based upon the error;
the difference in error; and the difference to create a delta
change in the control signal at each time step. Hohan includes
analytical stability analysis for bounded inputs, important for
fuzzy systems to gain acceptance among control engineers.
The application of fuzzy reasoning to improve the PID con-
troller is evident in the research community today to build
state-of-the-art control systems. Recent work on self-tuning
PID controllers demonstrates adaptive control of motor drive
systems. Typically, an engineer might re-tune the gains of a
nominal PID controller during operation but an adaptive PID

Copyright c© 2011, Elsevier Inc.
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system autonomously tunes gains as performance diminishes.
The work of Rubaai [3] employs a genetic algorithm to evolve
optimal scale factors of fuzzy-based PID gains for improved
control of a motor drive. This genetic-based scale factor in con-
junction with FL gain selection enhances the sensitivity of the
PID control to error. Another class of fuzzy PID control design
mimics PID control via blending FL networks with absolute
and incremental control values at a given control time step. The
work of Kuo [4] employs two FL structures to formulate a con-
trol of a suspension system. One FL mimics PD control while
the other FL generates a change in control to mimic a PI con-
trol signal. These FL structures adapt using a genetic algorithm
as well. The work of Hu [5] also employs fuzzy PD and fuzzy
PI elements as part of a control strategy. Li [6] designs an FL
based on error and error derivative to generate an initial control
estimate which then feeds a PI logic and a PD logic. This work
demonstrates robustness of the control algorithm through sim-
ulations of a dynamic model. The recent work of Masiala [7]
demonstrates incremental fuzzy PI control of an induction
motor drive. For Masiala, the FL decision at each time step
modifies the control current based on the error and a change
in error. All these controllers use FL to generate absolute and
incremental control signals to mimic control techniques seen in
PID control. Kalman Filter (KF) is another research topic that
has been applied to a wide range of engineering disciplines. For
a linear system the KF is an established control design feature,
but the improved application of variants of the KF to account
for nonlinearity in systems inspires research today. Barut [8]
employs an Extended Kalman Filter (EKF) for a speed sensor-
less control of an induction motor. This work depends on high
fidelity equations of motion model and noise characteristics.
Szabat [9] demonstrates an adaptively tuned EKF for control
of an industrial drive. Ahn [10] designs an EKF algorithm
to update parameters of parallel FL systems, which generate
a PID gain set for control of a motor drive system. Treating
the controller as a process and deriving appropriate deriva-
tives allows for adaptive update to the FL components. So while
PID control is a commonly known algorithm current research
applications of adaptive tuning are yielding better tuned PID
systems. The Artificial Neural Network (ANN) is a computa-
tional data structure modeled after the firing of neurons in the
brain. Training exercises may adjust the parameters within the
ANN to improve modeling capabilities. The work of Lary [11]
details an EKF algorithm for training an ANN to model cor-
relations between chemical compounds. Singhal [12] shows
that the EKF training algorithm treats all ANN parameters as a
state vector and thus the ANN becomes a nonlinear stationary
process. Research experience demonstrates that the EKF train-
ing compares favorably to the BP update method in terms of
iterations of training epochs; but with higher computational
cost per time step. The ANN is an important contribution
to the controls field. The Fuzzy Neural Network (FNN) com-
bines aspects of FL and the ANN and is at the state of the
art in controls research today. For example, recent work of

Ho [13] simulates PID control using an FNN structure that
updates time constants in the dynamics models that generate
the PID gains online. Ho compares the Orthogonal Simulated
Annealing learning technique to a genetic technique to improve
performance of the FNN portion of the controller. Campo [14]
designs an embedded hardware FNN updated by the Takagi-
Sugeno training method for performance improvement. Such a
chip enables for a fuzzy system embedded into a hardware con-
trol loop. Uddin [15] also developed a hybrid neuro-fuzzy PI
controller adapted by a real-coded genetic algorithm to control
an IPMSM. In this case, a fuzzy basis function network sim-
ilar to an FNN output PI gains sensitive to error conditions.
The cutting edge work of many researchers today relies on the
FNN to improve the performance of fuzzy controls systems in
electrical applications.

37.2 PI/PD-Like Fuzzy Control Structure

The FNN PI/PD-like fuzzy controller using EKF control struc-
ture presented in this chapter is an instantiation of a feed-
back control loop. The FNN PI/PD-like fuzzy consists of two
independent fuzzy structures, namely, fuzzy-PD controller,
and fuzzy-PI controller. EKF technique is used to modify the
weights and the membership functions of the FNN PI/PD con-
troller to adaptively control the rotor speed of the drive system.
The summation of the outputs of the two FNNs forms the con-
trol signal. Figure 37.1 shows the architecture of the neural
fuzzy PI/PD-based EKF learning scheme. The control structure
is anticipated to accommodate the robust stabilization and dis-
turbance rejection problems. The fuzzy controller generates a
control signal based upon two FL structures. The first struc-
ture is a fuzzy-PD that generates a fuzzy-PD control signal. The
second structure is a fuzzy-PI that generates an incremental
fuzzy-PI control signal.

UPD = FLPD(efilt,�efilt)

�UPI = FLPI(efilt,�efilt)

The incremental fuzzy-PI signal sums with the previous
fuzzy-PI signal to generate the fuzzy-PI signal for the time step
at hand. The fuzzy PI/PD controller generates a control signal
with the summation of the fuzzy PI/PD control signals.

U = UPD + UPI

The control signal is limited by a discontinuous range limit-
ing saturation element. The saturation equation caps the signal
between a maximum and minimum value.

usat =
umax if U > umax

umin if U < umin

U otherwise
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37.2.1 Fuzzy-Based PI Controller

The fuzzy-PI system implements an FL for the PI control sig-
nals efilt and�efilt, the error and the delta error, respectively, the
linguistic inputs to the system. The FL output is the PI control
�UPI signal. The error signal has three fuzzy variables: Posi-
tive (P), Zero (Z), and Negative (N). The delta error signal has
three fuzzy variables: Positive (P), Zero (Z), and Negative (N).
The membership function for each fuzzy variable is a Gaussian
function. Figures 37.2 and 37.3 display the trained membership
functions for the fuzzy inputs.

The linguistic control rules are established considering
the dynamic behavior of the BLDC drive system as well as
analyzing the error and its variation. The fuzzy inference sys-
tem has nine rules.

Rule 1: IF speed error is N (Negative) AND delta speed error
is N (Negative), THEN the fuzzy PI control voltage (out-
put of FL) is NL (Negative Large). This rule pertains to the
condition that wref<wmeas and that the difference between
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FIGURE 37.3 Trained membership functions for the delta speed error.

them is increasing. Thus, the control action must act to
change the error momentum and bring the motor rate
back down to the reference rate. Therefore, a large negative
change in control voltage is necessary.

Rule 2: IF speed error is N (Negative) AND delta speed error is Z
(Zero), THEN the fuzzy PI control voltage (output of FL)
is NM (Negative Medium). This rule pertains to the condi-
tion that wref<wmeas and that the difference between them
is steady. Thus, the control action need not change the error
momentum but still bring the motor rate back down to
the reference rate. Therefore, a medium negative change in
control voltage is necessary.

Rule 3: IF speed error is Z (Zero) AND delta speed error is N (Neg-
ative), THEN the fuzzy PI control voltage (output of FL)
is NS (Negative Small). This rule pertains to the condition
that wref = wmeas but tending toward wref<wmeas as the
error trends more negative. Thus, the control action must
act to halt the error momentum but maintain the motor rate
being close to the reference rate. Therefore, a small negative
change in control voltage is necessary.
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Rule 4: IF speed error is N (Negative) AND delta speed error is
P (Positive), THEN the fuzzy PI control voltage (output
of FL) is ZE (Zero). This rule pertains to the condition
that wref<wmeas and that the difference between them is
decreasing. Thus, the control action of nothing allows the
error momentum to bring the motor rate back down to the
reference rate. Therefore, no change in control voltage is
necessary.

Rule 5: IF speed error is Z (Zero) AND delta speed error is Z
(Zero), THEN the fuzzy PI control voltage (output of FL)
is ZE (Zero). This rule pertains to the condition that wref =
wmeas and that the difference between them is steady. Thus,
the control action of nothing allows the error momentum
to remain negligible to leave the motor rate at the reference
rate. Therefore, no change in control voltage is necessary.

Rule 6: IF speed error is P (Positive) AND delta speed error is P
(Positive), THEN the fuzzy PI control voltage (output of
FL) is PL (Positive Large). This rule pertains to the condi-
tion that wref>wmeas and that the difference between them
is increasing. Thus, the control action must act to change the
error momentum and bring the motor rate back up to the
reference rate. Therefore, a large positive change in control
voltage is necessary.

Rule 7: IF speed error is P (Positive) AND delta speed error is Z
(Zero), THEN the fuzzy PI control voltage (output of FL)
is PM (Negative Medium). This rule pertains to the condi-
tion that wref>wmeas and that the difference between them
is steady. Thus, the control action need not change the error
momentum but still bring the motor rate back down to
the reference rate. Therefore, a medium positive change in
control voltage is necessary.

Rule 8: IF speed error is Z (Zero) AND delta speed error is P (Pos-
itive), THEN the fuzzy PI control voltage (output of FL) is
PS (Positive Small). This rule pertains to the condition that
wref = wmeas but tending toward wref > wmeas as the error
trends more positive. Thus, the control action must act to
halt the error momentum but maintain the motor rate being
close to the reference rate. Therefore, a small positive change
in control voltage is necessary.

Rule 9: IF speed error is P (Positive) AND delta speed error is
N (Negative), THEN the fuzzy PI control voltage (output
of FL) is ZE (Zero). This rule pertains to the condition
that wref>wmeas and that the difference between them is
decreasing. Thus, the control action of nothing allows the
error momentum to bring the motor rate back down to the
reference rate. Therefore, no change in control voltage is
necessary.

Each rule is implemented via a weighted product of the
membership variables. The fuzzy centroid method generates
a crisp output from the 9-dimensional fuzzy rule vector.
This scaled output corresponds to the control signal, �UPI .
Figures 37.4 and 37.5 illustrate the initial and trained fuzzy
control output�UPI as a function of the error and the change
of error.
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37.2.2 Fuzzy-Based PD Controller

The same technique applied to the fuzzy-PI controller is
applied to the fuzzy-PD controller. The controller has two
inputs and one output. The Fuzzy-PD system implements an
FL for the PD control signal. The signals efilt and �efilt, the
error and the delta error, respectively, are the linguistic inputs
to the system. The FL output is the PD control signal UPD.
The error signal has three fuzzy variables: Positive (P), Zero
(Z), and Negative (N). The delta error signal has three fuzzy
variables: Positive (P), Zero (Z), and Negative (N). The mem-
bership function for each fuzzy variable is a Gaussian function.
Figures 37.6 and 37.7 show the trained membership functions
for the PD fuzzy inputs.

Similarly, the number of fuzzy rules that are required is
equal to the product of the number of fuzzy sets that make
up each of the two fuzzy input variables. Therefore, a total
of nine fuzzy rules are instituted. The nine fuzzy rules are
composed of the same fuzzy rules generated for the fuzzy-PI
controller and are not repeated here. Each rule is implemented
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via a weighted product of the membership variables. The
fuzzy centroid method generates a crisp output from the nine-
dimensional fuzzy rule vector. This scaled output corresponds
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to the control signal, UPD. Figures 37.8 and 37.9 demonstrate
the initial and trained fuzzy control output, UPD, as a function
of the error and the change of error.

Figures 37.8 and 37.9 provide an indication of how well
the EKF learning algorithm succeeds in training the output
fuzzy PD control signal. This is an indication of how well
the control process is proceeding during the experimental
implementation.

37.3 FNN PI/PD-Like Fuzzy Control
Architecture

The proposed FNN has four layers: an input layer, a member-
ship layer, a rule layer, and an output layer. The input layer
is a pass through capture of each input signal. The member-
ship layer creates a fuzzy set for each input using Gaussian
membership functions. The rule layer consists of a truth table
like evaluation of the fuzzy membership sets by product pair-
ing. The output layer consists of a weighted summation of the
rules. Three numbers define the size of an FNN: the number
of inputs to the logic, the number of memberships per input,
and the number of outputs, respectively, i.e., 2 × 3 × 1. The
PI/PD demands two 2 × M × 1 FNNs, where M , the number
of memberships is customizable. A larger number of member-
ships enhances accuracy of the FNN for modeling; however, a
smaller number of memberships yields a smaller training cal-
culation time period per step (there are less calculations to
perform) enabling a faster system rate on real-time hardware.
The membership number of 3 is selected. The parameters of the
FNN are the means and sigmas of the Gaussian memberships
and the weights of the output layer. For a 2× 3× 1 FNN, there
are (six means + six sigmas + nine weights) 21 parameters.
Figures 37.10 and 37.11 display the structure of FNN-based PI
and FNN-based PD. Below is the definition of the function of
each layer.
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37.3.1 Input Layer

The input layer passes the input value, assigned for each FNN
as follows (let be the feedback error)

Network\input u1 u2

PI FNN efilt �efilt

PD FNN efilt �efilt

37.3.2 The Membership Layer

Each membership function into the fuzzy set is a Gaussian,
the following evaluation occurs (note that mij and σij are
parameters):

ymem
ij = exp

(ui−mij)2

σ 2
ij

for input i = 1, 2 and member j = 1, 2, 3

of that input
For further derivations, allow the matrix ymem to be vector-

ized as follows:

ymem
1 = ymem

11 , ymem
2 = ymem

12 , ymem
3 = ymem

13 , ymem
4 = ymem

21 ,

ymem
5 = ymem

22 , ymem
6 = ymem

23

and allow the same vectorization for the means m matrix into
a vector and sigmas σ matrix into a vector.

37.3.3 The Rule Layer

Each rule function is a product of two membership outputs.
Refer to the table: each table cell is a rule layer output calculated
by the product of the row and column label values.

Row\Column ymem
21 ymem

22 ymem
23

ymem
11 yrule

1 yrule
4 yrule

7

ymem
12 yrule

2 yrule
5 yrule

8

ymem
13 yrule

3 yrule
6 yrule

9

37.3.4 The Output Layer

The weighted summation of the rules composes the output
layer (note parameters Wk): y = �9

k=1yrule
k Wk where k = 1, 9

37.4 Learning Algorithm-Based EKF

At each time step, for each 2× 3× 1 FNN there is a state vector
comprised of 21 elements: x = [W1 · · ·W9, m1 · · ·m6, σ1 · · · σ6]
(noting vector form of m, σ )

Furthermore, define the following: the reference model out-
put ωref; measured output ωmeas; control signal U ; PI FNN
output control signal �UPI ; PD FNN output control signal
UPD. Also, allow for the matrix notation of the membership
outputs to be vectorized as follows:

The EKF innovations process is the difference from a refer-
ence signal to the measured output of the system Z̃ = ωref −
ωmeas. A state gradient vector h must be created, such that
hi = d(ωmeas)/dxi using the Chain rule backpropagation. The
change in system output with respect to input (ωmeas)/d(U) is
assumed as unity. This is a dangerous assumption, and a more
sophisticated control algorithm would attempt to model this
scalar value, perhaps with an FNN identification structure.

The control signal is the summation U =UPI + UPD.
Thus, to propagate into each FNN, the following are
useful: d(U)/d(UPI) = 1 and d(U)/d(UPD) = 1 and
d(UPI)/d(�UPI) = 1
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Within the FNN, the change in output layer calculation with
respect to each weight is d(y)/d(Wk) = yrule

k for k = [1, 9] and
note y = �UPI and y = UPD for each FNN.

Within the FNN, to propagate to the membership layer, the
vector d(y)/d(yrule

k ) = Wk is the change in the FNN output
with respect to each rule.

Each rule is a product of two fuzzy set elements from the
membership layer. The following matrix defines the gradient
of rules to a vector form of membership outputs.

d(yrule)T

d(ymem)
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ymem
4 0 0 ymem

1 0 0

ymem
5 0 0 0 ymem

1 0

ymem
6 0 0 0 0 ymem

1

0 ymem
4 0 ymem

2 0 0

0 ymem
5 0 0 ymem

2 0

0 ymem
6 0 0 0 ymem

2

0 0 ymem
4 ymem

3 0 0

0 0 ymem
5 0 ymem

3 0

0 0 ymem
6 0 0 ymem

3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Each membership is Gaussian. The partial with respect to the
mean and sigma are necessary.

d(ymem
ij )/d(mij) = ymem

ij 2(ui −mij)/σ 2
ij ,

and d(ymem
ij )/d(σij) = ymem

ij 2(ui − mij)2/σ 3
ij . Note that the

resulting matrix may be vectorized as seen previously for ymem.
Using the Chain rule, the following gradients for each FNN

are (where y = �UPI and y = UPD for each respective cal-
culation) and ∗ represents element-wise multiplication:

d(ωmeas)/d(w) = d(ωmeas)

d(U)

d(U)

d(y)

d(y)

d(W )

d(ωmeas)/d(m) = d(ωmeas)

d(U)

d(U)

d(y)

d(y)T

d(yrule)

d(yrule)TT

d(ymem)

∗ d(ymem)

d(m)

d(ωmeas)/d(σ ) = d(ωmeas)

d(U)

d(U)

d(y)

d(y)T

d(yrule)

d(yrule)TT

d(ymem)

∗ d(ymem)

d(σ )

The gradient state vector is then a concatenation:

h =
[

d(ωmeas)

d(w)
λw,

d(ωmeas)

d(m)
λm,

d(ωmeas)

d(σ )
λσ

]

where λw, λm, and λσ are learning rate constants for the
weights, means, and sigmas.

The EKF algorithm consists of the following recursive equa-
tions built on the state vector x and gradient state vector
h(both 21 × 1 below), and a state covariance matrix P and
measurement noise scalar r and state noise vector q

k = (Ph)/(r + hT Ph)

xnext = x + kz̃

Pnext = P − khT P + q

37.5 Fuzzy PID Control Design-Based
Genetic Optimization

A genetic-based hybrid fuzzy-PID controller, which employs
a fuzzy-PID controller integrating a classical PID controller,
is presented in this section. The fuzzy-PID controller con-
sists of three parallel fuzzy sub-controllers, namely, fuzzy-based
proportional controller, fuzzy-based integral controller, and
fuzzy-based derivative controller. A genetic optimization tech-
nique is used to determine the optimal values of the scaling
factors of the output variables of these sub-controllers. These
independent controllers are grouped together and integrated
with an industrial PID controller to form a hybrid-fuzzy PID
controller. Figure 37.12 shows the architecture of the pro-
posed genetic-based hybrid fuzzy-PID controller. The hybrid
fuzzy-PID controller is anticipated to accommodate the robust
stabilization and disturbance rejection problems.

37.5.1 Fuzzy-Based Proportional Controller

The first step in designing the controller is to decide which state
variables of the drive system can be taken as the input signals
to the controller. Both the speed error, e(k), and the delayed
feedback control signal, uFP(k−1) are used as the inputs to the
speed controller. The output of the fuzzy-based proportional
controllers is the gain, FKP. The linguistic fuzzy variable “e(k)”
has three sets: positive large (PL), zero (ZE), and negative large
(NL), with each set having its own membership function. Fur-
thermore, the linguistic fuzzy variable “uFP(k − 1)” also has
three sets: positive large (PL), zero (ZE), and negative large
(NL), with each set having its own membership function. After
specifying the fuzzy sets, it is required to determine the mem-
bership functions for these sets. Typical triangular membership
functions are utilized for the e(k), and uFP(k − 1). The three

fuzzy sets can be symbolized by F
j
i , i = 1, 2 and j = 1, 2, 3.

Their corresponding membership functions can be symbolized
by μF j(e, uFP(k − 1)), j = 1, 2, 3.

The next step in the design of the fuzzy sub-controller is
the determination of the fuzzy IF–THEN inference rules. The
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FIGURE 37.12 Block diagram of the proposed hybrid fuzzy-PID controller.

number of fuzzy rules that are required is equal to the product
of the number of fuzzy sets that make up each of the two fuzzy
input variables. Thus, a total of nine fuzzy rules are required to
relate each possible combination of the two fuzzy input vari-
ables to the output membership fuzzy sets. The fuzzy rules
ensure that the output of each fuzzy controller enhances the
overall speed-tracking performance. Examples of such rules
are:

IF e(k) is positive large AND uFP(k − 1) is negative large, THEN
FK P is positive medium (PM).

IF e(k) is zero AND uFP(k−1) is zero, THEN FKP is positive small
(PS).

IF e(k) is positive large AND uFP(k − 1) is zero, THEN FK P is
positive very large (PVL).

In general, a typical fuzzy rule is of the form:

R(k): IF e(k) is F
j
1, and uFP(k − 1) is Fl

2 THEN fP is Cl
k for

j = 1 . . . 3, l = 1 . . . 3, k = 1 . . . 9.
The conjunction of the rule antecedents is evaluated by the

fuzzy operation intersection, which is implemented by the min
operator. The rule strength represents the degree of member-
ship of the output variable for a particular rule. Defining the
rule strength, ξi,j of a particular rule as: ξi,j = min(μFi ,μFj )
where i ∈ [PL, ZE, NL] is associated with the fuzzy variable,

e(k), and j ∈ [PL, ZE, NL] is associated with the fuzzy variable,
uFP(k − 1). The fuzzy inference engine uses the appropri-
ately designed knowledge base to evaluate the fuzzy rules and
produce an output for each rule. Subsequently, the multiple
outputs are transformed to a crisp output by the defuzzifica-
tion interface. Once the aggregated fuzzy set representing the
fuzzy output variable has been determined, an actual crisp
control decision must be made. The process of decoding the
output to produce an actual value for the controller gain FK P

is referred to as defuzzification. Thus, a fuzzy logic controller-
based center-average defuzzifier is implemented. The output
of fuzzy-based proportional controller is given by: FK P =
fP(e(k), uFP(k − 1)), where

fP(e(k), uFP(k − 1)) =

9∑
l=1
μOl

(
min
i=1,2

(
μFl

i
(e(k), uFP(k − 1))

))

9∑
l=1

(
min
i=1,2

(
μFl

i
(e(k), uFP(k − 1))

))

The linguistic fuzzy output variable “FK P” has nine sets:
negative very large (NVL), negative large (NL), negative
medium (NM), and negative small (NS), zero, positive small
(PS), positive medium (PM), positive large (PL), and positive
very large (PVL). The two fuzzy sets, namely, negative very
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large (NVL) and positive very large (PVL) are added to enhance
the tracking performance. After specifying the fuzzy sets, it is
required to determine the membership functions for these sets
μl

O for l = 1 . . . 9. The membership function for the fuzzy set-
representing zero is a fuzzy singleton. Additionally, the other
membership functions are composed of fuzzy singletons within
the region defined for the fuzzy output variable. Consequently,
the control signal generated by the fuzzy-proportional con-
troller can be written as, uFP(k) = GP{fP(e(k), uFP(k−1))}e(k),
where GP is the scaling factor that is tuned experimentally using
genetic optimization.

37.5.2 Fuzzy-Based Integral Controller

The same technique applied to the fuzzy-based proportional
controller is applied to the fuzzy-based integral controller. The
controller has two inputs and one output. The inputs to the
fuzzy-based controller are: (1) the angular speed error, e(k) and
(2) the delayed feedback control signal, uFI(k − 1). The con-
troller output is the gain, FK I, of the controller. Three fuzzy
sets are defined for the fuzzy linguistic variable “e(k)” and
three fuzzy sets for the fuzzy linguistic variable “uFI(k − 1).”
After specifying the fuzzy sets of the two fuzzy variables, the
membership functions for these sets are derived. The mem-
bership functions are composed of the same fuzzy triangular
membership functions allocated for the fuzzy-based propor-
tional controller. Similarly, the number of fuzzy rules that are
required is equal to the product of the number of fuzzy sets
that make up each of the two fuzzy input variables. Therefore,
a total of nine fuzzy rules are introduced. Some of these rules
and their significance are explained as follows:

Rule 1: IF e(k) is PL (positive large) AND uFI(k−1) is PL (positive
large), THEN FK I is PL (positive large). This rule implies a
general condition when both input signals are positive. Con-
sequently, the output membership function assigned to this
rule is a positive value to keep the controller gain within a
stable range.

Rule 2: IF e(k) is ZE (zero) AND uFI(k − 1) is PL (positive large),
THEN FK I is PVS (positive very small). This rule implies
a general condition when the speed error is close to zero
and uFI(k − 1) is positive. Therefore, the output member-
ship function assigned to this rule is a small positive value
to reduce the control signal variations.

Rule 3: IF e(k) is NL (negative large) AND uFI(k − 1) is PL (pos-
itive large), THEN FK I is PM (positive medium). This rule
usually deals with the case in which overshoots occurs. A
medium positive value is assigned in this case to ensure that
the overshoot is decreased and prevent oscillations at the
same time.

The rule strength represents the degree of membership of
the output variable for a particular rule. Similarly, the rule
strength, ξn,m of a particular rule is defined as:

ξn,m = min(μFn ,μFm )

where n∈ [PL, ZE, NL] is associated with the fuzzy variable,
e(k), and m ∈ [PL, ZE, NL] is associated with the fuzzy
variable, uFI(k − 1).

The fuzzy inference engine uses the appropriately designed
knowledge base to evaluate the fuzzy rules and produce an
output for each rule. Subsequently, the multiple outputs are
transformed to a crisp output, by the defuzzification inter-
face. A center-average defuzzifier method is used. Thus, the
output of fuzzy-based integral controller is given by: FK I =
fI(e(k), uFI(k − 1) where,

fI(e(k), uFI(k − 1)) =

9∑
l=1
μOl

(
min
i=1,2

(
μFl

i
(e(k), uFI(k − 1))

))

9∑
l=1

(
min
i=1,2

(
μFl

i
(e(k), uFI(k − 1))

))

After specifying the fuzzy sets for the fuzzy output variable,
FK I, the membership functions for these sets are derived. It is
important to note that the same fuzzy singleton membership
functions are used here. The control signal of the fuzzy-based
integral controller is given by:

uFI(k) = GI{fI(e, uFI(k − 1))}
k∑

i=0

e(i)�t , k = 0, 1, 2, . . . ,

where GI is the scaling factor that is tuned experimentally using
genetic optimization.

37.5.3 Fuzzy-Based Derivative Controller

The same process applied to fuzzy-based proportional con-
troller and fuzzy-based integral controller is applied to the
fuzzy-based derivative controller. The input signals (state vari-
ables) to the controller are e(k) and uFD(k − 1)). The output
of the controller is the gain FK D. After specifying the fuzzy
sets and the membership functions for these sets, the trian-
gle membership functions are also used to define the degree
of membership. Figures 37.2 and 37.3 show the membership
functions for the fuzzy sets. Similarly, the linguistic fuzzy out-
put variable “FK D” has nine sets: negative very large (NVL),
negative large (NL), negative medium (NM), and negative
small (NS), zero, positive small (PS), positive medium (PM),
positive large (PL), and positive very large (PVL). Now it is
necessary to find the final controller output. Consequently, the
output of fuzzy-based derivative controller is given by: FK D =
fD(e(k), uFD(k − 1)), where,

fD(e(k), uFD(k−1))=

9∑
l= 1

μOl

(
min
i= 1,2

(
μFl

i
(e(k), uFD(k−1))

))

9∑
l= 1

(
min
i= 1,2

(
μFl

i
(e(k), uFD(k−1))

))
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The control signal of the fuzzy-based derivative controller

uFD(k) = GDfD(e(k), uFD(k − 1))�e(k)/�t

where GD is a scaling factor that tuned experimentally using
genetic optimization.

Finally, the overall output of fuzzy-PID was derived as fol-
lows:

uFPID(k) = uFP(k)+ uFI(k)+ uFD(k)

Saturation is also incorporated in the hybrid fuzzy-PID
controller structure. As such, the final output of proposed
controller is

umax(k), uFPID(k) > umax(k),

u(k) = uFPID(k)umin(k) ≤ uFPID(k) ≤ umax(k)

umin(k)uFPID(k) < umin(k) (10)

where umin and umax are the permitted minimum and maxi-
mum inputs to the brushless drive system.

37.6 Classical PID Versus Fuzzy-PID
Controller

The classical linear PID controller in its discrete form can be
characterized as:

uPID = KPe(k)+ KI

k∑
i=0

e(i)�t + KD�e(k)/�t k = 0, 1, . . . ,

where KP, KI , and KD are constant gains.
Equation (37.5) provides a closed-form solution to the pro-

posed fuzzy-PID controller. It can be rewritten as

uFPID(k) = fP(e, DuP)GPe(k)+ fI(e, DuI)GI

k∑
i=0

e(i)�t

+ fD(e, DuD)GD�e(k)/�tk = 0, 1, 2, . . .

= (FKP)eqe(k)+ (FKI)eq

k∑
i=0

e(i)�t

+ (FKD)eq�e(k)/�t k = 0, 1, 2, . . . ,

where (FK P)eq, (FK I)eq, and (FK D)eq are defined to be the
equivalent proportional, integral, and derivative gains to a
classical linear PID controller, respectively.

37.7 Genetic-Based Autotuning of
Fuzzy-PID Controller

Genetic optimization-based approach is used to ensure the best
performance of the proposed fuzzy-PID controller. The genetic
optimization imitates the natural evolution process in which
the fittest survive and the best genes are propagated to the
next generation. A population of chromosomes is evaluated
and a fitness value is assigned to each. Each chromosome rep-
resents a possible solution for a given problem and the ones
with the higher fitness have a better chance to reproduce. One
of the main features is that it could work well for nondeter-
ministic systems, ill-defined systems, and systems that are hard
to model. Furthermore, the final performance outcome of the
algorithm does not depend highly on the initial choice of chro-
mosomes. When the genetic optimization is applied to control
applications each chromosome represents the set of controller’s
adjustable parameters and the fitness value is a quantitative
measure of the controller performance. The auto-tuning con-
sists of the automatic adjustment of these parameters to opti-
mize the controller performance. The genetic optimization
combines a stochastic exploratory search with a well-defined
cost function to find the solution that fit the problem the best.
The cost function that represents the fuzzy-PID controller is
defined as follows:

J = F(GP, GI, GD),

where GP, GI, GD, are the output scaling factors of the fuzzy-
PID sub-controllers. The function F represents the relationship
between the overall performance and the design parameters.

The optimization problem for the fuzzy-PID controller is
described as:

max (F(GP, GI, GD)) = max (1/J)

where F is the fitness function. There are various ways to
calculate the overall performance J of the controller but for
simplicity reasons the Mean Square Error (MSE) performance
index was selected.

J = 1

N

N∑
k=1

(e (k))2

where N is the length of the evaluation window and e(k) is the
error between the reference speed and the actual speed. The fit-
ness of each parameter set, or chromosome can be determined
as follows:

F(GP, GI, GD) = 1

/(
1

N

N∑
k=1

(e (k))2
)

Once the fitness function is established, the genetic oper-
ators and parameters are defined. The genetic optimization
consists of three basic operators: the crossover, mutation, and
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reproduction. The parameters are the number of generations,
the population size, the probability of crossover, and mutation.
In general, an initial population size is defined and evaluated
with the fitness function. Once each chromosome has a fit-
ness assigned to it, the reproduction process takes place with
those that are more fit having a greater chance to be selected.
Then, each of the two operators of crossover and mutation are
applied to create the new pool of chromosomes to be evaluated.
Crossover occurs when the chromosomes partially exchange
their information by interchanging some of their genes. Muta-
tion is the random alteration of a particular section of the
chromosome by occasionally changing one of more of the
genes that are part of the chromosome. For this optimization
task, a crossover factor of 0.3 and a mutation factor of 0.7 were
used. Another important aspect of the genetic optimization
is the coding of the parameters. Binary coding has been used
widely for decades, however, real coded algorithms are prov-
ing useful for a number of applications and it was chosen to
implement the genetic optimization algorithm. One of the dif-
ficulties of the real-time implementation is in the simultaneous
evaluation of the fitness for all the chromosomes in one gener-
ation as a batch data. This problem was overcome by reducing
the population size to one and evaluating the fitness function
of each chromosome sequentially. The mutation function is
applied by increasing or decreasing the value proportional to
a uniformly distributed random number between −0.9 and 1.
The crossover is implemented with the chromosome that had
the higher value for the fitness function and the chromosome
being tested in the current generation. A Bernoulli Binary set
of numbers with probability of 0.5 is used to select the result-
ing off spring chromosome with a mix of genes from both
parent chromosomes. The overall genetic-based auto-tuning
procedure of the fuzzy-PID controller consists of the following
steps.

Step 1: Select the control topology of the Fuzzy-PID controller in
which the outputs of the sub-controllers are used as the
FPID gains.

Step 2: Define the characteristics of the fuzzy-PID sub-controllers
such as number of fuzzy sets, membership functions, fuzzy
rules, and defuzzyfication method.

Step 3: Set the genetic optimization parameters, such as the num-
ber of generations, the population size, the probability of
crossover, and mutation.

Step 4: The last step is the tuning of the parameters, GP, GI, and
GD of the fuzzy-PID controller using the genetic optimiza-
tion procedure.

37.8 Fuzzy and H-∞ Control Design

37.8.1 Brushless Servo-Motor Drive System

The brushless dc motor used in the section is excited by a three-
phase sinusoidal supply and driven from a six-step inverter,

which converts a constant voltage to a three-phase voltage with
a frequency corresponding instantaneously to the rotor speed.
The model of the drive system is used to design the H∞
tracking controller as well as to simulate its dynamic behavior.
However, fuzzy logic controller does not require mathematical
models and has the ability to approximate nonlinear systems.
The reader is referred to [16] for details of the dynamic model
of the brushless dc motor drive system. For the purpose of dis-
cussion, the dynamics of the brushless servo drive system can
be written in state space form as follows

x(n) = f (x)+ Bu + d

where x = (x,
.
x, . . . , x(n−1))T ∈ Rn, d is the external distur-

bance, and B �= 0. Since B �= 0 for x ∈ Rn, the system is
controllable in the whole space Rn.

37.8.2 The Fuzzy H∞ Control Structure

A hybrid adaptive fuzzy controller is implemented, which
employs a fuzzy logic controller integrating an H∞ tracking
controller. The H∞ tracking controller is capable of taking care
of the robust stabilization and disturbance rejection problems,
while, fuzzy logic controller is used as principle components
of the adaptive fuzzy controller. Actually, it is outfitted with an
adaptive control law that modifies the parameters of the con-
troller based on a Lyapunov synthesis approach. Figure 37.13
shows the block diagram of the proposed control structure.

37.8.3 H∞ Control Design

The controller objective is to obtain high-performance servo
tracking; therefore, the control problem is to force the actual
output to follow a predetermined bounded reference trajec-
tory. The tracking performance indicates how closely the servo
motor follows a desired position trajectory, velocity trajectory,
or acceleration trajectory. For purpose of discussion, we define
the tracking error to be ε̄ = [ε,

.
ε]T , where ε is the rotor

speed error, and ε̇ is the acceleration error. Consequently, the
motor speed error ε = ωref − ωact, and the acceleration error
ε̇ = αref − αact, are used as input variables to the H∞ con-
troller. Here, ωact is the actual speed in rev/s, ωref is the desired
reference speed, αref is the desired acceleration in rev/s2, and
αact is the calculated acceleration. The acceleration is calculated
as the difference in the speed over two successive sampling peri-
ods. A block diagram of the H∞ tracking controller is shown
in Fig. 37.14. The H∞ control law is defined as [17]

u∞ = − 1

rr
BT Pε

where rr is a weighting factor, and P is the solution of the
simplified Riccati-like equation for P = PT ≥ 0

PA+ AT P = −Q
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The matrices A and B are given by

A =
[

0 1
−k2 −k1

]
B =
[

0
1

]

where, k = [k1, k2] is chosen such that all roots of the polyno-
mial p(S) = Sn + KnSn−1 + · · · + k1 are in the open left-hand
plane.

37.8.4 Fuzzy Logic Control Design

The fuzzy logic principles with center-average defuzzifier,
product inference, and singleton fuzzifier are used as building

blocks for the fuzzy controller. A block diagram of the fuzzy
control structure is shown in Fig. 37.15. The fuzzy-logic-based
controller implemented in this work has two inputs and one
output. The inputs are the rotor speed error, and the feedback
acceleration error, with each of these inputs corresponding to a
fuzzy variable.

The output is the fuzzy control decision. The fuzzy variable
associated with the rotor speed error signal consists of five fuzzy
sets: positive large (PL), positive medium (PM), zero (ZE), neg-
ative large (NL), and negative medium (NM). Typical example
of the fuzzy membership functions used for the speed is shown
in Fig. 37.16. In this way, for any given value of the rotor angle,
the degree of membership μ, to which it belongs to each of
these sets, can be determined, and a control decision based on
this information can be obtained.

Similarly, the acceleration error can be described by a group
of partially overlapping fuzzy sets as positive large (PL), posi-
tive medium (PM), zero (ZE), negative large (NL), and negative
medium (NM), with each set having its own membership func-
tion. An example of typical membership functions that make
up the fuzzy variable acceleration is shown in Fig. 37.17.

The five fuzzy sets can be symbolized by F
j
I , i= 1, 2 and j =

1, 2, 3 . . . 5. Their membership functions can be symbolized by

μF
j
I(xI), i = 1, 2 and j = 1, 2, 3 . . . 5.

37.8.5 Fuzzy Logic Rules

The next step in the design of the fuzzy-logic-based controller
is the determination of the fuzzy IF-THEN inference rules. The
number of fuzzy rules that are required is equal to the product
of the number of fuzzy sets that make up each of the two fuzzy
input variables. For the fuzzy controller described here, the
input variables representing the rotor speed and its acceleration
consists of five fuzzy sets each. Thus, a total of 25 fuzzy rules
are required. During each sampling interval that a controller
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FIGURE 37.17 Fuzzy membership functions representing the accelera-
tion error.

is calculated, the present value of the degree of membership
of the motor speed and its acceleration is calculated for each
of the fuzzy sets that make up their respective fuzzy variables.
This process is one of the largest computational burdens of the
fuzzy logic control algorithm if each fuzzy set is expected to
have some degree of membership for the present input value of
the motor speed and its acceleration. This will in addition affect
the computational speed at which the fuzzy rules are processed
since all the rules have to be evaluated.

Using a triangular membership function for the input vari-
ables was very desirable to reduce this computational burden
and speed up the process. This ensures that only two fuzzy sets,
which are overlapping, will actually have a nonzero degree of
membership (Figs. 37.16 and 37.17). With this advantage, the
evaluation of the degree of membership in each set is acceler-
ated. This also speeds up the evaluation of the fuzzy rules since
only those rules that correspond to nonzero values of member-
ship function need to be evaluated. Hence for this controller,
only four fuzzy rules need to be evaluated during any sampling
interval. The fuzzy inference rules have been determined exper-
imentally using the measured responses of the brushless drive
servo system. A typical fuzzy rule is of the form:

R(1): IF x1 is F
j
1, and x2 is F

j
2 THEN O is Gl

1

For j = 1 . . . 5, l = 1 . . . 5

In general,

R(k): IF x1 is F
j
1, and x2 is F

j
2 THEN O is Gl

k

For j = 1 . . . 5, l = 1 . . . 5, k = 1 . . . 25

The conjunction of the rule antecedents is evaluated by the
fuzzy operation intersection, which is implemented by the min
operator. The rule strength represents the degree of member-
ship of the output variable for a particular rule. Defining the
rule strength, ξi,j, of a particular rule as:

ξi,j = min(μ
F

speed
i

,μFaccel
j

)
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where i ∈ [PL, PM , ZE, NM , NL] is associated with the fuzzy
variable, speed, and j ∈ [PL, PM , ZE, NM , NL] is associated
with the fuzzy variable, acceleration. From above, it is clear that
for all the rules where at least one of the degree of member-
ship in the corresponding fuzzy sets are zero, the output of the
min operator will be zero, and hence these rules do not have
to be analyzed. The fuzzy inference engine uses the appropri-
ately designed knowledge base to evaluate the fuzzy rules and
produce an output for each rule. Subsequently, the multiple
outputs are transformed to a crisp output by the defuzzification
interface.

37.8.6 Defuzzification

Once the aggregated fuzzy set representing the fuzzy output
variable has been determined, an actual crisp control decision
must be made. The process of decoding the output to produce
an actual value for the control signal is referred to as defuzzi-
fication. Thus, a fuzzy logic controller-based center-average
defuzzifier is implemented. The control output can be written
in general form:

O(x) =
25∑

l=1

μOl

(
min
i=1,2

(
μFl

i
(x)
))/ 25∑

l=1

(
min
i=1,2

(
μFl

i
(x)
))

which can be written in the form

O(x)=θTξ(x) = ξT (x)θ
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motor

d/dt
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−
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FIGURE 37.18 Block diagram of the overall fuzzy-H∞ control structure.

where

ξ l(x) = min
i=1,2

(
μFl

i
(x)
)/ 25∑

l=1

(
min
i=1,2

(
μFl

i
(x)
))

θ = (μO1 , . . . , μO25 ) is a parameter vector representing the
degree of membership of the output, which is tuned on-line
using an adaptation law.

37.8.7 On-Line Adaptation

By using an adaptive law, the fuzzy parameters, θ , can be
tuned on-line based on the Lyapunov synthesis approach. The
feedback control law can be expressed as follows [17]:

u = ξT (x)θ − u∞
/

g

where θ is a vector denoting the parameter estimate of fuzzy
logic controller. The parameter θ is adjusted using the follow-
ing adaptive law.

θ̇ = γ ξ(x)gBT Pε

where γ is an adaptation gain and g is a constant which
depends on machine parameters. A Block diagram of the
Hybrid Adaptive Fuzzy Controller is shown in Fig. 37.18.
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37.9 Fuzzy Control for DC–DC
Converters

37.9.1 Background

The DC–DC converters are generally divided into two groups:
hard-switching converters and soft-switching converters. In
hard-switching converters, the power switches cut off the load
current within the turn-on and turn-off times under the
hard-switching conditions. The output voltage is controlled
by adjusting the on-time of the power switch, which in turn
adjusts the width of a voltage pulse at the output. This is
known as PWM control. In soft-switching converters, resonant
components are used to create oscillatory voltage or current
waveforms so that the zero-voltage switching or zero-current
switching conditions could be created for the power switches.
For many years, control design for converters has been car-
ried out through analog circuits, which limited them to mostly
PI controller structure. The PI controllers generally give over-
shoot in output voltage and high initial current when rise time
of response is reduced. Feed-forward types of controllers have
also been designed by sensing the input voltage to improve
line regulation in applications with a wide range of input volt-
ages and load currents. However, direct sensing of the input
voltage through a feed-forward loop may induce large-signal
disturbances that could upset the normal duty-cycle of the
converter. Using human linguistic terms and common sense,
several fuzzy logic controllers have been developed and imple-
mented for the DC–DC converters [18–20]. These controllers
have shown promise in dealing with nonlinear systems and
achieving voltage-regulation in buck converters. Fuzzy logic
control uses human like linguistic terms in the form of IF-
THEN rules to capture the nonlinear system dynamics. Once
in place, the fuzzy rules will not be able to adapt themselves
to adequately capture the dynamics and external disturbances
of the converter. Although achieving many practical successes,
fuzzy control has not been viewed as a rigorous science due
to a lack of formal analysis and synthesis techniques. As a
result of this, a lot of work has been done to develop adap-
tive fuzzy controllers as well as automate the modeling process
as much as possible. Recently, the resurgence of interest in
ANN has injected a new driving force into fuzzy literature.
One of the major features of ANNs is their learning capability.
A learning algorithm is usually used to update the nonlinear
parameters of the network architecture. A drawback in using
an ANN for control is that there is so much freedom in struc-
tural implementation choice that it is often difficult to decide
how complex a structure is actually necessary for the desired
control. Besides, the implementation is not at all intuitive and
the inner workings of the network are very much invisible to
the designer. The integration of neural network architectures
with fuzzy inference system has resulted in a very power-
ful strategy known as adaptive network-based fuzzy inference
system. Some researchers suggest that neural networks and

fuzzy control are in fact special instances of adaptive net-
works [21, 22]. The suggested fuzzy inference system has the
advantage that it can not only take linguistic information from
human experts but also adapt itself using numerical data to
achieve better performance.

37.10 Fuzzy Control Design for
Switch-Mode Power Converters

The structure built-up here is a two-input single-output con-
troller. The inputs are the variable voltage error, e(k) and the
change in voltage error, �e(k). Consequently, the input to
the dc–dc converter would be the duty cycle that is actually the
output of the fuzzy controller. The operational structure of the
proposed fuzzy controller is shown in Fig. 37.19. It consists of
three building blocks: (1) a fuzzification block that expresses
quantitative action to qualitative action, (2) fuzzy inference
engine that generates the fuzzy rules, and (3) a defuzzification
block that articulates qualitative action to quantitative action.
Fuzzification translates a numeric value for the error e(k) or
change in error �e(k) into a linguistic value such as big or
small with a membership grade. Defuzzification takes the fuzzy
output of the rules and generates a “crisp” numeric value used
as the control input to the dc–dc converter. The controller
qualitatively captures the dynamics of the dc–dc converter and
executes this qualitative idea in a real-time situation. The dc–dc
converter is equipped with a feedback network that provides
the error value at the output. The overall architecture of a dc–dc
converter topology with the fuzzy controller structure is given
in Fig. 37.20. The feedback network consists of a precision volt-
age reference with a nominal voltage of 2.5 V. The 5 and 15 V
outputs potentials are combined in a resistive-sampling net-
work in such a way that the output voltage of the network is
2.5 V when the potentials are closed to their nominal magni-
tudes. This output voltage is then compared internally to the
reference of the precision voltage reference and any error dif-
ference detected is amplified and fed back. The converter is
represented by a “black box” from which we only extract the
terminals corresponding to input voltage (VI), output voltage
(Vo), and controlled switch (S). From these measurements, the
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FIGURE 37.19 Fuzzy Control Structure.
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37.10.1 DC–DC Switch-Mode Power Converter

The DC–DC switch-mode power converter consists of six
distinct circuit networks as shown in Fig. 37.21, working
together to form a complete DC-to-DC dual-output switch-
mode power regulator [23]. It uses the method of integrated-
magnetic. The six distinct circuit networks are: (1) the bias
voltage regulator network, (2) the 100 KHZ clock, (3) the
pulse-width-modulator (PWM), (4) the power switch driver
interface, (5) the feedback error amplifier, (6) the integrated-
magnetic (IM) power stage. In order to implement the pro-
posed adaptive-fuzzy-neural-network controller, the converter
system shown in Fig. 37.21 was modified by removing the
bias voltage regulator network, the 100 KHz clock, and the
pulse-width-modulator (PWM), which is the core of the con-
trol system. The power stage concept is based on that of a
“dual-output forward” configuration operating in a continu-
ous mode of energy storage. When the power MOSFET switch
Q1 is turned ON energy is transferred from the input power
source (VIN) to the two secondary sides of the transformer. The
voltage potential across the terminals of C1 will be that of the
reflected line voltage, namely NS1 ∗ VIN/NP. The ON time is



37 Fuzzy Logic Applications in Electrical Drives and Power Electronics 1131

a fraction of the clock period and it has to be short and long
enough to bring the output to a level above the desired voltage
(5 and 15 V). Diodes D1 and D4 conduct allowing the energy
transfer to be used to supply 5 and 15 V load power, respectively
and to replenish the energy lost in the “output” inductors dur-
ing the previous OFF period of Q1. Diodes D2 and D3 do not
conduct during this time, since they are reverse-biased.

When Q1 turns OFF, the 5 and 15 V load power is sustained
by the energies of the two ‘inductors’ (L1 & L2). The output
stored energy, located in two inductors will then start discharg-
ing causing the voltages to drop. Diodes D2 and D3 conduct
during this time with diodes D1 and D4 forced off. As soon as
the voltages go below the desired values, another impulse will
be applied on Q1 (Q1 ON), to bring the voltage back upward.
Capacitors C2 (0.001 μf ) and C3 (100 μf ) serve to prevent the
dynamic ripple currents in the “inductors” from appearing at
the 5 and 15 V load terminals, respectively.

37.11 Optimum Topology of the Fuzzy
Controller

The main problem with fuzzy controller generation is related to
the definition of its optimum topology such as scaling factors,
number of fuzzy sets, shape of the fuzzy sets, and decision-
making. This section is devoted to the topology determination
of the proposed fuzzy controller structure. Various test cases
were performed on the dc–dc converter in order to determine
the ranges of membership functions and other system-specific
responses of the converter which will help in the design of
the linguistic control rules of the proposed controller. The
experimental tests were focused on the responses of the dc–dc
converter with and without the action of the controller. One
other point was to observe how the changes of the control
signal and the variations of the error signal with respect to
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FIGURE 37.22 Optimum trajectories of the % duty cycle, the output voltage, and the input current with variations in the input voltage.

the variations of the input voltage. The various voltage ranges
observed in the test cases assisted in choosing the ranges for
the input and output memberships set. A summary of some of
these tests is shown in Figs. 37.22–37.24. Figure 37.22 shows
the optimum trajectories of the duty cycle, the output volt-
age, and the input current with variations in the input voltage.
From Fig. 37.22, when the input voltage increases, the con-
trol signal pulses get reduced to maintain the output voltages
at their required level. The other information gives the range
of the control signal (i.e., 16–50%) required for the working
range of the dc–dc converter. A similar test case was conducted
while the error of the system was observed. Figure 37.23 shows
four different test cases of variations of the error voltage and
duty cycle with increase in the input voltage plotted together.
The figure shows four variations of the error voltage with the
control signal at 16, 24 32 and 40% duty cycle. For the 40%
duty cycle test case, the feedback network becomes active at an
input voltage of 18 V. When the duty cycle was reduced to 32%,
the feedback network becomes active at around 21 V of the
input voltage. At 16% duty cycle, it was realized that the feed-
back network was not yet active at 36 V of the input voltage.
This test case shows that when the feedback network is active,
the error voltages are all below 2 V. Figure 37.23 also gives the
actual values of the error voltage and the control signals needed
at each stage of the input voltage variations. A general rule from
Fig. 37.23 will be “if the error voltage is high (i.e., max 6V) and
the change in error is zero (i.e., very small), then increase the
control signal (i.e., duty cycle).” In Fig. 37.24, a 5 V-output volt-
age level was tested for different constant control signals while
increasing the input voltage. Four different test cases were con-
ducted for duty cycle values of 16, 24 32, and 40%. From the
figure, it shows the various voltage levels at which the output
voltage gets to the 5-V mark for the different duty cycles. It
also shows that without any control, the output voltage will
continue to increase without any bound. These experimental
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observations were in general very helpful in the design of the
fuzzy logic controller.

37.11.1 Membership Functions and
Rules Generation

The chief problem of the construction of the fuzzy controller
is related to the choice of the regulator parameters. Certainly,
there is no systematic procedure for the design of a fuzzy
controller (membership functions and rules generation), and
this section is devoted to the determination of the fuzzy sets
and the linguistic rules. The number of the linguistic sets of
the proposed controller has been determined using labora-
tory experimentation and the responses of the dc–dc converter
which have been compared for different numbers of the fuzzy
sets. The actual responses have been compared for three, four,
five, and seven fuzzy sets. It has been found that the use of more
than five linguistic sets does not improve the tracking accuracy
of the dc–dc converters, but in fact increases the computa-
tion time. Consequently, four linguistic sets: positive large (PL),
positive small (PS), negative large (NL), and negative small

(NS) have been chosen for the input variable voltage error, e(k),
and three linguistic sets: positive medium (PM), zero (ZE), and
negative medium (NM) have been chosen for that of the change
in voltage error,�e(k). Additionally, five linguistic sets: positive
large (PL), positive small (PS), zero, negative large (NL), and
negative small (NL) have been chosen for the output variable
of the fuzzy controller structure. The fuzzy controller utilizes
triangular membership functions on the controller input. The
triangular membership function is chosen owing to its simplic-
ity. For the change in voltage error, �e(k), the initial values of
the premise parameters (the corner coordinates of the trian-
gle) are chosen so that the membership functions are equally
spaced along the operating range of each input variable. The
scaled input and output membership functions sets are shown
in Figs. 37.25 through 37.27. The actual error measured from
the feedback network ranges from 0.8 V to about 6.0 V while
the control signal ranges from 16 to 50% duty cycle. The
scaling factors ξ1 = 0.167 and ξ2 = 0.01 were determined
using experimental tests in such a way that the normalized
inputs e(k) and �e(k) are well adapted to the universe of dis-
course [−1, 1] for any operating point. The linguistic control
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FIGURE 37.27 Output membership functions for the control signal.

rules are established considering the dynamic behavior of the
dc–dc converter as well as analyzing the error and its variation.
To obtain control decision, the max–min inference method is
used. It is based on the minimum function to describe the
“AND” operator present in each control rule and the maximum
function to describe the “OR” operator.

The output of the fuzzy controller structure is crisp, and
thus a combined output fuzzy set must be defuzzified. To
express the qualitative action in a quantitative action, the sum-
product composition method was used. It calculates the crisp
output as the weighted average of the centroids of all output
membership functions. The output of the controller can be
expressed as

Oo =

(∑
m

O∗
maCm ∗ bCm

)
∑
m

(O∗
mbCm)

where aCm and bCm are the centers and widths of the out-
put fuzzy sets, respectively, for m = 1, . . . , 5. The values of
the bCm’s were chosen to be unity. This scaled output corre-
sponds to the control signal (percent duty cycle) to be applied
to maintain the output voltage at a constant value. Figure 37.28
represents the normalized output Oo of the proposed fuzzy
controller structure as a function of the error e(k) and the

1

0.5

0

F
uz

zy
 c

on
tr

ol

Output error, ‘e’Rate of error change, ‘ce’

−0.5

−1
6

4

2

0 1
2

3
4

5
6

FIGURE 37.28 Fuzzy control surface.

change of error �e(k). It clearly illustrates the nonlinear char-
acteristics of the proposed fuzzy controller structure.

37.12 Adaptive Network-Based
Fuzzy Control System for
DC–DC Converters

Adaptive network architecture, ANFIS, and a learning algo-
rithm by which the ANFIS could construct a desired input–
output mapping are proposed. The basic structure of a
converter topology with adaptive network architecture is given
in Fig. 37.29. Both fuzzy logic principles and learning func-
tions of neural networks are employed together to construct the
adaptive fuzzy-network inference system for the control topol-
ogy. Initially, a basic fuzzy logic controller is set up utilizing
linguistic rules and then numerical data is used for training the
controller. The number of membership functions is chosen so
as to cover the entire input space. The converter is represented
by a “black box” from which we only extract the terminals
corresponding to input voltage (Vi), output voltage (Vo), and
controlled switch (S). From these measurements, the ANFIS
provides a signal proportional to a percentage duty cycle signal
for a peripheral interface microcontroller, PIC16F877, which
generates the converters actual duty cycle.

37.12.1 Topology of the Neural-Fuzzy
Controller (NFC)

The proposed ANFIS is a multilayer neural network-based
fuzzy logic controller. The network architecture is built, such
that the designer recognizes the internal nodes as they relate
to the components of fuzzy controller. The system has a total
of five layers. The architecture of the network is shown in
Fig. 37.30. The scaled input and output membership functions
sets are shown in Figs. 37.3–37.5. The actual error measured
from the feedback network ranges from 0.8 to about 6.0 V while
the control signal ranges from 16 to 50% duty cycle.
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FIGURE 37.29 Structure of a converter topology with adaptive network
architecture.

Layer 1: Input layer

Each node in this layer is an input node, which corresponds
to one input variable. These nodes only bypass input signals
to the next layer. The input variables are the output voltage
error e(k) = Vo(k) − Voref(k) and change in voltage error
�e(k) = [e(k)−e(k−1)], respectively. The fuzzy sets proposed
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FIGURE 37.30 Network architecture-based topology.

for the input variable voltage error, e(k), are positive large (PL),
positive medium (PM), positive small (PS), and small (S) and
that for the change in voltage error,�e(k), are positive medium
(PM), zero (ZE), and negative medium (NM). The output of
the neuron i in layer 1 is obtained as:

O1
i = f 1

i (net1
i ) = net1

i

where net1
I is the ith input to the node of layer 1, namely, the

error and the change in the error.

Layer 2: Input membership layer

Each node in this layer acts as a linguistic label of one of the
input variables in layer 1, i.e., the membership value specifying
the degree to which an input value belongs to a fuzzy set is
determined in this layer. The triangular membership function
is chosen owing to its simplicity. For the change in voltage error,
�e(k), the initial values of the premise parameters (the corner
coordinates of the triangle) are chosen so that the membership
functions are equally spaced along the operating range of each
input variable. Due to the nonlinearity in the converter, the
triangular membership for the error e(k), was slightly modi-
fied. The weights between the input and membership level are
assumed to be unity. The output of neuron j in the second layer
can be obtained as follows:
when (Xi ≥ aj) and (Xi ≤ bj)

O2
j = f 2

j (net2
j ) = (Xi − aj)/(bj − aj)
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FIGURE 37.31 A single membership function.

else when (Xi ≥ bj) and (Xi ≤ cj)

O2
j = f 2

j (net2
j ) = (Xi − cj)/(bj − cj)

where aj, bj, and cj are the corners of the jth membership func-
tion in layer 2 shown in Fig. 37.31 and Xi is the ith input
variable to the node of layer 2, which could be either the value
of the error or the change in error.

Layer 3: Rule layer

Each node in layer 3 multiplies the incoming signal and out-
puts the result of the product. The conjunction of the rule
antecedents is evaluated by the fuzzy operation intersection,
which is implemented by the product operator. Consequently,
each node of this layer is a rule node that represents one fuzzy
control rule. Each node takes two inputs, one from nodes
A1–A4, and the other from nodes B1–B3 of layer 2. Nodes
A1-A4 defines the membership values for the voltage error
and nodes B1-B3 define the membership values for the change
in voltage error. Accordingly, there are 12 nodes in layer 3 to
form a fuzzy rule base for two input variables, with four lin-
guistic variables for the input voltage error, e(k), and three
linguistic variables for the input change in voltage error,�e(k).
The input/output links of layer 3 define the preconditions
and the outcome of the rule nodes, respectively. The outcome
is the strength applied to the evaluation of the effect defined
for each particular rule. The output of neuron k in layer 3 is
obtained as:

O3
k = f 3

k (net3
k ) = net3

k , where net3
k =
∏

j
w3

jky3
j

y3
j represents the jth input to the node of layer 3, and w3

jk is

assumed to be unity.

Layer 4: Output membership layer

Neurons in this layer represent fuzzy sets used in the conse-
quent of fuzzy rules. An output membership neuron receives
inputs from the corresponding fuzzy rule neurons and com-
bines them by using the fuzzy operation union. This was
implemented by the maximum function. Layer 4 acts upon the
output of layer 3 multiplied by the connecting weights. These

link weights, represents the output action of the rule nodes
evaluated by layer 3. That output is given by,

O4
m = f 4

m(net4
km) = max(net4

km),

and

net4
km = O3

kwkm

where the count of k depends on the links from layer 3 to
the particular mth output in layer 4 and the link weight wkm

is the output action of the mth output associate with the kth
rule. This level is essential in ensuring the system’s stability and
allowing a smooth control action.

Layer 5: Defuzzification layer

Layer 5 is the output layer and acts as a defuzzifier. The sin-
gle node in this layer takes the output fuzzy sets clipped by the
respective integrated firing strengths and combines them into a
single fuzzy set. The output of the neuro-fuzzy system is crisp,
and thus a combined output fuzzy set must be defuzzified. The
sum-product composition method was used. It calculates the
crisp output as the weighted average of the centroids of all
output membership functions.

Oo = f 5
o (net5

o ) = net5
o\,

and

net5
o =

(∑
m

O4
m ∗ aCm ∗ bCm

)
∑
m

(O4
m ∗ bCm)

where aCm and bCm for m = 1, . . . , 5 are the centers and widths
of the output fuzzy sets, respectively. The values for the bCm’s
were chosen to be unity. This scaled output corresponds to the
control signal (percent duty cycle) to be applied to maintain
the output voltage at a constant value.

37.12.2 Learning Algorithm

The only weights that are trained are those between layer 3
and layer 4 of Fig. 37.30. The back-propagation network is
used to train the weights of this layer. The weights of the
neural network were trained offline before they were used in
the experimental setup. The learning algorithm used can be
described in the following steps:

Step 1: Calculate the error for the change in the control signal (duty
cycle) based on the type of the converter.

Eo = To − O5
o

where Eo, To, and O5
o are the output error, the target control

signal, and the actual control signal, respectively.
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Step 2: Calculate the error gradient.

δm = Eo ∗ f ′(O4
1, . . . , O4

m)

=⇒ δm = (To − O5
o

) ∗ f ′(O4
1, . . . , O4

m)

where

f (O4
1, . . . , O4

m) =

m∑
j=1

O4
j ∗ aCj

m∑
j=1

O4
j

and the partial derivative of f with respect to O4
m is given by

f ′
O4

m
(O4

1, . . . , O4
m) =

m−1∑
j = 1
j �= m

O4
j ∗ (aCm − aCj)

(
m∑

j= 1
O4

j

)2

where aCi for i = 1, . . . , 5 are the centers of the output fuzzy
sets and O4

j is the firing strength from node j in layer 4.
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Step 3: Calculate the weight correction

�wkm = η ∗ δm ∗ O3
k

to increase the learning rate, the Sejnowski–Rosenberg
updating mechanism was used, which takes into account the
effect of past weight changes on the current direction of the
movement in the weight space. This is given by:

�wkm(t) = η ∗ (1− α) ∗ δm ∗ O3
m + α ∗�wkm(t − 1)

where α is a smoothing coefficient in the range of 0 - 1.0 and
η is the learning rate.

Step 4: Update the weights

wkm(t + 1) = wkm(t)+�wkm(t)

where t is the iteration number
The weights linking the rule layer (layer 3) and the out-

put membership layer (layer 4) are trained to capture the
system dynamics and therefore minimize the ripples around
the operating point. The training results of the link weights
are shown in Figs. 37.32 and 37.33.

In the initialization of the weights, wt5 and wt6 in
Fig. 37.32 were set to a very small number of 0.001 with the
initial assumption that those weights are almost redundant
before the training begins. However, the neuro-fuzzy system
was capable of correcting those assumptions. Weight wt5
finally converges to a positive value which indicates an exci-
tatory rule weight while wt6 converges to a negative number
which is an inhibitory rule weight. Some of the weights
change sign during the training process. Weight wt1 was ini-
tially set at a positive value but converges to a negative value
which makes that rule weight inhibitory.
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38.1 Introduction

In classical control systems, knowledge of the controlled system
(plant) is required in the form of a set of algebraic and differ-
ential equations, which analytically relate inputs and outputs.
However, these models can become complex, rely on many
assumptions, may contain parameters which are difficult to
measure or may change significantly during operation as in
the case of the rotor flux oriented control (RFOC) induction
motor drive. Classical control theory suffers from some limita-
tions due to the assumptions made for the control system such
as linearity, time-invariance, etc. These problems can be over-
come by using artificial intelligence-based control techniques,
and these techniques can be used, even when the analytical
models are not known. Such control systems can also be less
sensitive to parameter variation than classical control systems.

The main advantages of using artificial intelligence-based
controllers and estimators are:

• Their design does not require a mathematical model of
the plant.

• They can lead to improved performance, when properly
tuned.

• They can be designed exclusively on the basis of linguistic
information available from experts or by using clustering
or other techniques.

• They may require less tuning effort than conventional
controllers.

• They may be designed on the basis of data from a real
system or a plant in the absence of necessary expert
knowledge.

• They can be designed using a combination of linguistic
and response-based information.

Generally, the following two types of intelligence-based
systems are used for estimation and control of drives, namely:

(a) Artificial Neural Networks (ANNs)
(b) Fuzzy Logic Systems (FLSs)

In different applications in power electronics and electrical
drives, there are occasions where an output y has to be esti-
mated for an input x. This is generally accomplished with the
help of mathematical equations of the system under consider-
ation. Sometimes it may not be possible to have an accurate
mathematical model, or there is no conventional model at
all which can be used. In these circumstances, model-free
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estimators required which can be either using ANNs or fuzzy
logic systems. A mathematical model-based system can operate
smoothly when there is no noise in the inputs but they might
fail when the input has noise or if the inputs themselves are
uncertain. Also, depending on the complexity of the mathe-
matical model, the computation times can be excessive leading
to difficulties for practical implementation.

A conventional function approximator, a neural function
estimator, and how these estimators are arrived at are discussed
briefly in Section 38.2. It will be shown how neural estimators
are used in the estimation of speed, flux, torque, etc. for an
induction motor. Some of these estimators are briefly reviewed
in Section 38.3. Also, the ANNs have been used for identifica-
tion and control of stator current in induction motor drives
and these are briefly described in Section 38.4. In addition to
their applications to motor drives, they are also used in control
of power converters. Some of these applications are discussed
in Section 38.5.

38.2 Conventional and Neural Function
Approximators

38.2.1 Conventional Approximator

A conventional function approximator should give a good pre-
diction of output data, when a system is presented with a
new input data. A conventional function approximator uses
a mathematical model of the system as shown in Fig. 38.1a.
Sometimes it is not possible to have an accurate mathematical
model of the system, in such a case; mathematical model free
approximators are required, as shown in Fig. 38.1b. A conven-
tional function approximator can easily be replaced by a neural
network-based function approximator.

38.2.2 Neural Function Approximator

The function y = f (x1, x2, . . . , xn) is the function to
be approximated and x1, x2, x3, . . . xn are the n variables
(n inputs) and the approximator uses the sum of non-linear
functions g1, g2, g3, g4, . . . gi , where each of the g are non-linear

x y x y

Mathematical
Function

Approximator
[Mathematical Model

For y = f (x)]

Neural Network
Based Function
Approximator

[ No Mathematical
Model ]

(a) (b)

FIGURE 38.1 Conventional and neural network-based function
approximators.

functions of a single variable. Thus

y = f (x1, x2, . . . , xn) = g1 + g2 + g3 + · · · + g2n+1

=
∑2n+1

i=1
gi (38.1)

where gi is a real and continuous non-linear function which
depends only on a single variable zi . The output y can also be
represented as;

y =
n∑

j=1

wMj xj = wM1x1 + wM2x2 + · · ·wMnxn (38.2)

These equations can be represented by a network shown in
Fig. 38.2. There are n input nodes in the input layer, M hidden
nodes in the hidden layer.

Figure 38.3 shows the schematic diagram of a neural approx-
imation and Fig. 38.4 shows the technique of its training.
The error (e) between the desired non-linear function (y) and
the non-linear function (ŷ) obtained by the neural estimator
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is the input to the learning algorithm for the artificial neural
estimator. This type of learning is known as back propagation.

The output of a single neuron can be represented as

ai = fi

⎧⎨
⎩

n∑
j=1

wij xj (t )+ bi

⎫⎬
⎭ (38.3)

where fi is the activation function and bi is the bias. Figure 38.5
shows a number of possible activation functions in a neuron.
The simplest of all is the linear activation function, where the
output varies linearly with the input but saturates at ±1 as
shown with a large magnitude of the input. The most com-
monly used activation functions are non-linear, continuously
varying types between two asymptotic values 0 and 1 or −1
and +1. These are respectively, the sigmoidal function also
called logsigmoid and the hyperbolic tan function also called
tansigmoid.

The learning process of an ANN is based on the training
process. One of the most widely used training techniques is
the error back-propagation technique; a scheme which is illus-
trated in Fig. 38.4. When this technique is employed, the ANN
is provided with input and output training data and the ANN
configures its weights. The training process is then followed by
supplying with the real input data and the ANN then produces
the required output data.

The total network error (sum of squared errors) can be
expressed as

E = 1

2

P∑
k=1

K∑
j=1

(
dkj − okj

)2
(38.4)

where E is the total error, P is the number of patterns in the
training data, k is the number of outputs in the network, dkj is
the target (desired ) output for the pattern K and okj (= ykj ) is
the jth output of the kth pattern. The minimization of the error

can be arranged with different algorithms such as the gradi-
ent descent with momentum, Levenberg–Marquardt, reduced
memory Levenberg–Marquardt, Bayesian regularization, etc.

38.3 ANN-based Estimation in Induction
Motor Drives

Artificial neural networks have found widespread use in func-
tion approximation. It has been shown that, theoretically,
a three layer ANN can approximate arbitrarily closely, any
non-linear function, provided it is non-singular. Some of the
ANN-based estimators reported in the literature for rotor flux,
torque and rotor speed of induction motor drive are discussed
in the following section.

38.3.1 Speed Estimation

In general, steady-state and transient analysis of induction
motors is done using space vector theory, with the mathemat-
ical model having the parameters of the motor. To estimate
the various machine quantities such as stator and rotor flux
linkages, rotor speed, electromagnetic torque, etc., the above
mathematical model is normally used. However, these machine
quantities could be estimated without the mathematical model
by using an ANN. Here no assumptions have to be made about
any type of non-linearity.

As an example, the rotor speed of an induction motor can be
estimated from the direct and quadrature axis stator voltages
and currents in the stationary reference frame, as shown in
Fig. 38.6. A three layer feedforward neural network structure
with 8 × 7 × 1 (8 input, 7 hidden, and 1 output) is used
in this case. The input nodes were selected as equal to the
number of input signals and the output nodes as equal to
the number of output signals. The number of hidden layer
neurons is generally taken as the mean of the input and output
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FIGURE 38.7 The error plot of 8 × 7 × 1 network training for speed
estimation.

nodes. In this speed estimator ANN, 7 hidden neurons were
selected.

The results of an experiment conducted on a 1.1 kW, 415 V,
3 phase, 4 pole, 50 Hz induction motor is explained in this
section. In order to investigate the case of speed estimation
using ANN, a rotor flux oriented induction motor drive was
set up in the laboratory, where the speed reference was changed
in steps of 100 rpm and reversed every time the speed reached
1000 rpm. The load torque on the motor was kept constant at
its full load rating. The stator voltages, stator currents, and the
rotor speed were measured for 5 s and a data file was generated.
The neural network was then trained using the trainlm algo-
rithm with this data file. The training of the neural network
converged after 48 epochs and the error plot for this network
training is shown in Fig. 38.7. The estimated speed was pre-
dicted with the trained neural network, and the result is shown
in Fig. 38.8.

The noisy data in the plot is the estimated speed and the
continuous line is the speed measured with the encoder. The
speed estimation was found to fail for speeds less than 100 rpm.
If the trained neural network has to predict the speed under the
complete range of operation of the drive, the data for training
the neural network also has to be taken for the whole range.
From this example investigated, it was found that the off-line

training of the neural network could not produce satisfactory
results, and it can be concluded that these off-line methods are
not most suitable for these applications.

Artificial neural networks was also used for the estimation of
the rotor speed of an induction motor together with the help
of induction motor dynamic model. Though the technique
gives a fairly good estimate of the speed, this technique lies
more in the adaptive control area than in neural networks.
The speed is not obtained at the output of a neural network;
instead, the magnitude of one of the weights corresponds to
the speed. The four quadrant operation of the drive was not
possible for speeds less than 500 rpm. The motor was not able
to follow the speed reference during the reversal for speeds less
than 500 rpm. The drive worked satisfactorily for speeds above
500 rpm. Even though this method does not fall into a true
neural network estimator, the results achieved with this type
of implementation were very good except for lower speeds.

Alternately, the estimated speed can be made available at
the output of a neural network as shown in Fig. 38.9. This
speed estimator used a three layer neural network with five
input nodes, one hidden layer, and one output layer to give
the estimated speed ω̂r (k) as shown in Fig. 38.9. The three
inputs to the ANN are a reference model flux λ∗r , an adjustable
model flux λ̂r , and ω̂r (k−1), the time delayed estimated speed.
The multilayer and recurrent structure of the network makes
it robust to parameter variations and system noise. The main
advantage of their ANN structure lies in the fact that they
have used a recurrent structure which is robust to parameter
variations and system noise. These authors were able to achieve
a speed control error of 0.6% for a reference speed of 10 rpm.
The speed control error dropped to 0.584% for a reference
speed of 1000 rpm.

38.3.2 Flux and Torque Estimation

The same principle as described in Section 38.3.1 can also be
extended for simultaneous estimation of more quantities such
as torque and stator flux. When more quantities or variables
have to be estimated, the complex ANN has to implement a
complex non-linear mapping.

The four feedback signals required for a direct field
oriented induction motor drive can be estimated using ANNs.
A 4× 20× 4 multilayer network has been used for the estima-
tion of the rotor flux magnitude, the electromagnetic torque,
and the sine/cosine of the rotor flux angle. It has been demon-
strated both by modeling and experimental results that the
above estimated quantities were almost equal to the same
quantities computed by a DSP-based estimator. Both the esti-
mated torque and rotor flux signals using neural network
was found to have higher ripple content compared to the
DSP-based estimated quantities. It could be concluded that
a properly trained ANN could totally eliminate the machine
model equations as is evident from the results reported.
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In another application, an ANN with 5×8×8×2 structure
has been used to estimate the stator flux using the measured
induction motor stator variables quantities. After successful
training, the ANN was used in a direct field oriented controlled
drive. The rotor flux is computed from the stator flux estimate
provided by the ANN and the stator current. This particular
implementation also included an ANN-based decoupler which
was used for the indirect field oriented (IFO) drive. An ANN
with a structure of 2×8×8×1 was used for implementing the
mapping between the flux and torque references and the stator
current references. The estimated rotor flux using an ANN and
a conventional FOC controller was shown to be equal. These
authors have used experimental data for the ANN training and
thus the effect of motor parameters was reduced. The authors
were unable to use these estimated fluxes for controlling the

induction motor in the experiment. The structure of the ANN
used for this estimation is only that of a static ANN. It is
preferable to have a dynamic neural network for this purpose.

38.3.3 Rotor Resistance Identification
Using ANN

38.3.3.1 Off-line Trained ANN
The artificial neural network can also be used for the rotor
time constant adaptation in indirect field oriented controlled
drives. One of the implementation reported in the literature is
shown in Fig. 38.10. There are five inputs to the Tr estimator,
namely vs

ds , vs
qs , is

ds , is
qs , ωr . The training signals are generated

with step variations in rotor resistance for different torque
reference T ∗

e and flux command λ∗r and the final network is
connected in the IFO controller as shown in Fig. 38.10. The
rotor time constant was tracked by a proportional integral (PI)
regulator that corrects any errors in the slip calculator. The
output of this regulator is summed with that of the slip calcu-
lator and the result constitutes the new slip command that is
required to compensate for the rotor time constant variation.
The major drawback of this scheme is that the final neural net-
work is only an off-line trained neural network with a limited
data file obtained from the modeling.

38.3.3.2 On-line Trained ANN
The limitations of off-line trained ANN are overcome by using
an on-line trained ANN configuration. The method discussed
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in this section has used an on-line trained ANN for adap-
tation of Rr of an induction motor in the RFOC induction
motor drive. The error between the desired state variable of
an induction motor and the actual state variable of a neural
model is back propagated to adjust the weights of the neural
model, so that the actual state variable tracks the desired value.

The principle of on-line estimation of rotor resistance (Rr )
with multilayer feedforward artificial neural networks using
on-line training has been described in Section 38.3.3.2.1. This
technique was then investigated with the help of modeling
studies with a 1.1 kW squirrel-cage induction motor (SCIM),
described in Section 38.3.3.2.2. The modeling results are pre-
sented in Section 38.3.3.2.3. In order to validate the modeling
studies, modeling results were compared with those from
an experimental set-up with a SCIM under RFOC. These
experimental results are presented in Section 38.3.3.2.4.

38.3.3.2.1 Multilayer Feedforward ANN Multilayer feed-
forward neural networks are regarded as universal approx-
imations and have the capability to acquire non-linear
input–output relationships of a system by learning via the
back-propagation algorithm. It should be possible that a
simple two-layer feedforward neural network trained by the
back-propagation technique can be employed in the rotor
resistance identification. The modified technique using ANN
proposed in this section can be implemented in real time so
that the resistance updates are available instantaneously and
there is no convergence issues related to the learning algorithm.
The two-layered neural network based on a back-propagation

technique is used to estimate the rotor resistance. Two mod-
els of the state variable estimation are used, one provides the
actual induction motor output and the other one gives the
neural model output. The total error between the desired and
actual state variables is then back propagated as shown in
Fig. 38.11, to adjust the weights of the neural model, so that the
output of this model coincides with the actual output. When
the training is completed, the weights of the neural network
should correspond to the parameters in the actual motor.

38.3.3.2.2 Rotor Resistance Estimation for RFOC Using ANN
The basic structure of an adaptive scheme described by
Fig. 38.11 is extended for rotor resistance estimation of an
induction motor as illustrated in Fig. 38.12. Two independent
observers are used to estimate the rotor flux vectors of the
induction motor. If the rotor flux linkages are estimated using
the stator voltages and stator currents, they are referred to
as voltage model and if the rotor flux linkages are estimated
using the stator currents and rotor speed they are referred to
as current model.

The stator flux linkages based on the neural network model
in Fig. 38.12 can be represented using Eq. (38.5), which is
derived from the sample data models of the combined voltage
and current model equations of the induction motor.

−−→
λsnm

r (k) = W1X1 +W2X2 +W3X3 (38.5)

The neural network model represented by Eq. (38.5) is
shown in Fig. 38.13, where W1, W2, and W3 represent the
weights of the networks and X1, X2, X3 are the three inputs to
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the network. If the network shown in Fig. 38.13 has to be used
to estimate Rr , where W2 is already known, then W1 and W3

need to be updated.
The weights of the network, W1 and W3 are found from

training, so as to minimize the cumulative error function E1,

E1 = 1

2
�ε1

2 (k) = 1

2

{−−→
λsvm

r (k)−
−→
λsim

r (k)

}2

(38.6)

The weight of the neural network W1 has to be adjusted
using generalized delta rule.

To accelerate the convergence of the error back-propagation
learning algorithm, the current weight adjustment has to be
supplemented with a fraction of the most recent weight
adjustment, as indicated in Eq. (38.7).

W1 (k) = W1 (k − 1)− η1�δX2 + α1
W1 (k − 1) (38.7)

where α1 is a user-selected positive momentum constant and
η1 is the training coefficient.

The rotor resistance Rr can now be calculated from W3 from
Eq. (38.8) as follows:

R̂r = Lr W3

LmTs
(38.8)

38.3.3.2.3 Modeling Results A schematic diagram showing
the implementation of a rotor resistance estimator in RFOC
controller for induction motor is shown in Fig. 38.14. The
stator voltages and currents are measured to estimate the rotor
flux linkages using the voltage model as shown in this figure.
The inputs to the rotor resistance estimator (RRE) are the
stator currents, rotor flux linkages λsvm

dr , λsvm

qr , and the rotor

speed ωr . The estimated rotor resistance R̂r will then be used
in the RFOC controllers for the flux model. The response of
the drive together with the rotor resistance estimator OFF is
shown in Fig. 38.15 for an abrupt change in Rr of motor, from
6.03 to 8.5 � at 0.8 s. The possible changes in the estimated
motor torque Te , the rotor flux linkage λrd with this estimator
were noted.

Subsequently the results of the drive were looked at with
RRE ON, so that the rotor resistance in the controller R′r was
updated with the estimated rotor resistance R̂r as shown in
Fig. 38.16. The estimated rotor resistance R̂r has converged to
the rotor resistance of the motor Rr within 50 ms.
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The response of the drive system with the RRE using ANN
are also shown for a practical profile in load torque, speed,
and change in Rr . The Rr was increased from 6.03 to 8.5 �

over a period of 8 s and the torque and rotor flux linkage are
shown in Fig. 38.17 when the RRE is OFF. For rapid reversals
of the drive and variations in load torque, there are signifi-
cant errors in rotor flux linkages and thus errors in estimated
torques. Subsequently, the RRE block was switched ON and it
can be observed that the rotor resistance estimator was tracking
very well even during the worst dynamics in the motor speed
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FIGURE 38.16 Effect of rotor resistance variation with rotor resistance
estimator using ANN for 40% step change in Rr – modeling results.

and load torques as shown in Fig. 38.18. The estimated rotor
resistance R̂r tracked the actual rotor resistance of the motor
Rr throughout except there was some small error during the
reversal of the motor. The rotor flux linkage λrd was found
to remain constant at 1.0 Wb during this transient condition.
The current iqs also remained constant as the torque is now
perfectly decoupled.

38.3.3.2.4 Experimental Results The practical implemen-
tation of the above rotor resistance estimation was found



38 ANN Applications in Power Electronics and Electrical Drives 1147

6
7
8
9

Rr R ′r

−10

0
10

−1000
0

1000

0.5

0

1

1 2 3 4 5 6 7 8

−5

iqs (Amps)

λr (Wb)

ωm (rpm)

Te (Nm)

Rr (Ω )

0

5

Time (second)

Motor

Estimated

FIGURE 38.17 Effect of rotor resistance variation without rotor resistance estimator for 40% ramp change in Rr – modeling results.

6
7
8
9

−10

10

0

−1000

0

1000

0

0.5

1

1 2 3 4 5 6 7 8

−5

0

5

Time (second)

Motor Estimated

Rr

Rr

iqs (Amps)

λr (Wb)

ωm (rpm)

Te (Nm)

Rr (Ω)
ˆ

FIGURE 38.18 Effect of rotor resistance variation with rotor resistance estimator using ANN for 40% ramp change in Rr – modeling results.



1148 B. Karanayil and M. F. Rahman

500 1000 1500 2000
Time (second)

Rr (Ω )

2500 3000 3500
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

ˆ

FIGURE 38.19 Estimated Rr using ANN – experimental results.

0 0.01 0.02 0.03 0.04
−1.5

−1

−0.5

0

0.5

1

1.5

current model
voltage model
neural model

d - axis rotor flux linkage, Wb

Time (second )

λs
dr

vm

λs
dr

im

λs
dr

nm

FIGURE 38.20 Rotor fluxes estimated during Rr estimation using
ANN – experimental results.

functioning very well in the experimental drive set-up. The
results of the Rr estimation obtained from the experiment is
shown in Fig. 38.19 taken from a heat-run test conducted on
an induction motor. As the RRE calculated, the rotor resistance
using variables in stationary reference frame, the d-axis rotor
flux linkages of the current model

(
λim

dr

)
, the voltage model(

λvm
dr

)
, and the neural model

(
λnm

dr

)
, taken at the end of heat

run are also recorded as shown in Fig. 38.20.

38.3.4 Stator Resistance Estimation Using ANN

In this section, the capability of a neural network has
been deployed to have on-line estimator for stator resistance
in an RFOC induction motor drive. The stator resistance
observer was realized with a recurrent neural network with
feedback loops trained using the standard back-propagation
learning algorithm. Such architecture with recurrent neural

network is known to be a more desirable approach and the
implementation reported in this section confirms this.

The d-axis stator current in the stationary reference frame
in the discrete form can be represented using the voltage and
current model equations of the induction motor,

is∗
ds (k) = W4is∗

ds (k − 1)+W5λ
sim

dr (k − 1)+W6ωrλ
sim

qr (k − 1)

+W7vs
ds(k − 1) (38.9)

where, W4 = 1− Ts

σLs

L2
m

Lr Tr
− Ts

σLs
Rs ; W5 = Ts

σLs

Lm

Lr Tr

W6 = Ts

σLs

Lm

Lr
; W7 = Ts

σLs

The weights W5, W6, and W7, are calculated using the induc-
tion motor parameters, rotor speed ωr , and the sampling
interval used in the estimator Ts .

The relationship between stator current and stator resistance
is non-linear which could be easily mapped using a neural
network.

When this Eq. (38.9) is represented graphically, it resembles
a recurrent neural network as shown in Fig. 38.21. The stan-
dard back-propagation learning rule can then be employed for
training this neural network. The weight W4 is the result of
training so as to minimize the cumulative error function E2,

E2 = 1

2
�ε2

2(k) = 1

2

{
is
ds(k)− is∗

ds (k)
}2

(38.10)

To accelerate the convergence of the error back-propagation
learning algorithm, the current weight adjustment is supple-
mented with a fraction of the most recent weight adjustment,
as indicated in Eq. (38.11).

W4(k) = W4(k − 1)+ η2
W4(k)+ α2
W4(k − 1) (38.11)

+
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FIGURE 38.21 d-Axis stator current estimation using recurrent neural
network based on Eq. (38.9).
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where η2 is the training coefficient, α2 is a user-selected positive
momentum constant.

Following a similar procedure, the q-axis stator current of
the induction motor can be estimated using the discrete form
as shown in Eq. (38.12),

is∗
qs (k) = W4is∗

qs (k − 1)+W5λ
sim

qr (k − 1)− ωr W6λ
sim

dr (k − 1)

+W7vs
qs(k − 1) (38.12)

Equation (38.12) can be represented by a neural network
as shown in Fig. 38.22. The weight W4 is updated with the
training based on Eq. (38.12).

The stator resistance R̂s of the induction motor can now be
calculated using Eq. (38.13) as follows:

R̂s =
{

1−W4 − Ts

σLs

L2
mR̂r

L2
r

}
σLs

Ts
(38.13)

The stator resistance of an induction motor can be thus
estimated from the stator current using the neural network
system as indicated in Fig. 38.23.

38.3.4.1 Modeling Results of Stator Resistance
Estimation Using ANN

The block diagram of a rotor flux oriented induction motor
drive together with stator resistance identification is already
shown in Fig. 38.14, where the stator resistance estimation is
implemented by the stator resistance estimator (SRE) block.

The stator resistance estimation results are as shown in
Fig. 38.24. It has three results (1) without both rotor and stator
resistance estimators, (2) with only rotor resistance estima-
tion, and (3) with both rotor and stator resistance estimations.
As shown in the figure, both Rr and Rs were increased abruptly
by 40% at 1.5 s. It can be seen that the estimated stator resis-
tance R̂s converges to R̂s within 200 ms. It can be noted from
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FIGURE 38.23 Block diagram of Rs estimation using artificial neural
network.

this figure that the convergence of the stator resistance estima-
tion is not affected by the convergence of the rotor resistance
estimator.

38.3.4.2 Experimental Results of Stator Resistance
Estimation Using ANN

The stator resistance estimation algorithm was tested together
with the rotor flux oriented induction motor drive of Fig. 38.14
implemented in the laboratory. To test the stator resistance
estimation, an additional 3.4 � per phase was added in series
with the induction motor stator, with the motor running at
1000 rev/min and with a load torque of 7.4 Nm.

The estimated stator resistance together with the actual
stator resistance is shown in Fig. 38.25. The estimated stator
resistance converges to 9.4 � within less than 200 ms.

Figure 38.26 shows both the measured d-axis stator current
and the one estimated by the neural network model. The neu-
ral network model output is∗

ds (k) follows the measured values
is
ds(k), due to the on-line training of the neural network.

38.4 ANN-based Controls in Motor
Drives

38.4.1 Induction Motor Current Control

Another application of ANN is to identify and control the
stator current of an induction motor. In one study, Burton
et al. have used a current control strategy outlined by
Wishart and Harley to train an ANN to control the induction
motor stator currents. They have used a training algorithm
named random weight change (RWC) which is reported to be
slightly faster than back-propagation. In RWC algorithm, the
weights are perturbed by a fixed step-size and a random sign.
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This is done for fixed number of trials and after each trial,
the error with the desired output is computed. Finally, the set
of weight changes which result in the least error are chosen
and the whole process is repeated till convergence is reached.
The modeling results reported in this scheme was excellent.
Later, Burton et al. presented their practical implementation
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of this proposed stator current controller with a transputer
controller card.

38.4.2 Induction Motor Control

Narendra and Parthasarathy proposed methods for identifica-
tion and control of dynamical systems using ANNs. Wishart
and Harley used the above basic principles to identify and
control induction machines. A block diagram of the con-
trol scheme is shown in Fig. 38.27. For the induction motor,
the Non-linear AutoRegressive Moving Average with eXoge-
nous inputs (NARMAX) model for the stationary frame stator
current is derived and used for the identification of electro-
magnetic model. In its general form, the NARMAX model
represents a system in terms of its delayed inputs and out-
puts. Random steps in the stator voltage are given for the
purpose of identification. The neural network used is of the
multilayer back-propagation type, and a quantity based on
the rotor time constant is also computed as an extra weight.
As opposed to the regular ANN architecture, this ANN has
non-linearity in the output layer and the weighted sum of the
inputs is used as the output. This gives an estimate of the rotor
time constant and makes the system robust against variation
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FIGURE 38.27 Adaptive current control using ANN proposed by Harley.

of the parameters. Once, the identification is over, the ANN is
used for current control. The stator currents predicted by the
ANN are used to compute the input voltage for the induction
motor, and the ANN output is made to track the reference
currents by back-propagating the error.

The rotor speed is also controlled in this system by identi-
fying a NARMAX model for the speed increment rather than
the absolute value of speed. To simplify the NARMAX model,
the load torque is assumed to be a function of the motor
speed, as is the case in a fan or pump type of load. For the
current control case, the relationship between the control vari-
able (voltage) and the controlled quantity (current) was linear.
In the speed control case, this relationship is non-linear, thus
necessitating two ANNs, one for identification of speed and
the other for control.

The identification ANN (Ni) predicts the value for the speed
increment, which is compared with the actual speed incre-
ment and the error (εi) is back-propagated through the ANN.
A PI controller is used for basic speed control, and the con-
trol ANN (Nc ) produces the slip frequency, and the difference
between the desired speed increment and actual speed incre-
ment (εc ) is back-propagated through the ANN. The induction
motor drive therefore employs three ANNs as shown in
Fig. 38.28.
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38.4.3 Efficiency Optimization in Electric Drives

The efficiency improvement of induction motor drives via
flux control can be classified into three groups: pre-computed
flux programs, real-time computation of losses, and on-line
input–output efficiency optimization control. All of these
methods target choosing a value of the motor excitation that
optimizes the motor-converter losses. The main requirement
of an input–output optimization is to achieve the flux opti-
mization in a minimum number of search steps. A constant
search step may take too long if the step is too small, or it
may bypass the minimum power input if the step is too large.
For each mechanical operating point of the motor, it is pos-
sible to find a combination of rotor flux linkage and torque
producing current iq at which the dc link power Pdc to the
drive system is minimum.

One of the possible ANN efficiency optimizer reported
is shown in Fig. 38.29. An ANN-based search algorithm is
employed to operate as an efficiency optimizer. The inputs to
the system are the dc power fed into the drive system at instant
k, and the change in the control variable at the previous instant

c(k−1). The only output is the actual change in control vari-
able 
c(k). Appropriate scaling from engineering units to the
normalized interval [−1, 1] are implemented by the input and
output interfaces, input scaling (IS) and output scaling (OS).
The speed signal is used to generate the reference flux C(k)0

corresponding to each speed. The mechanical steady-state is
detected by applying a moving average filtering to the speed
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variation 
ωm . The ANN efficiency optimizer is enabled only
during the mechanical steady-state.

38.5 ANN-based Controls in Power
Converters

A feedforward ANN can implement a non-linear input–output
mapping. A feedforward carrier-based pulse-width modula-
tion (PWM) technique, such as space vector modulator (SVM),
can be looked at as a non-linear mapping where the command
phase voltages are sampled at the input and the corresponding
pulse-width patterns are established at the output. Figure 38.30
shows the block diagram of an open-loop V/f-controlled
induction motor drive incorporating the proposed ANN-based
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FIGURE 38.30 V/f control of induction motor using ANN-based SVM.
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SVM controller. The command voltage V ∗
qs(=V ∗) is generated

from the frequency or speed command, and the angle com-
mand θ∗e is obtained by integrating the frequency, as shown.
The output of the modulator generates the PWM patterns for
the inverter switches.

The ANN can be conveniently trained off-line with the data
generated by calculation of the SVM algorithm. The ANN has
inherent learning capability that can give improved precision
by interpolation unlike the standard lookup table method.
Figure 38.31 shows such an SVM that can operate during
both undermodulation and overmodulation regions linearly
extending smoothly up to a square wave. The SVM is imple-
mented using two subnets: angle subnet and amplitude subnet.
The subnets use a multiplayer perceptron-type network with
sigmoidal-type transfer function. The bias is not shown in
the figure. The composite network uses two neurons at the
input, 20 neurons in the hidden layer, and four output neurons.
The input signal to the angle subnet is θe angle which is nor-
malized and then pulse-width functions at unit amplitude are
solved (or mapped) at the output for three phases, as indi-
cated. The amplitude subnet implements the f (V ∗) function.
The digital words corresponding to the turn-on time are gen-
erated by multiplying the angle subnet output with that of
the amplitude subnet and then adding the Ts /4 bias signal,
as shown. The PWM signals are then generated using a sin-
gle timer. The angle subnet is trained with an angle interval
of 2.16◦ in the range of 0–360◦. Due to learning or interpo-
lation capability, both the subnets will operate higher signal
resolution. A sampling interval Ts of 50 μs corresponds to a
switching frequency of 20 kHz and a 100 μs that corresponds
to 10 kHz.
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39.1 Introduction

High-performance motor drives are characterized by the need
for smooth rotation down to stall, full control of torque at
stall, and fast accelerations and decelerations. In the past,
variable speed drives employed predominantly dc motors
because of their excellent controllability. However, modern
high-performance motor drive systems are usually based on
three-phase ac motors, such as the ac induction motor (ACIM)
or the permanent magnet synchronous motor (PMSM). These
machines have supplanted the dc motor as the machine of
choice for variety of applications because of their simple robust
construction, low inertia, high power density, high torque
density, and good performance at high speeds of rotation.

The vector-control techniques established for controlling
these ac motors; and most modern high-performance drives
now implement digital closed-loop current control. In such
systems, the achievable closed-loop bandwidths are directly
related to the rate at which the computationally intensive
vector-control algorithms and associated vector rotations can
be implemented in real time. Because of this computational

burden, many high-performance drives now use digital signal
processors (DSPs) to implement the embedded motor- and
vector-control schemes. The DSPs are special microprocessors
used where real-time manipulation of large amounts of digital
data is required in order to implement complicated control
algorithms. The inherent computational power of the DSP
permits very fast cycle times and closed-loop current control
bandwidths to be achieved.

The complete current control scheme for these machines
also requires a high-precision pulse-width modulation (PWM)
voltage-generation scheme and high-resolution analog-to-
digital (A/D) conversion (ADC) for measurement of the
motor currents. In order to maintain a smooth control of
torque to zero speed, rotor position feedback is essential for
modern vector controllers. Therefore, many systems include
rotor-position transducers, such as resolvers and incremental
encoders.

The Texas Instruments TMS320LF2407 DSP Controller
(referred to as the LF2407 in this chapter) is a programmable
digital controller with a C2xx DSP central processing unit
(CPU) as the core processor. The LF2407 contains the DSP
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core processor and useful peripherals integrated onto a sin-
gle piece of silicon. The LF2407 combines the powerful CPU
with on-chip memory and peripherals. With the DSP core
and control-oriented peripherals integrated into a single chip,
users can design very compact and cost-effective digital control
systems.

The LF2407 DSP controller offers 40 million instructions
per second (MIPS) performance. This high processing speed
of the C2xx CPU allows users to compute parameters in real
time rather than look up approximations from tables stored
in memory. This fast performance is well suited for process-
ing control parameters in applications such as notch filters or
sensorless motor control algorithms where a large amount of
calculations must be computed quickly.

While the “brain” of the LF2407 DSP is the C2xx core,
the LF2407 contains several control-orientated peripherals
onboard (see Fig. 39.1). The peripherals on the LF2407 make
virtually any digital control requirement possible. Their appli-
cations range from analog to digital conversion to pulse width
modulation (PWM) generation. Communication peripherals
make possible the communication with external peripherals,
personal computers, or other DSP processors. Below is a graph-
ical listing of the different peripherals onboard the LF2407
depicted in Fig. 39.1.

We describe here the fundamental principles behind the
implementation of high-performance controllers for three-
phase ac motors – combining an integrated DSP controller,
LF2407, flexible PWM generation, high-resolution A/D con-
version, and an embedded encoder interface.

39.2 Variable Speed Control of AC
Machines

Efficient variable speed control of three-phase ac machines
requires the generation of a balanced three-phase set of vari-
able voltages with variable frequency. The variable-frequency
supply is typically produced by conversion from dc using
power-semiconductor devices (typically MOSFETs or IGBTs)
as solid-state switches. A commonly used converter configura-
tion is shown in Fig. 39.2a. It is a two-stage circuit, in which
the fixed-frequency 50 or 60 Hz ac supply is first rectified to
provide the dc link voltage, Vd , stored in the dc link capacitor.
This voltage is then supplied to an inverter circuit that gener-
ates the variable-frequency ac power for the motor. The power
switches in the inverter circuit permit the motor terminals to
be connected to either Vd or ground.

This mode of operation gives high efficiency because, ideally,
the switch has zero loss in both the open and closed positions.
By rapid sequential opening and closing of the six switches
(Fig. 39.2a), a three-phase ac voltage with an average sinusoidal
waveform can be synthesized at the output terminals. The
actual output voltage waveform is a pulse-width modulated

(PWM) high-frequency waveform, as shown in Fig. 39.2b. In
practical inverter circuits using solid-state switches, high-speed
switching of about 20 kHz is possible. Therefore sophisticated
PWM waveforms with fundamental frequencies, nominally
in the range of 0–250 Hz can be generated. The inductive
reactance of the motor increases with frequency. Thus, higher-
order harmonic currents are very small and near-sinusoidal
currents flow in the stator windings. The fundamental voltage
and output frequency of the inverter, as indicated in Fig. 39.2b,
are adjusted by changing the PWM waveform using an appro-
priate controller. When controlling the fundamental output
voltage, the PWM process inevitably modifies the harmonic
content of the output voltage waveform. A proper choice of
modulation strategy can minimize these harmonic voltages
and in result, harmonic losses in the motor.

39.3 General Structure of a Three-phase
AC Motor Controller

Accurate control of any motor-drive process may ultimately
be reduced to the problem of accurate control of both the
torque and speed of the motor. In general, motor speed is
controlled directly by measuring the motor’s speed or posi-
tion using appropriate transducers, and torque is controlled
indirectly by suitable control of the motor-phase currents.
Figure 39.3 shows a block diagram of a typical synchronous
frame current controller for a three-phase motor. The figure
also shows the proportioning of tasks between software code
modules and the dedicated motor-control peripherals of a
motor controller such as the LF2407. The controller consists of
two proportional-plus-integral-plus-differential (PID) current
regulators that are used to control the motor current vector in a
reference frame that rotates synchronously with the measured
rotor position.

Sometimes it may be desirable to implement a decoupling
between voltage and speed that removes the speed dependen-
cies and associated axes cross coupling from the control loop.
The reference voltage components are then synthesized on the
inverter using a suitable PWM strategy, such as space vector
modulation (SVM). It is also possible to incorporate some
compensation schemes to overcome the distorting effects of
the inverter switching dead time, finite inverter device on-state
voltages, and dc-link voltage ripple. The two components of
the stator current vector are known as the direct-axis and
quadrature-axis components. The direct-axis current controls
the motor flux and is usually controlled to be zero with
permanent magnet machines. The motor torque may then
be controlled directly by regulation of the quadrature-axis
component. Fast, accurate torque control is essential for high-
performance drives in order to ensure rapid acceleration and
deceleration – and smooth rotation down to zero speed under
all load conditions.
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FIGURE 39.1 Graphical overview of DSP core and peripherals on the LF2407. (Courtesy of Texas Instruments)

The actual direct and quadrature current components are
obtained by first measuring the motor phase currents with
suitable current-sensing transducers and converting them to
digital, using an on-chip ADC system. It is usually sufficient
to simultaneously sample just two of the motor line cur-
rents: since the sum of the three currents is zero, the third
current can, when necessary, be deduced from simultane-
ous measurements of the other two currents The controller

software makes use of mathematical vector transformations,
known as Park Transformations that ensure that the three-
phase set of currents applied to the motor is synchronized
to the actual rotation of the motor shaft, under all oper-
ating conditions. This synchronism ensures that the motor
always produces the optimal torque per ampere – i.e. operates
at optimal efficiency. The vector rotations require real-time
calculation of the sine and cosine of the measured rotor
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angle, plus a number of multiply-and-accumulate operations.
The overall control-loop bandwidth depends on the speed
of implementation of the closed-loop control calculations –
and the resulting computation of new duty-cycle values. The
inherent fast computational capability of the 40-MIPS, 16-bit
fixed-point DSP core makes it the ideal computational engine
for these embedded motor-control applications.

39.3.1 Pulse Width Modulation Generation

In typical ac motor-controller design, both hardware and soft-
ware considerations are involved in the process of generating
the PWM signals that are ultimately used to turn on or off
the power devices in the three-phase inverter. In typical digi-
tal control environments, the controller generates a regularly
timed interrupt at the PWM switching frequency (nominally
10–20 kHz). In the interrupt service routine, the controller
software computes new duty-cycle values for the PWM signals
used to drive each of the three legs of the inverter. The com-
puted duty cycles depend on both the measured state of the
motor (torque and speed) and the desired operating state. The
duty cycles are adjusted on a cycle-by-cycle basis in order to
make the actual operating state of the motor follow the desired
trajectory.

Once the desired duty cycle values have been computed by
the processor, a dedicated hardware PWM generator is needed
to ensure that the PWM signals are produced over the next
PWM and controller cycle. The PWM generation unit typically
consists of an appropriate number of timers and comparators
that are capable of producing very accurately timed signals.
Typically, 10-to-12 bit performance in the generation of the
PWM timing waveforms is desirable.

Figure 39.4 shows a typical PWM waveform for a single leg
inverter. In general, there is a small delay required between
turning off one power device like A-phase lower device and
turning on the complementary power device A-phase upper
device. This dead-time is required to ensure the device being
turned off has sufficient time to regain its blocking capability
before the other device is turned on. Otherwise a short circuit
of the dc voltage could result.
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20015010050

CONTROLLER
INTERRUPTS

DUTY CYCLE, D1 DUTY CYCLE, D2 DUTY CYCLE, D3

AH

AL
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FIGURE 39.4 Typical PWM waveforms for a single inverter leg.

In LF2407, the compare units have been used to generate the
PWM signals. The PWM output signal is high when the output
of current PI regulation matches the value of T1CNT and is
set to low when the timer underflow occurs. The switch-states
are controlled by the ACTR register. In order to minimize the
switching losses, the lower switches are always kept on and
the upper switches are chopped on/off to regulate the phase
current.

39.3.2 Analog-to-Digital Conversion
Requirements

For control of high-performance motor drives, fast, high-
accuracy, simultaneous-sampling A/D conversion of the mea-
sured current values is required. The drives have a rated
operation range – a certain power level that they can sus-
tain continuously, with an acceptable temperature rise in the
motor and power converter. They also have a peak rating – the
ability to handle a current far in excess of the rated current for
short periods of time. This allows a large torque to be applied
transiently, to accelerate or decelerate the drive very quickly,
and then to revert to the continuous range for normal oper-
ation. This also means that in the normal operating mode of
the drive, only a small percentage of the total input range is
being used.

At the other end of the scale, in order to achieve the smooth
and accurate rotations desired in these machines, it is wise to
compensate for small offsets and non-linearities such as core
saturation and parameter detuning. In any current-sensor elec-
tronics, the analog signal processing is often subject to gain
and offset errors. Gain mismatches, for example, can exist
between the current-measuring systems for different wind-
ings. These effects combine to produce undesirable oscillations
in the torque. To meet both of these conflicting resolution
requirements, modern motor-drives use 10-bit A/D convert-
ers, depending on the cost/performance trade-off required by
the application.

The bandwidth of the system is essentially limited by the
amount of time it takes to input information and then per-
form the calculations. The A/D converters that take many
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microseconds to convert can produce intolerable delays in the
system. A delay in a closed-loop system will degrade the achiev-
able bandwidth of the system, and bandwidth is one of the
most important figures of merit in these high-performance
drives. Therefore, fast analog-to-digital conversion is a neces-
sity for these applications.

A third important characteristic of the A/D converter used
in these applications is timing. In addition to high resolu-
tion and fast conversion, simultaneous sampling is needed. In
any three-phase motor, it is necessary to measure the currents
in the three windings of the motor at exactly the same time
in order to get an instantaneous “snapshot” of the torque in
the machine. Any time skew (time delay between the mea-
surements of the different currents) is an error factor that is
artificially inserted by the means of measurement. Such a non-
ideality translates directly into a ripple of the torque – a very
undesirable characteristic.

The analog-to-digital converter (ADC) on the LF2407 allows
the DSP to sample analog or “real-world” voltage signals. The
output of the ADC is an integer number which represents the
voltage level sampled. The integer number may be used for
calculations in an algorithm. The resolution of the ADC is
10 bits, meaning that the ADC will generate a 10-bit number
for every conversion it performs. However, the ADC stores
the conversion results in registers that are 16-bit wide. The
10 most significant bits are the ADC result, while the least
significant bits (LSBs) are filled with “0”s. There are a total
of 16 input channels to the single input ADC. The control
logic of the ADC consists of auto-sequencers, which control
the sampling of the 16 input channels to the ADC. The auto-
sequencers not only control which channels (input channels)
will be sampled by the ADC, but also the order of the channels
that the ADC performs conversions on. The two 8-conversion
auto-sequencers can operate independently or cascade together
as a “virtual” 16-conversion ADC.

39.3.3 Position Sensing and Encoder Interface
Units

Usually the motor position is measured through the use of an
encoder mounted on the rotor shaft. The incremental encoder
produces a pair of quadrature outputs (A and B), each with a
large number of pulses per revolution of the motor shaft. For
a typical encoder with 1024 lines, both signals produce 1024
pulses per revolution. Using a dedicated quadrature counter, it
is possible to count both the rising and falling edges of both
the A and B signals so that one revolution of the rotor shaft
may be divided into 4096 different values. In other words,
a 1024 line encoder allows the measurement of rotor posi-
tion to 12-bit resolution. The direction of rotation may also
be inferred from the relative phasing of quadrature signals
A and B.

Figure 39.5 shows the structure of an optical encoder. It con-
sists of a light source, a radially slotted disk, and photoelectric

A
B

Light
Sensors

(a)

(b)

w

FIGURE 39.5 The structure of an encoder.

sensors. The disk rotates with the rotor. The two photosensors
detect the light passing through the slots in the disk. When
the light is hidden, a logic “0” is generated by the sensors.
When the light passes through the slots of the disk, a logic
“1” is produced. These logic signals are shown in Fig. 39.5. By
counting the number of pulses, the motor speed can be calcu-
lated. The direction of rotation can be determined by detecting
the leading signal between signals A and B.

This is all very well, but there is an increasing class of cost-
sensitive motor drive applications with lower performance
demands that can afford neither the cost nor the space require-
ments of the rotor position transducer. In these cases, the same
motor-control algorithms can be implemented with estimated
rather than measured rotor position.

The DSP core is quite capable of computing rotor posi-
tion using sophisticated rotor-position estimation algorithms,
such as extended Kalman estimators that extract estimates of
the rotor position from measurements of the motor voltages
and currents. These estimators rely on the real-time compu-
tation of a sufficiently accurate model of the motor in the
DSP. In general, these sensorless algorithms can be made to
work as well as the sensored algorithms at medium to high-
speeds of rotation. But as the speed of the motor decreases,
the extraction of reliable speed-dependent information from
voltage and current measurements becomes more difficult.
In general, sensorless motor control is applicable princi-
pally to applications such as compressors, fans and pumps,
where continuous operation at zero or low speeds is not
required.

39.3.4 The PI regulator

An electrical drive based on the field-orientated control (FOC)
needs two constants as control parameters: the torque compo-
nent reference ie∗

qs and the flux component reference ie∗
ds . The

classical PI regulator is well suited to regulate the torque and
flux feedback to the desired values. This is because it is able
to reach constant references by correctly setting both the pro-
portional term (Kp) and the integral term (Ki), which are,
respectively, responsible for the error sensibility and for the
steady-state error. The numerical expression of the PI regulator
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FIGURE 39.6 Classical PI regulator structure in discrete domain.
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FIGURE 39.7 Numerical PI regulator with correction.

is as follows:

Y(k) = Kpe(k) + Kie(k) +
k−1∑
n=0

e(n) (39.1)

which is represented in Fig. 39.6.
During normal operation, large reference value variations

or disturbances may occur, that result in the saturation and
overflow of the regulator variables and output. To solve this
problem, one solution is to add a correction of the integral
component as depicted in Fig. 39.7.

The constants Kp , Ki , Kc , proportional, integral, and inte-
gral correction components, are selected based on the sampling
period and on the motor parameters. After defining the DSP-
controlled motor drives requirements, in the following, we
describe the digital control algorithms for permanent magnet
motors and induction motors.

39.4 DSP-based Control of Permanent
Magnet Brushless DC Machines

Permanent magnet alternating current (PMAC) motors are
synchronous motors that have permanent magnets mounted
on the rotor and poly-phase, usually three-phase, armature
windings located on the stator. Since the field is provided by
the permanent magnets, the PMAC motor has higher efficiency
than induction or switched reluctance motors. The advantages
of PMAC motors, combined with a rapidly decreasing cost
of permanent magnets, have led to their widespread use in
many variable speed drives such as robotic actuators, com-
puter disk drives, appliances, automotive applications, and air
conditioning (HVAC) equipment.

In general, PMAC motors are categorized into two types.
The first type of motor is referred to as PM synchronous
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FIGURE 39.8 The back-EMF of PMAC motors: (a) three-phase back-
EMF of PMSM and (b) three-phase back-EMF of BLDC motors.

motor (PMSM). These motors produce a sinusoidal back-
EMF, shown in Fig. 39.8a, and should be supplied with
sinusoidal current/voltage. The PMSM’s electronic control and
drive system uses continuous rotor position feedback and
PWM to supply the motor with the sinusoidal voltage or cur-
rent. With this, constant torque is produced with very little
ripple.

The second type of PMAC motor has a trapezoidal back-
EMF and is referred to as the brushless DC (BLDC) motor.
The back-EMF of the BLDC motor is shown in Fig. 39.8b. The
BLDC motor requires that quasi-rectangular-shaped currents
are fed into the machine. Alternatively, the voltage may be
applied to the motor every 120◦, with a current limit to hold
the currents within the motor’s capabilities.

39.4.1 Mathematical Model of the BLDC Motor

The phase variables are used to model the BLDC motor due to
its non-sinusoidal back-EMF and phase current. The terminal
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voltage equation of the BLDC motor can be written as

⎡
⎣va

vb

vc

⎤
⎦ =

⎡
⎣R + pLs 0 0

0 R + pLs 0
0 0 R + pLs

⎤
⎦ ·

⎡
⎣ia

ib
ic

⎤
⎦+

⎡
⎣ea

eb

ec

⎤
⎦
(39.2)

where va , vb , vc are the phase voltages, ia , ib , ic are the phase
currents, ea , eb , ec are the phase back-EMF voltages, R is the
phase resistance, Ls is the synchronous inductance per phase
and includes both leakage and armature reaction inductances,
and p represents d/dt . The electromagnetic torque is given by

Te = (eaia + ebib + ec ic )

ωm
(39.3)

where ωm is the mechanical speed of the rotor. The equation
of motion is

d

dt
ωm = (Te − TL − Bωm)

J
(39.4)

where TL is the load torque, B is the damping constant, and J
is the moment of inertia of the rotor shaft and the load.

FIGURE 39.9 The principle of the six-step current control algorithm. T1–T6 are the gate signals, Ea , Eb , and Ec are the motor phase back-EMF, Ia ,
Ib , and Ic are the motor phase currents.

39.4.2 Torque Generation

From Eq. (39.3), the electromagnetic torque of the BLDC
motor is related to the product of the phase back-EMF and
current. The back-EMFs in each phase are trapezoidal in shape
and are displaced by 120 electrical degrees with respect to each
other in a three-phase machine. A rectangular current pulse
is injected into each phase so that current coincides with the
crest of the back-EMF waveform; hence the motor develops
an almost constant torque. This strategy, commonly called six-
step current control is shown Fig. 39.9. The amplitude of each
phase’s back-EMF is proportional to the rotor speed, and is
given by

E = kφωm (39.5)

where k is a constant and depends on the number of turns
in each phase, φ is the permanent magnet flux, and ωm is
the mechanical speed. In Fig. 39.9, during any 120◦ interval,
the instantaneous power converted from electrical to mechan-
ical, Po , is the sum of the contributions from two phases in
series, and is given by

Po = ωmTe = 2EI (39.6)

where Te is the output torque and I is the amplitude of the
phase current. From Eqs. (39.4) and (39.6), the expression for
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output torque can be written as

Te = 2kφI = kt I (39.7)

where Kt is the torque constant. Since the electromagnetic
torque is only proportional to the amplitude of the phase
current in Eq. (39.7), torque control of the BLDC motor is
essentially accomplished by phase current control.

39.4.3 BLDC Motor Control Topology

Based on the previously discussed concept, a BLDC motor-
drive system is shown in Fig. 39.10. It can be seen that the total
drive system consists of the BLDC motor, power electronics
converter, sensor, and controller.

The BLDC motors are predominantly surface-magnet
machines with wide magnet pole arcs. The stator windings
are usually concentrated windings, which produce a square
waveform distribution of flux density around the air-gap. The
design of the BLDC motor is based on the crest of each half-
cycle of the back-EMF waveform. In order to obtain a smooth
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FIGURE 39.10 BLDC motor control system.
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FIGURE 39.11 The 4-pole 12-slot BLDC motor.

output torque, the back-EMF waveform should be wider than
120◦ electrical degrees. A typical BLDC motor with 12 sta-
tor slots and 4 poles on the rotor is shown in Fig. 39.11. The
inverter is usually responsible for the electronic commutation
and current regulation. For the six-step current control, if the
motor windings are Y-connected without the neutral connec-
tion, only two of the three phase currents flow through the
inverter in series. This results in the amplitude of the DC
link current always being equal to that of the phase currents.
The PWM current controllers are typically used to regulate
the actual machine currents in order to match the rectangular
current reference waveforms shown in Fig. 39.9. For example,
during one 60◦ interval, when switches T1 and T6 are active,
phases A and B conduct. The lower switch T6 is always turned
on and the upper switch T1 is chopped on/off using either a
hysteresis current controller with variable switch frequency or
a PI controller with fixed switch frequency.

When T1 and T6 are conducting, current builds up in the
path as shown in Fig. 39.12a with dashed line. When switch T1

is turned off, the current decays through diode D4 and switch
T6 as depicted in Fig. 39.12b. In the next interval, switch T2 is
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FIGURE 39.12 The current path when the switch T1 turns on and turns off.

on, and T1 is chopped so that phase A and phase C conduct.
During the commutation interval, the phase B current rapidly
decreases through the freewheeling diode D3 until it becomes
zero and the phase C current builds up.

From the above analysis, each of the upper switches is
always chopped for one 120◦ interval and the corresponding
lower switch is always turned on per interval. The freewheeling
diodes provide the necessary paths for the currents to circulate
when the switches are turned off and during the commuta-
tion intervals. There are two types of sensors for the BLDC
drive system: a current sensor and a position sensor. Since the
amplitude of the dc link current is always equal to the motor
phase current in six-step current control, the dc link current is
measured instead of the phase current. Thus, a shunt resistor,
which is in series with the inverter, is usually used as the cur-
rent sensor. Hall-effect position sensors typically provide the
position information needed to synchronize the stator excita-
tion with rotor position in order to produce constant torque.
Hall-effect sensors detect the change in magnetic field. The
rotor magnets are used as triggers for the Hall sensors. A signal
conditioning circuit is needed for noise cancellation in Hall-
effect sensors circuits. In six-step current control algorithm,
rotor position needs to be detected at only six discrete points

in each electrical cycle. The controller tracks these six points
so that the proper switches are turned on or off for the cor-
rect intervals. Three Hall-effect sensors, spaced 120 electrical
degrees apart, are mounted on the stator frame. The digi-
tal signals from the Hall sensors are then used to determine
the rotor position and switch gating signals for the inverter
switches.

39.4.4 DSP Controller Requirements

The controller of BLDC drive systems reads the current and
position feedback, implements the speed or torque control
algorithm, and finally generates the gate signals. The con-
nectivity of the LF2407 in this application is illustrated in
Fig. 39.13. Three capture units in the LF2407 are used to detect
both the rising and falling edges of Hall-effect signals. Hence,
every 60 electrical degrees of motor rotation, one capture unit
interrupt is generated which ultimately causes a change in the
gating signals and the motor to move to the next position. One
input channel of the 10-bit A/D converter reads the dc link cur-
rent. The output pins PWM1–PWM6 are used to supply the
gating signals to the inverter.
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FIGURE 39.13 The interface of LF2407.

39.4.5 Implementation of the BLDC Motor
Control Algorithm Using LF2407

A block diagram of the BLDC motor control system is shown
in Fig. 39.14. The dashed line separates the software from the
hardware components introduced in the previous section. It is
necessary to choose hardware components carefully in order
to ensure high processing speed and precision in the overall
control system. The overall control algorithm of the BLDC
motor consists of nine modules:

• Initialization procedure
• Detection of Hall-effect signals
• Speed control subroutine
• Measurement of current
• Speed profiling
• Calculation of actual speed
• PID regulation
• PWM generation
• DAC output
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FIGURE 39.14 The block diagram of BLDC motor control algorithm.

The flowchart of the overall control algorithm is illustrated
in Fig. 39.15.

39.5 DSP-based Control of Permanent
Magnet Synchronous Machines

As previously described, the permanent magnet synchronous
motor (PMSM) is a PM motor with a sinusoidal back-EMF.
Compared to the BLDC motor, it has less torque ripple because
the torque pulsations associated with current commutation do
not exist. A carefully designed machine in combination with
a good control technique can yield a very low level of torque
ripple (<2% rated), which is attractive for high-performance
motor control applications such as machine tool and servo
applications.

In this section, following the same procedures used in the
previous section, the principles of the PMSM drive system will
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FIGURE 39.15 BLDC algorithm flowchart.

be introduced. Later, the control implementation using the
LF2407 DSP will be described in detail.

39.5.1 Mathematical Model of PMSM

Figure 39.16 depicts the simplified three-phase surface
mounted PMSM motor for our discussion. The stator wind-
ings, as–as′, bs–bs′, and cs–cs′, are shown as lumped windings
for simplicity, but are actually distributed around the stator.
The rotor has 2 poles. Mechanical rotor speed and position are
denoted as ωrm and θrm , respectively. Electrical rotor speed and
position, ωr and θr , are defined as P/2 times the corresponding
mechanical quantities, where P is the number of poles.

Based on the above motor definition, the voltage equation
in the abc stationary reference frame is given by

Vabcs = Rsiabcs + d

dt
λabcs (39.8)

as

as'

bscs

bs' cs'

A-axis
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Wrm

N

S
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FIGURE 39.16 The cross section of PMSM.
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where

fabcs =
[
fas fbs fcs

]T
(39.9)

and the stator resistance matrix is given by

Rs = diag[rs rs rs] (39.10)

The flux linkages equation can be expressed by

λabcs = Lsiabcs + λ′m

⎡
⎢⎣

sin ϑr

sin(ϑr − 2π
3 )

sin(ϑr − 4π
3 )

⎤
⎥⎦ (39.11)

where λ′m denotes the amplitude of the flux linkages estab-
lished by the permanent magnet as viewed from the stator
phase windings. Note that in Eq. (39.11) the back-EMFs are
sinusoidal waveforms that are 120◦ apart from each other.

The stator self-inductance matrix, Ls , is given as

Ls =

⎡
⎢⎢⎣

Lls + LA − LB cos 2θr − 1
2 LA − LB cos 2(θr − π/3) − 1

2 LA − LB cos 2(θr + π/3)

− 1
2 LA − LB cos 2(θr − π/3) Lls + LA − LB cos 2(θr − 2π/3) − 1

2 LA − LB cos 2(θr + π)

− 1
2 LA − LB cos 2(θr + π/3) − 1

2 LA − LB cos 2(θr + π) Lls + LA − LB cos 2(θr + 2π/3)

⎤
⎥⎥⎦ (39.12)

The torque and speed are related by the electromechanical
motion equation

J
d

dt
ωrm = P

2
(Te − TL)− Bmωrm (39.15)

where J is the rotational inertia, Bm is the approximated
mechanical damping due to friction, and TL is the load torque.

39.5.2 Mathematical Model of PMSM in Rotor
Reference Frame

The voltage and torque equations can be expressed in the rotor
reference frame in order to transform the time-varying vari-
ables into steady-state constants. The transformation of the
three-phase variables in the stationary reference frame to the
rotor reference frame is defined as

fqd0r = Kr fabcs (39.16)

where

kr = 2

3

⎡
⎢⎣

cos θr cos(θr − 2π
3 ) cos(θr + 2π

3 )

sin θr sin(θr − 2π
3 ) sin(θr + 2π

3 )

1
2

1
2

1
2

⎤
⎥⎦

If the applied stator voltages are given by

⎧⎪⎨
⎪⎩

Vas =
√

2Vs cos θev

Vbs =
√

2Vs cos(θev − 2π
3 )

Vcs =
√

2Vs cos(θev + 2π
3 )

(39.17)

Then applying (39.16) to (39.8), (39.11), and (39.17) yields

vr
qs = rs ir

qs + ωrλ
r
ds +

d

dt
λr

qs (39.18)

vr
ds = rs ir

ds − ωrλ
r
qs +

d

dt
λr

ds (39.19)

λr
qs = Lqs ir

qs (39.20)

λr
ds = Lds ir

ds + λ
′r
m (39.21)

where the q- and d-axes self-inductances are given by
Lqs = Lls + Lmq and Lds = Lls + Lmd , respectively.
The electromagnetic torque can be written as

Te = 3

2

P

2
[λ′rmir

qs + (Lds − Lqs)iqs ids] (39.22)

The electromagnetic torque may be written as

Te= P

2

{
λ
′
m

[
(ias− 1

2
ibs− 1

2
ics)cosθr−

√
3

2
(ibs− ics)sinϑr

]

+ Lmd−Lmq

3

[
(i2

as−
1

2
i2
bs−

1

2
i2
cs− ias ibs− ias ics+2ibs ics)

sin2θr+
√

3

2

(
i2
bs i2

cs−2ias ibs+2ias ics
)
cos2θr

]}
+Tcog (θr )

(39.13)

In Eq. (39.13), Tcog (θr ) represents the cogging torque and
the d- and q-axes magnetizing inductances are defined by

Lmd = 3

2
(LA − LB)

and

Lmd = 3

2
(LA + LB) (39.14)
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From Eq. (39.22), it can be seen that torque is related only
to the d- and q-axes currents. Since Lq ≥ Ld (for surface
mount PMSM both inductances are equal), the second item
contributes a negative torque if the flux weakening control has
been used. In order to achieve the maximum torque/current
ratio, the d-axis current is set to zero during the constant
torque control so that the torque is proportional only to the
q-axis current. Hence, this results in the control of the q-axis
current for regulating the torque in rotor reference frame.

39.5.3 PMSM Control Topology

Based on the above analysis, a PMSM drive system is developed
as shown in Fig. 39.17. The total drive system looks similar to
that of the BLDC motor and consists of a PMSM, power elec-
tronics converter, sensors, and controller. These components
are discussed in detail in the following sections.

The design consideration of the PMSM is to first generate
the sinusoidal back-EMF. Unlike the BLDC, which needs con-
centrated windings to produce the trapezoidal back-EMF, the
stator windings of PMSM are distributed in as many slots per
pole as deemed practical to approximate a sinusoidal distri-
bution. To reduce the torque ripple, standard techniques such
as skewing and chorded windings are applied to the PMSM.
With the sinusoidally excited stator, the rotor design of the
PMSM becomes more flexible than the BLDC motor where the
surface-mount permanent magnet is a favorite choice. Besides
the common surface-mount non-salient pole PM rotor, the
salient pole rotor, like inset and buried magnet rotors, are often
used because they offer appealing performance characteristics
during the flux weakening region. A typical PMSM with 36
stator slots in stator and 4 poles on the rotor is shown in
Fig. 39.18.

Due to the sinusoidal nature of the PMSM, control algo-
rithms such as V/f and vector control, developed for other AC
motors, can be directly applied to the PMSM control system. If
the motor windings are Y-connected without a neutral connec-
tion, three-phase currents can flow through the inverter at any
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FIGURE 39.17 The PMSM speed control system.
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moment. With respect to the inverter switches, three switches,
one upper and two lower in three different legs conduct at any
moment as shown in Fig. 39.19. The PWM current control is
still used to regulate the actual machine current. Either a hys-
teresis current controller, a PI controller with sine-triangle, or
an SVPWM strategy is employed for this purpose. Unlike the
BLDC motor, the three switches are switched at any time.

39.5.4 DSP Controller Requirements

The LF2407 is used as the controller to implement speed con-
trol of the PMSM system. The interface of the LF2407 is
illustrated in Fig. 39.20. Similar to the BLDC motor control
system, three input channels are selected to read the two-phase
currents and resolver signal. Because a resolver is used in one
case, the quadrature-encoder-pulse (QEP) inputs are not used.
The QEP inputs work only with a QEP signal that a rotary
encoder supplies. The DSP output pins PWM1–PWM6 used
to supply the gating signals to the switches and form the output
of the control part of the system.
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FIGURE 39.19 The current path when the three phases are chopped.
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FIGURE 39.20 The interface of LF2407.

39.5.5 Implementation of the PMSM Algorithm
Using the LF2407

The block diagram of the PMSM drive system is displayed in
Fig. 39.21.

The flowchart of the developed software is shown in
Fig. 39.22. The control program of the PMSM has one main
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FIGURE 39.21 Block diagram of PMSM speed control system.

routine and includes four modules:

• Initialization procedure
• DAC module
• ADC module
• Speed control module

In the following section speed control module is disscussed.

39.5.5.1 The Speed Control Algorithm
The requirement for speed control algorithm can be item-
ized as:

• Reading the current and position signal, then generating
the commanded speed profile

• Calculating the actual motor speed, transferring the
variables in the abc model to the d–q model and reverse

• Regulating the motor speed and currents using the
vector-control strategy



1170 H. A. Toliyat et al.

No

Yes

Start

Initialization procedure

Read phase current ia ,ib ; read the position signal;

Execute
speed loop?

Set reference speed wref and calculate the actual speed

Speed PI regulator used to calculate the commend torque

Calculate the command q-axis current iqs ; Set ids  = 0

Current PI regulator used to calculate the vds ,vqs in RRF

Transfer ia ,ib to ids ,iqs in Rotor Reference Frame (RRF)

Transfer vds ,vqs in RRF to va ,vb ,vc

Generate the PWM using sine-D generator

End

Output the program variables to DAC0~DAC3

* *

FIGURE 39.22 The flowchart of PMSM control system.

• Generating the PWM signal based on the calculated
motor phase voltages

The PWM frequency is determined by the time interval
of the interrupt, with the controlled phase voltages being
recalculated every interrupt.

39.6 DSP-based Vector Control of
Induction Motors

For many years, induction motors have been preferred for
a variety of industrial applications because of their robust
and rugged construction. Compared to dc motors, induction
motors are not as easy to control. They typically draw large
starting currents, about six to eight times their full load values,
and operate with lagging power factor when loaded. However,
with the advent of the vector-control concept for motor con-
trol, it is possible to decouple the torque and the flux, thus
making the control of the induction motor very similar to that
of the dc motor.

The most popular type of induction motor used is the squir-
rel cage induction motor. The rotor consists of a laminated core
with parallel slots for carrying the rotor conductors, which are
usually heavy bars of copper, aluminum, or alloys. One bar is
placed in each slot; or rather, the bars are inserted from the
end when the semi-closed slots are used. The rotor bars are
brazed, electrically welded, or bolted to two heavy and stout
short-circuiting end-rings, thus completing the squirrel cage
construction. The rotor bars are permanently short-circuited
on themselves. The rotor slots are usually not parallel to the
shaft, but are given a slight angle, called a skew, which increases
the rotor resistance due to increased length of rotor bars and an
increase in the slip for a given torque. The skew is also advan-
tageous because it reduces the magnetic hum while the motor
is operating and reduces the locking tendency, or cogging, of
the rotor teeth.

When the three-phase stator windings are fed by a three-
phase supply, a magnetic flux of a constant magnitude rotating
at synchronous speed is created in the air-gap. Due to the
relative speed between the rotating flux and the stationary con-
ductors, an electromagnetic force (EMF) is induced in the rotor
in accordance with Faraday’s laws of electromagnetic induc-
tion. The frequency of the induced EMF is the same as the
supply frequency, and the magnitude is proportional to the
relative velocity between the flux and the conductors. There-
fore, the rotor current develops in the same direction as the
flux and tries to catch up with the rotating flux.

39.6.1 Induction Motor Field-oriented Control

The term “vector” control refers to the control technique that
controls both the amplitude and the phase of ac excitation
voltage. Vector control controls the spatial orientation of the
EMF in the machine. This has led to the coining of the term
FOC, which is used for controllers that maintain a 90◦ spatial
orientation between the critical field components.

The required 90◦ of spatial orientation between key field
components can be compared to the dc motor, where the
armature winding magnetic field and the filed winding mag-
netic filed are always in quadrature. The objective is to force
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the control of the induction machine to be similar to the con-
trol of a dc motor, i.e., torque control. In dc machines, the
field and the armature winding axes are orthogonal to one
another, making the magnetomotive forces (MMFs) estab-
lished orthogonal. If the iron saturation is ignored, then
the orthogonal fields can be considered to be completely
decoupled.

It is important to maintain a constant field flux for proper
torque control. It is also important to maintain an indepen-
dently controlled armature current in order to overcome the
effects of the detuning of resistance of the armature winding,
and leakage inductance. A spatial angle of 90◦ between the flux
and MMF axes has to be maintained in order to limit inter-
action between the MMF and the flux. If these conditions are
met at every instant of time, the torque will always follow the
current.

With vector control, the mechanically robust induction
motors can be used in high-performance applications where
dc motors were previously used. The key feature of the control
scheme is the orientation of the synchronously rotating q–d–0
frame to the rotor flux vector. The d-axis component is aligned
with the rotor flux vector and regarded as the flux-producing
current component. On the other hand, the q-axis current,
which is perpendicular to the d-axis, is solely responsible for
torque production.

In order to apply a rotor flux field-orientation condition,
the rotor flux linkage is aligned with the d-axis, so the q-axis
rotor flux in excitation reference frame λe

qr will be zero and
the d-axis rotor flux in the excitation reference frame will be
the rotor flux; λe

dr = λ̂r . Therefore we have:

ie
ds =

λe
dr

Lm
(39.23)

ωslip = rr

λ̂r

(
Lm

Lr

)
ie
qs =

Lmie
qs

τrλr
(39.24)

Te = 3

2

P

2

Lm

Lr
λ̂d ie

qs (39.25)

where τr is rotor time constant, Lm is magnetizing inductance,
Lr rotor leakage inductance, rr rotor resistance, ie

qs q-axis stator
current in excitation frame, ie

ds d-axis stator current in exci-
tation frame, and ωslip angular frequency of slip. We can find
out that in this case ie

ds controls the rotor flux linkage and ie
qs

controls the electromagnetic torque. The reference currents of
the q–d–0 axis (ie∗

qs , ie∗
ds ) are converted to the reference phase

voltages (ve∗
ds , ve∗

qs ) as the commanded voltages for the con-
trol loop. Given the position of the rotor flux and two-phase
currents, this generic algorithm implements the instantaneous
direct torque and flux control by means of coordinate trans-
formations and PI regulators, thereby achieving accurate and
efficient motor control.

It is clear that for implementing vector control we have to
determine the rotor flux position. This usually is performed by
measuring the rotor position and utilizing the slip relation to
compute the angle of the rotor flux relative to the rotor axis.

Equations (39.23) and (39.24) show that we can control
torque and field by ids and iqs in the excitation frame. However,
in the implementation of FOC, we need to know ids and iqs

in the stationary reference frame. So, we have to know the
angular position of the rotor flux to transform ids and iqs from
the excitation frame to the stationary frame. By using ωslip ,
which is shown in Eq. (39.24) and using actual rotor speed,
the rotor flux position is obtained.

t∫
0

ωslipdt + θre (t ) = θr (t ) (39.26)

Where θre (t ) is electrical angular rotor position, and θr (t )
angular rotor flux position.

The Current Model takes ids and iqs as inputs as well as the
rotor mechanical speed and gives the rotor flux position as an
output. Figure 39.23 shows the block diagram of the vector-
control strategy in which speed regulation is possible using a
control loop.

As shown in Fig. 39.23, two-phase currents are measured
and fed to the Clarke transformation block. These projection
outputs are indicated as is

ds and is
qs . These two components

of the current provide the inputs to Park’s transformation,
which gives the currents in the qdse excitation reference frame.
The ie

ds and ie
qs components, which are outputs of the Park

transformation block, are compared to their reference val-
ues ie∗

ds , the flux reference, and ie∗
qs , the torque reference. The

torque command, ie∗
qs , comes from the output of the speed

controller. The flux command, ie∗
ds , is the output of the flux

controller which indicates the right rotor flux command for
every speed reference. For ie∗

ds , we can use the fact that the
magnetizing current is usually between 40 and 60% of the
nominal current. For operating in speeds above the nomi-
nal speed, a field weakening section should be used in the
flux controller section. The current regulator outputs, ve∗

ds
and ve∗

qs , are applied to the inverse Park transformation. The
outputs of this projection are vs

ds and vs
qs , which are the com-

ponents of the stator voltage vector in the dqss orthogonal
reference frame. They form the inputs of the space-vector
PWM block. The outputs of this block are the signals that
drive the inverter.

Note that both the Park and the inverse Park transforma-
tions require the exact rotor flux position, which is given by
the Current Model block. This block needs the rotor resistance
or rotor time constant as a parameter. Accurate knowledge of
the rotor resistance is essential to achieve the highest possible
efficiency from the control structure. Lack of this knowledge
results in the detuning of the FOC. In Fig. 39.23, a space-
vector PWM has been used to emulate vs

ds and vs
qs in order to

implement current regulation.
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FIGURE 39.23 Vector-control algorithm for induction motor.

39.6.2 DSP Controller Requirements

The controller of the induction motor control system is used to
read the feedback current and position signals, to implement
the speed or torque control algorithm, and to generate the
gate signals based on the control signal. Analog controllers or
digital signal processors, such as LF2407 can perform these
tasks.

The interface of the LF2407 is illustrated in Fig. 39.24.
Two quadrature counters detect the rising and falling edges of
the encoder signals. Two input channels related to the 10-bit
ADC are selected to read the two-phase currents. The pins
PWM1 to PWM6 output the gating signals to the gate drive
circuitry.

QEP-1

QEP-2

PWM-1 & PWM-6
Gate
Drive

TMS320F2407

En A

ADCIN-1

ADCIN-0Ia

Ib

En B

FIGURE 39.24 The interface of LF2407.

39.6.3 Implementation of Field-oriented Speed
Control of Induction Motor

Some practical aspects of implementing the block diagram
of Fig. 39.24 are discussed in this section and subsections.
The software organization, the utilization of different vari-
ables, and the handling of the DSP controller resources are
described. In addition, the control structure for the per-unit
model is presented. Next, some numerical considerations have
been made in order to address the problems inherent within
the fixed-point calculation. As described, current model is one
of the most important blocks in the block diagram depicted
in Fig. 39.23. The inputs of this block are the currents and
mechanical speed of rotor. In the next sections, technical
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points that should be considered during current and speed
measurement, as well as their scaling are discussed.

39.6.3.1 Software Organization
The body of the software consists of two main modules: the
initialization module and the PWM interrupt service routine
(ISR) module. The initialization model is executed only once at
start-up. The PWM ISR module interrupts the waiting infinite
loop when the timer underflows. When the underflow inter-
rupt flag is set, the corresponding ISR is served. Figure 39.25
shows the general structure of the software. The complete FOC
algorithm is executed within the PWM ISR so that it runs at
the same frequency as the switching frequency or at a frac-
tion of it. The wait loop could be easily replaced with a user
interface.

Hardware
Initialization

Start

Variable
Initialization

Inf. Loop
PWM
I.S.R

FIGURE 39.25 General structure of software.

39.6.3.2 Base Values and Per-unit Model
It is often convenient to express machine parameters and
variables of per-unit quantities. Moreover, the LF2407 is a
fixed point DSP, so using a normalized per-unit model of the
induction motor is easier than using real parameters. In this
model, all quantities refer to the base values. Base power and
base voltage are selected, and all parameters and variables are
normalized using these base quantities. Although one might
violate this convention from time to time when dealing with
instantaneous quantities, the rms values of the rated phase
voltage and current are generally selected as the base volt-
age for the a–b–c variables while the peak value is generally
selected as the base voltage for d–q variables. The base values
are determined from the nominal values by using Eq. (39.27),
where In , Vn , fn are the nominal phase current, the nomi-
nal phase to neutral voltage, and the nominal frequency in a
star-connected induction motor, respectively. The base value

definitions are as follows:

Ib =
√

2In

Vb =
√

2Vn

ωb = 2πfn

ψb = Vb

ωb

(39.27)

Ib and Vb are the maximum values of the nominal phase cur-
rent and voltage, ωb is the electrical nominal rotor flux speed,
and ψb is the base flux.

39.6.3.3 Speed Estimation during High-speed Region
As previously mentioned, this method is based on counting
the number of encoder pulses in a specified time interval. The
QEP assigned timer counts the number of pulses and records
it in the timer counter register (TxCNT). As the mechanical
time constant is much slower than the electrical one, the speed
regulation loop frequency might be lower than the current loop
frequency. The speed regulation loop frequency is obtained in
this algorithm by means of a software counter. This counter
accepts the PWM interrupt as input clock and its period is
the software variable called SPEEDSTEP. The counter variable
is named speedstep. When speedstep is equal to SPEEDSTEP,
the number of pulses counted is stored in another variable
called np and thus the speed can be calculated. The scheme
depicted in Fig. 39.26 shows the structure of the speed feedback
generator.

Assuming that np is the number of encoder pulses in one
SPEEDSTEP period when the rotor turns at the nominal speed,
a software constant Kspeed should be chosen as follows:

01000h = Kspeed .np

The speed feedback can then be transformed into a Q4.12
format, which can be used in the control software. In the
proposed control system, the nominal speed is 1800 rpm and
SPEEDSTEP is set to 125. The np can be calculated as follows:

np = 1800× 64× 4

60
× SPEEDSTEP× Tp = 288 (39.28)

Counter
QEP

speedstep is equal
to SPEEDSTEP?

Kspeed

wm

No

yes

No change

From
Encoder

FIGURE 39.26 Block diagram of speed feedback calculator.
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speedstep = speedstep-1

speedstep = 0

speedstep = SPEEDSTEP

np = TxCNT

Yes

No

TxCNT=0

FIGURE 39.27 Complete flowchart of speed measurement block during
high-speed region.

where Tp = 3
fpwm

= 3 × 10−4 (PWM frequency is 10 kHz

but the program is running at 3333 Hz) and hence Kspeed is
given by:

Kspeed = 4096

288
= 14.22 ⇔ 0E38h Q8.8

Note that Kspeed is out of the Q4.12 format range. The most
appropriate format to handle this constant is the Q8.8 format.
The speed feedback in Q4.12 format is then obtained from the
encoder by multiplying np by Kspeed . The flowchart of speed
measurement is presented in Fig. 39.27.

39.6.3.4 Speed Measurement during Low-speed
Region

To detect the edges of two successive encoder pulses, the devel-
oped program can use either the QEP counter or the capture
unit input pins. The program has to measure the time between
two successive pulses, therefore it must utilize another GP
timer. In this program, Timer 3 has been dedicated to the
time measurement. During the interrupt service routine of
the capture unit or counter QEP, speed can be calculated. To
obtain the actual speed of the motor, the appropriate number
is divided by the value in the count register of Timer 3.

As it can be inferred, at very low speeds an overflow may
occur in Timer 3. The counter would then reset itself to zero
and start counting up again. This event results in a large error

T3CNT=FFFFh

Timer 3
Disable

Start of Timer 3
Overflow ISR

End of Timer 3
Overflow ISR

Temp=T3CNT

T3CNT=0

ACC=31238*32

w=np/8

Enable Timer3

np=ACC / Temp

Start of Capture unit or
Counter QEP ISR

End of Capture unit or
Counter QEP ISR

FIGURE 39.28 Flowchart of speed measurement at low speed.

in speed measurement. To avoid this event, Timer 3 will be dis-
abled in the overflow interrupt service routine. However, this
timer is enabled in the capture unit (counter QEP) interrupt.

The flowchart of this implementation is presented in
Fig. 39.28

39.6.3.5 The Current Model
The Current Model is used to find the rotor flux position.
This module takes ids and iqs as inputs plus the rotor electrical
speed and then calculates the rotor flux position. The current
model is based on Eqs. (39.23) and (39.24). Equation (39.23)
in transient form can be written as:

Lr

rr Lm

dλdr

dt
+ λdr

Lm
= ids (39.29)

Assume λdr /Lm = im where im is the magnetizing current,
therefore Eq. (39.29) can be written as follows:

Tr
d

dt
im + im = ids (39.30)

Rotor flux speed in a per-unit system can be shown by:

fs = 1

ωb

dθ

dt
= ωre + iqs

Tr imωb
(39.31)
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where θ is the rotor flux position and Tr = Lr /rr and ωre are
the rotor time constant and rotor electrical speed, respectively.
The rotor time constant is critical to the correct functionality
of the Current Model. This system outputs the rotor flux speed,
which in turn will be integrated to get the rotor flux position.
Assuming that iqs(k+1) ≈ iqs(k) , Eqs (39.30) and (39.31) can be
discretized as follows:

imr(k+1) = imr(k) +
Tp

Tr

(
ids(k)

− imr(k)

)

fs(k+1) = n(K+1) +
1

Trωb

iqs(k)

imr(k+1)

(39.32)

Measure Ia and Ib

Regulate
speed?

Calculate speed

Start

Iabc Idqs

Clark Trans.

s

Speed PI regulator,
Calculate Iqs

High speed?

Current Model
Module

Ids and Iqs

to PI regulator
and calculate
Vds and Vqs

(Vdqs)     (Vdqs)New θr.

Space Vector  PWM

End

Idqs       Idqs
s e

ee

e e

e s

Calculate Sin and
Cos of qr

Yes

No

Yes

No

s∗

FIGURE 39.29 Flowchart of digital implementation of FOC algorithm.

For example, let the constants Tp/Tr and 1/Trωb be renamed
to Kt andKr , respectively. Here Lr = 73.8 mH, rr = 0.73 �,
and fn = 60 Hz. So for Kt and Kr we have:

Kr = Tp

Tr
= (10000/3)−1

101.09× 10−3

= 2.967× 10−3 ⇔ 000Ch Q4.12

Kt = 1

Trωb
= 1

30.232× 10−3 × 377

= 26.237× 10−3 ⇔ 006Bh Q4.12
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By knowing the rotor flux speed (fs), the rotor flux position
(θcm) is computed by the integration formula in the per-unit
system.

θcm(k+1) = θcm(k) + ωb · fs(k) · T (39.33)

In Eq. (39.33), let ωbfsT be called θinc . This variable is the
rotor angle variation within one sampling period. Thus, the

Current Model Module has three input variables ids , ids , and
ωre and one output, which is the rotor flux position θcm

represented as a 16-bit integer value. The flowchart of the
field-oriented speed control of induction motor is presented
in Fig. 39.29. This routine is placed inside the PWM interrupt
service routine.
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40.1 Introduction

Power electronics and power quality are irrevocably linked
together as we strive to advance both broad areas. With the
dramatic increases over the last 20 years in energy conversion
systems utilizing power electronic devices, we have seen the
emergence of “power quality” as a major field of power engi-
neering. The power electronic technology has played a major
role in creating “power quality,” and simple control algorithm
modifications to this same technology can often play an equally
dominant role in enhancing overall quality of electrical energy
available to end-users.

Power electronics has given us, as a industrial society,
a plethora of new ways to manufacture products, provide
services, and utilize energy. From a power quality impact
viewpoint, applications such as

1. Switched-mode power supplies,
2. DC arc furnaces,
3. Electronic fluorescent lamp ballasts,
4. Adjustable speed drives, and
5. Flexible ac transmission components.

are often cause for concern. From the viewpoint of a utility
supply system, these converter-based systems can lead to oper-
ational and life expectancy problems for other equipment,
possibly not owned or operated by the same party. It was
from this initial perspective that the field of power quality
emerged.

In most cases, the same devices and systems that create
power quality problems can also be used to solve power quality
problems. “Problem solving” applications such as

1. Active harmonic filters,
2. Static and adaptive var compensators, and
3. Uninterruptable power supplies.

all utilize the same switching device technology as the “problem
causing” applications.

As the number of potentially problematic power electronic-
based loads has increased over time, so attention has given to
enhanced converter control to maximize power quality. Perfect
examples of these improvements include

1. Unity power factor converters,
2. Dip-proof inverters, and
3. Limited-distortion electronic lamp ballasts.

While these direct product enhancements are not mandatory
in North America, today’s global economy necessitates con-
sideration of power quality standards and limits in order to
conduct business in the European Union.

While many studies suggest increases in power electronic-
based energy utilization as high as 70–80% (of all energy
consumed), it is equally clear that we are beginning to real-
ize the total benefit of such end-use technologies. Power
quality problems associated with grounding, sags, harmonics,
and transients will continue to increase because of the sheer
number of sensitive electronic loads expected to be placed
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in service. At the same time, we are only now beginning to
realize the total benefits that such loads can offer.

40.2 Power Quality

The term “power quality” means different things to different
people. To utility suppliers, power quality initially referred
to the quality of the service delivered as “measured” by
the consumer’s ability to use the energy delivered in the
desired manner. This conceptual definition included such con-
ventional utility planning topics as voltage and frequency
regulation and reliability. The end-user’s definition of power
quality also centers around their ability to use the delivered
energy in the desired manner, but the topics considered can be
much more specific and include magnitude and duration of
different events as well as waveshape concerns. Fortunately, a
good working definition of power quality has not been a point
of contention, and most parties involved consider “power qual-
ity” to be that, which allows the user to meet their end-use
goals. The working definition is not complicated by particular
issues; engineers are well aware that topics from many aspects
of power engineering may be important.

Power quality can be roughly broken into categories as
follows:

1. Steady-state voltage magnitude and frequency,
2. Voltage sags,
3. Grounding,
4. Harmonics,
5. Voltage fluctuations and flicker,
6. Transients, and
7. Monitoring and measurement.

The remainder of this section discusses each of the major
categories in turn.

40.2.1 Steady-state Voltage Frequency
and Magnitude

In most areas of North America, steady-state frequency regu-
lation is not a significant issue due to the sufficient levels of
generating capacity and the strong interconnections among
generating companies and control areas. In other parts of
the world, and North America under extreme conditions, fre-
quency can deviate from 1/4 to 1/2 Hz during periods of
insufficient generating capacity. Under transient conditions,
frequency can deviate up to 1–2 Hz.

Frequency deviations can affect power electronic equipment
that use controlled switching devices unless the control sig-
nals are derived from a signal that is phase-locked with the
applied voltage. In most cases, phase locks are used, or the
converters consist of uncontrolled rectifiers. In either case, fre-
quency deviations are not a major cause of problems. In most

TABLE 40.1 ANSI C84.1 Voltage ranges

Service voltage (%) Utilization voltage (%)

Range A 114–125 108–125
Range B 110–127 104–127

Range A is for normal conditions and Range B is for emergency or short-time
conditions.

cases, frequency deviations have more impacts on conven-
tional equipment that does not use electronics or in very
inexpensive electronic devices. Clocks can run fast (or slow),
motor speeds can drop (or rise) by a few revolutions per
minute, etc. In most cases, these effects have minimal eco-
nomic impact and are not considered a real power quality
problem.

Steady-state voltage regulation is a much more pronounced
issue that can impact a wide range of end-use equipment.
In most cases, utility supply companies do a very effective
job of providing carefully regulated voltage within permissi-
ble ranges. In North America, ANSI Standard C84.1 suggests
steady-state voltage ranges both at the utility service entrance
and at the point of connection of end-use equipment. Fur-
thermore, equipment manufacturers typically offer equipment
that is tolerant of steady-state voltage deviations in the range
of ±10%. Table 40.1 shows the voltage ranges suggested by
ANSI C84.1, with specific mention of normal (Range A)
and contingency (Range B) allowable voltages, expressed in
percent.

Virtually all equipment, especially sensitive electronic equip-
ment, can be effected by deviating voltage outside the ±10%
range. In most cases, overvoltages above +10% lead to loss of
life, usually over time; excessive overvoltages can immediately
fail equipment. Undervoltages below −10% usually lead to
excessive current demands, especially for equipment that has a
controlled output like an adjustable speed drive controlling a
motor to a constant speed/torque point. The impacts of these
prolonged excessive currents can be greater voltage drop, tem-
perature rise in conductors, etc. In the extreme, undervoltages
of greater than 15–20% can cause equipment to immediately
trip. In most cases, such extreme undervoltages are associated
with system faults and the associated protection system. These
extreme undervoltages are so important that they are classified
in a power quality category of their own called voltage sags.

40.2.2 Voltage Sags

Other than improper grounding, voltage sags are probably the
most problematic of all power quality problems. At this time,
a number of standards-making bodies, including IEEE, ANSI,
and IEC, are working on standards related to sags. In most
cases, sags are generally agreed to be more severe and outside
of the scope of ANSI C84.1 and they are temporary in nature
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due to the operation of system protection elements. Because
the electrical system is a continuous electrical circuit, faults
in any location will have some impact on voltages through-
out the network. Of course, areas closer to the faulted area
will see a greater voltage sag due to the fault than other, more
(electrically) remote areas. Sags can originate anywhere in a
system, but are more pronounced in utility distribution sys-
tems because of the greater exposure of low-voltage systems to
the causes of short circuits.

Most utility companies implement distribution system pro-
tection in what is known as a “fuse saving” methodology.
Figure 40.1 shows a typical overhead distribution system with
two feeders being supplied from the same substation trans-
former. Each primary circuit has its own automatic circuit
recloser (ACR) and shows one fused tap.

With the protection system set up based on fuse-saving
methodology, any fault downstream of a fault will be cleared
first by the substation recloser followed by a reclosing oper-
ation (re-energization of the circuit) 1/2–2 later. If the fault
is still present, the closest fuse should blow to permanently
isolate the fault. (Note that in some cases, multiple reclosing
attempts are made prior to the clearing of the fuse.)

For a fault on the load side of fused tap #2 in Fig. 40.1, cus-
tomers on feeder #1 will see a voltage sag determined by the
system and transformer impedance at the substation. Because
this impedance is typically on the same order (or larger) as
the feeder circuit impedance, a sag in substation bus voltage of
50% is common. This sag will persist until feeder #2 is cleared
by the recloser opening. When the recloser re-energizes the
circuit, a permanent fault will still be present and the substa-
tion bus will again experience a voltage sag. Of course, any sag
in substation bus voltage will be delivered directly to all cus-
tomers on feeder #1, even though there is no electrical problem
on that feeder. Figure 40.2 shows a possible rms voltage profile
that might be supplied to the customers on feeder #1 for a
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FIGURE 40.2 The rms voltage supplied to feeder #1 customers.
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FIGURE 40.1 Overhead distribution system.

permanent fault on the load side of fused tap #2. Only one
recloser operation is shown prior to fuse clearing.

Just based on the voltage information shown in Fig. 40.2, it
is impossible to tell if the end-use loads on feeder #1 will expe-
rience a problem. Equipment tolerance curves are required to
assess the vulnerability of equipment to voltage deviations,
including sags, and all equipment is different. Figure 40.3
shows the lower portions of two equipment tolerance curves,
the (older) CBEMA and the (newer) ITIC curves for com-
puter equipment. Most, but not all, power electronic-based
equipment has a similar shape. Voltage sags with a duration
that correspond to a point that is “below and to the right” of
the tolerance curve will result in loss of equipment function,
while sags of duration that plot “above and to the left” of the
tolerance curve will not effect equipment performance. Note
that only the lower portion of the curve has been shown; an
upper tolerance curve also exists that is often used in transient
(overvoltage) studies.

Voltage sags are probably the most common power quality
problem that is “given” to the end-user by the supplying utility.
However, improper equipment grounding is responsible for
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FIGURE 40.3 CBEMA (curved line) and ITIC (square shape) tolerance curves.

the vast majority of power quality problems on the customer’s
side of the meter.

40.2.3 Grounding

Grounding of equipment was originally conceived as a per-
sonnel safety issue. However, the presence of an electrical
conductor that is at zero potential has been widely used in
many power electronic and microprocessor-controlled loads.
In the United States, electrical systems in residential, com-
mercial, and industrial facilities fall under the purview of the
National Electric Code (NEC) which establishes specific cri-
teria for grounding of equipment. While it was once thought
that proper grounding according to the NEC was detrimental
to power quality concerns, these opinions have gradually faded
over time.

From a power quality perspective, improper grounding can
be considered in three broad categories

1. Ground loops,
2. Improper neutral-to-ground connections, and
3. Excessive neutral-to-ground voltage.

The ground loop problem is a significant issue when power,
communications, and control signals all originate in different
locations, but come together at a common electrical point.
Transients induced in one location can travel through the
created ground loop, damaging equipment along the way.
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FIGURE 40.4 Powering and control ground loop.

Improper neutral-to-ground connections will create a “noisy”
ground reference that may interfere with low-voltage com-
munications and control devices. Excessive neutral-to-ground
voltage may damage equipment that is not properly insulated
or that has an inexpensive power supply.

Figure 40.4 shows a common wye-connected service
(assumed at the terminals of a transformer) that supplies
power to equipment that is also remotely monitored and
controlled from another location with a separate ground
reference.
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FIGURE 40.5 Improper neutral-to-ground connections.

For any shift in ground potential for the power circuit, often
caused by lightning as shown in Fig. 40.4, potentially large
currents can flow through the grounding circuits and through
the sensitive electronic equipment. Such currents can easily
lead to equipment damage. Situations like these are common in

1. Residential areas, if power and CATV or telephone
grounds are not the same and

2. Commercial and industrial complexes consisting of
multiple buildings with linking communications, com-
puter, or control circuits, when each building has its
own power service (and therefore ground).

Figure 40.5 shows an example of an improper neutral-to-
ground connection, and how this connection can create power
quality problems.

Load current returning in the neutral conductor will, at the
point of improper connection to ground, divide between neu-
tral and ground. This current flow in the ground conductor
will produce a voltage at the load equipment, which can easily
disrupt equipment operation.

Figure 40.6 shows an example of the possibility for exces-
sive neutral-to-ground voltage and how this can lead to power
quality problems.

For load equipment that produces significant voltage drop
in the neutral, such as laser printers and copying machines
when the thermal heating elements are on, the voltage from
the neutral-to-ground reference inside the equipment can
exceed several volts. In many cases, this voltage is sufficient
to damage printed circuit boards, disrupt control logic, and
fail components.

40.2.4 Harmonics

In most cases, power electronic equipment is considered to
be the “cause” of harmonics. While switching converters of
all types produce harmonics because of the non-linear rela-
tionship between the voltage and current across the switching
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FIGURE 40.6 Excessive neutral-to-ground voltage.

device, harmonics are also produced by a large variety of
“conventional” equipment including

1. Power generation equipment (slot harmonics),
2. Induction motors (saturated magnetics),
3. Transformers (overexcitation leading to saturation),
4. Magnetic-ballast fluorescent lamps (arcing), and
5. AC electric arc furnaces (arcing).

All these devices will cause harmonic currents to flow and
some devices, actually, directly produce voltage harmonics.

Any ac current flow through any circuit at any frequency
will produce a voltage drop at that same frequency. Harmonic
currents, which are produced by power electronic loads, will
produce voltage drops in the power supply impedance at those
same harmonic frequencies. Because of this inter-relationship
between current flow and voltage drop, harmonic currents cre-
ated at any location will distort the voltage in the entire supply
circuit.

In most cases, equipment is not overly sensitive to the
direct impacts of harmonic current flow. Note, however, that
equipment heating is a function of the rms value of the
current, which can significantly exceed the fundamental fre-
quency value when large harmonic components are present. It
is because harmonic currents produce harmonic voltages that
there is a real power quality concern.

Most equipment can operate satisfactorily as long as the
voltage distortion at the equipment terminals does not exceed
around 5%. Exceptions to this general rule include ripple-
control systems for converters (which are impacted by small
even-order harmonics) and small harmonics at sufficiently
high frequency to produce multiple zero crossing in a wave-
form. (Note that voltage notching due to simultaneous com-
mutation of switching devices can also create multiple zero
crossings.) Such a multiple crossing scenario is shown in
Fig. 40.7 and represents a 60 Hz waveform plus a 1% voltage
harmonic at 3000 Hz.

Converters that have a time-limited firing signal can directly
suffer from excessive voltage distortion. For a six-pulse
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FIGURE 40.7 Multiple zero crossings.

converter, a maximum time of 1/(6×60) seconds is available to
turn on a switching device. Similarly, for a 12-pulse converter,
a maximum of 1/(12×60) is available to turn on a switching
device. Considering that all switching devices have a short (but
non-zero) turn-on time, manufacturers tend to design drive
circuits that bring up the firing pulse for a limited amount of
time. If, for example, a firing pulse is maintained for 100 μs,
the device must begin conduction in that time. In situations
where voltage distortion is excessive, the device to be switched
could be reverse biased during the first several milliseconds of
the time available for device firing during which time conduc-
tion cannot begin. If the firing signal is removed before the
certain classes of switching devices are correctly biased, con-
duction will not begin at all. This situation, commonly called
a “misfire,” can lead to equipment mis-operation and failure.

Because some switching devices can conduct in both direc-
tions when the firing signal is applied (but only one direction
is intended to carry appreciable current), applying the firing
pulse at a time when the voltage is of the wrong polarity can
destroy the device. Excessive voltage distortion can certainly
lead to such a situation, and manufacturers typically design
products to function only under limited-distortion conditions.

Because of the numerous potential problems with harmonic
currents, standards exist for their control. The IEC goes as
far as to limit the harmonic currents produced by certain
individual pieces of equipment, while the IEEE takes more
“system-level” point of view and prescribes limits for harmonic
currents for a facility as a whole, including one of more har-
monic producing loads. Harmonic standards will be further
discussed in Section 40.4.

40.2.5 Voltage Fluctuations and Flicker

Voltage flicker is not directly caused by electronic loads except
in the largest of applications. Voltage fluctuations, and the

corresponding light flicker due to them, are usually created by
large power fluctuations at frequencies less than about 30 Hz.
In most applications, only

1. Large dc arc furnaces and welders,
2. Reactive power compensators, and
3. Cycloconverters

are potentially problematic. Each of these types of end-use
devices can create large, low-frequency (about 30 Hz or less)
variations in the system voltage, and can therefore lead to
voltage flicker complaints. At this time, the IEEE prescribes
a “flicker curve” based originally on research conduction by
General Electric. The IEC, however, has adopted a different
methodology that can consider voltage fluctuations and flicker
that are more complex than those considered by the IEEE
flicker curve.

Most equipment is not sensitive to the voltage fluctua-
tions that cause flicker complaints. The change in output of
incandescent lamps as viewed by human observers becomes
objectionable at levels of change around 0.3%, but electronic
equipment will not be affected at all. Because most utility
supply companies limit voltage fluctuations, regardless of the
frequency of repetition, to less than a few percent, equipment
malfunction or damage due to flicker is very rare. Figures 40.8
and 40.9 show plots of single-cycle rms voltage fluctuations
due to large dc welders and arc furnaces, respectively; it is
clear that the magnitude of the fluctuations are well above the
level that could impact equipment. The waveform in Fig. 40.8
probably would generate numerous light-flicker complaints,
whereas the waveform in Fig. 40.9 probably would not. Neither
would disrupt equipment.

Due to the advances in power electronics that have offered
devices with higher power ratings, reactive compensation
systems have been developed to compensate for voltage
fluctuations by adding or removing reactive power from
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FIGURE 40.8 Single-cycle rms voltage fluctuations due to a large dc welder.
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FIGURE 40.9 Single-cycle rms voltage fluctuations due to a large dc arc furnace.

the supply circuit. These devices have allowed large flicker-
producing loads like arc furnaces to be served from utility
circuits that, without the compensator, could not serve the
load. However, because the compensators can so directly
impact system voltage, they can create flicker problems if they
are not properly applied and controlled.

40.2.6 Transients

Transients, especially in the voltage supply, can create numer-
ous power quality problems. The major sources of transients
are

1. Lightning,
2. Utility circuit switching and fault clearing,

3. Capacitor switching, and
4. Load switching.

Lightning events can create the most severe overvoltages, but
these transients decay rapidly. A typical lightning transient
has decayed to zero in a few hundred microseconds, but it
can reach a peak magnitude of several hundred percent if not
controlled with surge suppression devices. Other categories of
transients associated with power system switching are much
smaller in magnitude (typically less than 200%), but last in
the order of several hundred milliseconds. Considering the
energy available in a transient, therefore, there is a consider-
able overlap in the range of severity of lightning and switching
transients. It is the available energy that typically determines
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FIGURE 40.10 Capacitor switching transient.

whether or not an equipment will be affected or damaged.
Figure 40.10 shows a capacitor switching transient on a low-
voltage (480 V) circuit. The magnitude and duration of the
event are quite clear.

Transients such as those shown in Fig. 40.10 are gener-
ally sufficient to cause nuisance trips of electronic loads like
adjustable speed drives. For these types of loads, the protec-
tion system settings are usually very tight due to the use of
sensitive switching devices. Overcurrent and overvoltage set-
tings of 120% are not uncommon. For a transient similar to
that shown in Fig. 40.10, there is sufficient overvoltage for very
large currents to flow through any conducting switching device
to the drive’s dc bus. The device’s protection system see these
overcurrents as a fault, and trip the drive. Similarly, the over-
voltage at the terminals can be passed through to the dc bus
and accumulate, where the drive may trip due to overvoltge on
the dc bus.

40.2.7 Monitoring and Measurement

To consider or be able to diagnose power quality related prob-
lems, it is imperative to be able to measure various power
quality parameters. Several different categories of monitoring
and measurement equipment exist for these purposes, with
costs ranging from a few hundred dollars to $10,000–20,000
for fully equipped disturbance analyzer.

The most basic category of power quality measurement tool
is the handheld voltmeter. It is important that the voltmeter
be a true-rms meter, or erroneous readings will be obtained
that incorrectly suggest low or high voltage when harmonics
are present in the signal. It is especially important to have

true rms capability when measuring currents; voltage distor-
tion is not typically severe enough to create large errors in the
readings of non-true rms meters. Virtually all major measure-
ment equipment vendors offer true rms meters, with the costs
starting around $100.

The next step up from the basic voltmeter is a class of instru-
ments that have come to be called “power quality analyzers.”
These instruments are handheld and battery powered. These
instruments can measure and display various power quality
indices, especially those that relate to harmonics like THD,
etc. and can also display the input waveform. Newer models
feature 20 MHz (and higher) bandwidth oscilloscopes, inrush
measurements, time trending, and other useful features. Man-
ufacturers such as Fluke, Dranetz, BMI, and Tektronix offer
these types of instruments for around $2000.

In most power quality investigations, it is not possible to
use handheld equipment to collect sufficient data to solve
the problem. Most power quality problems are intermittent
in nature, so some type of long-term monitoring is usually
required. Various recorders are available that can measure
and record voltage, current, and power over user-defined
time period. Such recorders typically cost in the order of
$3000–10,000. More advanced long-term monitors can record
numerous power quality events and indices, including tran-
sients, harmonics, sags, flicker, etc. These devices, often called
“line disturbance analyzers”, typically cost between $10,000 and
$20,000.

It is important to use the right instrument to measure the
phenomenon that is suspected of causing the problem. Some
meters record specific parameters, while others are more flex-
ible. With this flexibility comes an increased learning curve
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for the user, so it is important to spend time on them before
going out to monitor, to make sure all aspects and features of
the equipment are understood.

It is equally important to measure in the correct location.
The best place to measure power quality events is at the
equipment terminals that is experiencing problems. With expe-
rience, an engineer can evaluate the waveforms recorded at the
equipment terminals and correlate them to events and causes
elsewhere in the power system. In general, the farther away
from the equipment location the monitoring takes place, the
more difficult is to diagnose a problem.

40.3 Reactive Power and Harmonic
Compensation

The previous section specifically identified harmonics as a
potential power quality problem. In that discussion, it was
pointed out that non-linear loads such as adjustable speed
drives create harmonic currents, and when these currents flow
through the impedances of the power supply system, har-
monic voltages are produced. While harmonic currents have
secondary (in most cases) negative impacts, it is these har-
monic voltages that can be supplied to other load equipment
(and disrupt operation) that are of primary concern. Having
parallel or series resonant conditions present in the electrical
supply system can quickly exacerbate the problem.

40.3.1 Typical Harmonics Produced
by Equipment

In theory, most harmonic currents follow the “1/n” rule where
n is the harmonic order (180 Hz = 3×60; n = 3). Also in the-
ory, most harmonic currents in three-phase systems are not
integer multiples of three. Finally, in theory, harmonic currents
are not usually even-order integer multiples of the fundamen-
tal. In practice, none of these statements are completely true
and using any of them “exactly” could lead to either over- or
under-conservatism depending on many factors. Consider the
following examples:

1. Switched-mode power supplies, such as found in tele-
visions, personal computers, etc. often produce a third-
harmonic current that is nearly as large (80–90%) as
the fundamental frequency component.

2. Unbalance in voltages supplied to a three-phase con-
verter load will lead to the production of even-order
harmonics and, in some extreme cases, establish a pos-
itive feedback situation leading to stability problems.

3. Arcing loads, particularly in the steel industry, gen-
erate significant harmonics of all orders, including
harmonics that are not integer multiples of the power
frequency.

TABLE 40.2 Typical harmonic spectra of load equipment

Harmonic Switched-mode Fluorescent Six-pulse dc Six-pulse ac
no. power supply lamp drive drive

1 100.0 100.0 100.0 100.0
2 0.7 1.0 4.8 1.1
3 91.9 12.6 1.2 3.9
4 1.0 0.3 1.5 0.5
5 80.2 1.8 33.6 82.8
6 1.3 0.1 0.0 1.7
7 64.8 0.7 1.6 77.5
8 1.4 0.1 1.7 1.2
9 47.7 0.5 0.4 7.6
10 1.0 0.1 0.3 0.7
11 30.8 0.2 8.7 46.3
12 0.8 0.1 0.0 1.0
13 16.0 0.2 1.2 41.2
14 0.4 0.0 1.3 0.2
15 5.0 0.1 0.3 5.7
16 0.1 0.1 0.2 0.3
17 4.0 0.2 4.5 14.2
18 0.3 0.1 0.0 0.4
19 7.2 0.1 1.3 9.7
20 0.4 0.2 1.1 0.4
21 7.7 0.2 0.3 2.3
22 0.4 0.1 0.3 0.5
23 6.2 0.1 2.8 1.5
24 0.2 0.0 0.0 0.5
25 4.0 0.1 1.2 2.5

4. Cycloconverters produce dominant harmonics that are
integer multiples of the power frequency, but they
also produce sideband components at frequencies that
are not integer multiples of the power frequency. In
some control schemes, the amplitudes of the sideband
components can reach damaging levels.

Table 40.2 gives the magnitudes, in percent of fundamen-
tal, of the first 25 (integer) harmonics for a single-phase
switched-mode power supply, a single-phase fluorescent lamp,
a three-phase (six-pulse) dc drive, and a three-phase (six-pulse,
no input choke) ac drive. Together, these load types repre-
sent the range of harmonic sources in power systems. Note
that seemingly minor changes in parameter values and control
methods can have significant impacts on harmonic current
generation; the values given here are on the conservative side
of “typical.”

40.3.2 Resonance

Considering only the harmonic current spectra given in
Table 40.2, it would appear that a large number of harmonic-
related power quality problems are on the verge of appearing.
In reality, most current drawn by many residential, commer-
cial, and industrial customers is of the fundamental frequency;
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the amplitudes of the individual harmonic currents, in percent
of the total fundamental current, are often much less than that
shown in Table 40.2. For this reason, end-use locations employ-
ing non-linear loads often do not lead directly to significant
voltage distortion problems. A parallel resonance in the power
supply system, however, changes the picture entirely.

Series and parallel resonance exist in any ac power supply
network that contains inductance(s) and capacitance(s). The
following simple (but usable) definitions apply:

1. Series resonance occurs when the impedance to current
flow at a certain frequency (or frequencies) is low.

2. Parallel resonance occurs when the impedance to cur-
rent flow at a certain frequency (or frequencies) is
high.

For a given harmonic-producing load that generates harmon-
ics at frequencies that correspond to parallel resonance in the
supply system, even small currents at the resonant frequencies
can produce excessive voltages at these same frequencies. The
principle of series resonance, however, is usually exploited to
reduce harmonics in power systems by providing intentionally
low impedance paths to ground.

In many cases, end-users will install power factor correc-
tion capacitors in order to minimize reactive power charges by
the supply utility. In most cases, these capacitors are located
on the customer’s low-voltage supply buses and are therefore
in parallel with the service transformer. In most cases where
the power factor correction capacitors are sized to provide a
net power factor (at the service entrance) to 0.85(lag)–1.0, the
parallel resonance occurs somewhere between the fifth and
nineth harmonic. Considering Table 40.2, it is apparent that a
large number of loads produce harmonics at these frequencies,
and the amplitudes can be significant. Even a small increase
in impedance at these frequencies due to resonance can lead
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FIGURE 40.11 Driving point impedance.

to unacceptable voltages being produced at these same fre-
quencies. Figure 40.11 shows and example plot of impedance
looking into a utility supply system when a typically-sized
capacitor bank has been installed to improve overall plant
power factor.

From Fig. 40.11, it is clear that 1.0 A at the 9th harmonic
will produce at least 150 times more voltage drop than would
be produced by the same 1.0 A if it were at the fundamen-
tal frequency. A look back at the Table 40.2 shows the clear
potential for problems. Fortunately, the series resonance prin-
ciple can be used to provide a low-impedance path to ground
for the harmonic currents and thus reduce the potential for
problematic voltage distortion.

Since capacitors are required to produce parallel resonance,
it is often a “cheap fix” to slightly modify the capacitor to
include a properly sized series reactor and create filter. This
filter approach, designed based on the series resonance concept,
is usually the most cost-effective means to control harmonic
voltage distortion.

40.3.3 Harmonic Filters

Harmonic filters come in many “shapes and sizes.” In general,
harmonic filters are “shunt” filters because they are connected
in parallel with the power system and provide low impedance
paths to ground for currents at one or more harmonic frequen-
cies. For power applications, shunt filters are almost always
more economical than series filters (like those found in many
communications applications) for the following reasons:

1. Series components must be rated for the full cur-
rent, including the power frequency component. Such
a requirement leads to larger component sizes and
therefore costs.
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2. Shunt filter components generally must be rated for
only part of the system voltage (usually with respect to
ground). Such requirements lead to smaller component
sizes and therefore costs.

Shunt filters are designed (or can be purchased) in three
basic categories as follows:

1. Single-tuned filters,
2. Multiple- (usually limited to double) tuned filters, and
3. Damped filters (of first-, second-, or third- order, or

newer “c-type”).

The single- and double-tuned filters are usually used to fil-
ter specific frequencies, while the damped filters are used to
filter a wide range of frequencies. In applications involving
small harmonic producing loads, it is often possible to use
one single-tuned filter (usually tuned near the fifth harmonic)
to eliminate problematic harmonic currents. In large applica-
tions, like those associated with arc furnaces, multiple tuned
filters and a damped filter are often used. Equivalent circuits
for single- and double-tuned filters are shown in Fig. 40.12.
Equivalent circuits for first, second, third, and “c-type” damped
filters are shown in Fig. 40.13.

A plot of the impedance as a function of frequency for a
single-tuned filter is shown in Fig. 40.14. The filter is based
on a 480 V, 300 kvar (three-phase) capacitor bank and is tuned
to the 4.7th harmonic with a quality factor, Q, of 150. Note
that the quality factor is a measure of the “sharpness” of the
tuning and is defined as X/R where X is the inductive reactance
for the filter inductor at the (undamped) resonant frequency;
typically 50<Q<150 for tuned filters.

A plot of impedance as a function of frequency for a second-
order damped filter is shown in Fig. 40.15. This filter is based
on a 480 V, 300 kvar capacitor bank and is tuned to the 12th
harmonic. The quality factor is chosen to be 1.5. Note that the
quality factor for damped filters is the inverse of the definition

(a) (b)

FIGURE 40.12 Harmonic filters: (a) single-tuned and (b) double-
tuned.

(a) (b) (c) (d)

FIGURE 40.13 Damped filters: (a) first-order; (b) second-order;
(c) third-order; and (d) C-type.

for tuned filters; Q=R/X where X is the inductive reactance at
the (undamped) resonant frequency. Typically, 0.5<Q<1.5 for
damped filters.

In most cases, it is common to tune single-tuned filter banks
to slightly below (typically around 5%) the frequency of the
harmonic to be removed. The reasons for this practice are as
follows:

1. For a low-resistance series resonance filter that is
exactly tuned to a harmonic frequency, the filter bank
will act as a sink to all harmonics (at the tuned
frequency) in the power system, regardless of their
source(s). This action can quickly overload the filter.

2. All electrical components have some non-zero temper-
ature coefficient, and capacitors are the most temper-
ature sensitive component in a tuned filter. Because
most capacitors have a negative temperature coefficient
(capacitance decreases and therefore tuned frequency
increases with temperature), tuning slightly lower than
the desired frequency is desirable.

Damped filters are typically used to control higher-order
harmonics as a group. In general, damped filters are tuned
in between the corresponding pairs of harmonics (11th and
13th, 17th and 19th, etc.) to provide the maximum harmonic
reduction at those frequencies while continuing to serve as a
(not quite as effective) filter bank for frequencies higher than
the tuned frequency. Because damped filters have significantly
higher resistance than single- or double-tuned filters, they are
usually not used to filter harmonics near the power frequency
so that filter losses can be maintained at low values.

40.4 IEEE Standards

The IEEE has produced numerous standards relating to the
various power quality phenomena discussed in Section 40.2.
Of these many standards, the one most appropriate to power
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FIGURE 40.14 Single-tuned filter frequency response.
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FIGURE 40.15 Second-order damped filter frequency response.

electronic equipment is IEEE Standard 519-1992. This stan-
dard is actually a “recommended practice,” which means that
the information contained within represents a set of “recom-
mendations,” rather than a set of “requirements.” In practice,
this seemingly small difference in wording means that the har-
monic limits prescribed are merely suggested values; they are
not (nor were they ever intended) to be absolute limits that
could not be exceeded.

Harmonic control via IEEE 519-1992 is based on the con-
cept that all parties use and pay for the public power supply
network. Due to the nature of utility company rate structures,
end-users that have a higher demand pay more of the total
infrastructure cost through higher demand charges. In this
light, IEEE 519-1992 allows these larger end-users to produce

a greater percentage of the maximum level of harmonics that
can be absorbed by the supply utility before voltage distortion
problems are encountered. Because the ability for a harmonic
source to produce voltage distortion is directly dependent on
the supply system impedance upon the point where distortion
is to be evaluated, it is necessary to consider both

1. The size of the end-user and
2. The strength (impedance) of the system

at the same time in order to establish meaningful limits for
harmonic emissions. Furthermore, it is necessary to estab-
lish tighter limits in higher voltage supply systems than lower
voltage because the potential for more widespread problems
associated with high-voltage portions of the supply system.
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Unlike limits set forth in various IEC Standards, IEEE 519-
1992 established the “point of common coupling,” or PCC as
the point at which harmonic limits shall be evaluated. In most
cases (recall that IEEE 519-1992 is a “recommended practice”),
this point will be:

1. In the supply system owned by the utility company,
2. The closest electrical point to the end-user’s premises,

and
3. As in (2), but further restricted to points where other

customers are (or could be in the future) provided with
electric service.

In this context, IEEE 519-1992 harmonic limits are designed
for an entire facility and should not be applied to individual
pieces of equipment without great care.

Because the PCC is used to evaluate harmonic limit com-
pliance, the system strength (impedance) is measured at this
point and is described in terms of available (three-phase)
short-circuit current. Also, the end-user’s maximum average
demand current is evaluated at this point. Maximum demand
is evaluated based on one of the following:

1. The maximum value of the 15 or 30 minute average
demand, usually considering the previous 12 month’s
billing history or

2. The connected kVA or horsepower, perhaps multiplied
by a diversity factor.

The ratio of ISC to IL , where ISC is the available fault cur-
rent and IL is the maximum demand current, implements the
founding concept of IEEE 519-1992: larger end-users can cre-
ate more harmonic currents, but the specific level of current
that any end-user may produce is dependent on the strength
of the system at the PCC. Tables 40.3–40.5 show the harmonic
current limits in IEEE 519-1992 for various voltage levels.

In general, it is the responsibility of the end-user to insure
that their net harmonic currents at the PCC do not exceed the
values given in the appropriate table. In some cases, usually

TABLE 40.3 Current distortion limits for general distribution systems,
120 V–69 kV

Maximum harmonic current distortion in percent of IL

ISC /IL <11 11 ≤ h < 17 17 ≤ h < 23 23 ≤ h < 35 h ≥ 35 TDD

<201 4.0 2.0 1.5 0.6 0.3 5.0
20<50 7.0 3.5 2.5 1.0 0.5 8.0
50<100 10.0 4.5 4.0 1.5 0.7 12.0
100<1000 12.0 5.5 5.0 2.0 1.0 15.0
≥1000 15.0 7.0 6.0 2.5 1.4 20.0

Individual harmonic order h (odd harmonics).
Even harmonics are limited to 25% of the odd harmonic limits above.
Current distortions that result in a dc offset are not allowed.
1All power generation equipment is limited to these values of current
distortion regardless of the value of ISC /IL .

TABLE 40.4 Current distortion limits for general subtransmission
systems, 69.001–161 kV

Maximum harmonic current distortion in percent of IL

ISC /IL <11 11 ≤ h < 17 17 ≤ h < 23 23 ≤ h < 35 h ≥ 35 TDD

<201 2.0 1.0 0.75 0.3 0.15 2.5
20<50 3.5 1.75 1.25 0.5 0.25 4.0
50<100 5.0 2.25 2.0 0.75 0.35 6.0
100<1000 6.0 2.75 2.5 1.0 0.5 7.5
≥1000 7.5 3.5 3.0 1.25 0.7 10.0

Individual harmonic order h (odd harmonics).
Even harmonics are limited to 25% of the odd harmonic limits above.
Current distortions that result in a dc offset are not allowed.
1All power generation equipment is limited to these values of current
distortion regardless of the value of ISC /IL .

TABLE 40.5 Current distortion limits for general transmission systems,
>161 kV

Maximum harmonic current distortion in percent of IL

ISC /IL <11 11 ≤ h < 17 17 ≤ h < 23 23 ≤ h < 35 h ≥ 35 TDD

<501 2.0 1.0 0.75 0.3 0.15 2.5
≥50 3.0 1.5 1.15 0.45 0.22 3.75

Individual harmonic order h (odd harmonics).
Even harmonics are limited to 25% of the odd harmonic limits above.
Current distortions that result in a dc offset are not allowed.
1All power generation equipment is limited to these values of current
distortion regardless of the value of ISC /IL .

TABLE 40.6 Voltage distortion limits

Bus voltage at PCC Individual harmonic Total voltage
magnitude (%) distortion (THD in %)

≤69 kV 3.0 5.0
69.001–161 kV 1.5 2.5
>161 kV 1.0 1.5

associated with parallel resonance involving a utility-owned
capacitor bank, it is possible that all customers will be within
the prescribed limits, but voltage distortion problems exist. In
these cases, it is generally the responsibility of the supply utility
to insure that excessive voltage distortion levels are not present.
The harmonic voltage limits that are recommended for utility
companies are given in Table 40.6.

40.5 Conclusions

In this chapter, various power quality phenomena have been
described, with particular focus on the implications on power
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electronic converters and equipment. While one popular opin-
ion “blames” power electronic equipment for “causing” most
power quality problems, it is quite clear that power electronic
converter systems can play an equally-important role in reduc-
ing the impact of power quality problems. While it is true that
power electronic converters and systems are the major cause of
harmonic-related problems, the application (in general terms)
of IEEE 519-1992 limits for current and voltage harmonics
has led to the reduction, elimination, and prevention of most
harmonics problems. Other power quality phenomena, like
grounding, sags, and voltage flicker, are most often completely
unrelated to power electronic systems. In reality, advances in
power electronic circuits and control algorithms are making
it more possible to control these events and minimize the
financial impacts of the majority of power quality problems.
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41.1 Introduction

The growing number of power electronics-based equipment
has produced an important impact on the quality of electric
power supply. Both high power industrial loads and domestic
loads cause harmonics in the network voltages. At the same
time, much of the equipment causing the disturbances is quite
sensitive to deviations from the ideal sinusoidal line voltage.
Therefore, power quality problems may originate in the system
or may be caused by the consumer itself. Moreover, in the
last years the growing concern related to power quality comes
from:

• Consumers that are becoming increasingly aware of the
power quality issues and being more informed about the
consequences of harmonics, interruptions, sags, switch-
ing transients, etc. Motivated by deregulation, they are
challenging the energy suppliers to improve the quality
of the power delivered.

• The proliferation of load equipment with microprocessor-
based controllers and power electronic devices which are
sensitive to many types of power quality disturbances.

• Emphasis on increasing overall process productivity,
which has led to the installation of high-efficiency
equipment, such as adjustable speed drives and power
factor correction equipment. This in turn has resulted
in an increase in harmonics injected into the power

system, causing concern about their impact on the system
behavior.

For an increasing number of applications, conventional
equipment is proving insufficient for mitigation of power qual-
ity problems. Harmonic distortion has traditionally been dealt
with the use of passive LC filters. However, the application of
passive filters for harmonic reduction may result in parallel
resonances with the network impedance, over compensation
of reactive power at fundamental frequency, and poor flexibil-
ity for dynamic compensation of different frequency harmonic
components.

The increased severity of power quality in power networks
has attracted the attention of power engineers to develop
dynamic and adjustable solutions to the power quality prob-
lems. Such equipment, generally known as active filters, are
also called active power line conditioners, and are able to
compensate current and voltage harmonics, reactive power,
regulate terminal voltage, suppress flicker, and to improve volt-
age balance in three-phase systems. The advantage of active
filtering is that it automatically adapts to changes in the net-
work and load fluctuations. They can compensate for several
harmonic orders, and are not affected by major changes in net-
work characteristics, eliminating the risk of resonance between
the filter and network impedance. Another plus is that they
take up very little space compared with traditional passive
compensators.

Copyright © 2007, 2001, Elsevier Inc.
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41.2 Types of Active Power Filters

The technology of active power filter has been developed
during the past two decades reaching maturity for harmon-
ics compensation, reactive power, and voltage balance in ac
power networks. All active power filters are developed with
pulse width modulated (PWM) converters (current-source
or voltage-source inverters). The current-fed PWM inverter
bridge structure behaves as a non-sinusoidal current source to
meet the harmonic current requirement of the non-linear load.
It has a self-supported dc reactor that ensures the continuous
circulation of the dc current. They present good reliability,
but have important losses and require higher values of parallel
capacitor filters at the ac terminals to remove unwanted cur-
rent harmonics. Moreover, they cannot be used in multilevel
or multistep modes configurations to allow compensation in
higher power ratings.

The other converter used in active power filter topologies is
the PWM voltage-source inverter (PWM-VSI). This converter
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IS IL

IC

Active Filter

Vdc

Non-Linear
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IS IL

Active Filter

Vdc

VAF

(a) (b)
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Series Active
Filter

Vdc

VAF
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Shunt Passive
Filter
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FIGURE 41.1 Active power filter topologies implemented with PWM-VSI: (a) shunt active power filter; (b) series active power filter; and (c) hybrid
active power filter.

is more convenient for active power filtering applications since
it is lighter, cheaper, and expandable to multilevel and multi-
step versions, to improve its performance for high power rating
compensation with lower switching frequencies. The PWM-
VSI has to be connected to the ac mains through coupling
reactors. An electrolytic capacitor keeps a dc voltage constant
and ripple free.

Active power filters can be classified based on the type of
converter, topology, control scheme, and compensation char-
acteristics. The most popular classification is based on the
topology such as shunt, series, or hybrid. The hybrid configu-
ration is a combination of passive and active compensation.
The different active power filter topologies are shown in
Fig. 41.1.

Shunt active power filters (Fig. 41.1a) are widely used to
compensate current harmonics, reactive power, and load cur-
rent unbalanced. It can also be used as a static var generator
in power system networks for stabilizing and improving volt-
age profile. Series active power filters (Fig. 41.1b) is connected
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before the load in series with the ac mains, through a coupling
transformer to eliminate voltage harmonics and to balance and
regulate the terminal voltage of the load or line. The hybrid
configuration is a combination of series active filter and pas-
sive shunt filter (Fig. 41.1c). This topology is very convenient
for the compensation of high power systems, because the rated
power of the active filter is significantly reduced (about 10% of
the load size), since the major part of the hybrid filter consists
of the passive shunt LC filter used to compensate lower-
order current harmonics and reactive power at fundamental
frequency.

Due to the operation constraint, shunt or series active power
filters can compensate only specific power quality problems.
Therefore, the selection of the type of active power filter to
improve power quality depends on the source of the problem
as can be seen in Table 41.1.

The principles of operation of shunt, series, and hybrid
active power filters are described in the following sections.

TABLE 41.1 Active filter solutions to power quality problems

Active filter
connection

Load on ac supply AC supply on load

Shunt Current harmonic filtering

Reactive current compensation

Current unbalance

Voltage flicker

Series Current harmonic filtering Voltage sag/swell

Reactive current compensation Voltage unbalance

Current unbalance Voltage distortion

Voltage flicker Voltage interruption

Voltage unbalance Voltage flicker

Voltage notching

41.3 Shunt Active Power Filters

Shunt active power filters compensate current harmonics by
injecting equal but opposite harmonic compensating current.
In this case, the shunt active power filter operates as a cur-
rent source injecting the harmonic components generated by
the load but phase shifted by 180◦. As a result, components of
harmonic currents contained in the load current are cancelled
by the effect of the active filter, and the source current remains
sinusoidal and in phase with the respective phase-to-neutral
voltage. This principle is applicable to any type of load con-
sidered as an harmonic source. Moreover, with an appropriate
control scheme, the active power filter can also compensate the
load power factor. In this way, the power distribution system
sees the non-linear load and the active power filter as an ideal
resistor. The compensation characteristics of the shunt active
power filter is shown in Fig. 41.2.

Non-Linear
Load

AC Mains

Active Filter

Vdc

IS IL
Load CurrentSource Current

Lsystem

IC
Compensation

Current

LLoad
Lcoupling

FIGURE 41.2 Compensation characteristics of a shunt active power
filter.

41.3.1 Power Circuit Topologies

Shunt active power filters are normally implemented with
PWM-VSIs. In this type of application, the PWM-VSI oper-
ates as a current-controlled voltage source. Traditionally, two
level PWM-VSI have been used to implement such system
connected to the ac bus through a transformer. This type of
configuration is aimed to compensate non-linear load rated
in the medium power range (hundreds of kVA) due to semi-
conductors rated values limitations. However, in the last years
multilevel PWM-VSIs have been proposed to develop active
power filters for medium voltage and higher rated power appli-
cations. Also, active power filters implemented with multiple
VSIs connected in parallel to a dc bus but in series through a
transformer or in cascade has been proposed in the technical
literature. The different power circuit topologies are shown in
Fig. 41.3.

The use of VSI connected in cascade is an interesting alter-
native to compensate high power non-linear loads. The use
of two PWM-VSI with different rated power allows the use
of different switching frequencies, reducing switching stresses,
and commutation losses in the overall compensation system.
The power circuit configuration of such a system is shown
in Fig. 41.4.

The VSI connected closer to the load compensates for the
displacement power factor and lower frequency current har-
monic components (Fig. 41.5b), while the second compensates
only high-frequency current harmonic components. The first
converter requires higher rated power than the second and can
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FIGURE 41.3 Shunt active power filter topologies implemented with
PWM-VSIs: (a) a three-phase PWM unit and (b) three single-phase units
in parallel to a common dc bus.

operate at lower switching frequency. The compensation char-
acteristics of the cascade shunt active power filter is shown
in Fig. 41.5.

In recent years, there has been an increasing interest in using
multilevel inverters for high power energy conversion, espe-
cially for drives and reactive power compensation. The use
of neutral-point-clamped (NPC) inverters (Fig. 41.6) allows
equal voltage shearing of the series-connected semiconductors
in each phase. Basically, multilevel inverters have been devel-
oped for applications in medium voltage ac motor drives and
static var compensation. For these types of applications, the
output voltage of the multilevel inverter must be able to gen-
erate an almost sinusoidal output current. In order to generate
a near sinusoidal output current, the output voltage should
not contain low-frequency harmonic components.

However, for active power filter applications, the three-level
NPC inverter output voltage must be able to generate an
output current that follows the respective reference current
containing the harmonic and reactive component required by
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FIGURE 41.4 A shunt active power filter implemented with two PWM-
VSI connected in cascade.

the load. Current and voltage waveforms obtained for a shunt
active power filter implemented with a three-level NPC-VSI
are shown in Fig. 41.7.

41.3.2 Control Scheme

The control scheme of a shunt active power filter must cal-
culate the current reference waveform for each phase of the
inverter, maintain the dc voltage constant, and generate the
inverter gating signals. The block diagram of the control
scheme of a shunt active power filter is shown in Fig. 41.8.

The current reference circuit generates the reference cur-
rents required to compensate the load current harmonics and
reactive power, and also try to maintain constant the dc voltage
across the electrolytic capacitors. There are many possibilities
to implement this type of control, and the most popular of
them will be explained in this chapter. Also, the compensation
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FIGURE 41.5 Current waveforms of active power filter implemented
with two PWM-VSI in cascade: (a) load current waveform; (b) current
waveform generated by PWM-VSI no. 1; (c) current waveform generated
by PWM-VSI no. 2; (d) power system current waveform between the
two inverters (THDi = 13.7%); and (e) power system current waveform
(THDi = 4.5%).

effectiveness of an active power filter depends on its ability to
follow with a minimum error and time delay, the reference
signal calculated to compensate the distorted load current.
Finally, the dc voltage control unit must keep the total dc

bus voltage constant and equal to a given reference value. The
dc voltage control is achieved by adjusting the small amount
of real power absorbed by the inverter. This small amount
of real power is adjusted by changing the amplitude of the
fundamental component of the reference current.

41.3.2.1 Current Reference Generation
There are many possibilities to determine the reference current
required to compensate the non-linear load. Normally, shunt
active power filters are used to compensate the displacement
power factor and low-frequency current harmonics generated
by non-linear loads. One alternative to determine the current
reference required by the VSI is the use of the instantaneous
reactive power theory, proposed by Akagi [1], the other one is
to obtain current components in d–q or synchronous reference
frame [2], and the third one to force the system line current
to follow a perfectly sinusoidal template in phase with the
respective phase-to-neutral voltage.

41.3.2.1.1 Instantaneous Reactive Power Theory This con-
cept is very popular and useful for this type of application,
and basically consists of a variable transformation from the a,
b, c, reference frame of the instantaneous power, voltage, and
current signals to the α, β reference frame. The transforma-
tion equations from the a, b, c, reference frame to the α, β

coordinates can be derived from the phasor diagram shown in
Fig. 41.9.

The instantaneous values of voltages and currents in the α,
β coordinates can be obtained from the following equations:

[
vα

vβ

]
= [A] ·

⎡
⎣va

vb

vc

⎤
⎦[iα

iβ

]
= [A] ·

⎡
⎣ia

ib
ic

⎤
⎦ (41.1)

where A is the transformation matrix, derived from Fig. 41.9
and is equal to

[A] =
√

2

3

[
1 −1/2 −1/2
0

√
3/2 −√3/2

]
(41.2)

This transformation is valid if and only if va(t) + vb(t) +
vc(t) is equal to zero, and also if the voltages are balanced
and sinusoidal. The instantaneous active and reactive power
in the α, β coordinates are calculated with the following
expressions:

p(t ) = vα(t ) · iα(t )+ vβ(t ) · iβ(t ) (41.3)

q(t ) = −vα(t ) · iβ(t )+ vβ(t ) · iα(t ) (41.4)

It is evident that p(t) becomes equal to the conventional
instantaneous real power defined in the a, b, c reference frame.
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FIGURE 41.7 Current and voltage waveforms for a shunt active power filter implemented with a three-level NPC-VSI: (a) load current;
(b) compensated system current (THD = 3.5%); (c) current generated by the shunt active power filter; and (d) inverter output voltage.

However, in order to define the instantaneous reactive power,
Akagi introduces a new instantaneous space vector defined by
expression (41.4) or by the vector equation:

q = vαxiβ + vβxiα (41.5)

The vector q is perpendicular to the plane of α, β coordi-
nates, to be faced in compliance with a right-hand rule, vα is
perpendicular to iβ, and vβ is perpendicular to iα. The physical

meaning of the vector q is not “instantaneous power” because
of the product of the voltage in one phase and the current in
the other phase. On the contrary, vαiα and vβiβ in Eq. (41.3)
obviously mean “instantaneous power” because of the product
of the voltage in one phase and the current in the same phase.
Akagi named the new electrical quantity defined in Eq. (41.5)
“instantaneous imaginary power,” which is represented by the
product of the instantaneous voltage and current in different
axes, but cannot be treated as a conventional quantity.
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FIGURE 41.9 Transformation diagram from the a, b, c reference frame
to the α, β coordinates.

The expression of the currents in the α–β plane, as a func-
tion of the instantaneous power is given by the following
equation:

[
iα
iβ

]
= 1

v2
α + v2

β

·
{[

vα vβ

vβ −vα

]
·
[

p
0

]
+
[

vα vβ

vβ −vα

]
·
[

0
q

]}

≡
[

iαp

iβp

]
+
[

iαq

iβq

]
(41.6)

and the different components of the currents in the α–β plane
are shown in the following expressions:

iαp = vαp

v2
α + v2

β

(41.7)

iαq = vβq

v2
α + v2

β

(41.8)

iβp = vβp

v2
α + v2

β

(41.9)

iβq = −vαq

v2
α + v2

β

(41.10)

From Eqs. (41.3) and (41.4), the values of p and q can
be expressed in terms of the dc components plus the ac
components, that is:

p = p̄ + p̃ (41.11)

q = q̄ + q̃ (41.12)

where,

p̄ dc component of the instantaneous power p, and is related
to the conventional fundamental active current.

p̃ is the ac component of the instantaneous power p, it does
not have average value, and is related to the harmonic
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currents caused by the ac component of the instantaneous
real power.

q̄ is the dc component of the imaginary instantaneous power
q, and is related to the reactive power generated by the
fundamental components of voltages and currents.

q̃ is the ac component of the instantaneous imaginary power
q, and it is related to the harmonic currents caused by the
ac component of instantaneous reactive power.

In order to compensate reactive power (displacement power
factor) and current harmonics generated by non-linear loads,
the reference signal of the shunt active power filter must
include the values of p̃, q̄, and q̃. In this case the reference cur-
rents required by the shunt active power filters are calculated
with the following expression:

[
i∗c ,α

i∗c ,β

]
= 1

v2
α + v2

β

·
[

vα vβ

vβ −vα

]
·
[

p̃L

q̄L + q̃L

]
(41.13)

The final compensating currents including the zero
sequence components in a, b, c reference frame are the
following:

⎡
⎢⎣

i∗c ,a

i∗c ,b

i∗c ,c

⎤
⎥⎦ =

√
2

3
·

⎡
⎢⎢⎣

1√
2

1 0
1√
2
−1
2

√
3

2
1√
2
−1
2

−√3
2

⎤
⎥⎥⎦ ·
⎡
⎢⎣
−i0
i∗c ,α

i∗c ,β

⎤
⎥⎦ (41.14)

where the zero sequence current component i0 is equal to 1/
√

3
(ia + ib + ic). The block diagram of the circuit required to
generate the reference currents defined in Eq. (41.14) is shown
in Fig. 41.10.

The advantage of instantaneous reactive power theory is
that real and reactive power associated with fundamental com-
ponents are dc quantities. These quantities can be extracted
with a low-pass filter. Since the signal to be extracted is dc,
filtering of the signal in the α–β reference frame is insensi-
tive to any phase shift errors introduced by the low-pass filter,
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FIGURE 41.10 The block diagram of the current reference generator using p–q theory.

improving compensation characteristics of the active power
filter. The same advantage can be obtained by using the syn-
chronous reference frame method, proposed in [2]. In this case,
transformation from a, b, c axes to d–q synchronous reference
frame is done.

Effects of the Low-pass Filter Design Characteristics in
Compensation Performance
A Butterworth filter is normally used due to the adequate
frequency response. A second-order filter offers an appropri-
ate relation between the transient response and the required
attenuation characteristic. Higher-order filters achieve bet-
ter filtering characteristic, but the settling time is increased.
Since the low-pass filter cannot eliminate completely the low-
frequency harmonic contained in the p and q signals, the shunt
active power filter cannot compensate the entire low-frequency
harmonic contained in the load current. Normally the cut-
off frequency is equal to 127 Hz with an attenuation factor of
15 dB for the first ac component to be eliminated, which means
an 82.2% attenuation of the fifth and seventh harmonic com-
ponents (Fig. 41.11). The expression that relates the system line
current harmonic distortion with the LPF cut-off frequency
and load power factor is shown in Eq. (41.15).

THDisys

=

√
∞∑

h=6k

1

(fn /fc)
4+1

[
((h2+1)/(h2−1))−(1/(h2−1))cos(2ϕ)

]

cos(ϕ)
(41.15)

with k = 1, 2, 3, . . . and fh is the frequency of the harmonic
component of order h, and fc is the LPF cut-off frequency.

Figure 41.12 shows the total harmonic distortion (THD) in
the line currents introduced by the second-order Butterworth
filtering characteristics, as a function of the cut-off frequency,
and considering a 50 Hz ac mains frequency. The harmonic
distortion of the compensated line current depends on the
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FIGURE 41.12 Harmonic distortion of the compensated line current as
a function of the low-pass filter cut-off frequency. PF = cos(ϕ).

load displacement power factor, as shown in Eq. (41.15). If the
cut-off frequency of the low-pass filter is changed, the active
power filter compensation performance is affected as well as
the transient response of the control scheme.

Effects of the Supply Voltage Distortion in Compensation
Performance
One of the most important characteristics of the instantaneous
imaginary power concept is that in order to obtain the current
reference signal required to compensate reactive and harmonic
current components, the system phase-to-neutral voltages are
used. In general, purely sinusoidal voltages are considered in
previously reported analysis. In case voltage is purely sinu-
soidal, the dc component of p and q in the α–β plane are
related with the fundamental components in the real a, b, c
reference system. This is not the case if the system voltages are
distorted or unbalanced, as it is demonstrated below.

It is assumed that the supply voltages have harmonic
distortion, and these are represented by:

va (t ) = V1cos (ωt )+ Vhcos [h (ωt − δh)]

vb (t ) = V1cos

(
ωt − 2π

3

)
+ Vhcos

[
h

(
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FIGURE 41.13 Harmonic distortion in the compensated line current as
a function of the harmonic distortion in the system voltages. PF = cos(ϕ).

vc (t ) = V1cos

(
ωt + 2π

3

)
+ Vhcos

[
h

(
ωt − δh + 2π

3

)]

(41.16)

Since the harmonic voltage component introduces a dc com-
ponent in p and q, compensation performance of the shunt
active power filter is reduced, as shown in Fig. 41.13. The
larger the harmonic distortion in the system voltage is, the
active power filter performance is more affected.

Effects of the Supply Voltage Unbalance in Compensation
Performance
Voltage unbalance also affects the active power filter com-
pensation performance. In this analysis, the phase-to-neutral
voltages of the ac supply are equal to:

va (t ) = V1cos (ωt )

vb (t ) = V1 (1+m) cos

(
ωt − 2π

3

)

vc (t ) = V1 (1−m) cos

(
ωt + 2π

3

)
(41.17)

with 0 < m < 1.
If the low-pass filter is considered as ideal, and the active

filter follows exactly the current references, the compensated
supply current (phase a) is:

iSa = I1cos (ϕ) cos (ωt )+
√

3

3
m [I1sin (ϕ) cos (3ωt )

+I1cos (3ωt − ϕ)] (41.18)
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In this case, the active power filter is not able to fully
compensate the system line current, since compensation
performance depends on the voltage unbalance magnitude.

If the unbalance is defined as a function of the positive and
negative sequence component as:

Va1 = 1

3

[
Va + a2Vb + aVc

]

Va2 = 1

3

[
Va + aVb + a2Vc

]
, a = 1∠120◦

Unbalance = |Va2|
|Va1| =

√
3

3
m

(41.19)

The harmonic distortion is equal to:

THDi =
√

3

3
m (41.20)

The relation between line current harmonic distortion and
voltage unbalance is shown in Fig. 41.14.
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FIGURE 41.14 Harmonic distortion in the compensated line current as
a function of the system voltages unbalance.

Effects of the Time Delay Introduced by the DSP in Compen-
sation Performance
If a DSP is used to derive the reference generation signals,
a time delay, T, associated with the processing time is intro-
duced in the calculation of the reference signals. Considering
a simultaneous sampling, the ac mains compensated line
current with an ideal low-pass filter in the control scheme
(phase a) is:

iSa = I1cos (ωt ) [cos (ϕ)+ sin (ωT )]+
VDC cos (ωt )

+
∞∑

n=2k−1

In [1− cos (nωT )] cos [n (ωt − ϕ)]

+
∞∑

n=2k−1

Insin (nωT ) sin [n (ωt − ϕ)] (41.21)

The time delay introduced by the DSP affects the compen-
sation performance, especially when fast changes are present
in the load current. Nevertheless, when T is small (T > 50 μs),
the effect in compensation performance is negligible.

In four-wire systems, unbalances in the load current also
affect the generation of the adequate current reference signal
that will assure high performance active power filter com-
pensation. This assumption can be proved by considering the
following load currents:

iLa = I1cos (ωt − ϕ)+
∞∑

n=2k−1

Incos [n (ωt − ϕ)]

iLb = I1 (1+ l) cos

(
ωt − ϕ − 2π

3

)

+
∞∑

n=2k−1

In (1+ l) cos

[
n

(
ωt − ϕ − 2π

3

)]

iLc = I1 (1− l) cos

(
ωt − ϕ + 2π

3

)

+
∞∑

n=2k−1

In (1− l) cos

[
n

(
ωt − ϕ + 2π

3

)]

iLN = iLa + iLb + iLc

(41.22)

with 0 < l < 1, k = 1, 2, 3, . . .
Equation (41.23) shows the presence of low-frequency even

harmonics in the active power expression introduced by the
load current unbalanced. These low frequency current com-
ponents forces to reduce the cut-off frequency of the low-pass
filter, close to 100 Hz, which affects the transient response of
the active power filter.

p = 3

2
V1

⎡
⎣I1cos (ϕ)+

∞∑
n=2k−1

Incos [(n + 1) ωt − nϕ]

+
∞∑

m=2k−1

Imcos [(m − 1) ωt −mϕ]

⎤
⎦ with k = 1, 2, 3, . . .

(41.23)

41.3.2.1.2 Synchronous Reference Frame Algorithm The
block diagram of a current reference generator that uses the
synchronous reference frame algorithm is shown in Fig. 41.15.

In this case, the real currents are transformed into a
synchronous reference frame [2]. The reference frame is syn-
chronized with the ac mains voltage, and is rotating at the same
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FIGURE 41.15 The circuit block diagram required to obtain current reference waveforms using the synchronous reference frame theory.

frequency. The transformation is defined by:

[
id
iq

]
=
[

cos (ωt ) sin (ωt )
sin (ωt ) cos (ωt )

] [
iα
iβ

]
(41.24)

As for the instantaneous reactive power theory, d and q terms
are composed by a dc and multiple ac components, such as
id = iddc + idac and iq = iqdc + iqac . The compensation ref-
erence signals are obtained from the following expressions:
idref = −idac and iqref = −iqdc − iqac . The compensated cur-
rents generated by the shunt active power filter are obtained
from Eq. (41.25).

⎡
⎣iaref

ibref

icref

⎤
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√

2

3

⎡
⎢⎢⎣

1√
2

1 0
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2
− 1

2

√
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2
1√
2
− 1

2 −
√

3
2

⎤
⎥⎥⎦
[−1 0 0

0 cos(ωt ) −sin(ωt )
0 sin(ωt ) cos(ωt )

][
i0

idref
iqref

]

(41.25)

One of the most important characteristics of this algorithm
is that the reference currents are obtained directly from the
loads currents without considering the source voltages. This is
an important advantage since the generation of the reference
signals is not affected by voltage unbalance or voltage dis-
tortion, therefore increasing the compensation robustness and
performance. However, in order to transform from the α–β

plane to the d–q synchronous reference frame, sine and cosine
signals synchronized with the respective phase-to-neutral volt-
ages are required. A phase-locked loop (PLL) per each phase,
as the one shown in Fig. 41.16 must be used.

Since the algorithm used to obtain the reference current
presents the same mathematical procedure and operations that
the ones required in the instantaneous reactive power concept,
the effects introduced by the filter and DSP time delay are sim-
ilar. Unbalanced load currents generate a different harmonic
spectrum in the synchronous reference frame, and low-order
harmonic components appear in the reference signal. In order

Phase
Detector

Low-Pass
Filter

Voltage
Controlled
Oscillator

Input Signal
Output Signal

FIGURE 41.16 The PLL circuit block diagram.

to separate these uncharacteristic low-frequency current com-
ponents, the cut-off frequency of the low-pass filter must be
reduced.

41.3.2.1.3 Peak Detection Method There are other possi-
bilities to generate the current reference signal required to
compensate reactive power and current harmonics. Basically,
all the different schemes try to obtain the current refer-
ence signals that include the reactive components required
to compensate the displacement power factor and the cur-
rent harmonics generated by the non-linear load. Figure 41.17
shows another scheme used to generate the current reference
signals required by a shunt active power filter. In this case, the
ac current generated by the inverter is forced to follow the ref-
erence signal obtained from the current reference generator.
In this circuit, the distorted load current is filtered, extract-
ing the fundamental component, il1. The band-pass filter is
tuned at the fundamental frequency (50 or 60 Hz), so that
the gain attenuation introduced in the filter output signal is
zero and the phase-shift angle is 180◦. Thus, the filter out-
put current is exactly equal to the fundamental component of
the load current but phase shifted by 180◦. If the load cur-
rent is added to the fundamental current component obtained
from the second-order band-pass filter, the reference current
waveform required to compensate only harmonic distortion is
obtained. In order to provide the reactive power required by
the load, the current signal obtained from the second-order
band-pass filter Il1 is synchronized with the respective phase-
to-neutral source voltage (see Fig. 41.17) so that the inverter ac
output current is forced to lead the respective inverter output
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FIGURE 41.17 The block diagram of an active power filter control scheme that does not use the instantaneous reactive power concept.

voltage, thereby generating the required reactive power and
absorbing the real power necessary to supply the switching
losses and also to maintain the dc voltage constant.

The real power absorbed by the inverter is controlled by
adjusting the amplitude of the fundamental current reference
waveform, Il1, obtained from the reference current generator.
The amplitude of this sinusoidal waveform is equal to the
amplitude of the fundamental component of the load cur-
rent plus or minus the error signal obtained from the dc
voltage control unit. In this way, the current signal allows
the inverter to supply the current harmonic components, the
reactive power required by the load, and to absorb the small
amount of active power necessary to cover the switching losses
and to keep the dc voltage constant (Fig. 41.18).

The main characteristic of this method is the direct deriva-
tion of the compensating component from the load current,
without the use of any reference frame transformation [1, 2].
Nevertheless, this technique presents a low frequency oscil-
lation problem in the active power filter dc bus voltage. To
improve this technique, a modification of the previous scheme
(Fig. 41.17) is shown in Fig. 41.19. The scheme is necessary for
each phase. The expression for iMa is:

iMa = I1 cos (ϕ)

2
+ I1 cos (2ωt − ϕ)

2

+
∞∑

n=2k−1

In

2

{
cos [(n − 1) ωt − nϕ]

+ cos [(n + 1) ωt − nϕ]
}

(41.26)

with k = 1, 2, 3, . . .

Figure 41.20 shows the current harmonic distortion intro-
duced by the low-pass filter used in the control scheme and
the associated cut-off frequency. The current distortion of
the compensated current depends on the phase angle of the
fundamental load current component.

The supply voltage has no effect on the reference current
generation. Synchronization with the ac mains voltage is the
important issue in this scheme as well as in the synchronous
reference frame theory. Unbalanced loads do not affect the
reference generation. Nevertheless, the method cannot achieve
active power balance in four-wire systems. The control circuit
implementation of the peak detection method is simple and
does not require complex calculation, so the processing time
on a DSP is lower than the required in the two previous imple-
mentations, (T < 10 μs). The use of this method minimizes
the distortion introduced on current harmonics.

Technical Comparison of the Three Different Techniques
In order to validate the effectiveness of the proposed analy-
sis, a common industrial system is considered. The results are
obtained using the previous equations and Matlab simulations
results. The DSP delay introduced is using the processing time
according the DSP ADSP2187. The parameters considered are:

THDiL = 29%

THDV = 5%

cos (ϕ) = 0.87

Unbalance = 3%
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Table 41.2 shows the numeric results:

TABLE 41.2 Results of the considered case

Technique THDiS [%] FP Transient delay td [ms]

PQ 8.2 0.99 8.1
DQ 3.1 0.99 8.1
DPVM 2.3 0.99 56.8

Table 41.3 shows a comparison of the three different tech-
niques analyzed. The effects of the non-ideal conditions are
described for each technique.

In conclusion, it can be mentioned that the compensation
performance of the different techniques is similar under ideal

TABLE 41.3 Comparison of the techniques

Parameter PQ SRF PDM

Load PF required to
achieve full
compensation

PF > 0.3 PF > 0.3 PF > 0.2

Harmonic distortion
voltage effect on the
compensated current.

THDi ≈ THDv 0 0

Unbalanced voltage effect THDi ≈
Unbalance

0 0

Dynamic response under
load changes (in
function of fc , td = 5τ)

Fast (load
balanced)

Fast(load
balanced)

Slow

Capability of load balance Yes (It is necessary
to reduce
cut-off
frequency fc )

Yes (It is necessary
to reduce
cut-off
frequency fc )

No

DSP delay time
introduced

Minimum Minimum ≈ 0
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conditions, but under the presence of unbalanced and voltage
distortion, the synchronous reference frame algorithm presents
the best performance, since it is insensitive to voltage pertur-
bations. It is fundamental to consider adequately the cut-off
frequency in the filter used to extract the ac component in the
different techniques. If the frequency is changed, the compen-
sation performance is affected as well as the transient response
of the control scheme. In four-wire systems, unbalance in the
load current also affects the generations of the adequate cur-
rent reference. Unbalanced load currents generate a different
harmonic spectrum in the dc reference frame, and low-order
harmonic components appear in the reference signal; then the
cut-off frequency of the filter must be reduced.

41.3.2.2 Current Modulator
The effectiveness of an active power filter depends basically on
the design characteristics of the current controller, the method
implemented to generate the reference template and the mod-
ulation technique used. Most of the modulation techniques
used in active power filters are based on PWM strategies. In this
chapter, four of these methods, whose characteristics are their
simplicity and effectiveness, are analyzed: periodical sampling
control, hysteresis band control, triangular carrier control, and
vector control. The first three methods have been tested with
different waveform templates sinusoidal, quasisquare, and rec-
tifier compensation current and were compared in terms of
the harmonic content and distortion at the same switching
frequency [3]. The analysis shows that for sinusoidal current
generation the best method is triangular carrier, followed by
hysteresis band and periodical sampling. For other types of
references, however, one strategy may be better than the oth-
ers. Also it was shown that each control method is affected
in a different way by the switching time delays present in the
driving circuitry and in the power semiconductors.

41.3.2.2.1 Periodical Sampling The periodical sampling
method switches the power transistors of the converter during
the transitions of a square wave clock of fixed frequency (the
sampling frequency). As shown in Fig. 41.21, this type of con-
trol is very simple to implement since it requires a comparator
and a D-type flip-flop per phase. The main advantage of this

QD

flip-flop
CLK

+
I_line

I_ref
PWM

sampling clock

−

FIGURE 41.21 Control modulator block for periodical sampling
method.

method is that the minimum time between switching transi-
tions is limited to the period of the sampling clock. However,
the actual switching frequency is not clearly defined.

41.3.2.2.2 Hysteresis band The hysteresis band method
switches the transistors when the current error exceeds a fixed
magnitude: the hysteresis band. As can be seen in Fig. 41.22,
this type of control needs a single comparator with hystere-
sis per phase. In this case the switching frequency is not
determined, but it can be estimated.

hysteresis band adjust

PWM
I_line

I_ref
+

−

FIGURE 41.22 Control modulator block for hysteresis band.

41.3.2.2.3 Triangular Carrier The triangular carrier method,
shown in Fig. 41.23, compares the current error with fixed
amplitude and fixed frequency triangular wave (the triangular
carrier). The error is processed through a proportional-
integral (PI) gain stage before the comparison with the tri-
angular carrier takes place. As can be seen, this control scheme
is more complex than the periodical sampling and hysteresis
band. The values for the PI control gain kp and ki deter-
mine the transient response and steady-state error of the
triangular carrier method. It was found empirically that the
values for kp and ki shown in Eqs. (41.27) and (41.28) give a
good dynamic performance under transient and steady-state
operating conditions.

k∗p =
(L + Lo) · ωc

2Vdc
(41.27)

k∗i = ωc k∗p (41.28)

where L+Lo is the total series inductance seen by the converter,
ωc is the triangular carrier frequency, whose amplitude is one
volt peak-peak, and Vdc is the dc supply voltage of the inverter.

kp + ki/s
+
− PWM

V_tri

I_line

I_ref

I_err

+

−

FIGURE 41.23 Control modulator block for triangular carrier method.
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41.3.2.2.4 Vector Control Technique This current control
technique proposed in [4] divides the α–β reference frame
of currents and voltages in six regions, phase shifted by 30◦
(Fig. 41.24), identifies the region where the current vector error

i is located, and selects the inverter output voltage vector Vinv

that will force 
i to change in the opposite direction, keeping
the inverter output current close to the reference signal.

Figure 41.25 shows the single-phase equivalent circuit of the
shunt active power filter connected to a non-linear load and
to the power supply.

The equation that relates the active power filter currents and
voltages is obtained by applying Kirchhoff law to the equivalent
circuit shown in Fig. 41.25:

Vinv = L
digen

dt
+ E0 (41.29)

The current error vector 
i is defined by the following
expression:


i = iref − igen (41.30)

α

β

1

2

3

4

5

6

V1

V2

V3

V4

V5

V6

α

β

I

II

IIIIV

V

VI

(a) (b)

FIGURE 41.24 The hexagons defined in the α–β reference frame by the
current control scheme: (a) the hexagon defined by the inverter output
current vector and (b) the hexagon defined by the inverter output voltage
vector.

Active Power
Filter

Non-linear
Load

Power
Supply

Ls

LL

Vinv

E0

Igen

FIGURE 41.25 The single-phase equivalent circuit of a shunt active
power filter connected to the power system.

where iref represents the inverter reference current vector
defined by the instantaneous reactive power concept. By
replacing Eq. (41.30) in Eq. (41.29):

Vinv = L
d

dt
(iref −
i)+ E0 ⇒ L

d
i

dt
= L

diref

dt
+ E0 − Vinv

(41.31)

If E = L(diref /dt )+ E0 then Eq. (41.31) becomes

L
d
i

dt
= E − Vinv (41.32)

Equation (41.32) represents the active power filter state
equation and shows that the current error vector variation
d
i/dt is defined by the difference between the fictitious volt-
age vector E and the inverter output voltage vector Vinv. In
order to keep d
i/dt close to zero, Vinv must be selected
near E0.

The selection of the inverters’ gating signals is defined by the
region in which 
i is located and by its amplitude. In order
to improve the current control accuracy and associate time
response, depending on the amplitude of 
i the following
actions are defined:

– if 
i≤ δ the gating signals of the inverter are not changed,
– if h ≤ 
i ≤ δ, the inverter gating signals are defined

following Mode a,
– if 
i > h, the inverter gating signals are defined following

Mode b;

where δ and h are reference values that define the accuracy and
the hysteresis window of the current control scheme.

41.3.2.2.5 Mode a: Small Changes in 
i (h ≤ 
i ≤ δ) The
selection of the inverter switching Mode a can be explained
with the following example. Assuming that the voltage vector E
is located in region I (Fig. 41.26a) and the current error vector

i is in region 6 (Fig. 41.26b), the inverter voltage vectors,
Vinv, located closest to E are V1 and V2. The vectors E−V2 and
E−V1 define two vectors Ld
i/dt, located in region III and
V respectively, as shown in Fig. 41.26a, so in order to reduce
the current vector error 
i, Ld
i/dt must be located in region
III. Thus the inverter output voltage has to be equal to V1. In
this way 
i will be forced to change in the opposite direction
reducing its amplitude faster. By doing the same analysis for
all the possible combinations, the inverter switching modes for
each location of 
i and E can be defined (Table 41.4).

Vk represents the inverter switching functions defined in
Table 41.5.

41.3.2.2.6 Mode b: Large Changes in 
i (
i > h) If 
i
becomes larger than h in a transient state, it is necessary to
choose the switching mode in which the d
i/dt has the largest



1208 L. Morán and J. Dixon
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FIGURE 41.26 Selection of the inverter switching pattern according to
the region where 
i and E are located: (a) the regions where Ld
i/dt are
located (b) the region where 
i is located.

TABLE 41.4 Inverter switching modes

E region 
i region

1 2 3 4 5 6

I V1 V2 V2 V0 − V7 V0 − V7 V1
II V2 V2 V3 V3 V0 − V7 V0 − V7
III V0 − V7 V3 V3 V4 V4 V0 − V7
IV V0 − V7 V0-V7 V4 V4 V5 V5
V V6 V0 − V7 V0 − V7 V5 V5 V6
VI V1 V1 V0 − V7 V0 − V7 V6 V6

TABLE 41.5 Relationship between switching function and inverter
output voltage

k Switch on
phase a

Switch on
phase b

Switch on
phase c

Inverter output voltage Vk

0 4 6 2 0
1 1 6 2 2

3 Vdc

2 1 3 2 2
3 Vdc e jπ/3

3 4 3 2 2
3 Vdc e j2π/3

4 4 3 5 2
3 Vdc e jπ

5 4 6 5 2
3 Vdc e j4π/3

6 1 6 5 2
3 Vdc e j5π/3

7 1 3 5 0

opposite direction to 
i. In this case the best inverter out-
put voltage Vinv corresponds to the value located in the same
region of 
i.

The switching frequency may be fixed by controlling the
time between commutations and not applying a new switching
pattern if the time between two successive commutations is
lower than a selected value (t = 1/2fc ).

Figure 41.27 shows the block diagram of the inverter vec-
tor current control scheme implemented in a microcontroller.
In Fig. 41.27 ∗E represents the region where the vector E is
located, ∗
i, the region of 
i, k1 keeps the same value of k
(no commutation in the inverter), k2 selects the new inverter
output voltage from Table 41.4, and k3 selects Vinv in the same
region of 
i.

41.3.2.3 Control Loop Design
Active power filters based on self-controlled dc bus voltage
requires two control loops, one to control the inverter out-
put current and the other to regulate the inverter dc voltage.
Different design criteria have been presented in the techni-
cal literature; however, a classic design procedure using a PI
controller will be presented in this chapter. In general, the
design procedure for the current and voltage loops is based
on the respective time response requirements. Since the tran-
sient response of the active power is determined by the current
control loop, its time response has to be fast enough to follow
the current reference waveform closely. On the other hand, the
time response of the dc voltage does not need to be fast and is
selected to be at least 10 times slower than the current control
loop time response. Thus, these two control systems can be
decoupled and designed as two independent systems.

A PI controller is normally used for the current and the
voltage control loops since it contributes to zero steady-state
error in tracking the reference current and voltage signals,
respectively.

41.3.2.3.1 Design of the Current Control Loop The design
of the current control loop gains depends on the selected cur-
rent modulator. In the case of selecting the triangular carrier
technique, to generate the gating signals, the error between
the generated current and the reference current is processed
through a PI controller, then the output current error is com-
pared with a fixed amplitude and fixed frequency triangular
wave (Fig. 41.23) The advantage of this current modulator
technique is that the output current of the converter has well-
defined spectral line frequencies for the switching frequency
components.

Since the active power filter is implemented with a voltage-
source inverter, the ac output current is defined by the inverter
ac output voltage. The block diagram of the current control
loop for each phase is shown in Fig. 41.28 where
E phase-to-neutral source voltage,
Z(s) impedance of the link reactor,
Ks gain of the converter, and
Gc(s) gain of the controller.

The values of Ks and Gc(s) are given in Eqs. (41.33) and
(41.34).

Ks = Vdc

2ξ
(41.33)
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FIGURE 41.27 The current control block diagram.
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FIGURE 41.28 The block diagram of the current control loop.

Gc (s) = Kp + Ki

s
(41.34)

From Fig. 41.27 and Eq. (41.34), the following expression is
obtained:

Igen =
[
Ks
(
Kp + (Ki/s)

)]/
(Rr + sLr )

1+ [Ks
(
Kp + (Ki/s)

)/
(Rr + sLr )

] Iref

− 1/(Rr + sLr )

1+ (Ks
(
(Kp + Ki/s)

)/
(Rr + sLr )

)E (41.35)

The characteristic equation of the current loop is given by

1+
(
Kps + Ki/s

)
s(Rr + sLr )

(41.36)

The analysis of the characteristic equation proves that the
current control loop is stable for all values of Kp and Ki . Also,
this analysis shows that Kp determines the speed response and
Ki defines the damping factor of the control loop. If Kp is too
big, the error signal can exceed the amplitude of the triangular

waveform, affecting the inverter switching frequency, and if
Ki is too small, the gain of the PI controller decreases, which
means that the generated current will not be able to follow the
reference current closely. The active filter transient response
can be improved by adjusting the gain of the proportional
part (Kp) to equal one and the gain of the integrator (Ki) to
equal the frequency of the triangular waveform.

41.3.2.3.2 DC Voltage Control Loop Voltage control of the
dc bus is performed by adjusting the small amount of real
power flowing into the dc capacitor, thus compensating for the
conduction and switching losses. The voltage loop is designed
to be at least 10 times slower than the current loop, hence
the two loops can be considered decoupled. The dc voltage
control loop need not to be fast, since it only responds for
steady-state operating conditions. Transient changes in the dc
voltage are not permitted and are taken into consideration with
the selection criteria of the appropriate electrolytic capacitor
value.

41.3.3 Power Circuit Design

The selection of the ac link reactor and the dc capacitor values
affects directly the performance of the active power filter. Static
var compensators implemented with voltage-source inverters
present the same power circuit topology, but for this type of
application, the criteria used to select the values of Lr and C
are different. For reactive power compensation, the design of
the synchronous link inductor, Lr , and the dc capacitor, C,
is performed based on harmonic distortion constrain. That
is, Lr must reduce the amplitude of the current harmonics
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generated by the inverter, while C must keep the dc voltage
ripple factor below a given value. This design criteria cannot
be applied in the active power filter since it must be able to
generate distorted current waveforms. However, Lr must be
specified so that it keeps the high-frequency switching ripple
of the inverter ac output current smaller than a defined value.

41.3.3.1 Design of the Synchronous Link Reactor
The design of the synchronous link reactor depends on the
current modulator used. The design criteria presented in this
section is based considering that the triangular carrier modula-
tor is used. The design of the synchronous reactor is performed
with the constraint that for a given switching frequency the
minimum slope of the inductor current is smaller than the
slope of the triangular waveform that defines the switching
frequency. In this way, the intersection between the current
error signal and the triangular waveform will always exist. In
the case of using another current modulator, the design criteria
must allow an adequate value of Lr in order to ensure that the
di/dt generated by the active power filter will be able to follow
the inverter current reference closely. In the case of the trian-
gular carrier technique, the slope of the triangular waveform,
λ, is defined by

λ = 4ξft (41.37)

where ξ is the amplitude of the triangular waveform, which
has to be equal to the maximum permitted amount of ripple
current, and ft is the frequency of the triangular waveform (i.e.
the inverter switching frequency). The maximum slope of the
inductor current is equal to

diL
dt

= Van + 0.5Vdc

Lr
(41.38)

Since the slope of the inductor current (diL/dt) has to be
smaller than the slope of the triangular waveform (λ), and the
ripple current is defined, from Eqs. (41.37) and (41.38), as

Lr = Van + 0.5Vdc

4ξft
(41.39)

41.3.3.2 Design of the DC Capacitor
Transient changes in the instantaneous power absorbed by
the load, generate voltage fluctuations across the dc capacitor.
The amplitude of these voltage fluctuations can be controlled
effectively with an appropriate dc capacitor value. It must be
noticed that the dc voltage control loop stabilizes the capacitor
voltage after a few cycles, but is not fast enough to limit the first
voltage variations. The capacitor value obtained with this cri-
teria is bigger than the value obtained based on the maximum
dc voltage ripple constraint. For this reason, the voltage across
the dc capacitor presents a smaller harmonic distortion factor.

The maximum overvoltage generated across the dc capacitor
is given by

VC max = 1

C

∫ θ2/ω

θ1/ω
iC (t )dt + Vdc (41.40)

where VCmax is the maximum voltage across the dc capacitor,
Vdc is the steady-state dc voltage, and iC (t) is the instantaneous
dc bus current. From Eq. (41.40)

C = 1


V

∫ θ2/ω

θ1/ω
iC (t )dt (41.41)

Eq. (41.41) defines the value of the dc capacitor, C, that will
maintain the dc voltage fluctuation below 
V p.u. The instan-
taneous value of the dc current is defined by the product of the
inverter line currents with the respective switching functions.
The mean value of the dc current that generates the maximum
overvoltage can be estimated by

∫ θ2/ω

θ1/ω
iC (t )dt = Iinv

∫ θ2/ω

θ1/ω

[
sin(ωt )+ sin(ωt + 120◦)

]
dt

(41.42)

In this expression the inverter ac current is assumed to
be sinusoidal. These operating conditions represent the worst
case.

41.3.4 Technical Specifications

The standard specifications of shunt active power filters are
the following:

• Number of phases: three-phase and three wires or three-
phases and four wires (in case neutral currents need to
be compensated).

• Input voltage: 200, 210, 220 ±10%, 400, 420, 440 ±10%,
6600 ±10%.

• Frequency: 50/60 Hz ±5%.
• Number of restraint harmonic orders: 2–25th.
• Harmonic restraint factor: 85% or more at the rated

output.
• Type of rating: continuous.
• Response: 1 ms or less.

For shunt active power filter the harmonic restraint factor is
defined as

[
1− (IH2 /IH1

)]×100%, where IH1 are the harmonic
currents flowing on the source side when no measure are taken
for harmonic suppression, and IH2 are the harmonic currents
flowing on the source side when harmonics are suppressed
using an active filter.
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41.4 Series Active Power Filters

Series active power filters were introduced by the end of
the 1980s [5], and operate mainly as a voltage regulator
and harmonic isolator between the non-linear load and the
utility system. The series-connected active power filter is
more preferable to protect the consumer from an inadequate
supply voltage quality. This type of approach is specially rec-
ommended for compensation of voltage unbalances, voltage
distortion, and voltage sags from the ac supply, and for low
power applications represents an economically attractive alter-
native to UPS, since no energy storage (battery) is necessary
and the overall rating of the components is smaller. The series
active power filter injects a voltage component in series with
the supply voltage and therefore can be regarded as a con-
trolled voltage source, compensating voltage sags and swells
on the load side (Fig. 41.29).

If passive LC filters are connected in parallel to the load,
the series active power filter operates as an harmonic isolator
forcing the load current harmonics to circulate mainly through
the passive filter rather than the power distribution system
(hybrid topology) (Fig. 41.30). The main advantage of this
scheme is that the rated power of the series active power filter is
a small fraction of the load kVA rating, typically 5%. However,

Load

VLoad

AC
Supply

Vsys.

Compensation
Voltage

Series
Active Filter

FIGURE 41.29 The series active power filter operating as a voltage
compensator.

VLoad
AC

Supply
Vsys.

+−
Vak

Isys. Vak

Passive
Filter

IFil.

Non-linear
Load

ILoad

Series Active
Filter

FIGURE 41.30 Combination of series active power filter and passive
filter for current harmonic compensation.

the rated apparent power of the series active power filter may
increase, in case voltage compensation is required.

41.4.1 Power Circuit Structure

The topology of the series active power filter is shown in
Fig. 41.31. In most cases, the power circuit configuration is
based on a three-phase PWM voltage-source inverter con-
nected in series with the power lines through three single-phase
coupling transformers. For certain type of applications, the
three-phase PWM voltage-source converter can be replaced
by three single-phase PWM inverters. However, this type of
approach requires more power components, which increases
the cost.

In order to operate as an harmonic isolator, a parallel LC
filter must be connected between the non-linear loads and
the coupling transformers (Fig. 41.30). Current harmonic
and voltage compensation are achieved by generating the
appropriate voltage waveforms with the three-phase PWM
voltage-source inverter, which are reflected in the power sys-
tem through three coupling transformers. With an adequate
control scheme, series active power filters can compensate
for current harmonics generated by non-linear loads, voltage
unbalances, voltage distortion, and voltage sags or swells at
the load terminals. However, it is very difficult to compensate
the load power factor with this type of topology. In four-wire
power distribution systems, series active power filters with the
power topology can also compensate the current harmonic
components that circulate through the neutral conductor.

41.4.2 Principles of Operation

Series active power filters compensate current system distor-
tion caused by non-linear loads by imposing a high impedance
path to the current harmonics, which forces the high-frequency
currents to flow through the LC passive filter connected in par-
allel to the load (Fig. 41.30). The high impedance imposed by
the series active power filter is created by generating a voltage
of the same frequency that the current harmonic component
needs to be eliminated. Voltage regulation or voltage unbalance
can be corrected by compensating the fundamental frequency
positive, negative, and zero sequence voltage components of
the power distribution system (Fig. 41.29) In this case, the
series active power filter injects a voltage component in series
with the supply voltage and therefore can be regarded as a con-
trolled voltage source, compensating voltage regulation on the
load side (sags or swells), and voltage unbalance. Voltage injec-
tion of arbitrary phase with respect to the load current implies
active power transfer capabilities which increases the rating of
the series active power filter, and in most cases requires an
energy storage element connected in the dc bus. Voltage and
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FIGURE 41.31 The series active power filter topology.

200V

0V

−200V
120ms 140ms 160ms 180ms 200ms

FIGURE 41.32 Load voltage waveforms for voltage unbalance compen-
sation. Phase-to-neutral voltages at the load terminals before and after
series compensation. (Compensation starts at 140 ms, current harmonic
compensator not operating.)

current waveforms shown in Figs. 41.32, 41.33, and 41.34 illus-
trate the compensation characteristics of a series active power
filter operating with a shunt passive filter.

41.4.3 Power Circuit Design

The power circuit topology of the series active power filter is
composed by the three-phase PWM voltage-source inverter,
the second-order resonant LC filters, the coupling transform-
ers, and the secondary ripple frequency filter (Fig. 41.30). The
design characteristics for each of the power components are
described below.

80ms 100ms 120ms 140ms 160ms 180ms 200ms

Time

200A

0A

−200A

4.0A

0.0A

−4.0A

(a)

(b)

FIGURE 41.33 System current waveforms for current harmonic com-
pensation: (a) neutral current flowing to the ac mains before and after
compensation and (b) line currents flowing to the ac mains before and
after compensation. (Voltage unbalance compensator not operating.)

41.4.3.1 PWM Voltage-source Inverter
Since series active power filter can compensate voltage unbal-
ance and current harmonics simultaneously, the rated power
of the PWM voltage-source inverter increases compared with
other approaches that compensate only current harmonics,
since voltage injection of arbitrary phase with respect to the
load current implies active power transfer from the inverter
to the system. Also, the transformer leakage inductance entails
fundamental voltage drop and apparent power, which has to
be supported by the inverter, reducing the series active filter
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FIGURE 41.34 Load voltages and system currents for voltage unbal-
ance and current harmonic compensation, before and after compensation:
(a) power system neutral current; (b) phase-to-neutral load voltages; and
(c) power system line current.

inverter rating available for harmonic and voltage compensa-
tion. The rated apparent power required by the inverter can be
obtained by calculating the apparent power generated in the
primary of the coupling transformers. The voltage reflected
across the primary winding of each coupling transformer is
defined in Eq. (41.43).

Vseries =
⎡
⎢⎣K 2

1

⎧⎨
⎩
∑
k �=1

I 2
sk

⎫⎬
⎭

1/2

+ K 2
2 {V2 + V0}2

⎤
⎥⎦

1/2

(41.43)

where Vseries is the rms voltage across the primary wind-
ing of the coupling transformer. Equation (41.43) shows that
the voltage across the primary winding of the transformer is
defined by two terms. The first one is inversely proportional
to the quality factor of the passive LC filter, while the sec-
ond one depends on the voltage unbalance that needs to be
compensated. K1 depends on the LC filter values while K2

is equal to one. The current flowing through the primary
winding of the coupling transformer, due to the harmonic
currents (Eq. (41.44)), can be obtained from the equivalent
circuit shown in Fig. 41.35.

Isk =
Zfk Ilk

Zfk + Zsk + K1
(41.44)

where Vseries = −K1Isk . The fundamental component of the
primary current depends on the amplitude of the negative
and zero sequence component of the source voltage due to the
system unbalance.

Zsk Isk

Vseries
Ifk

L f

Cf

ILoadk

FIGURE 41.35 The equivalent circuit of the series active power filter
for harmonic components.

41.4.3.2 Coupling Transformer
The purpose of the three coupling transformers is not only to
isolate the PWM inverters from the source but also to match
the voltage and current ratings of the PWM inverters with
those of the power distribution system. The total apparent
power required by each coupling transformer is one-third the
total apparent power of the inverter. The turn ratio of the
current transformer is specified according to the inverter dc
bus voltage, K1 and Vref . The correct value of the turn ratio “a”
must be specified according to the overall series active power
filter performance. The turn ratio of the coupling transformer
must be optimized through the simulation of the overall active
power filter, since it depends on the values of different related
parameters. In general, the transformer turn ratio must be high
in order to reduce the amplitude of the inverter output current
and to reduce the voltage induced across the primary winding.
Also, the selection of the transformer turn ratio influences the
performance of the ripple filter connected at the output of the
PWM inverter. Taking into consideration all these factors, in
general, the transformer turn ratio is selected equal to 1:20.

41.4.3.3 Secondary Ripple Filter
The design of the ripple filter connected in parallel to the
secondary winding of the coupling transformer is performed
following the method presented by Akagi in [6]. However, it is
important to notice that the design of the secondary ripple filter
depends mainly on the coupling transformer turn ratio and the
current modulator used to generate the inverter gating signals.
If the triangular carrier is used, the frequency of the triangular
waveform has to be considered in the design of the ripple filter.
The ripple filter connected at the output of the inverter avoid
the induction of the high-frequency ripple voltage generated
by the PWM inverter switching pattern at the terminals of the
primary winding of the coupling transformer. In this way, the
voltage applied in series to the power system corresponds to
the components required to compensate voltage unbalanced
and current harmonics. The single-phase equivalent circuit is
shown in Fig. 41.36.
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Lfr

Cfr
ZsysVinv

FIGURE 41.36 The single-phase equivalent circuit of the inverter
output ripple filter.

The voltage reflected in the primary winding of the cou-
pling transformer has the same waveform as that of the voltage
across the filter capacitor. For low-frequency components, the
inverter output voltage must be almost equal to the voltage
across Cfr . However, for high-frequency components, most of
the inverter output voltage must drop across Lfr , in which case
the voltage at the capacitor terminals is almost zero. Moreover,
Cfr and Lfr must be selected in order not to exceed the burden
of the coupling transformer. The ripple filter must be designed
for the carrier frequency of the PWM voltage-source inverter.
To calculate Cfr and Lfr the system equivalent impedance at
the carrier frequency, Zsys , reflected in the secondary must be
known. This impedance is equal to

Zsys(secondary) = a2 · Zsys(primary) (41.45)

For the carrier frequency, the following design criteria must
be satisfied:

(i) XCfr 	 XLfr – to ensure that at the carrier fre-
quency most of the inverter output
voltage will drop across Lfr .

(ii) XCfr and XLfr 	 Zsys – to ensure that the voltage divider
is between Lfr and Cfr .

The small-rated LC passive filter exhibits a high quality
factor circuit because of the high impedance on the out-
put side. Oscillation between the small-rated inductor and
capacitor may occur, causing undesirable high-frequency volt-
age across the ripple filter capacitor, which is reflected in
the primary winding of the coupling transformer generating
high-frequency current to flow through the power distribution
system. It is important to note that this oscillation is very dif-
ficult to eliminate through the design and selection of the Lfr

and Cfr values. However, it can be eliminated with the addition
of a new control loop. The cause of the output voltage oscil-
lation is explained with the help of Fig. 41.37. The transfer
function Gp(s) between the input voltage Vi(s) and the output
voltage VC (s) is given by the equation:

Gp(s) = ω2
n

s2 + 2ξωns + ω2
n

(41.46)

where ωn = √1/Lfr Cfr and ξ = rL/2
√

Cfr /Lfr .

Vi VC

Lfr Rfr

Cfr Is

ILfr

ICfr

FIGURE 41.37 Single-phase equivalent circuit of series active power
filter connected to the ripple filter.

Normally, the damping factor ξ is smaller than one, causing
the voltage oscillation across the capacitor ripple filter, Cfr .
Generally, relatively low impedance loads are connected to the
output terminals of voltage-source PWM inverters. In these
cases, the quality factor of the LC filter can be low, and the
oscillation between the inductor Lfr and the capacitor Cfr is
avoided [7].

41.4.3.4 Passive Filters
Passive filters connected between the non-linear load and the
series active power filter play an important role in the com-
pensation of the load current harmonics. With the connection
of the passive filters the series active power filter operates as an
harmonic isolator. The harmonic isolation feature reduces the
need for precise tuning of the passive filters and allows their
design to be insensitive to the system impedance and elimi-
nates the possibility of filter overloading due to supply voltage
harmonics. The passive filter can be tuned to the dominant
load current harmonic and can be designed to correct the load
displacement power factor.

However, for industrial loads connected to stiff supply, it is
difficult to design passive filters that can absorb a significant
part of the load harmonic current and therefore its effective-
ness deteriorates. Specially, for compensation of diode rectifier
type of loads, where a small kVA passive filter is required, it
is difficult to achieve the required tuning to absorb signifi-
cant percentage of the load harmonic currents. For this type
of application, the passive filter cannot be tuned exactly to the
harmonic frequencies because they can be overloaded due to
the system voltage distortion and/or system current harmonics.

The single-phase equivalent circuit of a passive LC filter
connected in parallel to a non-linear current source and to
the power distribution system is shown in Fig. 41.38. From
this figure, the design procedure of this filter can be derived.
The harmonic current component flowing through the passive
filter ifh and the current component flowing through the source
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FIGURE 41.38 The single-phase equivalent circuit of the passive filter
connected to a non-linear load.

ish are given by the following expressions:

ifh = Zs

Zs + Zf
ih ; ish =

Zf

Zs + Zf
ih (41.47)

At the resonant frequency the inductive reactance of the
passive filter is equal to the capacitive reactance of the filter,
that is:

2πfrL = 1

2πfrC
(41.48)

Therefore, the resonant frequency of the passive filter is
equal to:

fr = 1

2π
√

LC
(41.49)

The passive filter band width is defined by the upper and
lower cut-off frequency, at which values the filter current gain
is −3 dB, as shown in Fig. 41.41.

The magnitude of the passive filter impedance as a function
of the frequency is shown in Fig. 41.40.

At the resonant frequency the passive filter magnitude is
equal to the resistance. If the resistance is zero, the filter is in

1

Ifh
Ih

0.707

fr

BW

f [Hz]

FIGURE 41.39 The passive filter bandwidth.
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FIGURE 41.40 The frequency response of the passive LC filter.

short circuit. The quality factor of the passive filter is defined
by the following expression:

Q = ωnL

R
(41.50)

It is important to note that the operation of the series active
power filter with off-tuned passive filter has an adverse impact
on the inverter power rating compared to the normal case.
The more off-tuned the passive filter, the more rated apparent
power is required by the series active power filter.

41.4.3.5 Protection Requirements
Short circuits in the power distribution system generate large
currents that flow through the power lines until the circuit
breaker operates clearing the fault. The total clearing time of a
short circuit depends on the time delay imposed by the protec-
tion system. The clearing time cannot be instantaneous due to
the operating time imposed by the overcurrent relay and by the
total interruption time of the power circuit breaker. Although
power system equipment, such us power transformers, cables,
etc. are designed to withstand short-circuit currents during at
least 30 cycles, the active power filter may suffer severe dam-
age during this short time. The withstand capability of the
series active power filter depends mainly on the inverter power
semiconductor characteristics.

Since the most important feature of series active power fil-
ters is the small rated power required to compensate the power
system, typically 10–15% of the load rated apparent power,
the inverter semiconductors are rated for low values of block-
ing voltages and continuous currents. This makes series active
power filters more vulnerable to power system faults.

The block diagram of the protection scheme described in
this section is shown in Fig. 41.41. It consists of a varistor con-
nected in parallel to the secondary winding of each coupling
transformer, and a couple of antiparallel thyristors [8]. A spe-
cial circuit detects the current flowing through the varistors
and generates the gating signals of the antiparallel thyristors.
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FIGURE 41.41 The series active power filter protection scheme.

The protection circuit of the series active power filter must
protect only the PWM voltage-source inverter connected to
the secondary of the coupling transformers and must not
interfere with the protection scheme of the power distribution
system. Since the primary of the active power filter coupling
transformers are connected in series to the power distribu-
tion system, they operate as current transformers, so that
their secondary windings cannot operate in open circuit. For
this reason, if a short circuit is detected in the power distri-
bution system, the PWM voltage-source inverter cannot be
disconnected from the secondary of the current transformer.
Therefore, the protection scheme must be able to limit the
amplitude of the currents and voltages generated in the sec-
ondary circuits. This task is performed by the varistors and by
the magnetic saturation characteristic of the transformers.

The main advantages of the series active power filter
protection scheme described in this section are the following:

(i) it is easy to implement and has a reduced cost,
(ii) it offers full protection against power distribution

short-circuit currents, and
(iii) it does not interfere with the power distribution

system.

When short-circuit currents circulate through the power
distribution system, the low saturation characteristic of the
transformers increases the current ratio error and reduces the
amplitude of the secondary currents. The larger secondary
voltages induced by the primary short-circuit currents are
clamped by the varistors, reducing the amplitude of the PWM
voltage-source inverter currents. After a few cycles of dura-
tion of the short circuit, the PWM voltage-source inverter
is bypassed through a couple of antiparallel thyristors, and
at the same time the gating signals applied to the PWM
voltage-source inverter are removed. In this way, the PWM
voltage-source inverter can be turned off. The principles of
operation and the effectiveness of the protection scheme are
shown in Fig. 41.42.

The secondary short-circuit currents will circulate through
the antiparallel thyristors and the varistors until the fault is

cleared by the protection equipment of the power distribution
system.

By using the protection scheme described in this sub-
section, the voltage and currents reflected in the secondary
of the coupling transformers are significantly reduced. When
short-circuit currents circulate through the power distribu-
tion system, the low saturation characteristic of the coupling
transformers increases the current ratio error and reduces the
amplitude of the secondary voltages and currents. Moreover,
the saturated high secondary voltages induced by the primary
short-circuit currents are clamped by the varistors, reducing
the amplitude of the PWM voltage-source inverter ac currents.
Once the secondary current exceeds a predefined reference
value, the PWM voltage-source inverter is bypassed through
a couple of antiparallel thyristors, and then the gating signals
applied to the PWM voltage-source inverter are removed. The
effectiveness of the protection scheme is shown in Fig. 41.43.

By increasing the current ratio error due to the magnetic sat-
uration, the energy dissipated in the secondary of the coupling
transformer is significantly reduced. The total energy dissi-
pated in the varistor for the different protection conditions is
shown in Fig. 41.44.

41.4.4 Control Issues

The block diagram of a series active power filter control scheme
that compensates current harmonics and voltage unbalance
simultaneously is shown in Fig. 41.45.

Current and voltage reference waveforms are obtained by
using the Park transformation (instantaneous reactive power
theory) voltage unbalance is compensated by calculating
the negative and zero sequence fundamental components of
the system voltages. These voltage components are added to the
source voltages through the coupling transformers compensat-
ingthevoltageunbalanceat the loadterminals. Inorder toreduce
the amplitude of the current flowing through the neutral con-
ductor, the zero sequence components of the line currents are
calculated. In this way, it is not necessary to sense the current
flowing through the neutral conductor.

41.4.4.1 Reference Signals Generator
The compensation characteristics of series active power fil-
ters are defined mainly by the algorithm used to generate
the reference signals required by the control system. These
reference signals must allow current and voltage compensa-
tion with minimum time delay. Also it is important that the
accuracy of the information contained in the reference signals
allows the elimination of the current harmonics and voltage
unbalance present in the power system. Since the voltage and



41 Active Filters 1217

0s 20ms 40ms 60ms 80ms 100ms

Time

200V

0V

−200V

2.0KA

0A

−2.0KA
(a)

(b)

0s 20ms 40ms 60ms 80ms 100ms

Time

(c)

(d)

(e)

100A

−100A

80A

−0A

100A

−100A

FIGURE 41.42 Current waveforms of the series active power filter during a three-phase short circuit in the power distribution system set at 50 ms:
(a) power distribution system line current; (b) current transformer secondary voltage; (c) inverter ac current; (d) current through an inverter leg; and
(e) inverter dc bus current.
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FIGURE 41.43 Current waveforms for a line-to-line short circuit in the power distribution system. The protection scheme is implemented with the
varistor, a couple of antiparallel thyristors, and a coupling transformer with low saturation characteristic: (a) current through the varistor; (b) current
through the thyristors; and (c) inverter ac current.
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FIGURE 41.44 The total energy dissipated in the varistor during the
power system short circuit for different protection schemes implemen-
tations: (a) only with the varistor used; (b) the varistor is connected
in parallel to a bidirectional switch; and (c) with the complete pro-
tection scheme operating (including the coupling transformer with low
saturation characteristics).

current control scheme are independent, the equations used to
calculate the voltage reference signals are the following:

⎡
⎣va0

va1

va2

⎤
⎦ = 1√

3

⎡
⎣1 1 1

1 a a2

1 a2 a

⎤
⎦ .

⎡
⎣va

vb

vc

⎤
⎦ (41.51)

The voltages va, vb, and vc correspond to the power sys-
tem phase-to-neutral voltages before the current transformer.
The reference voltage signals are obtained by making the pos-
itive sequence component, va1 zero and then applying the
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FIGURE 41.45 Compensation scheme for voltage unbalance correction.

inverse of the Fortescue transformation. In this way the series
active power filter compensates only voltage unbalance and not
voltage regulation. The reference signals for the voltage unbal-
ance control scheme are obtained by applying the following
equations:

⎡
⎣vrefa

vrefb

vrefc

⎤
⎦ = 1√

3

⎡
⎣1 1 1

1 a2 a
1 a a2

⎤
⎦ .

⎡
⎣−vao

0
−va2

⎤
⎦ (41.52)

In order to compensate current harmonics generated by the
non-linear loads, the following equations are used:

⎡
⎣iaref

ibref

icref

⎤
⎦ =

√
2

3
·
⎡
⎢⎣

1 0
−1
2

√
3

2
−1
2

−√3
2

⎤
⎥⎦ ·
[

vα vβ

−vβ vα

]−1 [
pref

qref

]
+ 1√

3

⎡
⎣i0

i0
i0

⎤
⎦

(41.53)

where i0 is the fundamental zero sequence component of the
line current and is calculated using the Fortescue transforma-
tion Eq. (41.50).

i0 = 1√
3

(ia + ib + ic ) (41.54)

In Eq. (41.40) pref , qref , vα, and vβ are defined accord-
ing to the instantaneous reactive power theory. In order to
avoid the compensation of the zero sequence fundamental
frequency current the reference signal i0 must be forced to cir-
culate through a high-pass filter generating a current i ′0 which
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is used to create the reference signal required to compensate
current harmonics. Finally, the general equation that defines
the references of the PWM voltage-source inverter required to
compensate voltage unbalance and current harmonics is the
following:

⎡
⎣Vrefa

Vrefb

Vrefc

⎤
⎦ = K1

⎧⎪⎨
⎪⎩
√

2

3

⎡
⎢⎣

1 0
−1
2

√
3

2
−1
2

−√3
2

⎤
⎥⎦ .

[
vα vβ

−vβ vα

]−1 [
pref

qref

]

+ 1√
3

⎡
⎣i′0

i′0
i′0

⎤
⎦
⎫⎬
⎭+ K2

⎧⎨
⎩

1√
3

⎡
⎣1 1 1

1 a2 a
1 a a2

⎤
⎦ .

⎡
⎣−va0

0
−va2

⎤
⎦
⎫⎬
⎭

(41.55)

where K1 is the gain of the coupling transformer which defines
the magnitude of the impedance for high-frequency current
components, and K2 defines the degree of compensation for
voltage unbalance, ideally K2 equals 1.

41.4.4.2 Gating Signals Generator
This circuit provides the gating signals of the three-phase
PWM voltage-source inverter required to compensate voltage
unbalance and current harmonic components. The current
and voltage reference signals are added and then the ampli-
tude of the resultant reference waveform is adjusted in order
to increase the voltage utilization factor of the PWM inverter
for steady-state operating conditions. The gating signals of the
inverter are generated by comparing the resultant reference
signal with a fixed frequency triangular waveform. The trian-
gular waveform helps to keep the inverter switching frequency
constant (Fig. 41.46).

A higher voltage utilization of the inverter is obtained if
the amplitude of the resultant reference signal is adjusted for
the steady-state operating condition of the series active power
filter. In this case, the reference current and reference voltage
waveforms are smaller. If the amplitude is adjusted for tran-
sient operating conditions, the required reference signals will

+
+

=

Voltage Reference

Current Reference

+

−

Inverter
Gating
Signals

Amplitude
Adjustment

Triangular
Waveform

(4 kHz)

FIGURE 41.46 The block diagram of the gating signals generator.

have a larger value, creating a higher dc voltage in the inverter
and defining a lower voltage utilization factor for steady-state
operating conditions.

The inverter switching frequency must be higher in order
not to interfere with the current harmonics that need to be
compensated.

41.4.5 Control Circuit Implementation

Since the control scheme of the series active power filter must
translate the current harmonics components that need to be
compensated in voltage signals, a proportional controller is
used. The use of a PI controller is not recommended since
it would modify the reference waveform and generate new
current harmonic components. The gain for proportional
controller depends on the load characteristics and its value
fluctuates between one and two.

Another important element used in the control scheme is
the filter that allows to generate pref and qref (Fig. 41.35). The
frequency response of this filter is very important and must not
introduce any phase-shift or attenuation to the low-frequency
harmonic components that must be compensated. A high-
pass first-order filter tuned at 15 Hz is adequated. This corner
frequency is required when single-phase non-linear loads are
compensated. In this case, the dominant current harmonic is
the third. An example of the filter that can be used is shown
in Fig. 41.47.

The operator “a” required to calculate the sequence compo-
nents of the system voltages (Fortescue transformation) can be
obtained with the all-pass filter shown in Fig. 41.48.

The phase-shift between Vo and Vi is given by the following
expression:

θ = 2 arctan (2πfR2C) (41.56)

Since the phase-shift is negative, the operator “a” is obtained
by using an inverter (180◦) and then by tuning θ = −60◦.

R2

Rf

C1 C2

R1

+

−i
iref

FIGURE 41.47 The first-order high-pass filter implemented for the
calculation of pref and qref (C1 = C2 = 0.1 μF, R1 = Rf = 150 k�,
R2 = 50 k�).
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FIGURE 41.48 The all-pass filter used as a phase shifter.

The operator “a2” is obtained by phase-shifting Vi by
−120◦. Vi is synchronized with the system phase-to-neutral
voltage Van .

41.4.6 Experimental Results

The viability and effectiveness of series active power filters used
to compensate current harmonics was proved in an exper-
imental setup of 5 kVA. Current waveforms generated by a

(a) (b) (c)

4 4 4

Ch4 20.0mV M4.00ms 6 Aug 1997
18:59:16

Ch4 20.0mV M4.00ms 6 Aug 1997
18:59:49 Ch4 20.0mV M4.00ms 6 Aug 1997

19:00:20

FIGURE 41.49 Experimental results without the operation of the series active power filter: (a) load current; (b) current flowing through the passive
filter; and (c) current through the power supply.

(a) (b) (c)

4 4 4
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19:07:02 Ch4 50.0mV M4.00ms 5 Aug 1997

17:28:30
Ch4 50.0mV M4.00ms 5 Aug 1997

17:26:24

FIGURE 41.50 Experimental results with the operation of the series active power filter: (a) load current; (b) current flowing through the passive
filter; and (c) current through the power supply.

non-linear load and using only passive filters and the combi-
nation of passive and the series active power filter are shown
in Figs. 41.49 and 41.50.

These figures show the effectiveness of the series active
power filter, which reduces the overall THD of the current
that flows through the power system from 28.9% (with the
operation of only the passive filters) to 9% with the operation
of the passive filters with the active power filter connected in
series. The compensation of the current that flows through the
neutral conductor is shown in Fig. 41.51.

41.5 Hybrid Active Power Filters

Hybrid topologies composed of passive LC filters connected
in series to an active power filter have already been proposed
by the end of the eighties [2, 5, 6, 9–11]. Hybrid topology
improves significantly the compensation characteristics of sim-
ple passive filters, making the use of active power filter available
for high power applications, at a relatively lower cost. More-
over, compensation characteristics of already installed passive
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FIGURE 41.51 Experimental results of neutral current compensation: (a) current flowing through the neutral without the operation of the series
active power filter and (b) current flowing through the neutral with the operation of the active power filter.
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FIGURE 41.52 The hybrid active power filter configuration.

filters can be significantly improved by connecting a series
active power filter at its terminals, giving more flexibility to
the compensation scheme. Most of the technical disadvantages
of passive filters described before can be effectively attenuate
if an active power filter is connected in series to the passive
approach as shown in Fig. 41.52.

The hybrid active power filter topology is shown in
Fig. 41.52. The active power filter is implemented with a
three-phase PWM voltage-source inverter operating at fixed
switching frequency, and connected in series to the passive fil-
ter through a coupling transformer. Basically, the active power
filter forces the utility line currents to become sinusoidal and in
phase with the respective phase-to-neutral voltage, improving
the compensation characteristics of the passive filter.

41.5.1 Principles of Operation

Since the active power filter is connected in series to the
passive filter through a coupling transformer, it imposes a volt-
age signal at its primary terminals that forces the circulation
of current harmonics through the passive filter, improving
its compensation characteristics, independently of the varia-
tions in the selected resonant frequency of the passive filter.
The block diagram of the proposed control scheme shown in
Fig. 41.53 consists of three modules: the dc voltage control,
the voltage reference generator, and the inverter gating signal
generator.

The voltage reference waveform required by the inverter
control scheme is obtained by adjusting the amplitude of a
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FIGURE 41.53 The hybrid active power filter topology and associated control scheme.

sinusoidal reference waveform in phase with the respective
phase-to-neutral voltage and then subtracting the respective ac
line current (Fig. 41.53). The sinusoidal reference signal can be
obtained from the voltage system (in case of low voltage dis-
tortion) or it can be generated from an EPROM synchronized
with the respective phase-to-neutral voltage. The amplitude of
this reference waveform controls the inverter dc voltage and
the ac mains displacement power factor. The inverter dc volt-
age varies according with the amount of real power absorbed
by the inverter, while the ac mains power factor depends on
the amount of reactive power generated by the hybrid filter,
which can be controlled by changing the amplitude of the
fundamental component of the inverter output voltage.

Vch = K ISh

ZF

ZS

IL

VT

ISh IFh

Load

Vc = β VT

VS

C

ZS VT

Passive
filter

at 50Hz

(a) (b)

FIGURE 41.54 Single-phase equivalent circuits of the hybrid active power filter scheme: (a) for current harmonic compensation and (b) for
displacement power factor compensation.

The principles of operation for current harmonic and power
factor compensation are explained with the help of the single-
phase equivalent circuit shown in Fig. 41.54. In the current
harmonic compensation mode, the active filter improves the
filtering characteristic of the passive filter by imposing a voltage
harmonic waveform at its terminals with an amplitude value
equals to:

VCh = K · ISh (41.57)

where ISh is the harmonic content of the line current to
be compensated, and K is the active power filter gain. If
the ac mains voltage is purely sinusoidal, the ratio between
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the harmonic component of the non-linear load current and
the harmonic component of the ac line current (attenuation
factor) is obtained from Fig. 41.54a and is equal to:

ISh

ILh
= ZF

K + ZF + ZS
(41.58)

Equation (41.58) shows that the filtering characteristics of
the hybrid topology (ISh/ILh) depends on the value of the pas-
sive filter equivalent impedance, ZF . Moreover, since the tuned
factor, δ, and the quality factor, Q, can modify the filter band
width and the passive filter harmonic equivalent impedance
(Fig. 41.55), their values must be carefully selected in order to
maintain the compensation effectiveness of the hybrid topol-
ogy. In particular, a high value of the quality factor, Q, defines
a large band width of the passive filter, improving the com-
pensation characteristics of the hybrid topology. On the other
hand, a low value in the quality factor and/or a large value in
the tuned factor increases the required voltage generated by
the active power filter necessary to keep the same compensa-
tion effectiveness, which increases the active power filter rated
power.

Figure 41.55 shows how the active power filter gain, K, in
Eq. (41.57) affects the harmonic attenuation factor of the line
currents. The attenuation factor of the line current harmonics
expressed in percentage is obtained from Eq. (2), and is shown
in Fig. 41.55, for a power distribution system with two passive
filters tuned at fifth and seventh harmonics.

Also, the K factor affects the THD of the line current, as it
is shown in Eq. (41.59).

THD i =

√∑
h=2

[ILh · (ZF /(ZS + ZF + K ))]2

IS1
(41.59)

Equation (41.59) indicates that the total harmonic distor-
tion of the line current decreases if K increases. In other words,
a better hybrid filter compensation is obtained for larger values
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of voltage harmonic components generated by the active power
filter. Also, it is shown that the compensation capability of the
hybrid filter depends on the compensation characteristic of
the passive filter, that is the filter impedance value and tuned
frequency will affect the active filter rated power required to
satisfy the system line current compensation requirements.
Figure 41.56 shows how the line current THD is affected for
different values of K, for a power distribution system con-
nected to a high power six-pulses rectifier and passive filters
tuned at the fifth and seventh harmonics.

Displacement power factor correction can be achieved by
controlling the voltage drop across the passive filter capaci-
tor. In order to do that a voltage at fundamental frequency
is generated at the inverter ac terminals, with an amplitude
equals to:

VC = β · VT (41.60)

Displacement power factor control can be achieve since at
fundamental frequency the passive filter equivalent impedance
is capacitive. The reactive power generated by the passive fil-
ter is obtained by changing the voltage imposed by the active
power filter across the passive filter capacitor terminals. The
passive filter fundamental current component is defined by
the following expression:

iF = C
d

dt
(vT − βvT ) = (1− β) C

dvT

dt
= Cγβ

dvT

dt
(41.61)

Equation (41.61) proves that the equivalent capacitance at
fundamental frequency Cγ , can be modified by changing β.
The reactive power generated by the active filter is β times
the reactive power generated by the passive filter and can be
defined by:

Qγ = VC · IF = βVT IF (41.62)
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Equation (41.62) shows that if β > 0 the active power filter
generates a voltage at fundamental frequency in phase with VT ,
reducing the reactive power that flows to the load. If β < 0 the
active power filter generates a voltage at fundamental frequency
phase shifted by 180◦ with respect to VT , increasing the reactive
power that flows to the load. In other words, by selecting a β

positive or negative the hybrid topology can generate or absorb
reactive power at fundamental frequency, compensating for
leading or lagging displacement power factor of the non-linear
load. This is achieved by changing the voltage across the passive
filter capacitor CF .

41.5.2 The Hybrid Filter Compensation
Performance

The design characteristics of the passive filters have an impor-
tant influence on the compensation performance of the hybrid
topology. The tuned frequency and quality factor of the passive
filter directly influence the compensation characteristics of the
hybrid topology. If these two factors are not properly selected,
the rated power of the active filter must be increased in order to
get the required compensation performance. The tuned factor,
δ, in per unit with respect to the resonant frequency is defined
by Eq. (41.63).

δ = ω − ωn

ωn
(41.63)

Here, δ, defines the magnitude in which the passive filter res-
onant frequency changes due to the variations in the power
system frequency and modifications in the values of the pas-
sive filter parameters L and C. The values of L and C can change
due to aging conditions, temperature, or design tolerances. The
tuning factor, δ, can also be defined as:

δ = 
f

fn
+ 1

2

(

L

Ln
+ 
C

Cn

)
(41.64)

The quality factor, Q, of the passive filter is defined by
Eq. (41.65).

Q = X0

R
(41.65)

where X0 is equal to:

X0 = ωnL = 1

ωnC
=
√

L

C
(41.66)

The passive filter quality factor, Q, defines the ratio between
the passive filter reactance with respect to its resistance. In
order to have a passive filter low impedance value in a lim-
ited frequency band width, defined by the maximum expected
changes of the rated power system frequency, it is neces-
sary to reduce X0 or increase the passive filter resistance R,

reducing the value of Q. However, if R increases, the equiva-
lent impedance of the passive filter at the resonant frequency
will increase, with the associated power losses, increasing the
overall passive filter operational cost. On the other hand, the
larger the value of Q, the lower is the passive filter equiv-
alent impedance at the resonant frequency, increasing the
currents harmonic components across the filter, at the resonant
operating point.

41.5.2.1 Effects of the Power System Equivalent
Impedance

The influence of the power system equivalent impedance on
the hybrid filter compensation performance is related with
its effects on the passive filter, since if the system equivalent
impedance is lower compared to the passive filter equivalent
impedance at the resonant frequency, most of the load current
harmonics will flow mainly to the power distribution system.
In order to compensate this negative effect on the hybrid filter
compensation performance, K must be increased, as shown in
Eq. (41.57), increasing the active power filter rated power.

Figure 41.57 shows how the system equivalent impedance
affects the relation between the system current THD with the
active filter gain, K, in a power distribution system with passive
filters tuned at the fifth and seventh harmonics. If Zs decreases,
the current system THD increases, so in order to keep the same
compensation performance of the hybrid scheme, the active
power filter gain, K, must be increased. On the other hand, if
Zs is high, it is not necessary to increase K in order to ensure
a low THD value in the system current.
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FIGURE 41.57 Relation between the THD of the line current vs the
active power filter gain, K, for different values of the system equivalent
impedance.

41.5.2.2 Effects of the Passive Filter Quality Factor
The quality factor, Q, defines the passive filter bandwidth.
A passive filter with a high quality factor, Q, presents
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a larger bandwidth and better compensation characteristics.
Equation (41.67) defines the quality factor value in terms of
the passive filter parameters, L, R, and C. This equation shows
that if R or C decreases, Q increases, and the filter bandwith
becomes larger improving the hybrid scheme compensation
characteristics.

Q = 1

R

√
L

C
(41.67)

Although by decreasing R or C the passive filter quality
factor is improved, each element produces a different effect
in the hybrid filtering behavior. For example, by increasing
R, the filter equivalent impedance at the resonant frequency
becomes bigger, affecting the current harmonic compensation
characteristics at this specific frequency.

Figure 41.58 illustrates how the system current THD changes
with different values of C, while keeping the filter tuned factor,
δ, constant. It is important to note that the larger the value of
C, the better is the compensation characteristic of the hybrid
scheme. An appropriate value of C must be selected, since C
cannot be increased too much. If C is too big, the fundamental
component of the filter current will increase, overloading the
hybrid filter and generating a large amount of reactive power
to the power distribution system.
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FIGURE 41.58 THD of the system line current vs the K factor for
different values of filter capacitor.

41.5.2.3 Effects of the Passive Filter Tuned Factor
The tuned factor, δ, is defined in Eq. (41.63). This factor affects
the hybrid scheme performance especially at the passive filter
resonant frequency, since δ defines the changes in the system
frequency, affecting the value of the passive filter resonant
frequency. Figure 41.60 shows how the system current THD
changes with respect to the active power filter gain, K, for dif-
ferent values of passive filter tuned factors. The larger the value
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different values of filter resistor.
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different values of tuned factor.

of δ, the filtering performance of the hybrid filter becomes
worst.

41.5.3 Experimental Results

A laboratory prototype using IGBT switches was implemented
and tested in the compensation of a six-pulses controlled rec-
tifier. The inverter was operated at 4 kHz switching frequency.
Steady-state experimental results are illustrated in Figs. 41.61
and 41.62.

In case, resonance is generated between the passive filter and
system equivalent reactance, the system current THD increases
to 60%. By connecting the active power filter, the line current
THD is reduced to 4.9%, as shown in Figs. 41.63 and 41.64.
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FIGURE 41.61 Experimental ac line current waveform with passive filtering compensation: (a) line current waveform (THD = 24%) and (b) line
current frequency spectrum.
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FIGURE 41.62 Experimental ac line current waveform with hybrid filter compensation: (a) line current waveform (THD = 6.3%) and (b) associated
frequency spectrum.
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FIGURE 41.63 Experimental ac line current waveform for resonant compensation: (a) line current waveform (THD = 60%) and (b) associated
frequency spectrum.
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FIGURE 41.64 Experimental ac line current waveform with hybrid topology compensation: (a) line current waveform (THD = 4.9%) and
(b) associated frequency spectrum.
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42.1 Introduction

The term “electromagnetic interference” (EMI) refers to the
disturbance of operation of an engineering system due to an
electromagnetic impact of the same system or other systems.
Conducted electric noise and radiated electromagnetic noise
are typical culprits. Watching TV in industrial centers of West-
ern Europe in late 1960s was virtually impossible during work
hours, due to operation of large dc drives in the factories and
inadequate efforts to fight the EMI threat. Today, proliferation
of power electronic converters and communication devices
makes EMI mitigation as important as ever, because of the
high and growing number of both the potential perpetrators
and victims of EMI. To ensure electromagnetic compatibility
(EMC), various EMI norms have been established. The issue of
EMI is closely linked to that of susceptibility of an electronic
circuit to external disturbances. Considering a multicircuit
system, if each constituent circuit does not emit above-limit
EMI and is immune to below-limit EMI, then each circuit is
electromagnetically compatible in the system.

The institution historically entrusted with development of
international EMC standards is Comité International Special
des Perturbations Radioelectriques (CISPR), founded in 1933,
and now forming part of International Electrotechnical Com-
mission (IEC). Drawing on CISPR expertise, numerous other
international and national organizations issue norms pertain-
ing to various aspects of EMC. Specific EMI limits are set for
internal use by individual countries and organizations, such as
armed forces or large corporations. Manufacturers of electric
apparatus and systems must comply with the EMC standards
to have an access to the market.

In this chapter, EMI effects of power electronic converters are
illustrated and basic terms and units are introduced. EMI mea-
surement techniques and preventive measures are described,
and EMC standardization efforts are examined.

42.2 Power Converters as Sources of EMI

The switch-mode operation of power electronic converters
results in current ripple mixed with the fundamental currents.
Also, rapid changes of the switched voltages induce currents
in parasitic (stray) capacitances that couple the converter with
other closely spaced circuits. Distorted currents drawn from
the power grid produce distorted voltage drops, generating
pervasive voltage noise. In general, the voltage disturbances
can be divided into three classes: (1) noise, (2) short-duration
impulses superimposed on the mains voltage, and (3) tran-
sients.

Electromagnetic disturbances travel by conduction on
wiring (conducted EMI), radiation in space (radiated EMI),
and intercircuit capacitive or inductive coupling. Below
10 MHz, the EMI spreads mainly by conduction, whereas at
higher frequencies, it spreads mostly by radiation. The fre-
quency range of 0.15–30 MHz occupies an important place in
EMC norms because it covers the radio and TV broadcast. In
that range, according to those norms, it is the conducted EMI
that must be measured and suppressed, whereas measurements
of the radiated EMI are required only under special circum-
stances. Power electronic equipment typically produces EMI
that is broadband and contained within a frequency range from
the operating frequency to several megahertz. Also, the very
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FIGURE 42.1 The ac drive system with a PWM voltage-source inverter.

low frequency range of 10–150 kHz has been recently receiv-
ing an increased attention. Consequently, with respect to most
power electronic converters, it is the conducted EMI that is
considered the major nuisance.

Conducted EMI appears in the form of common-mode
(CM) and differential-mode (DM) voltages and currents.
These two modes are illustrated in Fig. 42.1, which depicts an
adjustable-speed ac drive with a PWM voltage-source inverter.
Common-mode currents, icm, flow close to ground through
parasitic capacitances, Cp, whereas DM currents, idm, flow only
in the wires of the system. Considering the two-wire dc line
supplying the inverter, the CM voltage, Vcm(2), is defined as

Vcm(2) = V1 + V2

2
(42.1)

and the DM voltage, Vdm(2), as

Vdm(2) = V1 − V2 (42.2)

where V1 and V2 are line-to-ground voltages of the two wires.
The CM and DM currents, Icm(2) and Idm(2), are defined as

Icm(2) = I1 + I2 (42.3)

Idm(2) = I1 − I2

2
(42.4)

For the three-wire ac lines, the CM voltage, Vcm(3), and current,
Icm(3), are defined as

Vcm(3) = V1 + V2 + V3

3
(42.5)

Icm(3) = I1 + I2 + I3 (42.6)

where subscript “3” applies to the third wire. The DM volt-
age and current, if measured with respect to wires 1 and 2,
are defined by Eqs. (42.2) and (42.4) as for the two-wire
system.

To illustrate EMI generation by PWM power converters, a
typical waveform of output current of the inverter in Fig. 42.1
is shown in Fig. 42.2. The fundamental sine wave dominates,
but the high-frequency current ripple is also easy to observe.
As seen in Fig. 42.3, numerous clusters of higher harmon-
ics appear in the frequency spectrum of the current. Their
locations coincide with multiples of the switching frequency
(2 kHz), which, as in all PWM converters is much higher than
the fundamental frequency (9 Hz) of the ac output (or input)
voltage.

The range of frequency in Fig. 42.3 is narrow (24 kHz).
A wide-range frequency spectrum of another inverter current
is shown in Fig. 42.4. It can be seen that the harmonics become
progressively less prominent when the frequency increases.
This observation justifies the already mentioned focus on the
below 30 MHz frequency range.

As already mentioned, the fast ON–OFF and OFF–ON state
transition of switches whose switching times are typically in the
order of a fraction of microsecond also causes EMI. It is due to
the high dv/dt ratios, which generate transient charge currents
in interwire capacitances of cables, intrawinding capacitances
of transformers, and p–n junctions of power diodes, as well as
transient circuit-to-ground currents through parasitic capaci-
tances. If not filtered out, the transient currents appear in cur-
rent waveforms as spikes on top of the fundamental sinusoid.
The circuit-to-ground current spikes constitute CM emissions,
whereas the ripple current and periodic current spikes coinci-
dent with the switching pattern of the converter comprise DM
emissions.
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FIGURE 42.2 Waveform of output current of a PWM voltage-source inverter.
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FIGURE 42.3 Frequency spectrum of the current in Fig. 42.2.

Power electronic converters, such as rectifiers and invert-
ers, tend to generate current-related interference at their
input, injecting noise to the power grid, and voltage-related
interference at their outputs, which may disturb operation
of communication and control systems in proximity to the
converter. Considering the popular low-power dc-to-dc con-
verters, the flyback and buck converters produce particu-
larly noisy input currents because the semiconductor switch
is directly in series with the input power line. In conjunc-
tion with the finite source impedance, the EMI from dc-to-dc

converters conducted by the line can cause disturbance of
operation of system operating from a common power bus.
Disturbances can also be caused by emissions radiated from
converters with very high switching frequencies. The radi-
ated EMI is most often a magnetic field, due to the typically
low voltages and high currents involved, but electric fields
can sometimes also be a nuisance, especially with respect to
the own control circuitry of the converter. Power lines can
also radiate EMI produced by the current noise drawn from
converters.
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42.3 Measurements of Conducted EMI

It has been already mentioned that in power electronic sys-
tems, it is the mitigation of conducted EMI, which is of major
practical importance. Therefore, the topic of EMI measure-
ments in this chapter is limited to that type of EMI within
the 10 kHz–30 MHz frequency range. The related terms, units,
instruments, and techniques are subsequently described. Con-
cerning the radiated interference, the reader is referred to one
of many publications covering the radio frequency (RF) aspects
of EMC, e.g., [1–5].

The basic quantity of signal is power. Because of the poten-
tially wide magnitude ranges involved, the decibel (dB) system
is often used in which 1 W serves as the reference. In the dB sys-
tem, signal power, P(dBW), expressed in dBW, is calculated from
the power in watts, P(W) as

P(dBW) = 10 log P(W) dBW (42.7)

If milliwatts, mW, often abbreviated as “m,” are considered,
then

P(dBm) = P(dBW) + 30 dBm (42.8)

However, in EMI measurements, it is voltage that is com-
monly used and voltage probes are employed. Power is propor-
tional to the square of voltage. Thus, taking 1 V as reference,
voltage in the logarithmic scale, V(dbV), is defined as

V(dBV) = 20 log V(V) dBV (42.9)

In practice, the reference voltage is usually 1 μV, and

V(dBμV) = 20 log V(μV) dBμV = V(dBV) + 120 dBμV
(42.10)

If the commonly used resistance of 50� is employed in the
measurements, conversions of P(dBm) into V(dBμV) and vice
versa can be made from the equation

V(dBμV) + P(dBm) = 107 (42.11)

Current probes for EMI current measurements are used
when limits on conducted EMI are expressed in units of
current. Denoting the terminal-pair transfer impedance of a
current probe by ZT, current expressed in dBμA is given by

I(dBμA) = V(dBμV) − ZT(dB�) (42.12)

where

Z(dB�) = 20 log Z(�) dB� (42.13)

To characterize broadband coherent (continuous spectrum)
signals, an amplitude density function, A, is used in place of
a discrete amplitude measure. The so-called broadband unit
is 1 V/Hz. In EMC techniques, the 1 μV/MHz unit is more
convenient. The conversion equations are

A(dBμV/MHz) − A(dBV/Hz) = 240 (42.14)

and

V(dBμV) − A(dBμV/MHz) = 20 log B(MHz) (42.15)

where B(MHz) is the measurement bandwidth, usually 9 kHz,
that is, 0.009 MHz.

Conducted emissions are measured using EMI receivers,
which usually measure voltage from an appropriate probe.
Basically, the EMI receiver is a tunable voltmeter; its block
diagram is shown in Fig. 42.5. Modern EMI receivers cover
extremely wide frequency ranges, e.g., from 9 kHz to 18 GHz.
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FIGURE 42.5 Block diagram of the EMI receiver.

To allow comparison of EMI measurement results, precise
specifications for the detector have been established. The most
common types are peak, quasi-peak, and average detectors.
They are based on RC circuits having different charging and
discharging time constants. It must be mentioned that the dis-
plays are usually calibrated to the rms value of an equivalent
sinusoidal signal, whereas the actual detector often measures a
different characteristic of the culprit noise.

Measurement of the peak EMI is important because of the
ubiquity of impulsive sources and sensitivity of many types of
electronic circuits to impulses. The peak detectors have a short
charging time constant, in the order of a fraction of microsec-
ond, and a very long discharging time constant, in the order
of tens of seconds. The quasi-peak detectors, strongly recom-
mended by CISPR, have been primarily developed to emulate
the human ear acting as a broadcast disturbance sensor. The
charging and discharging time constants are 1 ms and 160 ms,
respectively. The average detector is characterized by a long
integration time constant, in the order of a second. For the
0.15–30 MHz frequency range, CISPR requires that an EMI
measuring instrument have a 9 kHz bandwidth of the filter at
6 dB (from −5 to +4 kHz from the central frequency value)
and that the measurement accuracy for a sinusoidal signal be
less than 2 dB.

EUT

LISN

EMI receiver

RL

N

G

P

S

DM

CM

FIGURE 42.6 Simplified circuit diagram of a LISN.

To increase the accuracy within wide ranges of the frequency
and magnitude of signals, modern EMI receivers have several
measuring channels. Each channel contains an independent
quasi-peak detector, and the saturation and threshold levels of
individual channels differ from each other. Output signals of
the detectors are added in a circuit operating the display.

For comparability of EMI measurements, an interface circuit
is inserted between the EMI source and the mains. This circuit
is called a line impedance stabilization network (LISN) or arti-
ficial mains. The LISN produces a standard load impedance for
the EMI source and filters out high-frequency disturbances on
the mains, which could distort measurement results. An exam-
ple of single-phase LISN recommended by CISPR 16, a publica-
tion devoted to proper EMI testing, is shown in Fig. 42.6. In the
equipment under test (EUT) block, the positive and negative
line terminals are denoted by P and N, respectively, whereas
grounded terminal is denoted by G. The load resistance, RL,
specified by CISPR 16 is found to be 50�. The switch, S, allows
transition from the CM to DM measurements. Three-phase
LISNs are also available. Refer to the manual of a given LISN
for operating instructions.

For quick qualitative EMI measurements, e.g., spectrum
analyzers can be employed, while developing an EMI filter.
A direct view of the interference levels over a wide frequency
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range is very convenient. The frequency axis can be switched
to a linear or logarithmic scale, whereas the magnitude is
usually displayed in dBm. True peak and average detectors
are available. Spectrum analyzers are rms calibrated, so that
the reading is correct for sinusoidal waveforms only, such as
discrete harmonics of the measured noise. For impulse dis-
turbances, correct peak values are obtained. For broadband
measurements, corrections must be made to convert the true
peak to quasi-peak and to account for the difference in mea-
surement bandwidths. For help, refer to the manual of a given
spectrum analyzer.

Technical details of EMI measurements for EMC compli-
ance are too vast a topic to be fully covered here. The reader is
referred to such authoritative sources as the already mentioned
CISPR Publication 16 and books [1, 6].

42.4 EMI Filters

EMI generated in power electronic systems usually exceeds
the allowable levels, and it must be reduced. The most com-
mon means of EMI mitigation are low-pass filters, often called
radio-frequency (RF) filters. They are installed on the input
and output sides of power converters. The filters are simple
capacitive (C) or inductive–capacitive (LC) circuits. Resistors
are sometimes added to dampen possible resonances caused by
converters with high switching frequencies.

Choke coils are employed as the inductive components of
the filters. They are usually single-layer solenoid structures with
relatively low coefficients of inductance. In the case of CM EMI
filters, two or three windings are placed on the same closed iron
core. The windings are so arranged that the coil’s impedance
for the CM noise is high, but that for the load current and
DM noise is low. A single-phase CM choke coil is shown in
Fig. 42.7. Letters P, N, and G again denote the positive, negative,

Choke
coil

G

Mains

N

P

EMI
source

iL + idm + icm1

icm2

iL + idm

icm1 + icm2

Φcm12

L+    dm+   cm1

L+    dm−   cm2

FIGURE 42.7 Single-phase CM choke coil.

and ground terminals of the mains. It can be seen that magne-
tomotive forces FL and Fdm produced by the load current iL
and DM noise current idm in the upper and lower parts of the
coil cancel each other. As a result, the magnetic flux �cm12 in
the core is generated only by magnetomotive forces Fcm1 and
Fcm2 produced by the CM noise currents icm1 and icm2.

Capacitors employed in EMI filters must have low para-
sitic series inductance, low dielectric and ohmic losses, and
stable capacitance versus frequency characteristics. Paper, met-
alized paper, polystyrene, and ceramic capacitors are widely
used. The so-called multifunction ceramic (MFC) capacitors
can suppress the high-frequency noise and absorb impulse-
type transients. According to their electrical connection mode,
capacitors in power line filters can be classified as X- and
Y-capacitors, the former posing no threat of electrical shock
to personnel, even in the case of a breakdown. Y-capacitors
are typically used for attenuation of the CM noise in power
line filters, but they require stricter safety standards and higher
reliability than X-capacitors.

To reduce the parasitic inductance, contributed mostly by
the leads, the so-called feedthrough capacitors have been devel-
oped for use in EMI filters. The wire conducting the load
current passes through the capacitor structure, instead of the
capacitor being connected between it and the ground. This is
illustrated in Figs. 42.8 and 42.9. Figure 42.8a shows the struc-
ture of the feedthrough capacitor, and its electric symbol is
shown in Fig. 42.8b. Figure 42.9a shows that in a conventional
capacitor, the parasitic inductances, Lp, of the leads are in series
with the capacitance, C. The total inductance is thus 2Lp. In
contrast, as seen in Fig. 42.9b, in the feedthrough capacitor,
lead inductances are connected in parallel to each other, so that
the total inductance is Lp/2.

From the very beginning of modern power electronics,
capacitors have been employed in the so-called snubbers. In the
simplest embodiment, a snubber circuit consists of a capacitor
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FIGURE 42.8 Feedthrough capacitor: (a) structure and (b) electric symbol.
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FIGURE 42.9 Parasitic inductances of the leads: (a) conventional capacitor and (b) feedthrough capacitor.

with a resistor connected in series to dampen possible reso-
nance with parasitic inductances. The snubber is placed across
a semiconductor power switch to improve the switching con-
ditions and keep the switch within its safe operating area.
Snubbers reduce the EMI, which is particularly strong when
the switch turns off, interrupting the load current.

Noise suppression capacitors connected to various other
points in a power electronic system are also widely used,
although they do not mitigate the EMI as effectively as LC fil-
ters with choke coils. Capacitive filters most often appear at the

(c) (d)

(a) (b)

FIGURE 42.10 Basic topologies of low-pass LC filters: (a) inverted-gamma (�’); (b) pi ("); (c) tee (T); and (d) multistage.

input and output of power electronic converters. They can be
connected between lines or line-to-ground.

Basic topologies of low-pass LC filters are illustrated in
Fig. 42.10. It must be stressed that EMI filters must be placed
in all wires of a power electronic system. Most common con-
figurations are shown in Fig. 42.11 for a two-wire system. The
filters attenuate both the CM and DM conducted EMI. An
extension of the T-type filter on a three-wire system is shown
in Fig. 42.12. Similar extension can be made with respect to the
other topologies of filters.
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FIGURE 42.11 EMI filters in a two-wire power electronic system: (a) inverted-gamma (�’); (b) pi ("); and (c) tee (T).
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FIGURE 42.12 T-type EMI filter in a three-wire power electronic
system.

An example arrangement of the CM and DM EMI filters in
the ac drive system of Fig. 42.1 is shown in Figs. 42.13 and
42.14, respectively. In the actual system, both types of filters
are installed, and the two separate circuit diagrams have only
been used for an instructional purpose.

The insertion loss (IL) is the main parameter of EMI fil-
ters. For a given frequency, f , IL can be determined by mea-
suring the voltage, VG, of a sinusoidal signal generator, and

then connecting the filter to the generator and measuring the
voltage, VF, at the filter’s output. Then,

IL = 20 log

(
VG

VF

)
dB (42.16)

The insertion loss is usually given as an IL(f ) graph with log-
arithmic coordinates. For filter design, the two-port network
theory is employed, using the transmission, A, parameters
expressing the dynamic relations between the input and output
variables of a two-port network. Specifically,

[
V1(s)
I1(s)

]
=
[

A11(s) A12(s)
A21(s) A22(s)

] [
V2(s)
I2(s)

]
(42.17)

where V1 denotes the input (EMI-source side) voltage of the
network, I1 is the input current, V2 is the output voltage, and
I2 is the output current, whereas s denotes the Laplace vari-
able (complex frequency). The transmission parameters are
defined as

A11(s) = V1(s)

V2(s)
|I2 = 0 (42.18)

A12(s) = V1(s)

I2(s)
|V2 = 0 (42.19)
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FIGURE 42.13 Placement of CM EMI filters in the drive system of Fig. 42.1.
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FIGURE 42.14 Placement of DM EMI filters in the drive system of Fig. 42.1.

A21(s) = I1(s)

V2(s)
|I2 = 0 (42.20)

A22(s) = I1(s)

I2(s)
|V2 = 0 (42.21)

Once the transmission parameters for a given filter are deter-
mined using the transient analysis of its circuit, the insertion
loss can be found from the equation

IL(f )

=20log

∣∣∣∣ [A21(jω)ZL(jω)+A22(jω)ZS(jω)+A11(jω)ZL(jω)+A11(jω)]
ZS(jω)+ZL(jω)

∣∣∣∣
(42.22)

where ω= 2π f . Then, the IL(f ) graph can be plotted, as
illustrated in Fig. 42.15 for an actual commercial EMI filter.

The insertion loss is approximately proportional to the
total inductance and capacitance (total LC) and square of
the frequency. Because of the cost and size associated with
the total LC value of the filter, an optimal filter is the one
with minimum total LC value, which still mitigates the EMI
sufficiently to satisfy the pertaining norm. A difficulty in
optimizing the EMI filter design consists in the mismatched
impedance conditions under which the filters operate. From
the point of view of a manufacturer of the filters, the source
and load impedances are simply unknown. However, from the
user’s viewpoint, estimating the source and load impedances
allows for better selection of the filter configuration. Specif-
ically, for low source and load impedance, the “T” filter is
recommended. The “"” configuration is best for high source
and load impedance, whereas for low source and high load
impedance, the “�” (LC) filter is preferred. Finally, for high
source and low load impedance, the “�” (CL) topology is
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FIGURE 42.15 An example insertion loss vs frequency graph for an EMI filter.

favored. If possible, multiple-stage filter topologies should be
employed.

Practical design of EMI filters is complicated by the fact that
there are no ideal inductors and capacitors. Considering the
equivalent electric circuit of an inductor in Fig. 42.16a and
that of a capacitor in Fig. 42.16b, it can be seen that at very
high frequencies, the impedance of the parasitic components,
marked by the subscript “p,” may dominate that of the main
component. Thus, the reactance of the parasitic capacitance,
Cp, of the inductor can make the overall impedance to decrease

(b)

(a)

L

Cp

Rp

CLpRp1

Rp2

FIGURE 42.16 High-frequency equivalent circuits of: (a) capacitor and
(b) inductor.

with the frequency, and the reactance of the parasitic induc-
tance, Lp, of the capacitor can make the overall impedance of
the capacitor to increase with the frequency. That is why manu-
facturers of EMI filters and their components go to such lengths
to minimize the parasitics.

In the common case of power electronic converters fed from
the grid, the so-called power line filter is installed between the
grid and converter. It protects the converter and its load from
external disturbances and, vice versa, screens out the grid from
EMI generated in the converter. Voltage impulses originated
within the grid are particularly hazardous for the converter,
and varistors are used in the filter to attenuate the impulses. An
example of commercial power line filter is shown in Fig. 42.17.
In the drive system in Fig. 42.1, the filter would be connected
to the three-phase input terminals of the dc source (rectifier).

Numerous companies offer a variety of power line and EMI
filters with various voltage and current ratings. Thus, designers
of power converters and converter-fed systems have a choice
of quality products, without the need for designing their own
filters. Useful details of the process of EMI filters design can be
found in [6–8].

Active EMI filters, although very effective, are less common
than the passive filters described because of their increased
complexity and cost. They are based on the feedback princi-
ple, generating currents that neutralize the noise currents. In
dc-to-dc converters, they are also used to limit inrush cur-
rents, for example during the so-called hot swapping when a
faulty electronic board is replaced without interrupting opera-
tion of the system. In certain three-phase systems with power
converters such as ac drives, the CM voltage noise, apart from
producing external interference, causes internal problems,
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e.g., accelerated wear of bearings. The so-called CM voltage
cancellers are one of the means to mitigate those problems.
Such a voltage canceller in the drive system of Fig. 42.1 is shown
in Fig. 42.18.

42.5 Random Pulse Width Modulation

Suppression of the low-frequency noise, originating from the
PWM operating mode of most power converters, is particu-
larly difficult. As already pointed out in Section 42.1, the noise,
mostly harmonics of the voltages and currents, appears in the

frequency spectra as harmonic clusters around multiples of
the switching frequency, fsw. As seen in Fig. 42.1, the high-
est magnitudes of the harmonics appear at the lower end of
the frequency range while the insertion loss of EMI filters pro-
gressively increases with the frequency, as shown in Fig. 42.15.
Thus, at low frequencies, effectiveness of the filters decreases.
Increasing the total LC value helps, but it results in correspond-
ing increase of the cost and bulk of the filters. Therefore, miti-
gation of the harmonics by means of special PWM strategies is
the best solution for filter minimization.

Most of the commercial PWM power converters are char-
acterized by a fixed switching frequency, fsw, defined here as a
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reciprocal of the switching period, Tsw. The switching period
constitutes the length of a switching interval, which houses
pulses of switching variables of the converter, one pulse per
variable. Duty ratio of a given pulse varies from 0 to 1, that
is, the width of the pulse is in the range of 0− Tsw. It has been
demonstrated in several publications that if individual switch-
ing periods are randomly varied, then the discrete harmonic
power (watts) of spectra of the voltages and currents of the
converter is transferred to continuous power spectral density
(watts/hertz) [9]. This strategy of random pulse width mod-
ulation (RPWM) results in significant mitigation of both the
acoustic and electromagnetic noise associated with the current
harmonics [10, 11]. Accumulated experience and theoretical
considerations show that varying Tsw from 50 to 150% of the
average switching period, Tsw,ave, is sufficient. Thus, the nth
switching period is determined as

Tsw,n = (rn + 0.5)Tsw,ave (42.23)

where rn is a uniform-probability random number in the 0–1
range.

For convenience, in practical digital modulators for PWM
converters, the switching cycles coincide with the sampling
cycles of the modulator, that is, fsw = fsmp, where fsmp denotes
the sampling frequency (not to be confused with the much
higher clock frequency). Consequently, the varying switch-
ing rate is associated with identically varying sampling rate.
When a single digital system performs more tasks than just
PWM, the random sampling rate is a distinct disadvantage. For
instance, in a control system, the sampling rate defines the con-
trol bandwidth and it is selected at a specific trade-off level.
Therefore, an RPWM technique with a fixed sampling rate but
variable switching frequency is more practical. Figure 42.19
illustrates: (a) the most common, nonrandom PWM tech-
nique with fixed period and coinciding sampling and switching
cycles, (b) RPWM with randomly varied and coinciding sam-
pling and switching cycles, and (c) RPWM with fixed sampling
periods and randomly varied switching periods, subsequently
referred to as variable-delay RPWM (VD RPWM).

As seen in Fig. 42.19c, the switching cycles in the VD RPWM
method are delayed with respect to the corresponding sampling
cycles by a randomly varied time delay, d. The value of d for the
nth switching cycle is calculated as

dn = rnTsmp (42.24)

where Tsmp = 1/fsmp denotes the sampling period. When in
two consecutive switching cycles, denoted by k and k + 1, r k is
close to 1 and r k+1 is close to 0; the second, k + 1, switching
cycle may be too short, that is, its length, Tsw,k+1, may be lower
than the minimum allowable length, Tsw,min. Therefore, in case
of such occurrence, Tsw,k+1 is set to Tsw,min, or another value
of rk is selected. As a result, the switching periods vary from

n n +1 n +2 n +3 n +4

n n +1 n +2 n +3 n +4

n n +1 n +2 n +3 n +4

n n +1 n +2 n +3 n +4
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FIGURE 42.19 Illustration of PWM techniques: (a) fixed-period and
coinciding sampling and switching cycles; (b) randomly varied and coin-
ciding sampling and switching cycles; and (c) fixed-period sampling cycles
and variable-period switching cycles (VD RPWM).

Tmin to 2Tsmp. The average switching period, Tsw,ave, equals the
sampling period, Tsmp.

Any PWM strategy based on the concept of switching cycles
can be employed within the RPWM method. For instance,
the popular space-vector modulation can be used in three-
phase voltage-source inverters. As long as the average switching
period is sufficiently short, the quality of output current is sim-
ilar to that in a converter with a fixed switching frequency
having the same period. An example spectrum of the out-
put current of a voltage-source inverter controlled using the
VD RPWM is shown in Fig. 42.20. It is the same converter
whose current spectrum, with fixed-period PWM, was shown
in Fig. 42.3. The noise suppression by 10 dBμA is easily observ-
able. A spectrum corresponding to that in Fig. 42.4 is shown in
Fig. 42.21. Here, the EMI mitigation by about 20 dBμA is even
stronger.

Although RPWM is not a perfect tool for EMI mitigation,
it effectively eliminates high harmonics of the input and out-
put currents and output voltages in PWM power converters.
The EMI filters are usually still needed for the suppression of
transients, impulses, and high-frequency noise. However, their
total LC value can be greatly reduced. The RPWM technique
with random switching and sampling periods is a little more
effective than the VD RPWM because of the somewhat bigger
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FIGURE 42.20 Frequency spectrum of output current of a voltage-source inverter with VD RPWM.

Frequency (MHz)

70

80

90

C
ur

re
nt

 n
oi

se
 (

uA
dB

)

100

110

120

130

10−2 10−1 100 101

FIGURE 42.21 Wide-range frequency spectrum of inverter current with VD RPWM.

freedom of randomization, and it is recommended for convert-
ers whose pulse width modulator operates independently of the
rest of the system.

It is worth mentioning that PWM techniques have been
developed that reduce the CM noise in three-phase inverters
by elimination (or significant reduction of use) of the so-called
zero states, in which all the three-phase terminals are clamped
by the inverter switches to one of the dc buses. Other solu-
tions involve addition of a fourth leg to the inverter, or use of
multilevel inverters.

42.6 Other Means of Noise Suppression

In addition to filters and PWM methods, means of mitiga-
tion of EMI effects in systems with power converters include

grounding, shielding, and reduction of electromagnetic
coupling. When skillfully used, they can significantly reduce
the EMI and circuit susceptibility at a low extra cost.

Effects of grounding on the EMI must be considered in the
context of the whole system employing power electronic con-
verters. Grounding of electric equipment has historically been
based on the requirements of safe and reliable power distri-
bution, maximum protection against overvoltages (including
lightning strikes and electrostatic buildup), and safe-touch
conditions for personnel during ground faults. The so-called
safety ground (green wire in the United States) protects per-
sonnel and equipment by conducting fault current, operating a
circuit breaker or fuse, and limiting the voltage to ground dur-
ing faults. This type of grounding can be termed low-frequency
grounding. The earth ground is made using buried rods, plates,
or grids. Note that the ground wiring for lightning protection



1242 A. M. Trzynadlowski

1 2

C12

1 2

M12

(a) (b)

vn vn

FIGURE 42.22 Electromagnetic coupling: (a) capacitive and (b) inductive.

must be isolated from other grounding conductors, and the
lightning current may not pass through any circuit breaker
or fuse. Considering the drive system in Fig. 42.1 and assum-
ing the “wye” connection of the secondary windings of the
supplying transformer, the neutral of the transformer can be
ungrounded, directly grounded, or connected to the ground
through a resistor. Each of these arrangements has advan-
tages and disadvantages, but the resistance-grounded system
has gained the greatest popularity because the line-to-ground
faults do not cause immediate shutdown of the system. Proper
selection of the grounding resistance allows sufficient limita-
tion of the ground fault currents and the voltage to ground to
avoid equipment failures.

The high-frequency grounding, which should be considered
separately from the low-frequency scheme, has a strong impact
on the CM EMI. The general rule for proper high-frequency
grounding design is to understand the CM noise path and to
reroute the noise away from the sensitive electronics. A single-
point grounding scheme is theoretically the best, although the
existence of many stray system-to-ground capacitances makes
it practically a multipoint grounding above certain frequen-
cies. Physical capacitors are often used to augment the stray
capacitances, for example, between the chassis and the ground-
ing wire, to reduce the CM noise voltage. High-power parts
of a system should be connected the closest to the single-
point ground, with the most sensitive circuits the furthest
from it.

Most practical systems with power converters include cables,
e.g., those connecting the inverter to the motor in the drive
in Fig. 42.1. The cables act as antennas for the radiated EMI,
and they are the receptors in the electromagnetic coupling.
Shielding the cables significantly reduces those unwanted phe-
nomena. Such types of cables as the aluminum-armor or
braided-shield ones offer very good protection from EMI. In
particular, they prevent interference with sensitive equipment
by providing an isolated and predictable metallic path for the

CM noise. The shield is usually bonded with the ground wire at
both ends of the cable. For industrial installations, such as drive
systems in a factory, use of grounded steel conduits to carry
cables is a convenient and effective solution. Shielding can also
be applied to other than cables, parts of the electronic circuitry,
such as circuit enclosures.

As illustrated in Fig. 42.22, the electromagnetic noise cou-
pling can be capacitive (electric field) or inductive (magnetic
field). The noise source-voltage is denoted by vn, and the stray
capacitance, C12, and mutual inductance, M12 link wires 1 and
2 transmitting noise from the source. The coupling capaci-
tances and inductances should therefore be minimized. The
simplest, but not always practical, approach is to increase the
distances between noise sources and receivers. Shielding is
a good protection from electromagnetic noise coupling, and
the unshielded leads extending beyond the shield should be
possibly short.

Electromagnetic noise coupling can also be minimized by
proper circuit geometry. The potential noise source should not
be placed in parallel to the potential noise receiver. Perpendicu-
lar placement is best. Twisting two interconnecting wires helps
as well because currents in individual wires flow in opposite
directions, producing magnetic fields that cancel each other.

EMI reduction techniques should also be considered at the
printed circuit board (PCB) level. Proper grounding, power
distribution, and interconnection techniques, depending on
whether the PCB contains analog or digital circuitry, improve
immunity to both the internal and external noise sources.
This highly specialized topic extends the tutorial scope of this
publication.

A thorough compendium of various means of EMI miti-
gation in inverter-fed ac drive systems can be found in [12].
It should be stressed that EMI suppression techniques should
be considered in early stages of the design. Otherwise, the
designed system is very likely to have serious, and expensive
to fix noise problems.
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42.7 EMC Standards

The number of institutions involved in regulations and recom-
mendations that concern EMI is quite large, and to an average
person, the issue of EMC standards can be somewhat con-
fusing. EMC is defined as the ability of equipment to func-
tion satisfactorily in its electromagnetic environment without
introducing intolerable disturbances to anything in that envi-
ronment. EMC requirements entail two major items: emissions
and susceptibility, or its opposition, the immunity. Electromag-
netic disturbance is any phenomenon that may degrade the
performance of a device or system or adversely affect the living
and inert matter. The term “EMI” pertains to that performance
degradation. It is worth mentioning that in the colloquial engi-
neering language, EMI is often meant as emissions and EMC
as immunity, which is inexact. In the important US military
standard, MIL-STD 461, the emissions and immunity require-
ments are referred to as conducted/radiated emissions (CE/RE)
and conducted/radiated susceptibility (CS/RS).

In the United States, it is the Federal Communication
Commission (FCC) that sets the general EMC requirements
(medical products are regulated by the Food and Drug
Administration). The FCC Rules and Regulations, Title 47, Part
15, Subpart B concerns “any unintentional radiator (device or
system) that generates and uses timing pulses at a rate in excess
of 9000 pulses (cycles) per second and uses digital techniques.”
Clearly, that mandatory requirement applies to almost every
product that employs a microprocessor. It is illegal to sell or
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FIGURE 42.23 FCC conducted emissions limits. Upper trace: Class A and lower trace: Class B.

advertise for the sale of any product regulated under Part 15,
Subpart B until its emissions have been measured and found to
be in compliance. Products regulated by Part 15, Subpart B are
divided in two classes. Class A devices are those marketed for
use in commercial applications, whereas the domestic appli-
cations belong to Class B. As illustrated in Fig. 42.23, Class
B limits are more stringent than those for Class A products,
and the Class B administrative certification process is more
rigorous than the Class A verification process. The American
National Standards Institute (ANSI) standard C63.4 defines the
required emission test procedures. However, there are no FCC
regulations pertaining to product immunity to electromagnetic
fields.

EMC requirements for products used by the US military are
listed in the already mentioned MIL-STD-461. This standard is
applicable to a wide range of systems, from power tools to com-
puter workstations. Unlike the FCC Regulations, MILSTD-461
specifies limits for both the emissions and immunity. The ANSI
and Institute of Electrical and Electronics Engineers (IEEE)
also publish EMC standards, as do, for internal use, private
organizations, such as Society of Automotive Engineers (SAE)
and automobile manufacturers.

Under the General Trade Agreement on Tariffs and Trade
(GATT) and its successor, World Trade Organization (WTO)
agreements, member countries are obliged to adopt inter-
national standards for national use. With respect to EMC,
international standards are primarily developed by Interna-
tional Electrotechnical Commission (IEC) and its International
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Special Committee on Radio Interference (CISPR); both are
already mentioned in the introduction to this chapter. The
series of IEC standards, IEC 61000-1 through IEC 61000-6,
covers all aspects of EMC. The FCC standards are harmonized
to IEC, as are the European Norms (EN) used in the Euro-
pean Union (EU). Some specific EMC standards have also been
published by International Organization for Standardization
(ISO).

In 1992, the EU eliminated internal borders, necessitat-
ing a common system for establishing EMC standards and
accreditation, testing, and certification procedures. The “New
Approach” and “Global Approach” have been initiated; their
goal is to include EU directives into national laws of EU states,
harmonize national standards with the European standards,
and ensure validity of test reports and conformity certificates
between all Member States.

According to the “New Approach,” technical contents have
been removed from the European Directives and entrusted
to the European Standardization Bodies, which are Comitè
Europèen de Normalization (CEN), Comitè Europèen de
Normalization Electro-Technique (CENELEC), and European
Telecommunication Standards Institute (ETSI). The key Euro-
pean Directive 89/336/EEC “Electromagnetic Compatibility”
gives only a general definition of the essential protection require-
ments for all electric and electronic equipment and systems
while referring to CENELEC and ETSI standards for technical
details. The “Global Approach” requires every product on the
European market to have the permanent “CE” marking, which
indicates that the affixer declares, and takes full responsibility
of, the conformity to all applicable European directives.

The EMC Directive 89/336/EEC sets up emission and immu-
nity requirements. It defines (a) components, (b) systems, and
(c) installations. The Directive applies only to components per-
forming direct function and to the systems. Standards referred
to in the Directive are divided into basic standards, generic
standards, and product standards. The basic standards define
general EMC requirements and testing procedures, without
specifying any limit values or assessment criteria. Generic stan-
dards specify the requirements for products in specific elec-
tromagnetic environments. For instance, EN 50081-1 applies
to emissions in residential, commercial, and light industrial
equipment, including power supplies for industrial equip-
ment, and EN 50081-2 to emissions in industrial environ-
ments. Respective immunity norms are EN 50082-1 and EN
50082-2. Product standards address EMC requirements for cer-
tain products and product families, such as household appli-
ances, information technology equipment, or generic light
industrial equipment, Various European norms are employed
as the product standards.

The IEC 555-2 (EN 60555-2), IEC 1000-3-2 (EN 61000-3-2),
and IEC 1000-3-4 are emission standards for low-frequency
harmonics, closely associated with operation of power elec-
tronic converters. Voltage fluctuations and flicker (impression of
unsteadiness of visual sensation induced by a light stimulus whose

luminance or spectral distribution fluctuates in time) emission
limits are defined in IEC 555-3 (EN 555-3), IEC 1000-3-3
(EN 61000-3-3), and IEC 1000-3-5. IEC 61000-4-7 and IEC
61000-4-15 define the required instrumentation for EMI mea-
surements. Radio-frequency conducted and radiated emissions
are dealt with in EN 55011, EN 55014, and EN 55022, whereas
CISPR 16 is the basic standard for radio interference mea-
surements. Finally, IEC 1000-4-1 through IEC 1000-4-12 are
immunity standards.

EMC standards are continuously being developed and
revised. Therefore, it is important to keep track of stan-
dards’ publication dates (DoP) and dates of withdrawal (DoW)
of conflicting earlier standards. Temporary EN standards are
called ENV. Numerous Internet resources are available, in
particular:

• American National Standards Institute (ANSI).
• Canadian Standards Association.
• Electronic Industries Association (EIA).
• European Telecommunications Standards Institute (ETSI).
• Federal Communications Commission (FCC).
• IEEE Standards Association.
• International Electrotechnical Commission (IEC).
• International Organization for Standardization (ISO).
• National Institute of Standards and Technology (NIST).
• NSSN, A National Resource for Global Standards.
• Society of Automotive Engineers (SAE).
• Standards Australia.
• VCCI (Japanese EMC Regulation and Certification).
• Verband Deutscher Elektrotechniker e. V. (VDE -

German standards).

For more EMC information links, go to http://www.
dbtechnology.co.uk/links.htm. A comprehensive treatment of
contemporary EMC issues in power electronic and power
distribution systems can be found in [13, 14].
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43.1 Introduction

This chapter shows how power electronics circuits, electric
motors, and drives, can be simulated with modern simula-
tion programs. The main focus will be on PSpice�, which
is one of the most widely used general-purpose simulation
programs and Simplorer�, which is more specialized towards
the power electronics and motor drives application area. Ali
Ricardo Buendia, who obtained his M.S.E.E. degree from Texas
Tech University, has created the examples for Simplorer�. The
PSpice� examples have been developed for the free student ver-
sion of OrCAD Capture 9.1 from Cadence. The author found
the use of examples that can be run on the student version very
beneficial in an educational environment, since such examples
can be shared with students to enhance their understanding of
the lecture material. This shall by no means lead to the conclu-
sion, that the programs and simulations presented here cannot
be used for serious professional work. In fact, the author has
used these tools with great success in many research and con-
sulting projects. In addition to the programs mentioned above,
MathCAD� has been used to derive and present the underly-
ing equations. The advantage of using MathCAD� for this
purpose is that in MathCAD� it is possible to check equations
by actually executing them.

The examples have been developed to illustrate advanced
techniques for simulation of systems from the power elec-
tronics and drives area but not to teach the basic features

of the individual programs. It is assumed, that the reader
will familiarize themself with the basics on how to run the
programs using the accompanying documentation. In addi-
tion, it is assumed, that the reader is familiar with the
basics of power electronics and electric machines, specifi-
cally AC induction machines. For a review the reader shall be
referred to [1] for power electronics and [2, 3] for induction
machines.

43.2 Use of Simulation Tools for Design
and Analysis

It is appropriate to reflect upon the value of simulations and
its place in the design and analysis process before any in-depth
discussion of specific simulation examples. Computer simula-
tions enable engineers to study the behavior of complex and
powerful systems without actually building or operating them.
Simulations therefore have a place in the analysis of existing
equipment as well as the design of new systems. In addition,
computer simulations enable engineers to safely study abnor-
mal operating or fault conditions without actually creating
such conditions in the real environment.

However, the reader should be reminded that even the most
modern simulation programs cannot perfectly represent all
parameters and aspects of real equipment. The accuracy of the
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simulation results depends on the accuracy of the component
models and the proper identification and inclusion of parasitic
circuit elements such as parasitic inductance, capacitance, and
mutual coupling. Accuracy of component models in this con-
text shall not mean that the model is actually faulty but rather
that the limitations of the model are exceeded. For example,
if the transformer inrush phenomenon were to be studied
using a linear model for a transformer, the simulation would
not yield useful results.

In particular, the precise prediction of voltage and current
traces during fast switching transitions in power electronics
circuits has been proven to be difficult. To obtain useful results,
extensive experimental validation, advanced device models
(and the values for their parameters!), and detailed knowl-
edge of parasitic elements, including the ones of the packaging
of the circuit elements, are necessary. In addition, numerical
convergence is often a problem, if gate-drive signals, with rise
and fall times as steep as in real circuits, are applied. Therefore,
the exact prediction of waveforms during switching transitions
shall be excluded from the discussions in this chapter. Con-
sequently, the author prefers to measure parameters such as
voltage rise and fall times, over and undershoot etc. on actual
circuitry in the laboratory.

Sometimes, users of PSpice� claim that the convergence
problems are so severe, that it’s use for simulations of power
electronics circuits is just not possible or worth the effort.
However, this is absolutely not true and with the proper tech-
niques of gate signal generation, we can simulate just about
any given circuit with little or no convergence problems. In
addition, if convergence problems are avoided, simulations run
much faster and larger numbers of individual transitions can
be studied. This is achieved by generating gate signals that are
slightly less steep than in real circuits using analog behavioral
elements. This gives a lot of insight into the cycle-by-cycle
as well as the system level behavior of a power electronics
circuit. In this fashion, the function of an existing, as well
as the expected performance of a new proposed circuit can be
studied. An excellent application for these cycle-by-cycle simu-
lations is the development and verification of control strategies
for the power semiconductors.

Analog behavioral modeling (ABM) techniques included
in PSpice� can be used to study large and complex systems
like the control of induction machines using field oriented
(also called vector) control techniques. Examples are given
that replace the power electronics inverter with an ABM
source that produces voltages, which represent the short-term
average (filtering away the voltage components of the switch-
ing frequency and above) of the output of a three-phase
inverter. These examples represent pure system level simu-
lations, which could have also been done using programs
like MatLab/Simulink�. However, circuit simulation programs
provide the option of studying actual circuit level details in
complex systems. To demonstrate this capability, the start-up
of an induction motor, fed by a three-phase metal oxide

semiconductor field effect transistor (MOSFET) inverter, is
presented.

In all modeling cases, the user needs to define the goal of
the simulation effort. In other words, the user must answer the
question “What information shall be obtained through the
simulation of the circuit or system?” The user must then
select the appropriate simulation software and the appropri-
ate models. This process requires a detailed understanding of
the properties and limitations of the device models and the
sensitivity of the results to the model limitations. In order to
obtain such an understanding, it is often recommended and
necessary to perform numerous simulation test runs, carefully
scrutinize the results and compare them with measured data,
results from other simulation packages or otherwise known
facts.

43.3 Simulation of Power Electronics
Circuits with PSpice�

The first example of a power electronics circuit is a step-down
(also called buck) converter with synchronous rectification.
For the purpose of synchronous rectification, the diode, which
connects the inductor to ground in the regular circuit, is
replaced with a power MOSFET transistor. The benefit of this
circuit is that the power MOSFET represents a purely resistive
channel in the on state. This channel does not have a resid-
ual, current independent, voltage drop like the p–n junction of
a diode. Therefore, the voltage drop across the MOSFET can
be made lower than what can be achieved with diodes. The
results are reduced losses and increased efficiency. To achieve
this, the lower MOSFET must be turned on whenever the
upper MOSFET is turned off and the current in the induc-
tor is positive. If the current in the inductor is continuous,
the drive signal for the lower MOSFET is simply the inverted
drive signal for the upper MOSFET. However, if the current
in the inductor is discontinuous, the drive signal for the lower
MOSFET must be cut off as soon as the current in the inductor
goes to zero.

Figure 43.1 shows a simulation setup for a synchronous
buck converter that can operate correctly for continuous as
well as discontinuous inductor current. As mentioned before,
the key element of this example is the circuit for the genera-
tion of the gate-drive signals for the MOSFETs. For clarity, this
circuit has been realized using only standard elements from
the libraries of the evaluation version. The basic principle of
the operation of the gate-drive circuit is the well-known car-
rier based scheme, where a control voltage is compared with
a triangular carrier with fixed amplitude. An “ABM” block,
shown in the lower left part of Fig. 43.1, generates the trian-
gular carrier. Equation (43.1) shown below gives the closed
form equation for the triangular carrier wave. The output
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FIGURE 43.1 Simulation setup for a synchronous buck converter.

range of the function shown in Eq. (43.1) is between 0.0
and 1.0.

ETri (t ) := 1

π
acos

(
cos

(
2πFswt + π

2

))
(43.1)

For the generation of the gate-drive signals, the carrier
wave is compared with a control signal that can have val-
ues between 0.0 and 1.0, corresponding to a duty cycle input
between 0 and 100%. Feeding the difference of the carrier
wave and the control signal into a soft comparator generates
the primary PWM signal. Careful inspection of the implemen-
tation of the soft-limiter element provided in the evaluation
version of PSpice� shows that it uses a scaled hyperbolic tan-
gent function. Figure 43.2 shows a plot of a hyperbolic tangent
function. It can easily be seen, that the result of the soft-limiter
is an output signal with smooth transitions, which is crucial
to avoid convergence problems in PSpice�. The soft-limiter
used here has an upper and lower limit of ±15 V and a gain
(steepness control for the tanh function) of 50.

Figure 43.3 shows the output of the simulation run for the
synchronous buck converter. The top-level graph shows the
generated triangle carrier. It has a frequency (Fsw, see param-
eter statement in Fig. 43.1) of 10 kHz. This frequency has been
chosen rather low to improve the readability of Fig. 43.3. In the
graph of the triangle voltage in Fig. 43.3, the gate-drive signals
are shown for both MOSFET transistors. Please note, that the

gate-drive signal for the lower MOSFET is vertically shifted
by 30 V in order to separate the traces for readability. The
graph below the gate-drive signals shows the inductor current.
It can be seen that the current is discontinuous after the initial
inrush peak. The inrush peak is caused by the fact that the
capacitor is initially discharged (IC = 0 V). It is evident, that
the gate-drive signal of the lower (synchronous rectification)
MOSFET is appropriate for the inductor current. The bot-
tom trace shows the capacitor voltage, which has a steady-state
value of slightly more than 0.5 × 40 V (0.5 = 50% being the
duty cycle and 40 V being the input voltage) due to the fact that
the inductor current is slightly discontinuous even at steady-
state conditions. To test the gate-drive circuit for the lower
MOSFET, the load has been chosen such that the steady-state
current would be discontinuous. Following the soft-limiter are
two voltage-controlled voltage sources that generate isolated
gate-source voltages of 15 V for the on condition and 0 V for
the off condition of the MOSFETs. To enable operation with
discontinuous inductor current, the source “E−” in Fig. 43.1
also monitors the polarity of the inductor current through a
current-controlled voltage source “H1” with unity gain.

In addition to the cycle-by-cycle simulation of a DC–DC
converter, it is also possible to use a time-averaged replacement
for the MOSFET transistors used in the circuit in Fig. 43.1.
In fact, a common time-averaged model can be used for the
buck, the boost, the buck–boost, and the Cuk converter as
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long as they operate with continuous inductor current. The
time-averaged model has the advantage that it can run much
faster since it does not have to follow each switching transi-
tion. It is also possible to perform DC and AC sweep analyses.
A DC sweep would sweep the duty cycle over a wide range
and show the output voltage as a function of the duty cycle.
An AC sweep analysis would sweep the frequency of an AC
signal, which is superimposed on top of the duty cycle bias
signal. The AC sweep allows the study of the behavior of
the converter, including a feedback control system, in the fre-
quency domain for traditional stability analysis and system

tuning. A detailed description of this time-averaged modeling
technique, including detailed examples is given in [4].

To illustrate the capabilities of the PSpice� simulation pro-
gram, the next example shows a complete three-phase inverter
bridge using six power MOSFETs. This circuit is shown in
Fig. 43.4. Note that free-wheeling diodes are an integral part
of every power MOSFET and are not shown separately. The
inverter drives a three-phase load, which could represent an
induction motor for a singular operating point. The load is
connected to the inverter output terminals with so-called con-
nection bubbles. Due to the number of elements involved, the



43 Computer Simulation of Power Electronics and Motor Drives 1253

PWM_Generator Pos

M2M1

M4 M5

25

25

25 150mH

150mH

150mH

M6

M3

IRF150

IRF150IRF150

IRF150IRF150

IRF150

Neg

A A

A

B B

B

C

C

C

150V

150V

Vbus+

Vbus−
2+

1+ 3+

4+ 6+

5+

2−

1− 3− 5−

6−4−

1+1+

2+

3+

4+

5+

6+
6−

5−

4−

3−

2−

1−1−

2+
2−

3+
3−

4+
4−

5+
5−

6+
6−

PARAMETERS:

PARAMETERS:

M_A = 0.8

AC_FREQ = 60

AC_AMP = {m_a}

FSW = 3.6k
PI = 3.14159265

R_load_a

R_load_b

R_load_c L_load_c

L_load_b

L_load_a

FIGURE 43.4 Circuit for a three-phase inverter with MOSFETs.

circuit for the gate drive-signal generation is contained in a
hierarchical block. Blocks like this are available from the main
toolbar in the schematic editor. Selecting “Descend Hierarchy”
for the block called “PWM_Generator” reveals the subcircuit
which is shown in Fig. 43.5.

The hexagonal shaped symbols named “1+,” “1−,” “2+,”
etc. are called interface ports. These interface ports provide
the connection between the subcircuit and the ports of the
hierarchical block above. Here the connection is to the ports
(dots) on the “PWM_Generator” block. The interface ports are
created by simply drawing a wire up to the boundary of the
block. The name of the port is initially generic, “Px,” where x is
a running number, but can be easily edited by double-clicking
on the generic name. After drawing a block and creating all
the ports, right-clicking the “Descend Hierarchy” will open up
a schematic page for the subcircuit which has all the appropri-
ately named interface ports already in it. Additional details on
hierarchical techniques can be found in [5].

The circuit shown in Fig. 43.5 is similar to the gate-drive
generation circuit discussed before. Circuits like the circuit
shown in Fig. 43.1, compare a triangular carrier with one or
more reference signals. In this case, three reference signals,
one for each phase, are used. The triangular carrier signal is
symmetrical with respect to the time axis. The values cover the
range from−1.0 to 1.0. The equation for the triangular carrier

for PWM modulation for AC reference signals is given by the
Eq. (43.2).

ETri (t ) := 2

π
a sin

(
sin

(
2πfst + π

2

))
(43.2)

The three reference signals are sinusoidal signals with equal
amplitude and a relative phase shift of 120◦. For linear mod-
ulation, the amplitude range of the reference signals is limited
to the amplitude of the triangular carrier, e.g. 1 V. The ratio
of the reference wave amplitude and the (fixed) carrier ampli-
tude is called amplitude modulation ratio “m_a.” In the circuit
shown in Fig. 43.4 “m_a” has a value of 0.8. This value is
defined by a parameter symbol and represents a global param-
eter, which is visible throughout all levels of the hierarchy.
The phase to neutral voltage amplitude of each inverter leg
is equal to “Vbus+” (shown in Fig. 43.4) multiplied with the
amplitude modulation ratio. The frequency and waveshape of
the phase to neutral voltage of each phase leg is equal to the
reference waveform, if the high-frequency components result-
ing from the carrier wave are filtered away. This way, each
inverter leg can be viewed as a linear power amplifier for
its reference voltage. In fact, in drive applications, inverters
are often called “servo-amplifiers.” The load typically reacts
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FIGURE 43.5 PWM generation subcircuit for a three-phase MOSFET inverter.

only to the low-frequency components of the inverter output
voltage. The high-frequency components, which include the
triangular carrier frequency (also called switching frequency)
and its harmonics, are typically “just a blur” for the load. This
is especially true in recent times, where switching frequencies
of 20 kHz and above are possible. As an added benefit, audible
noise is avoided at these frequency levels.

The circuit involving the soft-limiter and level-shifter/high-
side driver in Fig. 43.5 is very similar to the circuit for the
synchronous buck converter, except for the fact that the load
current is not monitored. The control functions for the “E_x+,
E_x−” sources, where x denotes the phase, are chosen such that
the activation voltage levels are ±2 V. If the output voltage
of the soft-limiter is between −2 and +2 V, no MOSFET is
activated, and shoot-through, meaning a short circuit between
the positive and negative bus, is avoided.

Figure 43.6 shows the simulation results for the three-phase
inverter. The time scale is slightly stretched, to better show
the details of the PWM signals. The line-to-line voltage VAB

and the load current in all three phases are shown. Due to the

inductors contained in the load, the current cannot instan-
taneously change and follow the PWM signal. Therefore the
load currents are almost pure sinusoids with very little ripple.
This is representative of the real line currents in induction
motors.

Figure 43.7 shows an example where the MOSFETs in
Fig. 43.4 have been replaced with insulated gate bipolar tran-
sistor (IGBT). The particular IGBT shown here is included in
the library of the evaluation version. Note that free-wheeling
diodes are needed, if IGBTs are used. The free-wheeling diodes
carry the load current when the IGBTs are turned off to pro-
vide a continuous path for the current. This is very important,
since the load can have a substantial inductive component.
Whenever the diodes are conducting, energy flows momen-
tarily back to the source. In the case of power MOSFETs, the
diodes (often called body diodes) are an integral part of the
device. In the symbol graphic of PSpice� these body diodes are
not shown for MOSFETs. For this circuit, the gate-drive circuit
and the results are the same as for the three-phase bridge with
power MOSFETs.
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FIGURE 43.6 Output waveforms of the three-phase inverter with MOSFETs.
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43.4 Simulations of Power Electronic
Circuits and Electric Machines

In the following, the start-up of an induction motor, fed by
the three-phase inverter shown in Fig. 43.4, is presented. For
this purpose, the simple passive load in Fig. 43.4 is replaced
by an induction motor. For this and further discussions, it
is assumed that the reader is familiar with the theory of
induction machines. A number of excellent references are
given at the end of this chapter [2, 3, 6, 7]. The induc-
tion motor symbol represents the electro-mechanical model
of an induction motor. The model is suitable for studies of
electrical and mechanical transients as well as steady-state con-
ditions. The output pin on the motor shaft represents the
mechanical output. The voltage on this pin represents the
mechanical angular velocity using the relation 1 V = 1 rad/s.
In addition, any current drawn from or fed into this termi-
nal represents applied motor or generator torque according to
the relation 1 A = 1 Nm. Due to these definitions, the elec-
trical power associated with the voltage of the motor shaft
(with respect to ground) is identical to the mechanical power.
Following the well-known theory, the induction motor model
has been derived for a two-phase (direct and quadrature, D, Q)
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FIGURE 43.8 Induction motor start-up with three-phase inverter circuit.

equivalent motor. Attached to the motor is a bidirectional two-
phase to three-phase converter module. This module is voltage
and current invariant. This means that the voltage and current
levels in the two-phase and the three-phase machine are equal.
Consequently, the power in the two-phase machine is only two
third of the power in the three-phase circuit. This is accounted
for in the calculation of the electromagnetic torque (factor
3/2; see Eq. (43.4)). The internally generated torque can be
monitored on the output labeled “Torque” on top of the sleeve
around the motor shaft. The linear load in Fig. 43.8 is a symbol
that represents an appropriately sized resistor to ground.

In Fig. 43.8 the motor is represented by a custom symbol
called “Motor1.” A simple hierarchical block could have been
used for the motor, but a custom symbol has been created to
achieve a more realistic and pleasing graphical representation.
The symbol can be easily created with the symbol editor, which
is built into the regular schematics (capture) editor. The editor
provides standard graphical elements (lines, rectangles, circles
etc.) so that professional looking symbols can easily be created.
More details on this are shown in Figs. 43.19 and 43.20 and
the accompanying discussion. Parameters are passed onto the
subcircuit by using the name of the parameter preceded by a
‘@’ symbol. The advantage of passing parameters to subcircuits
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FIGURE 43.9 Subcircuit for induction motor model.

in this way is that several symbols can call one set of subcircuits
with different parameters.

Right-clicking on the motor symbol and selecting “Descend
Hierarchy” reveals the associated subcircuit that implements
its function. This subcircuit is shown in Fig. 43.9. The upper
portion of this subcircuit represents the electrical model. The
task of the electrical model is to calculate the stator and rotor
currents, with the stator voltages and the mechanical speed
of the machine being input parameters. However, it is also
possible without any changes, to feed stator currents (with
controlled current sources) into the D and Q inputs and have
the model to calculate the appropriate stator voltages. This
option is useful for vector control applications, which are
discussed later.

The equation system for the electrical model of a two-phase
induction machine is given by Eq. (43.3). The theory for this
equation system is derived in [2, 3, 6, 7]. The equation sys-
tem and the model are formulated for the stationary reference
frame. This reference frame assumes that the frame of the
machine is stationary (which is hopefully the case in a real
machine!) and the voltages and currents of the rotor are equiv-
alent AC values with stator frequency. From machine theory
we know that the actual rotor currents have slip frequency.
Another reference frame is the synchronous (also called exci-
tation) reference frame. In this reference frame, the stator of
a fictitious machine is assumed to rotate with synchronous
speed. The advantage of this reference frame is that the input
frequency is zero (DC), which makes it easy to explain the

principle of vector control by extending the theory of DC
machines to AC machines.

⎡
⎢⎢⎣

Vd

Vq

0
0

⎤
⎥⎥⎦=
⎡
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Rstat +pLs 0 pLm 0
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pLm ωe Lm Rrot +pLr ωe Lr

−ωe Lm pLm −ωe Lr Rrot +pLr
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⎡
⎢⎢⎣

Isd

Isq

Ird

Irq

⎤
⎥⎥⎦

Ls=Lm+Ls1 Lr =Lm+Lr1 p= d
dt

(43.3)

In typical implementations of vector control using digital
signal processors (DSPs), the synchronous reference frame is
used internally to calculate the reference values for the currents
in the D and Q axis. These values are then transformed to the
stationary reference frame in an additional step. Sometimes
still other reference frames are used and it is possible to gen-
erate a universal electrical model with a reference frame speed
input. This model could then be used for any reference frame.

The electrical model in Fig. 43.9 implements the equation
system shown in Eq. (43.3). The circuit closely resembles the
well-known T-equivalent circuit for the steady-state analysis of
induction machines. Two instances of the T-equivalent circuit
are necessary to implement the two-phase (D, Q) model. The
two instances of the circuit are almost mirror images of each
other (and actually drawn that way) except for some differ-
ences in the circuit elements that calculate the voltages, which
are generated due to the rotation of the rotor. The bottom of
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Fig. 43.9 represents the mechanical model. This circuitry cal-
culates the internally generated electro-magnetic torque, using
the rotor and stator currents as input values. The equation for
the internal electromagnetic torque of the induction machine
is given by Eq. (43.4) [3, 6, 7]. The factor 3/2 accounts for the
fact that the real motor is a three-phase machine. Using the
generated torque, the load torque, and the moment of inertia,
the angular acceleration can be calculated. Integration of the
angular acceleration yields the rotor speed, which is used in the
electrical model. To avoid clutter and to improve readability,
connection bubbles are used to connect the various parts of
the model together.

T = 3

2

P

2
Lm
(
IsqIrd − Isd Irq

)
(43.4)

Since typical induction machines are three-phase machines,
it is often desirable to have a machine model with a three-phase
input. Therefore, a bidirectional two-phase to three-phase con-
verter module, which can be attached to the motor, has been
developed. A subcircuit for this module is shown in Fig. 43.10.
This circuit is truly bidirectional, meaning that the circuit
can be fed with voltage or current sources from either side.
The equation system for this voltage and current invariant
transformation is given by Eq. (43.5). This transformation is
sometimes called “Clark” or “ABC–DQ” transformation. Note
that V0 denotes a zero-sequence voltage, which is assumed
to be zero. This voltage would only have non-zero values for
unbalanced conditions. An interesting detail of the subcircuit
is the three-phase switch on the input. This switch is necessary
to ensure a stable initialization of the simulator in case the
machine is fed with a controlled current source. The switch
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FIGURE 43.10 Subcircuit for the ABC–DQ transformation module.

provides an initial shunt resistor from the three-phase input to
ground. Soon after the simulation has started, the switch opens
and leaves only a negligible shunt conductance to ground.
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(43.5)

Figure 43.11 shows the result for the start-up of the induc-
tion motor for the circuit of Fig. 43.8. The motor is a half
(Attention LE(½)) hp, 208 V, 4-pole machine. The detailed
parameters are shown in Table 43.1. The PWM generation
was identical to the example shown in Fig. 43.4, except that
the switching frequency was 4 kHz and 21.1% of the third
harmonic has been added to each of the reference sinusoids
in order to increase the linear modulation range. The result-
ing reference waveform was then multiplied with 1.14, which
represented the maximum voltage for linear modulation. The
top trace in Fig. 43.11 shows the developed electromagnetic
torque, the level for the rated steady-state torque (4 Nm as
commanded by the load in Fig. 43.8) and the zero level. This
graph shows the typical oscillatory torque production of the
induction machine for an uncontrolled line start. The scale
for this graph is 1 V = 1 Nm. The graph below shows the
mechanical angular velocity with a scale of 1 V = 1 rad/s.
Below the graph for the rotor speed, all three input currents
are shown. It is evident, that the current traces are almost
perfect sinusoids, despite the fact that the input voltage is the
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FIGURE 43.11 Induction motor start-up with three-phase inverter circuit.

TABLE 43.1 List of all attributes used
for the half (Attention LE:(1/2))hp, 208 V,
four-pole induction motor in Fig. 43.8

Attributes:

PART = Induction_Servo
MODEL = Ind_Motor
TEMPLATE =
J_mot = 0.01
Omega_init = 0.0
Ls = (@Lm + @Lsl)
Lr = (@Lm + @Lrl)
Poles = 4
Tau_r = (@Lr/@R_Rot)
REFDES = Motor?
Lsl = 14.96mH
Lrl = 8.79mH
R_Stat = 3.60
R_Rot = 1.90
Lm = 424.41mH

PWM waveform shown in the bottom graph. Also, the trace
for the torque shows no discernable high frequency ripple.
The reason is, of course, that the motor windings are induc-
tive, and represent a low-pass filter for the applied voltages.
Nevertheless, recent research suggests that filtering the out-
put voltage of the inverter is advantageous anyway, because
it significantly reduces the voltage stress on the windings and
suppresses displacement currents through the bearings [8].

43.5 Simulations of AC Induction
Machines Using Field Oriented
(Vector) Control

The following examples will demonstrate the use of PSpice�

for simulations of AC induction machines using field oriented
control (FOC). Again, it is assumed that the reader is famil-
iar with the basics of induction machine theory. Often times,
FOC is also called vector control, and both expressions can



1260 M. Giesselmann

be used interchangeably. The FOC was proposed in the 1960s
by Hasse and Blaschke, working at the Technical University
of Darmstadt [9]. The basic idea of FOC is to inject cur-
rents into the stator of an induction machine such that the
magnetic flux level and the production of electromagnetic
torque can be independently controlled and the dynamics of
the machine resembles that of a separately excited DC machine
(without armature reaction; no cross coupling). The previ-
ously discussed two-phase model for the induction machine
is very helpful for studies of vector control and shall be used
in all examples. If a two-phase induction motor model for the
synchronous (or excitation) reference frame is used, the simi-
larities between the control of a separately excited DC machine
and vector control of an AC induction machine would be most
evident. In this case, the D input would correspond to the field
excitation input of the DC machine and both inputs would
be fed with DC current. Assuming unsaturated machines, the
current into the D input of the induction machine or the
field current in the DC machine would control the flux level.
The Q input of the induction machine would correspond to
the armature winding input of the DC machine and again
both inputs would receive DC current. These currents would
directly control the production of electromagnetic torque with
a linear relation (constant kT ) between the current level and
the torque level. Furthermore, the Q component of the cur-
rent would not change the flux level established by the D
component (no cross coupling). To make such a simulation
work, it would finally be necessary to calculate the slip value
that corresponds to the commanded torque and supply this
DC value to the D, Q (synchronous reference frame) machine
model.

Of course this is very interesting from an academic stand-
point and the author uses this example in a semester long
lecture on FOC. However, it should again be noted, that a
machine represented by a model with a synchronous reference
frame would have a stator, which rotates with synchronous
speed. Of course this is not realistic and therefore it is more
interesting to generate a simulation example that uses the
previously discussed motor with a model for the stationary ref-
erence frame. This motor must be supplied with AC voltages
and currents with a frequency determined mostly by the rotor
speed to a small extent by the commanded torque. We still
supply DC values representing the commanded flux and torque
but we transform these DC values to appropriate AC values.
In the following example, we will assume that we can measure
the actual rotor speed with a sensor. This can, in effect, be eas-
ily accomplished and many types of sensors are available on
the market. If we add the slip speed, that we determine math-
ematically from the torque command, to the measured rotor
speed, we obtain the synchronous speed for the given operat-
ing point. With this synchronous speed we can transform the
DC flux and torque command values from the synchronous
reference frame to the stationary reference frame. We accom-
plish this by using a rotational transformation according to the

matrix equations in Eq. (43.6). This rotational transformation
is also called “Park” transformation.

[
VDout

VQout

]
=
[

cos (ρ) − sin (ρ)

sin (ρ) cos (ρ)

] [
VDin

VQout

]

[
VDout

VQout

]
=
[

cos (ρ) sin (ρ)

− sin (ρ) cos (ρ)

] [
VDin

VQout

]
(43.6)

[
cos (ρ) − sin (ρ)

sin (ρ) cos (ρ)

] [
cos (ρ) sin (ρ)

− sin (ρ) cos (ρ)

]
=
[

1 0
0 1

]

As shown in Eq. (43.6), the transformation is bidirectional
and the product of the transformation matrices yields the
unity matrix. For the following discussion we shall define the
transformation, which produces AC values from DC inputs
as a positive vector transformation and the reverse operation
consequently a negative vector transformation. The matrix
equation for the positive vector transformation is shown on
the left side of Eq. (43.6). The negative transformation is very
useful to extract DC values from AC voltages and currents
for diagnostic and feedback control purposes. We will also
make use of it for sensorless vector control, which is discussed
below. Both rotational transformations use the angle, ρ, in the
equations. This angle can be interpreted as the momentary
rotational displacement angle between two Cartesian coordi-
nate systems; one containing the input values and the other,
the output values. This angle is obtained by integration of the
angular velocity with which the coordinate systems are rotating
(typically the synchronous speed).

In summary, we replaced a theoretical motor model using
a synchronous reference frame by a reference frame transfor-
mation of the supply voltages and currents. In fact, modern
DSPs like the TMS320C2000™ Digital Signal Controller series
from Texas Instruments are capable to perform both the
Clark and the Park transformation in both directions at very
high speeds [10]. These DSPs are well supported with proven
reference designs, including free software examples.

Figure 43.12 shows the top level of a simulation example
that implements vector control for an induction machine with
a stationary reference frame model. In fact, the motor model
and the associated subcircuits are identical to the ones used for
the circuit shown in Fig. 43.8. However, a more powerful motor
is used here, specifically a 3 hp, 4-pole 208 V motor with circuit
parameters shown in Table 43.2. As discussed above, the actual
speed of the rotor is used as an input signal for the control unit.
This scheme is known as indirect vector control and repre-
sents one of the most often used arrangements. The symbol
for the controller has the same parameters as the motor. This
is necessary to achieve correct field orientation. In real sys-
tems, the controller also must know or somehow determine
the machine parameters. The machine parameters could have
also been established globally using “PARAM” symbols, but if
the parameters for the controller can be set separately as it
is the case here, the influence of parameter mismatch on the
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FIGURE 43.12 Top level circuit for indirect vector control of induction motors.

TABLE 43.2 List of all attributes for
the induction motor symbol for vector
control

Attributes:

PART = Induction_Servo
MODEL = Ind_Motor
TEMPLATE =
J_mot = 0.1
Omega_init = 0.0
Ls = (@Lm + @Lsl)
Lr = (@Lm + @Lrl)
Poles = 4
Tau_r = (@Lr/@R_Rot)
REFDES = Motor?
Lsl = 2.18mH
Lrl = 2.89mH
R_Stat = 0.48
R_Rot = 0.358
Lm = 51.25mH

performance of the control can be easily studied. An example
of this is given in Fig. 43.12.

Figure 43.12 also shows a symbol for a mechanical gear,
which is attached to the output of the induction motor. Let
us recall that the voltage on the mechanical output terminal
represents the angular velocity and the current represents the
torque. We also know that the product of the angular velocity
and the torque is the mechanical power. Therefore it is easily
understood that the electrical representation of an ideal gear
is an ideal transformer. The ideal transformer changes speed
(voltage) and torque (current) just like an ideal gear. Also there
are no power losses in an ideal transformer as well as in an ideal
gear.

In this fashion, many more mechanical properties and
devices can be modeled. For example, a mechanical flywheel is
simply represented by a capacitor to ground. Due to the scaling

factors for the angular velocity and the torque, a flywheel with
J= 1 kgm2 would be a capacitor with C= 1 F. The compliance
of a drive-shaft (elastic twisting by the applied torque) can be
modeled by a series inductor. By including both capacitors and
inductors, effects like mechanical resonance can be included in
a model.

Figure 43.13 shows the subcircuit for the vector control
unit. The central part is a vector rotator for positive direction.
This element transforms the DC reference values for the flux
(D-axis) and the torque (Q-axis) to the stationary reference
frame. The input angle for the vector rotator is the integral of
the synchronous angular velocity. The signal called “Omega_o”
is the measured rotor speed.

This speed is multiplied with the number of pole-pairs
(poles/2) to obtain the electrical angular velocity. Then the
slip value (see Eq. (43.7) for slip frequency calculation for vec-
tor control) appropriate to the torque command is added and
the resulting signal is routed through an integrator to generate
the input angle for the vector rotator.

In the D-axis, a differentiator function “DDT()” is used in
a compensation (see Eq. (43.8) for D-axis reference current
for vector control) element which assures that the actual flux
in the machine follows the commanded signal without delay.
The input and output values of the vector rotator are voltage
signals which correspond 1:1 to current signals. (In a real con-
troller the currents are typically scaled values in the memory of
a DSP.) In fact, the vector controller calculates the appropriate
currents that need to be injected into the machine to perform
as desired. Two voltage-controlled current sources with unity
gain are connected to the output of the vector rotator to gen-
erate these currents. In a real system, the controlled current
sources are realized by an inverter with current feedback. In
the most realistic case, this would be a three-phase inverter
and the ABC–DQ transformation would be performed before
the current controlled inverter. In this example, the ABC–DQ
transformation has been performed outside the controller and
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FIGURE 43.13 Subcircuit for indirect vector control of induction motors.

the motor. This way, it is possible to study vector control
principles using a DQ controller and a DQ motor by elimi-
nating the ABC–DQ transformation elements. An example is
given in Fig. 43.14.

ωslip = Lm
Isq

τrλrd
(43.7)

Isd =
(
λrd + τrλrd p

)
Lm

= 1+ τr p

Lm
λrd p = d

dt
(43.8)

Figure 43.15 shows the results obtained for the circuit shown
in Figs. 43.12 and 43.14 with perfect tuning of the vector
controller. Perfect tuning means that the controller precisely
knows all motor parameters at all times (including resistance
changes due to heating of the windings). The two traces in
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the diagram on top of Fig. 43.15 represent the traces for the
D and Q input signals of the vector rotator. The graph below
shows the reference value for the flux. It is evident, that the
flux level is being changed at the same time when 10 Nm of
torque is commanded (and produced). This is done to check if
the torque and the flux can be independently controlled, which
is true for correct FOC. Below the flux reference is the graph
for the mechanical angular velocity. It can be seen, that the
machine accelerates whenever torque is developed and slows
down due to the load when the torque command is driven
to zero. The graph on the bottom of Fig. 43.15 provides the
easiest way to judge the quality of the correct field orientation.
This graph shows the traces of the commanded and the actu-
ally produced torque and in this case they are perfectly on top
of each other at all times.
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FIGURE 43.15 Results for indirect vector control with perfect tuning.

Figure 43.16 is an example of the results obtained from a
de-tuned vector controller. The circuit is identical to the cir-
cuit in Fig. 43.12, except for the fact that the rotor resistance
value in the controller was increased to 125%, which is thought
to be attributed to heating of the rotor bars. It is obvious
that the traces for the commanded and the actually produced
torque are no longer identical. This is especially true, during
times when the flux is changing. De-tuning is actually a real
problem in industrial vector control applications. De-tuning
is caused by the fact that the machine parameters are not pre-
cisely known to begin with and/or, are changing during the
operation of the machine. The values of the winding resistance
are most likely to change due to heating of the machine.

43.6 Simulation of Sensorless Vector
Control Using PSpice®

In the previous example, the advantages of vector control have
been shown. However, for the implementation of the control
scheme a sensor for the mechanical speed was necessary. This
could pose a problem for applications, where a vector control
unit is to be retrofitted into existing equipment. The motor

installation may not easily allow the installation of a mechan-
ical speed sensor. Therefore engineers have thought to replace
the mechanical speed sensor with a speed observer, which is
a mathematical model that is evaluated by the control pro-
cessor (typically a DSP), which is performing the standard
vector control computations anyway. The algorithm for the
observer would use the measured stator voltages and currents
for the D- and Q-axes as input parameters. It would also rely
on the knowledge of the machine model and on the correct
machine parameters (rotor and stator resistance, mutual and
leakage inductance, etc.). The following example shows such
an arrangement. It could be derived from the previous exam-
ple with the only difference being that the speed sensor signal
is replaced by a speed observer. However, careful examina-
tion of the derivation [2] of the speed observer reveals, that it
is easier to calculate the synchronous angular velocity, which
is ultimately desired anyway, than the angular velocity of the
rotor. Therefore, the observer was modified and the calcula-
tion of the rotor speed and the subsequent addition of the slip
speed was foregone. The speed observer used here basically
solves the D, Q equation system of the induction machine
shown in Eq. (43.3), with the only difference that some of
the dependent variables are now independent and vice versa.
In addition to the synchronous angular velocity, the observer
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FIGURE 43.16 Results for indirect vector control with 125% rotor resistance.

provides the values of the rotor flux, which are used in the
D-axis signal path. The advantage of this is that the compen-
sator with the differentiation function, which is problematic
from a numerical stability standpoint, can be eliminated.

Figure 43.17 shows the top level of a simulation project
for sensorless vector control. The top view of this circuit
is very similar to the circuit for the indirect vector control
represented by Figs. 43.12 and 43.14 except for the miss-
ing motor-speed feedback. The model for the motor and the
motor’s parameters are precisely the same as in the example
for the indirect vector control. Selecting the “Sensorless Vector
Control” block and choosing “Descend Hierarchy” reveals the
associated subcircuit, which is shown in Fig. 43.18. This sub-
circuit is similar to the subcircuit for the indirect vector control
with two exceptions: first and foremost, the motor-speed feed-
back signal is replaced by the speed observer. In this case
the speed observer directly provides the synchronous angular
velocity. Therefore, it is not necessary to calculate the slip speed
and add it to the rotor speed to obtain the synchronous speed.
Second, the values of the rotor flux, which are available from
the speed observer, are used to calculate the reference value
for the torque producing current (Q) component. Therefore,
the compensation term, which contains a differentiator in the
D-axis of the controller shown in Fig. 43.13 can be eliminated.
The purpose of the compensation term is to ensure that the

flux is equal to the flux command at all times with no delay.
If that is assured, the command signal can be chosen in place of
the real flux to calculate how much torque producing current
is necessary to obtain the desired torque.

In order to demonstrate how to obtain a more compact
motor model, the extensive subcircuit of the induction motor
model (see Fig. 43.9) has been replaced by a number of addi-
tional attributes which have been added to the motor symbol
using the symbol editor.

However, if the actual flux is known (observed), this value
can be used instead. Since the flux observer is fed by the
D- and Q-axes voltages and currents for the stationary ref-
erence frame, the flux components need to be transformed
back into the synchronous reference frame. This is done with
the “Negative Vector Rotator” located above and to the left of
the speed observer in Fig. 43.18.

The easiest way to start the symbol editor and to open
the appropriate library is to select the symbol by clicking
into it and then select the “Edit Symbol” function. The addi-
tional attributes of the modified motor symbol will enter the
equivalent to the subcircuit represented by Fig. 43.9 into the
netlist. The netlist is a compilation of the schematic pages
into a textual description in ASCII format. From a usability
standpoint, a “self-contained” symbol like this is a very elegant
solution, since the file for the subcircuit is no longer required.
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Since the PSpice� simulation engine always uses the netlist
as the input, the circuit works identically. For the PSpice�

simulation it makes no difference, where the netlist or part of it
comes from. This also means that even the most recent release
of PSpice� can still simulate legacy files that have been created
before the introduction of schematic editors. The introduction
of netlist entries is done via the “TEMPLATE” attribute. This
attribute is a system attribute and a part of every symbol.
Therefore, the TEMPLATE attribute is of course present in the
attribute list for the motor symbols in the previous examples.
These attribute lists are shown in Tables 43.1 and 43.2. In these
tables the TEMPLATE attribute has no value since the netlist

The format of the netlist entries for some common elements is:
[] denotes space holder for name extension specific for a symbol to avoid duplicate names.

Resistors, (R devices):
Generic: Rname[] +Node[] −Node[] Value ;Optional Comment
Example: Rsd[] Rsd+[] Rsd−[] 1.0k ;Resistor, fixed Value
Example: Rsd[] Rsd+[] Rsd−[] {@Rs} ;Resistor, Value Rs passed on
Example: Rsd[] %D 0 1.0k ;Resistor, 1k, Pin ‘D’ to Gnd

Inductors, (L devices):
Generic: Lname[] +Node[] −Node[] Value ;Optional Comment
Example: Lsd[] Lsd+[] Lsd−[] 1.0u ;Inductor, 1.0 μH fixed
Example: Lsd[] Lsd+[] Lsd−[] {@Lsl} ;Inductor, Value Lsl passed on

Voltage-controlled voltage sources (E devices):
Generic: Ename[] +Out[] −Out[] VALUE { Control Function }
Example: ETorque[] %Torque 0 VALUE { 1.5∗(Vt1[] – Vt2[]) }

;E source, output between pin “Torque” and Gnd, Control function as shown

FIGURE 43.19 Screen view of motor symbol in the symbol editor.

entries are made by the symbols in the associated subcircuit.
To give a reader a better understanding of the self-contained
machine symbol, the format of some common netlist entries
and the syntax of the value of the TEMPLATE attribute is
discussed. It is also very helpful to examine the TEMPLATE
attributes of existing symbols.

Figure 43.19 shows the screen view of the symbol for the
induction motor in the symbol editor in PSpice�/Cadence
Release 9.1, which was used for the development of this part.
Figure 43.20 shows a similar view; however, here the window
for entry and editing of attributes is also visible. This screen
can be invoked using the “Options/Part Properties. . .” dialog.
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FIGURE 43.20 Screen view of symbol editor with user properties input window.

The attributes, that create the netlist entries, which insert the
previously discussed model for the motor are entered here.
A complete list of all attributes, extracted from a working
example, is given in Table 43.3. Therefore, the reader should
be able to enter the attributes exactly as printed and obtain a
working model.

According to Table 43.3, the value for the TEMPLATE
attribute is as follows:

TEMPLATE = @ElectricD\n\n@ElectricQ\n\n@Mechanical

This statement will insert the expression for “ElectricD,”
i.e. the T-equivalent circuit for the D-axis, two carriage
returns “\n\n,” the expression for “ElectricQ,” i.e. the
T-equivalent circuit for the Q-axis, two more carriage returns
“\n\n,” and finally the expression for “Mechanical,” i.e.
the mechanical model into the netlist. The expressions for
“ElectricD,” “ElectricQ,” and “Mechanical” are defined in sep-
arate attributes. Careful examination of the values of the
“ElectricD,” “ElectricQ,” and “Mechanical” attributes reveals a
number of repetitive terms. The meaning of these terms are
explained below:

@Name – Substitutes what is defined for “@Name” at the
current place.

∧@REFDES – Inserts the path “∧” and the reference desig-
nator “@REFDES” to create a unique node or
part name, that does not repeat. The path is the
concatenation of the names of the symbols and
subcircuits in the hierarchy above the part. The
reference designator is the name of the part on
a particular schematic page.

\n – new line (carriage return) is inserted into the
netlist, however the value of the attribute does
not have a carriage return in it. This means
everything listed after “ElectricD” until “Elec-
tricQ” goes on one line. If the symbol definition
is printed however, it is shown as in Table 43.3.

\n+ – new line and continuation of expression.
\n+ + – new line, continuation of expression, numeri-

cal operator “+.”
Figure 43.21 shows a subcircuit for the speed observer. This

schematic shows the structure and all the details of the imple-
mentation in the form of a block diagram. The speed observer
uses the stator voltages and currents for the D- and the Q-axis
as input variables. After subtracting the voltage drop across
the winding resistance and the leakage inductance of the sta-
tor from the stator input voltage and scaling the result by
Lr /Lm , the observer calculates the D and Q components of the
rotor flux by integration. Since the input values are in the sta-
tionary reference frame, so are the results. The observer also
calculates the magnitude of the rotor flux (Eq. (43.9)) and
then calculates the synchronous angular velocity (Eq. (43.10))
by evaluating the rate of change of the ratio of the D and Q
components. The mathematical relationships are given by the
Eqs. (43.9) and 43.10 [2].

p

[
λrd

λrq

]
= Lr

Lm

[[
Vsd

Vsq

]
−
[

Rs + σLsp 0
0 Rs + σLsp

] [
Isd

Isq

]]

σ =
[

1− L2
m

(Lr Ls)

]
σ = Leakage factor

(43.9)
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TABLE 43.3 List of all attributes used for the self-contained induction motor symbol

Attributes:

REFDES = Motor?
PART = Ind_Motor
MODEL = Ind_Motor
TEMPLATE = @ElectricD\n\n @ElectricQ\n\n@Mechanical
R_Stat = 0.48
R_Rot = 0.358
Lm = 51.25mH
Lsl = 2.18mH
Lrl = 2.89mH
J_mot = 0.1
Omega_init = 0.0
Poles = 4

ElectricD = Rsd∧@REFDES %D 1∧ @REFDES @R_Stat
\nLsld∧@REFDES 1∧@REFDES Vmd∧@REFDES @Lsl
\nLmd∧@REFDES Vmd∧@REFDES 0 @Lm
\nLrld∧@REFDES Vmd∧@REFDES 2∧@REFDES @Lrl
\nRrd∧@REFDES 2∧@REFDES ErotD∧@REFDES @R_Rot
\nErotd∧@REFDES ErotD∧@REFDES 0 VALUE {-(Ome∧@REFDES)∗((V(%Q,3∧@REFDES)/@R_Stat)∗@Lm
\n+ +(V(ErotQ∧@REFDES,4∧@REFDES)/@R_Rot)∗(@Lm+@Lrl)) }

ElectricQ=Rsq∧@REFDES %Q 3∧@REFDES @R_Stat
\nLslq∧@REFDES 3∧@REFDES Vmq∧@REFDES @Lsl
\nLmq∧@REFDES Vmq∧@REFDES 0 @Lm
\nLrlq∧@REFDES Vmq∧@REFDES 4∧@REFDES @Lrl
\nRrq∧@REFDES 4∧@REFDES ErotQ∧@REFDES @R_Rot
\nErotq∧@REFDES ErotQ∧@REFDES 0 VALUE {V(Ome∧@REFDES)∗((V(%D,1∧@REFDES)/@R_Stat)∗@Lm
\n+ +(V(ErotD∧@REFDES,2∧@REFDES)/@R_Rot)∗(@Lm+@Lrl)) }

Mechanical=ETorque∧@REFDES %Torque 0
\n+ VALUE { (1.5∗@Lm∗@Poles/2) ∗ (
\n+ ((V(%Q,3∧@REFDES)/@R_Stat)∗(V(ErotD∧@REFDES,2∧@REFDES)/@R_Rot)) -
\n+ ((V(%D,1∧@REFDES)/@R_Stat)∗(V(ErotQ∧@REFDES,4∧@REFDES)/@R_Rot)) ) }
\nEOme∧@REFDES Ome∧@REFDES 0 VALUE { V(Om∧@REFDES)∗@Poles/2 }
\nVLd∧@REFDES Om∧@REFDES %Omech 0V \nEom∧@REFDES Om∧@REFDES 0 VALUE {SDT(( V(%Torque)-I(VLd∧@REFDES) )/@J_mot) +
@Omega_init }
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FIGURE 43.21 Subcircuit for speed observer for sensorless vector controller.
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TABLE 43.4 List of all attributes for the speed observer symbol

Attributes:

REFDES = Speed_Observer?
PART = Speed_Obs
MODEL = Speed_Obs

TEMPLATE = Ed∧@REFDES %Psi_d 0 VALUE { @EXP_d1
\n+ @EXP_d2 \n+ @EXP_d3 }
\nEq∧@REFDES %Psi_q 0 VALUE { @EXP_q1
\n+ @EXP_q2 \n+ @EXP_q3 }
\nEmag∧@REFDES %Psi_mag 0 VALUE { V(%Psi_d)∗V(%Psi_d) + V(%Psi_q)∗V(%Psi_q) }
\nExr∧@REFDES %Psi_xr 0 VALUE { @EXP_x1
\n+ @EXP_x2 \n+ @EXP_x3 \n+ @EXP_x4 }
\nEOmSync∧@REFDES %OmSync 0 VALUE { @EXP_om1 }

SIMULATIONONLY =
EXP_d1 = @Ini_d +
EXP_d2 = SDT( (@Lr/@Lm)∗( V(%V_d) - V(%I_sd)∗@R_Stat
EXP_d3 = -DDT(V(%I_sd))∗@Ls∗@Sigma))
EXP_q1 = @Ini_q +
EXP_q2 = SDT( (@Lr/@Lm)∗( V(%V_q) - V(%I_sq)∗@R_Stat
EXP_q3 = -DDT(V(%I_sq))∗@Ls∗@Sigma))
Ini_d = 0.0V
Ini_q = 0.0V
EXP_x1 = ( V(%Psi_d)∗(@Lr/@Lm)∗
EXP_x2 = ( V(%V_q) - V(%I_sq)∗@R_Stat - DDT(V(%I_sq))∗@Ls∗@Sigma))
EXP_x3 = -( V(%Psi_q)∗(@Lr/@Lm)∗
EXP_x4 = ( V(%V_d) - V(%I_sd)∗@R_Stat - DDT(V(%I_sd))∗@Ls∗@Sigma))
EXP_om1 = ( V(%Psi_xr) / (V(%Psi_mag)+1u))

d

dt
atan

(
λrq (t )

λrd (t )

)
= ωs =

(
d
dt λrq (t )λrd (t )−λrq (t ) d

dt λrd (t )
)

(
λrd (t )2+λrq (t )2

)
(43.10)

Since the observer shown in Fig. 43.21 has a large number
of elements, this subcircuit has also been integrated into a
custom part by creating an appropriate TEMPLATE and other
supporting attributes. A complete listing, which was extracted
from thoroughly tested part, is given in Table 43.4. Using this
table, the reader should be able to create this very complex part
with relative ease.

Figure 43.22 shows the output for the speed sensorless vector
control project as it presents itself in the PSpice� 9.1/ORCAD
evaluation version.

A comparison of the traces for the torque and the torque
command (they are perfectly on top of each other) shows that
the scheme works extremely well. It even works for a start
from zero speed, which is typically not the case in real systems.
The reason is, that the uncertainties of the winding resistance
values (note that they change with temperature) create errors
in observers like this one. The problem is worst at low speeds,

because at low speeds and associated low stator frequencies,
the uncertain winding resistance represents the largest part of
the total machine impedance.

43.7 Simulations Using Simplorer®

In the following, some examples of simulations with the eval-
uation version of Simplorer� [11], Release 4.1 are shown.
It should be acknowledged at this point that these exam-
ples have been created by Ali Ricardo Buendia, who obtained
M.S.E.E degree from Texas Tech University. The advantages
of Simplorer� are that it has a lot of models for power elec-
tronics devices and machines built-in, since it is specialized
for this type of simulation. Also, no numerical convergence
problems have been noticed thus far. Figure 43.23 shows the
schematic for a three-phase diode rectifier. The input is a
balanced three-phase source with a reactive source impedance.
An exponential characteristic, closely resembling real diodes,
has been chosen as a model for the diodes.

Figure 43.24 shows a circuit, which transforms the load cur-
rents from a three-phase to a two-phase system. Here the D and
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FIGURE 43.22 Simulation results for sensorless vector control.
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FIGURE 43.25 Simplorer� plot of load currents for the three-phase rectifier.

Q components are called alpha and beta components respec-
tively. The results of the simulation are shown on the same
page that is used for the schematic diagrams shown by the
previous two figures. Figure 43.25 shows a plot of the line cur-
rents during the start-up of the rectifier, where the initial load
current is zero. The next graph shows a plot of the line currents
that have been transformed by the circuit shown in Fig. 43.26.

The components of the line currents are the variables of the
axes. The plot shows the typical hexagonal trace that can be
expected for this type of line-commutated rectifier (six step
operation). If the converted source voltages were plotted in
this fashion, a perfect circle would be the result.

The last two graphs demonstrate a Simplorer� simulation of
the start of an induction motor. As previously mentioned, the
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FIGURE 43.26 Plot of converted load currents for the three-phase
rectifier.

symbol and the model for the induction motor is built into the
code. Figure 43.27 shows the schematic with the source and the
induction motor as well as a graph that shows the rotational
speed as a function of time. The graph below shows plots of
the stator and rotor flux components, which are available from
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FIGURE 43.27 Simplorer� schematics for induction motor start.

the machine model. Like the plot of the current components
for the rectifier, the flux components are the variables of the
axes in the graphs of Fig. 43.28.

43.8 Conclusions

In this chapter, the capabilities of PSpice� [12] and
Simplorer� [11] have been used to simulate a number of
projects from the power electronics, machines, and drives area.
The advantage of PSpice�is that it is based on the almost uni-
versal Spice simulation language, which can be seen as the
worldwide de facto standard. On the other hand, Simplorer�

has the advantage of built-in machine models. If both pro-
grams are used, comparisons and mutual validations of models
can be performed. The reader should always validate any
model before it is used for critical engineering decisions. It
was pointed out in the introduction, that model validation
often means verification that the limitations of the model are
not exceeded.

In addition to the detailed examples, some general guide-
lines on the uses of simulation for analysis and design have
been developed. All tested programs yielded excellent results.
The simulation time for each project shown is typically less
than a minute on a typical (2005) PC. The author hopes, that
the reader has gotten an insight and appreciation of the power
of these modern simulation codes and some useful ideas and
inspirations for projects of his own.
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Simplorer's motor model provides the rotor and stator fluxes, rotational
speed and rotor currents as outputs for calculations or just a data display
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FIGURE 43.28 Simplorer� plots of machine fluxes for induction motor start.
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44.1 Introduction

A continual endeavor in power electronics is to increase power
density. This is achieved by shrinking component size, moving
components closer, and reducing component count. During
the last two decades, circuit frequencies increased sharply to
shrink component dimensions. Improved thermal manage-
ment and physical packaging materials brought components
closer, and finally, increased integration of functions at the
semiconductor and package levels reduced component count.
This has been marked in the microelectronics world by “sys-
tem on chip” (SOC), “system in package” (SIP), and “system on
package” (SOP) with subsystems including “stacked die” and
“multichip modules” (MCMs), all addressing higher densities
and all applicable to lower power, power electronic systems.

The approach of “functional integration” has been ongoing
for decades. Until the 1980s, nearly all such integration was
done at the packaging level melding control and power
processing. The term “smart power” (within the context of
power electronic conditioning) applied in the 1960s–1970s
to the integration of computers and microprocessors into

large rectifier and converter cabinets. With the advent of
high-voltage-silicon integrated circuits, more functionality was
brought directly to the power semiconductors, and in the
1980s–1990s the term applied mostly to smart power semi-
conductors. In the late 1990s, there was a move back to
hybrid integration following the trend to SOP. During the
1980s–1990s “smart power” also became associated with digital
control of higher power systems, such as motor drives and
uninterruptible power supply (UPS) systems and became
commercially associated with power management circuits. The
first decade of the twenty-first century has ushered in “digital
power” for direct control of high-frequency inner control loops
in power supplies. Smart power is now more generically used
since the cost of digital controllers, such as microcontrollers
and programmable ICs (pics), are low cost and easily used
throughout the power electronic systems.

From a designer’s perspective, “functional integration” exists
in a packaging continuum with “smart power” as a subset
dependent on the definition in vogue. To take advantage of
“functional integration” the designer, in reverse thinking, parti-
tions or modularizes circuits, and functions to achieve the most
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cost-effective approach that meets a set of required perfor-
mance specifications. This chapter provides background infor-
mation, framework, and procedures to produce partitioning
and functional integration.

44.2 Background

Circuits are typically designed based upon a pre-determined
set of packaging technologies ranging from silicon integra-
tion of sub-circuit functions to multiple boards in a rack.
Partitioning a circuit for packaging in one technology, such
as all silicon, is straightforward. Partitioning for multiple
technologies is much more difficult since higher performing
technologies duplicate the aspects of lower technologies. The
duplication geometrically increases parameter trade-offs and
complicates design. A study on the status on power electronics
packaging (STATPEP) [1] identifies metrics to evaluate the
relative technical merits of the technologies.

To optimize the use of multiple technologies in functional
integration, a structured method should be used. A full-cost
model for various technologies is used as a basis to produce
a comparative cost diagram. The diagram allows intermixing
of high and low performance technologies based on surface
density, which is interpreted as circuit area and, hence a parti-
tion. An example is given in Section 44.7 to demonstrate the
method using a 2.2 kW motor-drive module product.

The method is also applied to product modularization, i.e.
system partitioning where a specific function is used across
several products. A module can represent functional integra-
tion within a packaging technology or use multiple packaging
technologies to create integrated power modules (IPMs) or
power electronic building blocks (PEBBs). The importance of
modularization is to increase the product volume to lower cost.
The cost model includes variations based on volume.

This partitioning approach matches user requirements to
“Levels of Packaging” as defined in the “Framework for Power
Electronics Packaging”[2] and provides optimum integration
of packaging levels for a product. The framework also identifies
critical technical issues that need to be considered in evaluat-
ing technical performance. This partitioning approach looks at
electrical, magnetic, thermal, and mechanical issues (multiple
energy forms).

44.3 Functional Integration

Figure 44.1 shows a 2.2 kW ac motor drive. Functional inte-
gration requires that the system should be partitioned both
electrically and physically. The systems integrator is usually
an electrical designer and the first partitioning is usually elec-
trical. The electrical partitions and distributed power losses
are also shown in the figure. The physical partitioning, or

packaging, involves different components with different func-
tions ranging from fine-line control to high-current, high-loss
power processing. Several partitions can be pursued. The line-
communications and motor-control blocks can use a signal-
level packaging approach, such as all-silicon application-
specific integrated circuit (ASIC), or discrete components on
an epoxy-glass flame resistant 4 (FR-4) or insulated-metal sub-
strates (IMS). If the power supply and control blocks are to
be combined, a surface mount technology (SMT) approach
cannot accommodate bulky storage components in the power
supply. Hence, a through-hole approach is considered for
part or both blocks. Regardless, such trade-offs can be nearly
endless.

A structured method needs to be used to establish essential
requirements and guide circuit and system partitioning. The
method described here is based on characterizing and grouping
the components, evaluating the cost and technical constraints,
and then, matching packaging technologies to the groupings.
All this is set against a set of comprehensive user requirements.

44.3.1 Steps to Partitioning

A first step to partitioning is creation of a comprehensive cate-
gorized list of electrical, mechanical, and thermal, technical
user requirements. The second step is creation of a sim-
ple component characterization map that identifies dominant
attributes of the components. The block diagram of a 2.2 kW
motor drive is shown in Fig. 44.1 and a partial characterization
map is given in Table 44.1. The map is divided into metrics by
energy form to categorize and record extreme operating values
for each component. Not all blocks need to be completed or
components included, only those that most impact the tech-
nology selection. For example, any 5 V, <0.1 W resistor in the
control circuit need not be listed since it is accommodated
by nearly all technologies (e.g. as 0806, SMT, plated through
holes (PTH), thick film, etc.). For each of the remaining com-
ponents, all the mechanical package formats should be listed
under the delivery form.

The third step is to strategically group components by deliv-
ery form taking into consideration limits on electrical and
thermal operating points. This first-cut grouping brings a high
level of packaging integration to the system and is a critical
step. Similar components from all parts of the circuit become
associated.

The fourth step uses the user requirements as constraints
along with the engineering experience to re-associate compo-
nents into different groupings. Not all components are easily
regrouped. The unassociated components become dominant
factors during technology selection. As an example, the high-
voltage components of a bootstrap gate-drive supply can be
associated with the gate-drive circuit board or the high-voltage
power inverter components. Interestingly, most unassociated
components reside at the interfaces between functional blocks
(as shown in Fig. 44.1).
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FIGURE 44.1 Block diagram of a 2.2 kW motor-drive module.

TABLE 44.1 Component characterization map (partial listing)

Functional block Function Component Quantity Mechanical Electrical Thermal

Delivery form Size Voltage Current Constraint Loss Max temp
V A/comp W/comp ◦C

Rectifier Bridge Diode 4 die 3.5× 2.5 600 11 rms 5 125
Clamp Diode 4 die 3.5× 2.5 600 <1 125

Inrush/ VDE Switch IGBT 1 die 6× 4.3 1,200 11 rms 15 125
Current sense Shunt 1 TF 11 rms 2
Controller IC 1 die <18 <1 125
Support C R 4 8 SMD TF 0603
Transient clamp VDR 3 leaded φ21× 5 300 ac Low L

PFC Switch MOS 1 die 7.5×7.5 500 26 peak 16 125
Freewheel Diode 1 die 3×4 500 7 125
Current sense Shunt 1 TF 11 rms 2
Controller IC 1 die 10 m <1 125
Support C R 8 12 SMD TF 0603 <70 V
Choke L 1 leaded 500 11 rms 15 130

DC-link DC-cap E-lytics 2 leaded φ26×50 500 1.25 rms 3.5 75
Voltage sense R 2 TF

The fifth step is to map the groupings of components to the
packaging technologies. This was partially performed in the
previous step as engineering judgment guided the regrouping.
Refinement of the selection comes when the unassociated com-
ponents are incorporated. Steps four and five become iterative
to provide optimum partition(s).

44.4 Assessing Partitioning Technologies

To better understand the correlation between electrical and
physical circuits (partitioning and packaging), consider the
morphology of a generic circuit. A circuit has three partitions:
components, topologies, and controls. Components are active
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or passive, such as ICs or heat sinks. Topologies are the posi-
tioning of the components to provide a function, such as a
buck converter or the thermal structure of silicon soldered on
copper clad to ceramic. Controls provide a preferred set of
rules for operation of those components, such as voltage reg-
ulation or a thermostatically controlled fan. Hence, a “circuit”
design involves electrical and physical design. The physical
design is packaging and can be defined as

“. . . the art (design) of arranging components to provide a
function or characteristic”

Note that packaging is a design function, whereas man-
ufacturing embodies the processes to fabricate the designed
arrangement. Although packaging and manufacturing are
strongly interrelated, they are not synonymous.

The term “physical” should be further defined. The term
“Electrical” identifies the form of energy being processed.
Hence, “physical” represents other forms, such as mechani-
cal, thermal, chemical, photonic, etc. The power electronics
designer is mostly interested in electric, magnetic, mechanical,
and thermal. Discussion will be limited to these four energy
forms.

An integrated design problem example relating the four
energy forms of interest is as follows. A high-frequency mag-
netic core couples the radiated field into a copper conductor
on a printed wiring board (PWB) and causes eddy current
heating, increasing the skin-effect resistance. Higher resistance
loss further increases conductor heating which increases the
mechanical stresses between the conductor and PWB leading
to early failure. Who would notice the problem first? The elec-
trical designer through circuit loss measurements; the thermal
designer through a thermograph of that specific spot, or the
packaging engineer who first notices the conductors are lift-
ing off the board and assumes the conductor adhesion is poor
because of faulty chemistry?

44.4.1 Levels of Packaging

The Levels of Packaging divides a system, top–down, into lower
and lower subassemblies with the boundary drawn between
assembly and subassemblies as shown in Fig. 44.2.

Each level is defined and numbered, bottom–up, in a
micro-to-macro manner. Three traditional levels in electronic
packaging [3] are also applicable to power packaging. Note that
levels are not easily defined. Some packages may be categorized
in either of the two levels depending on the application.

Level-0: Component(s). This is the base level for a component that
a designer can obtain and may be a passive, discrete semi-
conductor or integrated circuit, including a “smart power”
circuit. The semiconductors and ICs are typically Silicon
(Si), though there is significant development in SiC and
GaAs for higher operating temperature and speed.

Level-1: Component(s) in Package. This is basic component pack-
aging. Examples include mount-down and lead-attach of a

Level 1: Component(s)
in Package. (Module)

Level 2: Package
on Board

Level 3: Board in
Rack

FIGURE 44.2 Levels of packaging.

component or semiconductor in a discrete package, or mul-
tiple components in a module. Traditional “chip and wire”
hybrid circuits mounted in a housing (often, hermetic) are
Level-1 packages. The package provides a “self contained
environment” that allows the components to be tested,
transported, and used at the next higher level of pack-
aging while buffering electrical, mechanical, and chemical
discontinuities from the next level. This package becomes a
subassembly to the next higher level.

Level-2: Package on Board or Board-Level Assembly. These boards
carry mixed-technology components (capacitors, resistors,
inductors, and packaged discretes) that are usually coated
and terminated with a connector. Examples are printed cir-
cuit board (PCB), IMS, and SMT boards. They differ from
Level-1 in the lesser sophistication in fabrication. The board
provides a functional partition and is a subassembly to the
next packaging level.

Level-1.5 (half-level): Chip on Board (COB). This mounts “chip
and wire” semiconductors directly to a PCB or on IMS.
A driver in packaging is to combine levels. An objective of
the road map will be the development of a direction to
combine levels.

Level-3: Board in Rack or Box-Level Assembly. At this level the
rack or case is considered. Each board or module is a sub-
assembly connected to a rack backplane, motherboard, or
free-wired together. An example is the output modules in
a multi-output power supply. The sub-module approach
provides flexibility and fast assembly time.

Definition of levels can continue into Level-4: Rack in
Cabinet and Level-5: Cabinet in Room or Multiple Cabinet
Level. Note that all the technical issues of packaging, embod-
ied in passing energy across an interface or along a pathway,
are the same for all levels of packaging.

44.4.2 Technologies

The delivery form, i.e. mechanical support structure for
integrating functions, divides the technologies. The simplest
delivery form is a mono-material approach, such as a silicon
integrated circuit. A thick-film hybrid uses ceramic-glass struc-
tures to create functions. A glass-epoxy board (FR-4) allows the
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attachment of discrete components to “integrate functions.”
Functions are not restricted to electrical, but may include
magnetic, mechanical, and thermal.

The delivery form is important since the size of the mounted
components greatly limits the choices in technologies. The
greater the mass of the components, the more mechanically
robust the technology needs to be. The technologies reviewed
below belong to packaging Level-0 through Level-2 and, gen-
erally, sequentially range from fully imbedded components
as in silicon ICs to modestly robust for surface mounted
components, to very robust for clamped, screwed, and axi-
ally leaded. The transition from PTH to SMT occurs within
FR-4 and partly explains the greater acceptance of this versatile
technology.

Semiconductor Power Integrated Circuits – This is considerably dif-
ferent from the remaining packaging technologies in which
it approaches a “mono-material system.” Multiple functions
can be produced in one material, usually silicon. This is
expanded in the following section.

Thick Film on Ceramic (TFC) – Glass-based pastes or inks are
loaded with electrically conductive materials, such as cop-
per, gold, or silver, to form interconnects, loaded with
resistive materials to form components, or used unloaded
as dielectrics. The pastes are screen printed on ceramic
and fired at ∼900◦C. Vias are formed as holes in dielectric
layers and discrete components are surface mounted with
solder or adhesives. Only two types of air-fired thick film
are considered here: multilayer thick film (TF-multilayer)
for control circuity and thick thick-film( TTF ) where
silver is printed to form up to 160 μm conductors for
power.

Cu Plated on Ceramic (CuPC) – Patterns are imaged or transferred
to the surface of ceramic. Copper is then plated to a thick-
ness <125 μm (5 mils). Discrete components are attached
or full thick-film processing is placed on the plated cop-
per with screen-printed components imbedded or discrete
components attached.

Comparison of technologies

TFC/IMS-PS CuPC IMS-PM DBC DBA FR-4-PTH MID

Conductor material Ag/Cu Cu Cu Cu Al Cu Al
Thickness (μm) 15 25–125 35–140 100–1000 100–1000 17.5–140 5–15
Line width (μm) 100–150 50–100 75–125 75–125 75–125 75–125 75–225
Line pitch (μm) 250–350 50–100 150–250 150–500 150–500 150–250 150–250
Bond pad pitch (μm) 250–350 200 200 200 200 200 200
Max # layers 5–10 2 2 2 2 36 2
Sheet resistance (m�/sq) 3–1.2 0.14–0.69 0.14–0.69 0.034–0.135 0.068–0.270 1.1–0.14 9–3

Dielectric material Glass/ceramic Ceramic Polymer (Coating) (Coating) Epoxy/glass Polymer
Dielectric constant 6–9 9.5 6.4 n–a n–a 4.8
Thickness/layer(μm) 35–50 n–a 75–150 n–a n–a 120
Min. via dia. (μm) 200 50–150 300 n–a n–a 300

Substrate material Al2O3AlN Al2O3 Al, Cu Al2O3, Al2O3, AlN Epoxy Polymer
Thermal (W/m-C) 20–35 20–35 26 26, 150–270 0.17
TCE (ppm/K) 7.1 7.1 23 7.3 7.3 13–18

Glass-epoxy with Surface Mount Pads (FR-4, SMT) – A fiberglass
mesh is impregnated with epoxy and metalized with copper.
Interconnect patterns are etched into the foil. The pat-
terned copper clad mesh can be laminated and vias formed
by drilled and plated holes. Chip components are “surface
mounted” with solder attachment or conductive polymer.
Components can also be imbedded using loaded poly-
mers similar to the TFC process, but with low temperature
curing. (SMT is “surface mount technology.”)

Insulated Metal Substrate – Polymer on Metal (IMS-PM) – A poly-
mer is used to isolate and attach a conductive interconnect
to a metal plate which provides mechanical support. Vias
can be placed between the interconnect and plate, and a
layer of polymer and interconnect can be attached to the
interconnect layer.

Insulated Metal Substrate – Steel Corded (IMS-PS) – A high tem-
perature (HT) glass (∼ 900◦C) coats a steel plate and a
thick-film conductive cermet interconnect is applied upon
the glass. The structure is similar to traditional thick film.
Vias are processed as in multilayer thick film.

Direct Bonded Aluminum (DBA) – Aluminum foil is bonded to,
or cast onto ceramic, patterned, and etched. Low-resolution
patterns can be direct cast. Discrete components are surface
mounted with solder or adhesive. There are no vias. This is
an excellent approach for Al bearing substrate materials.

Direct Bonded Copper (DBC) – Copper foil is applied to ceramic,
bonded at ∼1063◦C, and a pattern is etched. Discrete com-
ponents are surface mounted with solder or adhesive. There
are no vias.

Glass-epoxy with Plated through Holes (FR-4, PTH) – Same as
above FR-4 except leaded components are solder attached
with leads placed through holes. (PTH is “plated through
holes.”)

Molded Interconnect Device (MID) – A HT plastic or polymer
structure hosting electrical interconnects is fabricated by
1-shot, 2-shot, or insert molding. The interconnections are
formed by hot-stamping copper foil, imaging and metal
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plating the polymer, or insert molding of structured metal.
The MID lends itself to high volume, 3D, net shape packag-
ing and is extensively overlooked in the power electronics
area (excluding automotive). Components can be surface
mounted or through-hole with moderate to course line
resolution. Only the hot embossing is considered here.

Laminated Bus-bar – A polymer, such as epoxy, glues together
thick conductor bars while providing electrical isolation.
The bars can be free-floating laminated interconnects or,
if sufficiently thick, be the metal carrier. Vias between lay-
ers are metal posts or fasteners placed through drilled or
stamped holes. These are used in high-current systems and
can accommodate very large components. These were not
considered in this development.

44.4.3 Semiconductor Power Integrated Circuits

As noted in the Introduction, the term “smart power” has been
used for several decades to describe the imbedding of control
into power processing systems. One approach integrates con-
trol and power into a monolithic circuit, such as silicon, and
takes on two forms. One is the integration of analog and dig-
ital circuitry with discrete power devices. The second applies
to high-voltage ICs used for power monitoring and fault con-
trol. The term “smart power” has become synonymous with
power integrated circuits (Power ICs) or application-specific
power ICs (Power ASICs). Motorola trademarked the term
“SMARTpower” circa 1980.

A designer typically is a user of power ICs and seldom
influences the chip design. Systems partitioning, as described
throughout this chapter, is not directly applicable. However,
once the chip is available, the designer is armed with a more
functionally integrated component. A background to power
ICs is given below to aid the designer in better understanding
the technology. An excellent reference noting the beginning of
high-voltage ICs is an IEEE Press Book by B. J. Baliga [4].

Power ICs can be divided into four groups resulting from a
matrix of low and high voltage, and low and high current capa-
bilities as identified in Table 44.2. The low-voltage, low-current
ICs are readily available for the control and monitoring of
power processing functions. These smart chips control power
supplies, battery chargers, motor drives, etc. and are often
referred to as “power controllers.” These chips are produced
from standard IC processes and limited to the voltages of the
process. The cost follows typical IC cost structures.

TABLE 44.2 Examples of power ICs (smart power)

Low current High current

Low voltage Power control ICs
PWM controllers

Bipolar drivers
Automotive actuators

High voltage Bridge gate drivers
Gas-display drivers

(limited application)

Low-voltage, low-current ICs can be further subdivided into
“dedicated” and “programmable” chips. In the late 1990s and
early 2000s, the incorporation of imbedded control expanded
the definition of “power controllers.” Sophisticated control
algorithms that were implemented in digital signal processors
(DSPs) were incorporated into programmable power con-
trollers. The role of the power electronics designer further
changed to become adept at high-performance programming.

Low-voltage, high-current power ICs again use standard IC
processes for fabrication. The higher current requirement is
met by creating effectively large device areas that maintain
current densities consistent with process characteristics. In the
1970s and 1980s, bipolar processing was dominant and large
area devices were fabricated. Typically, processes were limited
to 40 V and pushed to 60 V for actuator and transistor driver
applications. As a side note, the most successful power metal-
oxide semiconductor FET (MOSFET) driver in the 1980s used
a commercially available digital “line driver” IC. Driver chips
were later developed with FET processes that paralleled many
low-power FET cells. Again, the required area was determined
by the maximum current density of the allowed process.

Dedicated chips of the 1990s used power MOSFET tech-
nology to create driver and actuator chips. Applications of
the low-voltage, high-current ICs fall mostly in the areas of
power conditioning for photovoltaic systems, actuators for
computer hard drives, actuators and motor drives for auto-
motive and appliance applications, and driver applications in
power semiconductors circuits.

Since mostly all IC technology was created for computer and
telecommunications applications, creation of “higher voltage”
ICs for power was slow to develop. Lack of market size in
power did not support substantial technology development,
but rather incremental product development. However, high-
voltage ICs were developed early on for the gas-tube display
market (circa. 1980s). Other significant developments slowly
occurred mostly in drivers for power-bridge circuits as used in
motor drives and “application specific ICs.”

High-voltage ICs are processed with either dielectric isola-
tion or junction isolation. In the 1980s, dielectric isolation was
used extensively by Dionics Incorporated for display drivers
which had ratings of several hundred volts. Dielectric isolation
utilizes silicon-dioxide wells. Devices, such as bipolar tran-
sistors, are fabricated in the wells, which serve as functional
islands. The devices are then interconnected at the surface.

Limitation of the dielectric isolation process is the higher
cost. However, dielectric isolation does provide for more reli-
able isolation with greater circuit flexibility. Both power rating
and current capacity are low relative to junction isolation
because of the planar nature of the structure and interconnects.

Junction isolation became the preferred method starting in
mid-1990s with the developments from General Electric and
Harris companies followed by power-ASICs from power semi-
conductor manufacturers. The isolation method used multiple
levels of p–n junctions to form wells. A cross section of several
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FIGURE 44.3 Junction isolation used to separate devices or circuits.

basic technologies is shown in Fig. 44.3. Note the p-type sinkers
connecting to the p-material of the substrate to provide cell
isolation. There is also a combination of structures used to
produce a BiCMOS process. The complementary metal-oxide
semiconductor (CMOS) provides the control circuitry while
the bipolar structures provide high current-density transistors
for power processing.

Junction isolation has several limitations, most significant
of which is possible “layer inversion.” Inversion occurs when
the reference substrate, or portions thereof, becomes reversed
biased. Relatively large currents can flow and biasing of four
layer structures can cause latch-up. Manufacturers have paid
significant attention to minimizing this problem. However,
designers must always be cautious that a fault condition or
capacitive current from a high-frequency transient does not
induce an inversion.

44.5 Cost-driven Partitioning [5]

This is the one issue seldom discussed in open literature, yet is
the greatest driver to the selection of circuit design approaches
and determination of partitions. Unfortunately, a designer
often limits cost estimation to only component cost, i.e. the bill
of materials (BOM). The greatest cost is often not the compo-
nent, but the handling, mounting, and testing of a component.
An excellent example is the selection of output filter capacitors
in dc–dc supplies. The use of a multitude of smaller ceramic
chip capacitors, which can be automatically surface mounted,
is often less expensive than larger electrolytic through-hole-
mounted capacitors, and provide much greater reliability over
time. (This applies to larger volume production.)

The use of cost-driven partitioning is also dependent on
the company structure. A vertically structured company with
captive manufacturing has the advantage of increasing volume
by modularizing their circuits to be used across several product
lines. The following procedure uses a Full-cost Model applicable
to both captive and out-sourced manufacturing.

When discussing cost, it is necessary to define centers of cost
for both the product and the business. The terms are defined
as follows.

1. Materials cost represent direct costs of packaging, and
include the minimum packaged component (e.g. sili-
con chip), component packaging materials (e.g. plas-
tic housing on a TO-220), and packaging materials
for manufacture (e.g. solder or adhesives for mount
down). If the manufacturer can mount bare die, then
these quantities are determined separately. If man-
ufacturing is out-sourced, then the “pre-packaged”
component cost accounts for the first two costs and
the manufacturer (or assembler) determines the third
cost. The variation in cost by volume must also
be included. Volume dependency is greatest for cus-
tom products at low volume and lowest for standard
high-volume products. A typical volume cost fac-
tor is 20% decrease in cost per 10-fold increase in
volume.

2. Production cost includes factors for wages and product
volume, but are independent of material costs, (which
is not often assumed when assessing overhead). Pro-
duction cost can be characterized as a function of
technology and quantity. To reflect this into a design
tool, it is necessary to describe production cost as a
function of simple information, such as the number of
surface mount device (SMD) and leaded components,
and square inches of substrate board. Assessment is as
follows for captive production:

1. Determine the total wages, equipment and
facility depreciation, and other facility over-
head.

2. Determine the number of production tech-
nologies in the facility, both in place and
available with minimal extension.

3. Determine technology costs by a ratio of the
above two parameters.

4. Add scaling factors for volume dependency.

In Fig. 44.4, the relative production costs for various
technologies (circa. 1999) are shown for fixed vol-
ume. Note that the chip and wire is less expensive
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than handling a leaded component and is typical
for captive facilities. Including the scaling factors in
your calculations to give a volume dependency for a
highly automated production technology. Depreciation
is for production equipment and buildings, whereas
other overhead covers the significant cost involved in
purchasing, management, production technology, etc.

3. Partitioning cost is incurred for each technology used.
From the previous technology descriptions, it appears
straightforward to choose “this technology for these
components and those technologies for those com-
ponents” based on technical performance attributes.
However, there is a drawback to this partitioning. Each
partition adds one circuit to be handled through pro-
duction with an additional interconnect and assembly
process. This means the additional incremental costs.
Assembling sub-circuits into a product is similar to
assembling components on boards and is modeled as
cost in wages modified by a different overhead factor.
For chip and wire, costs for protecting (encapsulating)
chips are included if necessary.

4. Full cost combines material costs and production
costs as shown in Fig. 44.5. A minimum-packaged-
component system is chosen to highlight the possibility
of buying non-packaged components, but the model is
valid for any level of packaging. If there is not a cap-
tive circuit fabricator, then the cost is obtained through
competitive quotes or experience with the manufac-
turer. A mixture of in-house and out-sourced costs can
be included in the model.

5. Product business cost, i.e. returns on investment for
development of one product, is an investment in future
payback. The total cash flow from development until
the end of production determines the business costs
for a product.

6. Company business cost, i.e. return on investment for
cross products reflects the cost of sub-optimization
within one single product. The value of reusing the
same packaging technologies, designs (diagrams), and
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even physical circuits (building blocks) across differ-
ent products should be measured at the company
level. The value of building blocks becomes obvious
through savings in repetitive development costs and
maintenance of function. Development and mainte-
nance costs are saved since the function is devel-
oped only once and unilaterally maintained across all
products.

The impact of volume on building-block cost applied to
three motor drive products is shown in Fig. 44.6. At low
volumes, the main savings are in development and mainte-
nance costs, while at high volumes only savings in full cost
matters. The overall conclusion is that if a partition is neces-
sary to meet requirements, then, the partition must be guided
by strategic choices in order to optimize cost on a company
business level and the relative cost diagrams should be used
only for optimizing within partitions.

44.6 Technology-driven Partitioning

There are several natural aids to partitioning. Ordering com-
mon packaging technologies bytechnical performance, orders
most other attributes. As one moves down the list of tech-
nologies described in Section 44.4.2, one finds increasing
current-carrying capacity, decreasing voltage isolation and
operating frequency, lower thermal performance and density,
less sophisticated processing, and lower cost for lower volumes
(except for MID). These monotonic trends allow rich engi-
neering judgment to effectively group components (step four
in Section 44.3.1) for optimized partitioning.

Partitioning proceeds by following a sequence of first group-
ing and matching the most challenging components with
higher performance technologies. The next challenging com-
ponent grouping is matched with the next technology of lower
performance and typically lower cost. Starting with the highest
performance technology, often lower performing components
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to be included at little increase in cost. For example, if thick
film ceramic (TFC) is used for chip and wire power die
and current-sense resistors, the inclusion of thick-film control
circuits comes with little added real estate (cost).

Mixing of technologies and technology selection is mis-
understood because a typical perspective is to look at the
“substrate area cost,” i.e. the famous “dollars per square inch”
costing of technologies. This is as limiting as using only a BOM
for cost-driven decisions. A better understanding is required
and is aided by the graphical perspective in Fig. 44.7. View
the curves right to left as density decreases. The falling curves
represent relative Full Cost (Section 44.5) of each technology
as substrate area changes. The starting and ending points are
the practical limits in the use of the technology at certain
densities.

As an example, assume a given circuit is designed with only
one technology, such as thick film (TF), and as dense as pos-
sible. As the board area increases (becoming less dense), the
components grow in size (0603–0805) with larger intercon-
nect traces; the cost increases, following the curves up and to
the left. A point is reached in an area when a less costly technol-
ogy may be suitable, such as SMT FR-4. This other technology
would decrease the cost for the same area. Hence, not only
do the cost and density decrease (with lower technology), but
the performance also decreases. Within a range near maxi-
mum density, the higher performance TF technology with an
added area is still less costly. This is due to the packaging and
production costs, and is often overlooked by designers who look
at the “cost per square area of boards” without looking at the
full-cost model.

A more generalized set of curves is shown in Fig. 44.8. This
graph, in essence, is created for a specific production facility.
The circuit designer, or design team, would follow the steps to
partitioning, letting the costs of the technologies drive where
partitions are best drawn. Remember that the overall circuit
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is composed of electric, magnetic, mechanical, and thermal
circuits.

44.7 Example 2.2 kW Motor Drive
Design

A 2.2 kW motor drive, consisting of electronics, motor and
pump encased in one housing, is used as an example product.
The block diagram of the electronics is shown in Fig. 44.1. For
a (planar) electrical-mesh circuit, the physical assembly pat-
tern would closely follow the electrical schematic layout and
one packaging technology, such as FR-4, could be used, though
not efficiently. The design would, then follow a single line up
and to the left in Fig. 44.7. Using mixed packaging technolo-
gies provide multiple assembly levels, and the assembly pattern
more closely follows grouping of the physical Delivery Forms
of the components. The steps outlined in Section 44.3.2 are
followed to determine the proper partitioning of the system
to meet the performance requirements and provide maximum
business profit. The steps are summarized as:

1. User requirements,
2. Component characterization,
3. Component grouping,
4. Strategic partitioning with constraints,
5. Optimizing within partitions.

44.7.1 User Requirements (Constraints)

Many user requirements direct the system design as outlined
in Section 44.3.1. However, several requirements place specific
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constraints on the packaging of the 2.2 kW drive as noted
below.

Mechanical: Built in a 65 mm dia. stainless steel tube;
short as possible.

Thermal: Cooling through tube with non-flow of
water at 30◦C.

Environment: Potting electronics is disallowed.
Regulatory: UL, CE.
Reliability: 1,000,000 quick start/stop,

30,000 maximum gradient start/stop,
40,000 h lifetime @ 10◦C water.

44.7.2 Component Characterization Map

A component characterization map is performed on all the
components to identify the technical and physical attributes
that dominate it, and is illustrated for part of the circuit
as in Table 44.1. In this component characterization map,
components are listed for each electrical functional block.

44.7.3 Component Grouping

An overview of possible groupings into packaging partitions is
obtained by attaching main components and key attributes to
the functional block diagram of Fig. 44.1.

44.7.4 Strategic Partitioning with Constraints

A major constraint is the limited space available (65-mm
diameter). This makes it obvious that some miniaturization
is very valuable, but what should be miniaturized? Packag-
ing cannot miniaturize leaded components. These components
require either through-hole PCB (FR-4, for soldering) or some
form of lead frame (MID for welding). Power die are top can-
didates for miniaturization because the die can be grouped
into a power module that is much smaller than discrete power
components. Also, high-power losses do not allow the same
packaging technologies to be used as for leaded components.

The remaining non-power die and associated components
are prime candidates for modularization. Highest value is
reached if a building block can be reused across different prod-
ucts. Therefore, as much control circuitry, as possible, should
be integrated without violating the possibility for reuse in other
products. For this product, the line communications bus and
motor control circuitry would be excluded, but the control for
VDE/inrush and PFC would be integrated together with the
driver and all-sense resistors. This integrates 82% of all power
losses for easier cooling, integrates all power-component-
dependent control circuitry, and enables product-independent
maintenance and power die optimization.

At this stage, there are usually new requirements added for
cross-product reuse. This application requires 125◦C baseplate
temperature.

44.7.5 Optimization within Partitions

Optimization requires choosing optimum technologies to
meet cost and performance requirements. In Fig. 44.9, the
relative cost of various substrates is shown together with the
cost of suitable production technologies. Note that the sub-
strate cost is for equal substrate area but different performance.
For example, IMS requires more space for control circuitry
than TF multilayer because IMS has only one conductor
layer.

Figure 44.9 should be used together with Fig. 44.1, which
shows that the module includes both power chip and wire
(PC&W), and low-power control circuitry (SMT). The DBC,
IMS, TTF, and CuPC can accommodate the PC&W and FR-4,
IMS, TF multilayer, and CuPC can accommodate fine-line
SMT. This should initially lead to the conclusion that DBC,
IMS, or TTF should be used for power, excluding CuPC due
to cost; and FR-4 for control, excluding the others due to
cost.

Are all cost issues taken into account and all requirements
met? Not necessarily. Packaging approaches influences com-
ponent cost. Power sense resistors, which are typically in SMT
form, can be integrated in TF multilayer at near-zero incre-
mental cost. Also, less-expensive integrated circuits can be
chosen when the packaging approach allows active trimming
of associated components. Besides cost, technical issues limit
packaging choices for certain circuit partitions. Reliability and
temperature requirement (125◦C) rule out FR-4.

There are fewer and fewer choices. If power die were avail-
able as known good die, then power and control could be
combined on one substrate with IMS or CuPC. The IMS has
drawbacks, such as lower power cycling capability due to a high
thermal coefficient of expansion (CTE) and is only a one-layer
technology, which means more area and less noise immunity.
The CuPC has neither of these problems, but due to the lack
of known good power die that was not chosen. Also, CuPC

Hot Embossing

FR4 Cu(2x35um)

FR4 Cu (4 layer)

IMS(1 layer on Al)

TTF

DBC(0.63 Al2O3)

CuPC(2 layer)
TF

multilayer

Substrate Technologies

0

2

4

6

8

10

12

14

R
el

at
iv

e 
C

os
t

Substr/sq.in

.

Power chip & wire/10 comp.

Leaded auto/10 comp.

SMD/10comp

FIGURE 44.9 Substrate costs (1999).



44 Packaging and Smart Power Systems 1285

FIGURE 44.10 Final module combining several packaging approaches.

does not allow component integration at the cost indicated in
Fig. 44.9. A two-substrate solution was needed.

The power DBC was chosen as the obvious highest per-
forming technology among the comparable low cost power
substrates. The DBC is soldered onto a low cost copper base
for thermal management and extends to form a mounting base
for the control substrate.

Multilayer thick film was chosen for control circuitry despite
the apparently high substrate cost. In the motor module,
this substrate is the optimum cost choice because of the
high component integration, such as the three buried power
current-sense resistors and many printed resistors for accurate
active trimming of functions associated with the integrated
circuits. Partitioning cost is minimized by combining intercon-
nections of substrates with interconnection to I/O terminals in
one technology – heavy wire bonding. This has been possible
by designing a MID interconnection component with termi-
nals that are wire bondable on one end and solderable on the
other. The resulting module is shown in Fig. 44.10.

Other components, both SMT and leaded, not best accom-
modated in the module. Therefore, a two layer FR-4 is chosen
as the lowest cost technology suitable for both Delivery Forms
and used for the module and components. Mechanical stabil-
ity and cooling is achieved by using a patented structure of
extruded aluminum profiles.

Using bare die, higher cost substrates and partitioning with
different technologies allows the product to surpass cost tar-
gets. The partitioning in packaging Levels 1 and 2 address
optimization of product business cost as defined in Section 44.5.
Designing the module building block as a component for
reuse across other products increases volume and reduces
cost. More importantly, relative low-volume products can ben-
efit from the building block by faster development cycles,
lower development cost, lower Level-3 packaging cost, and
lower maintenance cost. The building block value addresses
optimization of company business cost.

44.8 High Temperature (HT)
Packaging [6]

Enabling issues for many power electronics applications are
size, weight, and efficiency. Silicon carbide (SiC) semiconduc-
tor technology has the potential to provide up to a 5-fold
reduction in converter volume if the high-temperature, high-
frequency power electronics can be implemented. Higher
frequency operation reduces the size of the passive components
and, thus, the system volume. Higher operating temperatures
allow a larger temperature difference between the heat sink
and cooling fluid, which increases radiator effectiveness and
decreases size. Silicon devices are limited to 150◦C junction
temperature prior to de-rating; whereas SiC devices can oper-
ate in excess of 400◦C. In addition, SiC devices offer the
potential for incorporating power electronics at point-of-load
(POL), e.g. at the motor or actuator housing, thus greatly
reducing system cabling and volume, and provide increased
flexibility in equipment arrangement. Inherent in all this is the
requirement for very reliable HT electronics packaging.

44.8.1 HT Materials Selection

A paramount requirement of HT packaging is to minimize
dissimilarity in material interfaces and can be achieved with
a “nearly all” Al (aluminum) approach. This includes Al
backed SiC JFETs, AlN substrate, Al2O3 (anodized) electri-
cal insulators, Al interconnects (in place of copper), and
AlSiC (aluminum silicon carbide) heat sinks [7]. Aluminum
is adequately ductile to act as an excellent stress relief during
temperature cycling. Also, Al provides a common metallurgical
bonding medium.

44.8.2 Module Construction

A proposed module structure consists of Al conductors on
AlN substrate on AlSiC. In a one- to two-step casting process,
an Al conductor pattern is formed on AlN, which is captured
into a netshape-cast AlSiC heat sink. A test sample was created
first with multiple pads for JFETs and wirebonds, shown in
Fig. 44.11 (Courtesy of PCC-AFT Inc.). Also, using AlSiC for

FIGURE 44.11 A1/AIN/AISiC casting.
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TABLE 44.3 Material properties

CTE Thermal
conductance

Electrical
resistance

Young’s
modulus

Flexural
Strength

ppm/◦C W/m◦C mW-cm GPa (MPa)avg

Al/SiC 8 175 220 369
AlN 4.5 100–180 320 300
SiC 3.7 120–490 550
Al 23 240 4.3
Copper 17 393 1.7
Gold 14.2 297 2.2
Silver 19.7 418 1.6 11

the housing and heat sink allows a ceramic substrate, connec-
tors, and other hardware to be integrated into the mold, or
directly cast into the structure. Connectors that require solder
are nickel and gold plated. Other parts of the module follow
below.

Aluminum Interconnect – Material properties are given in
Table 44.3. Electrical resistance of Al is 2.5 × higher than
Cu and 40% lower in thermal conductance. The performance
reduction is offset with the thicker conductor greatly mit-
igating stresses between the components. Both Al and Cu
approximately double the resistance every 100◦C.

Die Attachment – A significant challenge is die attach. The
SiC semiconductor must be bonded to the Al interconnect with
a material electrically conductive, having a high physical resis-
tance to temperature excursion, and imparting little stress on
substrate or die during power and temperature cycling. One
approach uses a silver–glass composite, which can be cured
and operate at or above 350◦C. One material (QMI3555R)
has electrical conductivity of 15 μ�-cm and thermal con-
ductivity 80 W/m-K, and is qualified replacement for Si/Au
Eutectic.

Cover Coating and Sealing – If required, an inert HT cover
coating, such as an alumina refractory cement (Cotronics
920), can be used across die and wire bonds. The material
has the properties of alumina ceramic, devoid of outgassing,
completely inert, and good to a service temperature of up
to 1634◦C. The coefficient of thermal expansion (CTE) is
4.5 ppm/◦C, dielectric strength 270 V/mil, and volume resis-
tivity 1011 W-cm.
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45.1 Introduction

In modern societies, development level and economic well
being of a society are directly measured by energy genera-
tion and consumption. Energy plays an important role in the
economic health of a country that is reflected by the Gross
National Product (GNP). The per capita GNP of a coun-
try is correlated to the per capita energy consumption. There
is a steady demand to increase the energy generation capac-
ity all over the world since the global energy consumption is
rising. The main reasons are the technological developments,
industrial revolution, and increase in population. In a modern
and industrialized community, energy is used in every single
human activity. Some major examples are

• Household applications such as heating, cooking, light-
ing, and air conditioning;

• Transportation: passenger cars, busses, trains, trucks, and
aircrafts;

• Manufacturing heat and electricity as well as user end or
industrial products;

• Irrigation and fertilizing in agricultural organizations.

The worldwide energy consumption has been growing
steadily and rapidly right after the industrial revolution.
Today’s global energy consumption has reached more than
500 EJ. This amount of energy is consumed with an hourly
rate of 15 TW (Tera Watts) [1]. Global energy consumption
of 1900 was 0.7 TW. The United States consumes the greatest
amount of energy per capita worldwide. The amount of energy

consumed in US was 105 EJ or 29,000 TWh in 2005, with equiv-
alent rate of 3.3 TW [2,3]. If the hourly consumed power is 3.3
TW, 1 year of consumption corresponds to 29,000 TWh, by 3.3
TW × 24 h × 365 days. Between 1980 and 2004, the world-
wide energy consumption annual growth rate was 2%. The
total consumption in 2004 is given in Table 45.1 according to
the US Energy Information Administration [1]. The estimated
15 TW total global consumption is mainly generated from the
fossil fuels such as coal, oil, and gas.

This 15 TW of total consumption is shared among several
sectors. Around 37% of the total 15 TW is consumed by indus-
trial sectors such as manufacturing, mining, construction, agri-
culture, and so on. Twenty percent of the total consumption
is by the personal and commercial transportation. Residential
consumption such as residential lighting, heating, and house-
hold appliances corresponds to 11% of the total. Consequently,
commercial lighting, heating, cooling as well as the water pro-
vision and sewing services consume 5% of the total [4]. The
other 27% of world’s energy is lost in the energy genera-
tion and transmission stages. The overall energy consumption
percentages by sector are shown in Fig. 45.1.

According to Fig. 45.1, the generation and transmission
losses are considerably high. In order to generate 2 TW of elec-
tric power, approximately 5 TW of power is required. This is
due to the fact that efficiency of a typical power plant is around
38% [5]. Figure 45.1 also imposes that more than a quarter of
the produced energy is lost in low efficient conventional energy
conversion systems and transmission lines. This issue encour-
ages the increased focus on high efficient renewable energy

Copyright c© 2011, Elsevier Inc.

All rights reserved.

1289
DOI: 10.1016/B978-0-12-382036-5.00045-8



1290 A. Khaligh

TABLE 45.1 Total energy consumption

Source type Average power [TW] Energy per year [EJ]

Oil 5.6 180
Coal 3.8 110
Gas 3.5 120
Hydroelectric 0.9 30
Nuclear 0.9 30
Wind, solar, wood, geothermal 0.13 4

Total 15 471

Industrial
(37%)

Transportation
(20%)

Residential

(11%
)

Commercialservices (5%)

Lost energy
(27%)

FIGURE 45.1 Percentage share of sectors on energy consumption.

systems, which may also reduce or eliminate the transmission
losses if they are built as distributed energy generation units.
In comparison to the efficiency of conventional power plants,
new-generation of power plants using gas turbines or micro-
turbines may reach a substantially higher efficiency of 55%;
however, they still rely on another fossil fuel, which is natural
gas [6].

After the invention of steam engines, coal began to be the
main source of energy in the eighteenth and nineteenth cen-
turies. Since automobiles were invented and electricity usage
became more common, coal left its popularity to the oil during
the twentieth century. From 1920s to 1973, oil was the main
resource fueling the industry and transportation and its price
steadily dropped during these years. Oil kept its expansiveness
till 1970s. In the oil crises of 1973 and 1979, price per barrel
boosted from $5 to $45 and oil was not the best and most com-
mon source of energy production anymore [7]. From these
dates, coal and nuclear became the sources for electric power
generation. In those years, energy conversation and increasing

the energy efficiency gained importance. However, the use of
fossil fuels has continued over the last 30 years and their contri-
bution to overall energy production has increased. During last
3 years, coal has become the fastest growing fossil fuel, since
it has large remaining reserves [7]. On the other hand, renew-
able energy sources have gained interest due to the depletion of
fossil fuels, followed by high oil prices, and climate change con-
cerns related to the carbon emissions. Therefore, government
support on development, deployment, incentives, and com-
mercialization of renewable energies are ever increasing. For
instance, in March 2007, it is agreed by the European Union
members that at least 20% of their nations’ energy should be
produced from renewable sources by 2020. This is also a part
of environmental concerns such as global warming [8] and
building a sustainable energy economy by reducing the nations’
dependence on imported fossil fuels. However, although there
is a large availability of renewable sources, their contribution to
globally consumed energy is relatively poor.

In developed countries such as Germany and Japan the
national gross product is 6 kW per person and 11.4 kW per
person in the US. Bangladesh has a low consumption with
0.2 kW per person while it is around 0.7 kW per person for
a developing country such as India. Twenty-five percent of the
overall world’s energy is consumed by the US while its share
of global energy generation is 22% [4]. Energy consumption
in the US is shared by four broad sectors according to the
US Department of Energy. Similar to the world’s energy con-
sumption the largest user is the industrial sector, currently
consuming 33% of the total energy. Next largest amount of
energy is consumed for transportation followed by residential
and commercial users. Energy consumption shares of the US
for four major energy consumption sectors (industrial, trans-
portation, residential, and commercial) are demonstrated in
Table 45.2 [4, 9, 10].

Most of the electric power generation of the US is provided
by conventional thermal power plants. Most of these power
plants are operated by coal. However, from 1990 to 2000, the
number of natural gas or other types of gas operated power
plants were increased significantly. 270 GW of new gas oper-
ated thermoelectric power plants were built in US from 1992
to 2005. Only 14 GW capacity belonged to new nuclear and
coal fired power plants, with 2.315 GW of this amount being
nuclear while the remaining is the coal fired power plants [11].
The significant shift to the gas operated power plants is due
to the deregulation, political, and economic factors; however,
nuclear and coal are considerably capital intensive. On the
other hand, there is a great potential for renewable energies
in the US. For instance, the US wind power capacity is close
to 20 GW, which is sufficient to supply power to 4.5 million
typical households [12]. Although there is a great availability
of the solar power, solar power percentage of total capacity is
only 0.04% retrieved by plants that are currently in operation;
including the new Nevada Solar One plant with 64 MW capac-
ity and the largest solar thermal power station in the Mojave



45 Energy Sources 1291

Desert with a total generation capacity of 354 MW, which is
the world’s largest solar plant [13].

Electric power generation in the US for 2006 is summa-
rized in Table 45.3 in terms of total capacity (MW), annual
production (billion kWh), and units in operation [14].

TABLE 45.2 US Nation-wide energy consumption sectors

Sector Major use shares

Industrial: This sector mainly consumes 33% of total
energy for the manufacturing, producing, and processing
goods such as chemical refining, metal production, paper,
and cement production.

Chemical production

Petroleum refining

Metal smelting/refining

Other

48%

22%

16%

14%

Transportation: Twenty-eight percent of the total energy
consumption is shared by this sector for land, sea, and air
vehicles transporting people and goods.

Gasoline fuel

Diesel fuel

Aviation

Other

6%

12%

21%61%

continued

According to Table 45.3, it is seen that the most contribut-
ing power source to the US energy production is the coal fired
thermoelectric power plants. Although the established power
capacity of the nuclear power plants is less than that of the
combined cycle natural gas plants and combustion turbine
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TABLE 45.2—Contd.

Sector Major use shares

Residential: This sector consumes 21% of the total energy
for household power requirements.

Space heating

Water heating

Lighting

Air conditioning

Refigration

Electronics

Wet-Clean

Other

32%

14%

5%

5%

8%

11%

12%

13%

Commercial: This sector includes the business,
government, and other service providing institutions,
facilities, and their equipments corresponding to 17% of
total energy consumption.

Lighting

Heating

Cooling

Refigration

Water heating

Ventialtion

Electronics

Others

25% 27%

6%

6%

6%

6%11%

13%

generators, nuclear power plants are the second greatest source
in annual energy production. This is due to the higher effi-
ciency of these plants and under-capacity operation of natural
gas power plants and combustion turbine generators. Other
than the nuclear power plants and fossil fueled power plants,
hydroelectric power plants have a significant contribution to
the annual production although they require a relatively large
number of units in operation. This is mainly due to the rela-
tively lower power capacity of the hydroelectric power plants.
Renewable energy sources of wind and solar still have insignif-
icant number of units in operation and their annual contri-
bution is considerably insignificant to the nation’s total energy

production although the available potential capacity of these
sources are really high.

The energy production rates of energy sources are given in
Fig. 45.2 [14].

The energy demand of the world is rapidly and steadily
increasing. In 2007, the electric power demand of the US was
783 GW in summer and 640 GW in the winter. It is projected by
the North American Electric Reliability Corporation (NERC)
that the electric power demand of the US will increase to
925 GW for summer and 756 GW winter in 2017 [15]. There-
fore, environmental concerns on global warming and sustain-
ability along with the political considerations on the supplies’
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TABLE 45.3 2006 energy generation in the US

Source type Total capacity (on nameplate) [MW] Annual production [billions kWh] Units in operation

Coal fired boiler power plants 333,115 1995 1460

Combined cycle natural gas plants 216,269 505 1686

Combustion turbine generators 155.227 147 2882

Nuclear power plants 105,584 787 104

Natural gas fueled boiler plants 97,632 159 776

Hydroelectric power plants 96,988 282 4138

Oil fired boiler power plants 34,975 7.8 327

Wind power 11,603 30.3 341

Diesel generators 8563 13.8 4514

Biomass 6256 53.5 270

Geothermal 3170 13.5 215

Incinerators 2671 12.3 96

Petroleum coke fueled power plants 1754 46.4 31

Fuel oil power plants 956 8.5 13

Solar energy 411 2.1 31
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FIGURE 45.2 Percentage of the energy sources to the annual energy generation.

security will shift the overall energy consumption away from
the fossil fuels. Nowadays, many researchers and politicians
call for immediate actions for long-term sustainable energy
solutions. Based on a growing consensus, peak oil may be
reached in the near future and this will result in severe oil price
increases [16]. If a long-term solution cannot be developed
prior to the peak oil scenario, the world economy may face a
grinding halt.

This chapter focuses on naturally available energy sources
and deals with the efficient utilization of these sources. More-
over, renewable and sustainable energy generation techniques

are discussed in this chapter. In addition, the operating
principles, efficient utilization, and grid connection issues as
well as power electronic interfaces for these renewable energy
sources are demonstrated. While inventing new methodologies
to maximize the efficient usage of traditional sources such as
coal, oil, and natural gas, it is of great importance to develop
new technologies to produce emerging sources of energy from
renewables.

Consequently, by efficient use of conventional energy
sources and utilizing alternate sources of energy, the reserves
of the conventional energy resources can last for longer, global
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warming can be slowed down, and environmental pollution
can be reduced [17].

45.2 Available Energy Sources

Primary sources of energy are fossil fuels such as oil, natural
gas, coal, and other sources such as nuclear, solar, wind, hydro-
electricity, or potential sources available in oceans. The energy
that has not been converted or transformed into another form
is known as primary energy source. More convenient form
of energy such as electrical energy is obtained by transform-
ing primary energies in energy conversion processes. These
converted forms are called as secondary energy sources.

45.2.1 Coal

Coal is the most abundant fossil fuel of the world with around
909 billion tons of reserves. It is expected to sustain for the next
155 years at the current production rate [4]. Coal is the fastest
growing fossil fuel to meet the energy demand of the global
community. However, coal is the dirtiest energy source with
numerous pollutants and high emissions [11].

45.2.2 Oil

It is estimated that there is 57 ZJ of oil reserves on Earth. This
amount includes the available but not necessarily recoverable
reserves. Other estimates vary from 8 ZJ including currently
proven and recoverable reserves to a maximum of 110 ZJ
including non-recoverable reserves [18]. World’s current oil
consumption is 85 million barrels per day (mbd) and it is esti-
mated that the peak consumption will be 93 mbd in 2020. Oil
and its chemical derivatives are mainly used for transportation
and electric power generation.

45.2.3 Natural gas

There is not any certain number indicating world’s available
natural gas reserves. However, according to the U.S. Energy
Information Administration, there are 237,726 billions cubic
feet (cu-ft) of dry natural gas reserves in the US, while the
liquid natural gas reserves are of 9143 million barrels [19]. Nat-
ural gas has become one of the major sources of electric power
generation through the steam turbines and gas turbines due
to their higher efficiency. Natural gas is cleaner than any other
fossil fuels and produces fewer pollutants per generated unit
energy. Burning natural gas produces about 30% less carbon
dioxide than burning petroleum and about 45% less than burn-
ing coal for an equivalent amount of heat [20]. Some of the
natural gas power plants are operated in combined cycle mode
to obtain higher efficiencies. In this operation, gas turbines are
combined with the steam turbines in order to get the benefit of
waste heat using steam turbines.

45.2.4 Hydropower

Hydroelectric power plants supplied 16.4% of the world’s elec-
tric power in 2005 [21]. The hydroelectric power is not an
effective solution, since, most of the potential sites are already
in use or they are not feasible to be exploited due to envi-
ronmental and economical concerns. In addition, the life span
of hydroelectric power plants is limited, due to soil erosion
and accumulation. Because of these concerns, the construc-
tion of large hydroelectric power plants has stagnated. The
new trend all over the world has been building smaller hydro
power units called as “micro-hydro” since they can be a part of
distributed generation, opening up many locations for power
generation and they have less or negligible environmental
effects [22, 23]. On the other hand, hydroelectric power plants
have no emissions since no fuel is burnt. Hence, hydropower
is a clean energy source in comparison to fossil fuel-based
energy sources. In 2005, the worldwide hydroelectricity con-
sumption reached 816 GW with 66 GW of small hydro plants
and 750 GW of large plants [24].

45.2.5 Nuclear Power

In 2006, 16% of the world’s total electric power production
was supplied by nuclear power that is accounted 2658 TWh
[11, 25, 26]. Total power capacity of the established nuclear
power plants was about 372 GW by November 2007 [25]. The
remaining uranium resources are estimated to be 2500 ZJ by
The International Atomic Energy Agency [27]. Since there is
plenty of available sources and developed technology, the con-
tribution of nuclear power to the future’s energy demand is not
limited. However, there are political and environmental con-
straints, which restrict the growth of nuclear power plants. The
cost of generating nuclear power is approximately equal to that
of the coal power. Moreover, nuclear power has zero pollutant
emissions such as CO, CO2, NO, and SO2.

45.2.6 Solar

Earth receives around 120,000 TW of solar energy resource per
year. As an energy source, less than 0.02% of available solar
resources are capable of entirely replacing all nuclear power and
fossil fuels [28,29]. Although it is still expensive in comparison
to conventional energy conversion techniques, the fastest grow-
ing energy source in 2007 were grid-connected photovoltaic
(PV) systems. The total installed capacity reached to 8.7 GW by
increasing all PV installations by 83% in 2007 [30]. High cost
of manufacturing solar cells, reliance on weather conditions,
storage, and grid-connection problems are the major barriers
of further development of solar generation.

45.2.7 Wind

Wind is one of the greatest available potential energy sources.
The available wind energy is estimated to be 300 TW [31]
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to 870 TW [32]. Only 5% of the available energy is capable
of supplying the current worldwide energy demands. How-
ever, due to fewer obstacles, most of this wind energy is
available on the open oceans on which construction of wind
turbines and energy transmission is relatively difficult and
expensive. From 2006 to 2007, the installed wind turbines’
capacity was increased by 27% to total of 94 GW according
to the Global Wind Energy Council [33]. However, the actual
generated power is less than the nominal capacity since the
nominal capacity represents the peak output and actual output
is around 40% of the nominal capacity due to efficiency issues
and lower wind speeds [34].

45.2.8 Ocean

Energy of ocean can be categorized in three major methods;
ocean wave power, ocean tidal power, and ocean thermal power.
All of these three methods can be installed as on-shore or off-
shore applications.

Wave energy harvesting is a concept that the kinetic energy
of waves of the deep water or waves hitting the shores is cap-
tured and converted to electrical energy. The kinetic energy
of waves is converted to electrical energy using several differ-
ent methods. It is estimated that the deep water wave power
resources vary from 1 to 10 TW [35], while the total power of
the waves hitting the shores may add an additional power of
3 TW [31, 36]. Capturing this entire amount of power is not
practical and feasible. It is estimated that 2 TW of this power
can be usefully captured [37, 38].

Ocean tides occur due to the tidal forces of the moon and
the sun, in combination with the earth’s rotation. Tidal power
has a great potential for future energy generation since it is
cleaner in comparison to fossil fuels and it is more predictable
in comparison to other renewable energies such as wind and
solar. The kinetic energy of the moving water can be captured
by tidal stream or tidal current turbines. Alternatively, the bar-
rages can be used to capture the potential energy created due to
the height difference between the low and high tides. Various
methods can be employed for the realization of these concepts.
The total estimated tidal power potential is 3.7 TW [39]. How-
ever, only around 0.8 TW of this amount is available due to the
dissipation of tidal fluctuations. The amount of energy gen-
erated from ocean tides was 0.3 GW at the end of 2005 [40],
which is much less than the available potential.

The other way of generating power from the oceans is the
ocean thermal energy conversion (OTEC). In this method, the
temperature difference between the warm shallow water and
the cold deep water is used to drive a heat engine, which in
turn drives an electric generator [41]. The efficiency of OTEC
power plants is relatively low [41,42] due to the power require-
ments of the auxiliary OTEC devices such as water intake and
discharge pumps. Moreover, this technique is expensive since
the efficiency is low and greater capacities of installations are
required to produce reasonable amounts of energy [43].

45.2.9 Hydrogen

Hydrogen is an energy carrier [44, 45], in other words it is an
intermediate medium for energy storage and carriage. Hydro-
gen is the most abundant element of the Earth (approximately
corresponding 75% of the elemental mass of the universe)
[46] and it is the simplest and lightest element of all chem-
ical elements with an atomic number of 1. Hydrogen exists
in nature in combination with other elements such as car-
bon and nitrogen in fossil fuels, biological materials, or with
oxygen in water [47]. Hydrogen can be combusted in air or
it can react with oxygen using fuel cells to produce energy.
The resultant combustion energy or electrical energy does not
cause any CO or CO2 emissions. However, splitting hydro-
gen from the combination of other elements require additional
energy. The main source of global hydrogen production is nat-
ural gas (48%). Other sources of hydrogen production are
oil (30%), coal (18%), and water electrolysis (4%) [48]. Cur-
rently, most of the hydrogen is produced from gas derivatives
such as natural gas, ethane, methane, ethanol, or methanol.
Hydrogen production from fossil fuels, known as reformation,
contains several pollutant emissions. Although electrolysis is
clean, this method has various challenges and still has very poor
efficiencies and high production costs. Biological or fermenta-
tive reactions can be another method of hydrogen production;
however, this method has some obstacles such as the amount of
products is not significant [48, 49]. Using hydrogen in hydro-
gen combustion engines is several percent more efficient than
the conventional internal combustion engines. On the other
hand, using hydrogen in the fuel cells is twice or three times
more efficient than that of the internal combustion engines.
However, there are several challenges for the commercializa-
tion of fuel cells such as the size, weight, cost, and durability.
Other major technical difficulties related to hydrogen are the
production, delivery, and storage issues.

45.2.10 Geothermal

Geothermal energy is the utilization of heat stored in the inner
layers of the earth or collecting the absorbed heat derived from
underground. The geothermal energy production has reached
to 37.3 GW at the end of 2005 [24]. 9.3 GW of this amount
is used for electric power generation while the rest of it is
used for residential or commercial heating purposes. Enhanced
Geothermal Systems (EGS) is a technique that extends the
potential for the use of geothermal energy. In this technique,
the heat is extracted by building subsurface fractures to which
water can be added through injection wells. Through this tech-
nique, the electrical generation capacity can reach to about
138 GW [50]. The overall EGS capacity of the world is cal-
culated to be more than 13 YJ, where 200 ZJ of this amount
is extractable. By the technological improvements and invest-
ments, this amount is projected to increase over 2YJ [51].
However, in contrary to this enormous potential, geothermal
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supplies less than 1% of the world’s energy demand as of 2008
[21]. Geothermal energy has high availability (average daily
availabilities more than 90%) and in fact has no pollutant
emissions since it does not require any fuel or combustion. Fur-
thermore, geothermal power stations do not rely on weather
conditions. In addition, it is considered to be a sustainable
source of energy since the extracted heat is relatively small in
comparison to the heat reservoir’s size. In other words, geother-
mal heat energy is replenished from deeper layers of the earth,
therefore it is not exhaustible.

45.2.11 Biomass

Biomass is a fuel that is also called biofuel, and the bioenergy is
the energy enclosed in the biomass. Today, biomass has a small
contribution to the overall energy supply, although it was the
major fuel till the nineteenth century. In 2005, electric power
from biomass was about 44 GW while more than 230 GW
biomass power is used for heating [40]. As a sustainable energy
source, biomass is a developing industry in many countries
such as Brazil, US, Germany, and many others. As an alter-
native to the fossil fuels, biomass production is significantly
increasing worldwide. The biodiesel production increased by
85% to 1.03 billion gallons in 2005 and biodiesel became the
world’s fastest growing renewable source of energy. Bioethanol
production was also increased by 8% and reached 8.72 billion
gallons during 2005 [40]. Even though it is commonly believed
that biomasses may be carbon-neutral, their current farming
methods cause substantial carbon emissions [52, 53].

45.3 Electric Energy Generation
Technologies

Electric energy generation is a process where the energy sources
or energy potential is converted to electrical energy. Energy
generation can be done in various techniques. Due to the
upcoming emerging challenges in the global energy supply
systems, energy from the conventional sources need more
efficiency. In addition, there should be an increase in uti-
lization of energy generation from alternative and renewable
energy sources. In following subsections, the alternative energy
sources along with their conversion to electric energy are
described.

45.3.1 Thermoelectric Energy

Thermoelectric power plants are mainly coal fired power
stations. In a thermoelectric power plant, coal or other fuels are
burnt in order to heat up the water in the boiler. In this system,
the high pressurized steam rotates a steam turbine, which is
coupled to an electric generator. After the steam passes through
the turbine, it is cooled and condensed back to water in the
condenser. This is known as Rankine Cycle [54]. More than

80% thermal power plants all over the world operate based
on this cycle. In the Rankine Cycle, there are four processes in
which the working fluid’s state is changed as shown in Fig. 45.3
[55]. These processes can be described as follows [56, 57]:

Process 1-2: When the fluid is condensed and converted to liq-
uid form, the liquid is pumped from low to high pres-
sure. The pumping process requires a small amount of
energy.

Process 2-3: The high pressure liquid that pumped into the boiler
is heated at constant pressure until it becomes saturated dry
vapor. The boiler is energized by a heat source such as a coal
furnace.

Process 3-4: During this process, saturated vapor passes thro-
ugh the steam turbine. The heat energy is converted
into mechanical energy. While the steam passes through
the turbine, it may somehow get condensed since this
process decreases the pressure and temperature of the
vapor.

Process 4-1: In this process, the vapor is condensed at a con-
stant pressure and temperature in a condenser. As a result,
wet vapor is converted to saturated liquid. The cooler helps
keeping the temperature constant as the vapor changes its
phase from steam to liquid.

These four processes of the Rankine Cycle are shown in
Fig. 45.3.

Since coal is the most abundant energy source of the world,
coal-fired power plants have been widely used in electric power
generation all over the world [58]. Coal is a cheap energy
source and coal-fired power plants have mature technology.
Therefore, the generation cost is less and thermoelectric power
plants can be constructed anywhere close to fuel and water

Water
pump
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(coal furnace)

Steam-turbine
Turbine
output
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Condensor

Cooler
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Boiler

1
2

FIGURE 45.3 Rankine Cycle block diagram.
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supply. Although the consumption sites might be relatively far
away from the coal mines or water supplies, fuel and water
can be transported to the generation plants. Since the coal
has been the backbone of the electric power industry since
late 1800s, approximately 49% of the electric power generated
in the world is supplied by coal-fired thermoelectric power
plants [59].

In a simple form, the operation of a coal-fired power plant
can be similar to Rankine Cycle. In this form, the plant con-
sists of a boiler, a stem turbine driving an electric generator,
a condenser, and a feed-water pump. Coal is first pulverized
and burnt in the steam generation furnaces. The water in the
boiler tubes is heated and steam is generated in this way at
high pressures. The steam generation process is composed of
three sub processes which are economizing, boiling, and super-
heating. In the economizer, the water is heated to a point that
is close to the boiling point. Then, the steam is raised in the
boiler. Finally, the steam is further heated and dried at the
super-heater. The steam at its final form is then conveyed to
the steam turbine. The mechanical force pushing the turbine
blades yields the steam turbine to rotate which in turns, drives
the electric generator producing electricity. The cooler steam
with lower pressure is released from the turbine. This steam
is conveyed to the condenser to be liquefied. This water is
pumped back to the steam generator and the closed loop sys-
tem is completed [56]. Considering the other auxiliary devices
and peripheral components such as cooling tower, coal con-
veyor, ash&waste management units, and many others, the
schematic of a coal-fired thermoelectric power plant can be
presented in Fig. 45.4.

The components of the thermoelectric power plant are
described in Table 45.4.

The operation of the cola-fired power plant begins with the
coal conveyor. From an exterior stack, coal is conveyed through

FIGURE 45.4 Schematic diagram of the thermoelectric power plant.

TABLE 45.4 Thermoelectric power plant components

1 – Coal conveyor 10 – Air intake pipe 19 – Low pressure turbine
2 – Coal hopper 11 – Air pre-heater 20 – Condenser
3 – Pulverization mill 12 – Feed heater 21 – Electric generator
4 – Boiler drum 13 – Steam governor 22 – Induced draught fan
5 – Ash hopper 14 – High pressure turbine 23 – Cooling water pump
6 – Superheater 15 – Deaerator 24 – Power transformer
7 – Forced draught fan 16 – Intermediate pressure 25 – Cooling tower

turbine
8 – Reheater 17 – Precipitator 26 – Chimney stack
9 – Economizer 18 – Boiler feed pump 27 – Transmission network

from condenser

a coal hopper to the pulverizing fuel mill where it is grounded
and converted to a fine powder. The pulverized coal is
mixed preheated air. The air is taken by an air intake pipe
and pumped to be mixed with pulverized coal. This preheated
air is supplied by the forced draught fan. In the boiler, where
the air–fuel mixture is ignited at high pressure, the generated
heat increases the temperature of the water. The water then
changes its phase to steam where it flows vertically up the
boiler tubes. This steam is passed to the boiler drum where
its remaining water content is separated. This dry steam is
then passed through a manifold from the drum into the super-
heater. In the super-heater, further pressure and temperature
increases, steam reaches about 200 bar and 570◦C. The tur-
bine process of the power plant comprises of three stages:
high pressure turbine, intermediate pressure turbine, and low
pressure turbine. First, the steam passes to the high pressure
turbine through the pipes. Both the manual turbine control
and the automatic set-point following can be provided by a
steam governor valve. The temperature and the pressure of
the steam decrease when it is exhausted from the high pres-
sure turbine. This steam is returned to the boiler reheater for
further use. The reheated steam passes to the intermediate
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pressure turbine. The steam released from the intermediate
pressure turbine is passed directly to the low pressure tur-
bine. Now the steam is cooler and just above its boiling point.
This steam is then condensed in the condenser by contact-
ing thermally with the cold water tubes of the condenser. As
a result, the steam is converted back into water and the con-
densation causes a vacuum effect inside the condenser chest.
The condensed water is pre-warmed by the feed-heater using
the heat of the steam released from the high pressure turbine
and then in the economizer. Then, this pre-warmed water is
deaerated and passed by a feed-water pump, which completes
the closed cycle. The cooling tower cools down the water
from the condenser creating an intense and visible plume.
Finally, the water is pumped back to the cooling water
cycle. The induced draft fan draws the exhaust gas of the
boiler. Here, an electrostatic precipitator is used. Finally, this
exhaust gas is vented through the chimneys of the power
plant.

In the thermoelectric power plants, load following capa-
bility, efficiency, fuel and water management, and emissions
are important issues. In addition, the active and reactive out-
puts of the power plant’s generators and frequency and voltage
regulations have impact on the power plant operation.

45.3.2 Hydroelectric Energy

Hydroelectric energy is generated by the kinetic and poten-
tial energy of flowing or falling water by the effect of grav-
itational force. Hydroelectric is the most mature and widest
utilized form of renewable energies. Hydroelectric energy has
approximately 20% contribution to the overall world energy
generation [60]. No fuel is burnt at hydroelectric power plants;
therefore they do not have greenhouse gas emissions. The
operating cost is relatively low since the water running the
plant is supplied free by the nature. It is a renewable source
of energy since the rainfall renews and enriches the water
reservoirs.

Hydroelectric energy is generally obtained from the poten-
tial energy of dammed or reservoired water. When the water
falls from a certain height of the reservoir output, it looses its
potential energy and gains kinetic energy. The water flow drives
a water turbine that is coupled to an electric generator which
in turns generates electricity. This generated energy is a func-
tion of the water volume and the difference between the source
and outflow of the water [61]. This height difference between
the water output and turbine is called as “head.” The poten-
tial energy of the water is proportional to the head. In order to
generate greater amounts of energy, the head can be increased
by running the water for hydraulic turbine through a large and
long pipe called as penstock [62]. The cross-sectional view of a
hydraulic dam and the hydroelectric power plant components
are represented in Fig. 45.5.

In Table 45.5, these components are explained.

A

E

F

D

C

H

G

B

FIGURE 45.5 A hydroelectric dam and power plant components [62].

TABLE 45.5 Hydroelectric power plant components

A – Reservoir E – Water intake
B – Intake F – Penstock
C – Water turbine G – Transformer and transmission lines
D – Electric generator H – River

Electric power generation in a hydroelectric power plant can
be approximately calculated as [63]

P = (hrg
)
ηtηg (45.1)

where P is the generated power [kW], h is the height [m],
r is the water flow rate [m3/s], and g is the gravitational
acceleration [m/s2]. In (45.1), the term hrg represents the
potential energy of the water. ηt and ηg represent the efficiency
of the water turbine and the generator, respectively. These
efficiency rates are required for the water potential energy
conversion into the electrical energy.

The other methods of electric generation by hydroelectric-
ity are the pumped storage hydroelectric power plants and
run-of-the-river plants. In pumped storage method, the water
is pumped into higher elevations by using the excess gener-
ation capacity during the periods when electrical demand is
lower. The water is released back into lower elevations through
a turbine when the electric power demand is higher. In this
method, water acts as an energy carrier in order to compen-
sate the generation-consumption difference in a commercial
device by improving the daily load factor [61–63]. In run-
of-the-river plants, water reservoirs are not used and the kinetic
energy of the flowing water through a river is captured using
waterwheels.

45.3.3 Solar Energy Conversion and
Photo-Voltaic Systems

Solar energy is one of the growing renewable energy sources,
which is plentiful and has the greatest availability among other
energy sources. The amount of solar energy supplied from solar
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to the earth is capable of satisfying the total energy require-
ments of the earth for 1 year [64]. Furthermore, solar energy
does not produce pollutants or harmful byproducts, it is free
of emissions. Solar energy is applicable to many fields such as
vehicular, residential, space, and naval applications.

45.3.3.1 Photovoltaic Effect and Semiconductor
Structure of PVs

PV effect is known as a physical process in which a PV cell
converts the sunlight into electricity. When a PV cell is subject
to the sunlight, the absorbed amount of light generates elec-
tric energy while remaining sunlight can be reflected or passed
through. The electrons in the atoms of the PV cell are ener-
gized by the energy of the absorbed light. With this energy,
these electrons move from their normal positions in the semi-
conductor PV material and they create an electrical flow, i.e.,
electric current through an external electric circuit connected
to the PV cell terminals. The built-in electric field which is
a specific electric feature of the PV cells provides the voltage
potential difference that drives the current through an external
load [65]. Two layers of different semiconductor materials are
placed in contact with each other in order to induce the built-in
electric field within a PV cell. The first layer which is n-type has
abundance of electrons and it is negatively charged. The other
layer which is p-type has abundance of holes and it is positively
charged. Since the n-type silicon has excess electrons and p-type
silicon has excess holes, contacting these layers together creates
a p/n junction at their interface, thereby creating an electric
field. In this contact, excess electrons move from the n-type side
to the p-type side. As a result, a positive charge is built-up along
the n-type side of the interface and negative charge along the
p-type side. Thus, an electric field is created at the surface
where the layers meet, called the p/n junction. This electric

field is due to the flow of electrons and holes. This electric field
causes the electrons to move from the semiconductor toward
the negative surface to carry current. At the same time, the
holes move in the opposite direction, toward the positive sur-
face, where they wait for incoming electrons [65]. The basic
structure of a p–n junction in a PV cell is illustrated in Fig. 45.6.

45.3.3.2 PV Cell/Module/Array Structures
A PV or solar cell is the basic building block of a PV (or solar
electric) system. An individual PV cell is usually quite small,
typically producing about 1 or 2 W of power [66]. PV cells can
be connected together to form a larger unit called modules in
order to increase the power output of PV cells. Modules can be
connected together and form larger units that are called arrays
to generate more electric power. The output voltage of a PV
system can be boosted by connecting the cells or modules in
series. On the other hand, the output current can reach higher
values by connecting them in parallel.

45.3.3.3 Active and Passive Solar Energy Systems
Based on the solar tracking capability, solar energy systems
can be categorized into two types, passive and active systems
[67, 68]. In passive solar energy systems there are not any mov-
ing mechanisms for the panels. In this technique, the energy is
absorbed and retained and spaces are designed that naturally
circulate air to transfer energy and referencing the position
of a building to the sun to enhance energy capture. On the
other hand, in active solar energy systems, typically there are
electrical and mechanical components such as tracking mech-
anisms, sensors, motors, pumps, and fans to capture sunlight
and process it into usable forms such as heating, lighting,
and electricity. The panel positions are controlled in order to
maximize exposure to the sun.
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FIGURE 45.7 A solar energy system.

45.3.3.4 Components of a Complete Solar
Energy System

In Fig. 45.7, the block diagram of a solar energy system is
demonstrated. In this system, the sunlight is captured by the
PV array. The photodiode or photo-sensor signals determine
the sun tracking motor positions. This sun tracking control
helps following the daily and seasonal solar position changes
to face the sun directly and capture the most available sunlight.
A DC/DC converter is employed at the PV panels’ output in
order to operate at the maximum power point (MPP) based on
the current–voltage (I–V ) characteristics of the PV array [69].
This DC/DC converter is controlled to operate at the desired
current and voltage output of the PV array. A DC/AC inverter
is usually connected to the output of this MPPT DC/DC con-
verter in order to feed the AC loads for grid interconnection.
A battery pack can be connected to the DC bus of the sys-
tem to provide extra power that might not be available from
the PV module during night and cloudy periods. The battery
pack can also store energy when the PV module generates more
power than the demanded. A grid connection is also useful
to draw/inject power from/to the utility network to take the
advantage of excess power or to recharge the batteries using
grid power during the peak-off periods of the utility network.

45.3.3.5 I–V Characteristics of Photovoltaic (PV)
Systems, PV Models, and Equivalent
PV Circuit

PV systems have a special current–voltage characteristic. As
more current is drawn from the PV system, the system output
voltage decreases. These characteristic curves differ at different
solar insulation and temperature conditions hence the curves

can be obtained by varying the load resistance (varying the
output current) and measuring the output voltage for many
different current values. I–V curve passes through two points
for zero voltage and zero current.

• The short-circuit current (Isc): Isc is the current produced
when the positive and negative terminals of the cell are
short-circuited, and the voltage between the terminals is
zero, which corresponds to zero load resistance.

• The open-circuit voltage (Voc): Voc is the voltage across
the positive and negative terminals under open-circuit
conditions, when the current is zero, which corresponds
to infinite load resistance.

In order to extract maximum power from a PV system, for a
constant ambient condition there is only one current–voltage
pair. On the I–V curve, the maximum-power point (Pm)
occurs when the product of current and voltage is maximum.
Although the current is maximum, no power is produced at the
short-circuit current due to zero voltage. In addition, no power
is produced at the open-circuit voltage due to zero current. The
MPP is somewhere between these two points. Maximum power
is generated at about the “knee” of the curve. This point repre-
sents the maximum efficiency of the solar device in converting
sunlight into electricity [70]. A typical I–V curve characteristic
of a PV system is given in Fig. 45.8.

PV systems exhibit nonlinear I–V characteristics [71]. There
are various models available to mathematically model the I–V
characteristics of the PV systems. An equivalent circuit express-
ing the PV model characteristics is shown in Fig. 45.9. This
model is known as single diode model and is one of the most
common equivalent circuits representing PV system behaviors.
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In this model, open-circuit voltage and short-circuit current
are the key parameters. Illumination or solar radiation affects
the short-circuit current, while the open-circuit voltage is
affected by the material and temperature. In this model, ISC is
the short-circuit current, Is is the diode reverse saturation cur-
rent, m is the diode ideality factor (generally various between
1 and 5), and VT is the temperature voltage expressed as VT =
kT/q, which is 25.7 mV at 25◦C. The equations defining this
model are

ID = IS

[
e

V
mVT − 1

]
(45.2)

I = ISC − ID (45.3)

and

V = mVT ln

[
ISC − I

IS
+ 1

]
(45.4)

The I–V characteristic of the solar cell can be alternatively
defined by [72]

I = Iph − ID

= Iph − I0

[
exp

(
q (V + RsI)

AkBT

)
− 1

]
− V + RsI

Rsh

(45.5)

where V is the PV output voltage [V], I is the PV out-
put current [A], Iph is the photocurrent [A], ID is the diode

FIGURE 45.10 Rotations of a sun tracking system.

current [A], I0 is the saturation current [A], A is the ideality
factor, q is the electronic charge [C], kb is the Boltzmann’s con-
stant [JK−1], T is the junction temperature [K], Rs is the series
resistance [�], Rsh is the shunt resistance [�].

45.3.3.6 Sun Tracking Systems
Incident solar radiation is the most important parameter for
the power generated by solar energy systems. Sun changes its
position during the day from morning to night. Moreover, the
sun orbit differs from one season to another. By properly fol-
lowing the sun, through utilizing sun tracking systems, the
incident solar irradiance can be effectively increased [73]. A sun
tracker is an electro-mechanic component used for orienting a
solar PV panel, concentrating solar reflector, or lens toward the
sun. Solar panels require a high degree of accuracy to ensure
that the concentrated sunlight is directed precisely to the PV
device. Solar tracking systems can substantially improve the
amount of power produced by a system by enhancing morn-
ing and afternoon performance. For instance, the orientation
of PV panels can increase the solar-electric energy conversion
efficiency between 20 and 50% [74–78]. A fixed system ori-
ented to a fix sun facing direction will have a relatively low
annual production because they do not move to track the sun
which yields significant increase of incident irradiation. An effi-
cient sun tracking system should be capable of movement from
north to south and from east to west as shown in Fig. 45.10.

45.3.3.7 Maximum Power Point Tracking (MPPT)
Techniques

The conditions of radiation and temperature affect the
current–voltage (I–V ) characteristics of solar cells. The volt-
age and current should be controlled to track the maximum
power of the PV systems in order to operate the PV systems
at the point of (Vmax, Imax). Maximum Power Point Track-
ing (MPPT) techniques are used to extract maximum available
power from the solar cells by controlling the voltage and cur-
rent. Systems composed of various PV modules located at
different positions should have individual power condition-
ing systems to ensure the MPPT for each module [79]. In this
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section, most common and applicable MPPT techniques are
described.

45.3.3.7.1 Incremental Conductance (INC) Based Maximum
Power Point Tracking (MPPT) Technique The incremental
conductance technique is the most commonly used MPPT for
PV systems [72,80–82]. The technique is based on the fact that
the sum of the instantaneous conductance I/V and the incre-
mental conductance�I/�V is zero at the MPP, negative on the
right side of the MPP, and positive on the left side of the MPP.

If the change of current and change of voltage is zero at
the same time, no increment or decrement is required for
the reference current. If there is no change for the current,
while the voltage change is positive, reference current should
be increased. Similarly, if there is no change for the current
while the voltage change is negative, reference current should
be decreased. Contrarily, the change of the current might not
be zero. If the current change is not zero, while�V /�I = −V /I ,
the PV is operating at MPP. If the current change is not zero
and �V /�I �= −V /I , then �V /�I > −V /I . If �V /�I �= −V /I
and�V /�I > −V /I , the reference current should be decreased.
However, if�V /�I �= −V /I and�V /�I < −V /I , the reference
current should be increased in order to track the MPP.

Practically, due to the noise and errors, satisfying the condi-
tion of �I/�V = −I/V may be very difficult [83]. Therefore,
this condition can be satisfied with good approximation by,

|�I/�V + I/V | < ε (45.6)

where ε is a positive small value. Based on this algorithm, the
operating point is either located in BC interval or it is oscillat-
ing among the AB and CD intervals as shown in Fig. 45.11.

Selecting the step size (�Vref), shown in Fig. 45.11, is a trade-
off of accurate steady tracking and dynamic response. If larger
step sizes are used for quicker dynamic responses, the tracking
accuracy decreases and the tracking point oscillates around the
MPP. On the other hand, when small step sizes are selected,
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FIGURE 45.11 Operating point trajectory of incremental conductance
based MPPT.
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FIGURE 45.12 Normalized IV, PV, and |dP/dV | characteristics of a PV
array.

the tracking accuracy will increase. In the mean time, the time
duration required to reach the MPP will increase [84].

The normalized IV, PV (power–voltage), and absolute deri-
vative of PV characteristics of a PV array are shown in
Fig. 45.12.

From these characteristics, it is seen that the |dP/dV |
decreases as the MPP is approached and it gets greater when
the operating point gets away from the MPP. This relation can
be given by ⎧⎪⎪⎨

⎪⎪⎩

dP/dV < 0, right of MPP

dP/dV = 0, at MPP

dP/dV > 0, left of MPP

(45.7)

In order to obtain the operating MPP, dP/dV should be cal-
culated. The dP/dV can be obtained by only measuring the
incremental and instantaneous conductance of the PV array,
i.e.,�I/�V and I/V [80].

dP

dV
= d(IV )

dV
= I + V

dI

dV
(45.8)

45.3.3.7.2 Other Maximum Power Point Tracking Techniques
In the Perturb&Observe technique, the current drawn from the
PV array is perturbed in a given direction and if the power
drawn from the PV array increases, the operating point gets
closer to the MPP and, thus, the operating current should be
further perturbed in the same direction [85]. If the current is
perturbed and this results in a decrease in the power drawn
from the PV array, this means that the point of operation is
moving away from the MPP and, therefore, the perturbation of
the operating current should be reversed.

The P–V and I–V characteristics of a roof-mounted PV
array are monotonously increasing or decreasing under a sta-
ble insulation conditions. The I–V characteristic is a func-
tion of voltage, insulation level, and temperature. From these
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FIGURE 45.13 Conventional PV system technology using centralized inverter system topology.

characteristics, MPPT controllers can be developed based on
the linearized I–V characteristics [86–88].

Fractional open-circuit voltage based method [89–96], frac-
tional short-circuit based method [96, 97], fuzzy logic con-
troller based method [98–107], neural networks based method
[108–113], ripple correlation based method [114], current
sweep based method [115], and dc link capacitor droop con-
trol based method [116, 117] are the other applicable methods
for MPP tracking.

45.3.3.8 Power Electronic Interfaces for PV Systems
Power electronic interfaces are either used to convert the dc
energy to ac energy to supply ac loads or connection to the
grid or to control the terminal conditions of the PV module to
track the MPP for maximizing the extracted energy. They also
provide wide operating range, capability of operation over dif-
ferent daily and seasonal conditions, and reaching the highest
possible efficiency [118]. There are various ways to catego-
rize power electronic interfaces for solar systems. In this book,
power electronic interfaces are categorized as power electronic
interfaces for grid connected PV systems and stand-alone PV
systems.

45.3.3.8.1 Power Electronic Interfaces for Grid Connected PV
Systems The power electronic interfaces for grid-connected
PV systems can be classified into two main criteria: Classifica-
tion based on inverter utilization and classification based on
converter stage and module configurations.

45.3.3.8.1.1 Topologies Based on Inverter Utilization
The centralized inverter system is illustrated in Fig. 45.13.

In this topology, PV modules are connected in series and
parallel to achieve the required current and voltage levels. Only
one inverter is used in this topology at the common DC bus.
In this topology, the inverter’s power losses are higher than
string inverter or multi-inverter topologies due to the mis-
match between the modules and necessity of string diodes that
are connected in series. In this topology, voltage boost may not
be required since the voltage of series connected string voltages
is high enough [119].

DC/DC
converter

DC/DC
inverterPV

panels
Integrated

panel/converter

AC
bus

DC/DC
converter

FIGURE 45.14 Multi-string inverters topology.

In string inverters topology, the single string of modules
connected to the separate inverters for each string [120]. In
this topology, voltage boosting may not be required if enough
number of components are connected in series in each string.

In the multi-string invert topology, several strings are inter-
faced with their own integrated dc/dc converter to a common
dc/ac inverter [121, 122] as shown in Fig. 45.14.

Therefore, this is a flexible design with high efficiency. In this
topology, each PV module has its integrated power electronic
interface with utility. The power loss of the system is relatively
lower due to the reduced mismatch among the modules, but
the constant losses in the inverter may be the same as for the
string inverter. In addition, this configuration supports optimal
operation of each module, which leads to an overall optimal
performance [119]. This is due to the fact that each PV panel
has its individual DC/DC converter and maximum power levels
can be achieved separately for each panel.

45.3.3.8.1.2 Topologies Based on Module and Stage
Configurations
The power electronic conditioning circuits for solar energy sys-
tems can be transformer-less, or they can utilize high frequency
transformers embedded in a dc/dc converter, which avoids
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FIGURE 45.17 Single stage inverter for multiple modules.

bulky low-frequency transformers. The number of stages in
the presented topologies refers to the number of cascaded
converters/inverters in the system.

Isolated DC/DC converters consist of a transformer between
the DC/AC and AC/DC conversion stages [123]. This trans-
former provides isolation between the PV source and load.
A typical topology is depicted in Fig. 45.15.

In the topology shown in Fig. 45.15, the outputs of the
PV panel and DC/DC converter are dc voltages. The two
stage DC/DC converter consists of a DC/AC inverter, a high-
frequency transformer, and a rectifier. In this topology, a capac-
itor can be used between the bottom leg of the high-frequency
inverter and the transformer, forming an LC resonant circuit
with the equivalent inductance of the transformer. This res-
onance circuit reduces the switching losses of the inverter.
Alternatively, only two switches are enough if a push–pull
converter is used; however, this topology requires a middle
terminal outputted transformer [119].

The topologies shown in Fig. 45.16(a) and (b) are two
stages – single module topologies, in which a DC/DC converter
is connected to a DC/AC converter for grid connection. The
DC/DC converter deals with the MPP tracking and the DC/AC
inverter is employed to convert the DC output to AC voltage for
grid connection. These are nonisolated converters since they
are transformer-less.

Instead of using a full bridge inverter for the DC/AC con-
version stage, a half bridge inverter can also be used. In this
way, number of switching elements can be reduced and the
controller can be simplified however, for the dc bus, two series
connected capacitor is required to obtain the mid point. This
mid point of two series connected capacitors will be used as
the negative terminal of the AC network of the half bridge
configuration.

The single stage inverter for multiple modules is depicted
in Fig. 45.17, which is the simplest grid connection topol-
ogy [124]. The inverter is a standard voltage source PWM
inverter, connected to the utility through an LCL filter. The
input voltage, generated by the PV modules, should be higher
than the peak voltage of the utility. The efficiency is about
97%. On the other hand, all the modules are connected to
the same MPPT device. This may cause severe power losses
during partial shadowing. In addition, a large capacitor is
required for power decoupling between PV modules and the
utility [125].

A topology for multi-module multi-string interfaces is
shown in Fig. 45.18 [122, 126]. The inverter in Fig. 45.18 con-
sists of up to three boost converters, one for each PV string, and
a common half bridge PWM inverter. The circuit can also be
constructed with an isolated current- or voltage-fed push–pull
or full bridge converter [127], and a full bridge inverter toward
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the utility. The voltage across each string can be controlled
individually [122, 127].

As an alternative to the topology shown in Fig. 45.18, other
types of DC/DC converter can be employed to the first stage,
such as isolated DC/DC converters.

45.3.3.8.2 Power Electronic Interfaces for Stand-Alone PV
Systems The stand alone PV systems composed of a storage
device and its controller for sustainable satisfaction of the load
power demands [128]. The storage device with the controller
should provide the power difference when the available power
from the PV panel is smaller than the required power at the
load bus [129]. When the available power from the PV panel is
more than the required power, the PV panel should supply the
load power and the excess power should be used to charge the
storage device. A simple PV panel/battery connection topology
is shown in Fig. 45.19.

In this simple topology, the dc/dc converter between the bat-
tery and the PV panel is used to capture all the available power
from the PV panel. In this system, battery pack acts as an energy
buffer, charged from the PV panel and discharged through the
DC/AC inverter to the load side. The charging controller deter-
mines the charging current of the battery, depending on the
MPP of the PV panels at a certain time. When there is no

solar insulation available, the DC/DC converter disables and
the stored energy within the battery supplies the load demands.
The battery size should be selected so that it can supply all
the power demands during a possible no-insulation period. In
addition, it could be fully charged during the insulated periods
to store the energy for future use. Since the combined model
produces AC electrical energy, it should be converted to AC
electrical energy for domestic electrical loads. The combined
system requires a DC/AC inverter, which is also used to match
the different dynamics of the combined energy system and var-
ious loads. The proper response of the PV/battery system to the
overall load dynamics can be achieved by generating appropri-
ate switching signals to the inverter while modulating for both
active and reactive powers. The load bus voltage can be con-
trolled by the modulation index control of the inverter; while
the load control can be achieved by the phase angle control of
the inverter.

45.3.4 Wind Turbines and Wind Energy
Conversion Systems

Wind turbines are devices that are capable of capturing the
kinetic energy of winds. This kinetic energy is converted to
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mechanical energy to rotate the turbine which is coupled to
an electric generator. In this way, kinetic energy of the wind
can be converted into a usable form of energy, i.e., electrical
energy. Wind turbines can be installed stand-alone to power
remote or isolated locations, or they can be grid-connected,
to supply power to the utility grid. Wind power is renew-
able, widely distributed, plentiful, and it is a clean way of
energy conversion. Additionally, it contributes in reducing the
greenhouse gas emissions since it can be used as an alter-
native to fossil-fuel based power generation [130]. Although
wind energy has a great potential to significantly contribute
the world’s power generation, only 1% of worldwide power
requirement is supplied by wind turbines [131].

Several key parameters such as air density, area of the blades,
wind speed, and rotor area, need to be considered in order to
efficiently capture wind energy. Wind force is converted into a
torque that rotates the blades of wind turbine. The wind force is
stronger in higher air densities. In other words, kinetic energy
of the wind depends on air-density and heavier winds carry
more kinetic energy. At normal atmospheric pressure and at
15◦C, the weight of the air is 1.225 kg/m3, but if the humidity
increases, the density decreases slightly. The other fact which
determines the air-density is whether the air is warm or cold.
Warmer winds are less dense than cold ones, so at high altitudes
the air is less dense [132]. Besides the area of the blades (air
swept area) the diameter of the blade plays important role in
captured wind energy. Under the same conditions more wind
can be captured with longer blades and bigger rotor area of
wind turbine [131], [132]. The other parameter is the wind
speed. It is expected that wind kinetic energy arises as wind
speed increases [132].

Kinetic energy of the wind can be expressed as

Ek = 1

2
m · v2 = 1

2
ρ ·R2 ·π · d · v2 (45.9)

where, Ek represents kinetic energy of the wind, m stands for
the mass of the wind, v is wind speed, ρ is air density, A is rotor
area, R is blade length, while d stands for thickness of the “air
disc” shown in Fig. 45.20.

Hence, the overall wind power (P) is [132]:

P = Ek

t
= 1

2
ρ ·R2 ·π · v3 (45.10)

From (45.10) it can be seen that the power content of the
wind varies with the cube (the third power) of the average wind
speed as shown in Fig. 45.21.

45.3.4.1 Wind Turbine Power
45.3.4.1.1 Betz’s Law The theoretical maximum power that
can be extracted from the wind is demonstrated by the Betz’s
law [133, 134]. The wind turbines extract the kinetic energy of
the wind. Higher wind speed results in higher extracted energy.
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FIGURE 45.21 Specific wind power due to wind speed variation.

It should be noted that the wind speed after turbine (after
passes through turbine) is much lower than before it comes to
the turbine (before energy is extracted) since the wind looses
its speed by transferring its kinetic energy to wind turbine.
That means wind speed before wind approaches (in front of)
the turbine and its speed after (behind) turbine are different.
Figure 45.22 shows both speeds. The wind after the turbine has
less amount of energy due to decreased speed of wind.

The decreased wind speed, after turbine, provides informa-
tion on amount of possible extracted energy from the wind.
The extracted power from the wind can be calculated using
(45.7).

Pextract = Ek

t
= 1

2
ρ ·R2 · π · va + vb

2
· (v2

b − v2
a ) (45.11)

where Pextracted shows maximum extracted power from the
wind, va and vb are wind speeds after and before passing
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through the turbine. ρ is the air density and R demonstrates
the radius of the blades.

The relation of total amount of power Ptotal to the extracted
power Pextracted can be calculated as

Pextract

Ptotal
=

va+vb
2 · (v2

b − v2
a

)
v3

b

= 1

2

(
1− v2

a

v2
b

)
·
(

1+ va

vb

)

(45.12)

For the maximum power extraction, the ratio of the wind
speed after and before the turbine can be calculated using
d(Pextract/Ptotal)

d(va/vb)
= 0.

Solving (45.12) for va/vb, yields,

va

vb
= 1

3
(45.13)

As a result, (45.12) reaches its maximum value for va
vb
= 1

3 .

Pextract

Ptotal

∣∣∣∣ va
vb
= 1

3

≈ 59.3% (45.14)

Equation (45.14) shows that the maximum extracted power
from the wind is 59.3% of the total available power. In other
words, it is not possible to extract all 100% of wind energy since
the wind speed after turbine cannot be 0.

Betz’s law indicates that the maximum theoretical extracted
wind power is 59%. However, in practice, the real efficiency of
wind turbine is slightly different.

45.3.4.2 Different Electrical Machines in Wind
Turbines

There are many types of electrical machines that are used in
wind turbines. There is no clear criterion for choosing par-
ticular a machine to work as wind generator. Based on the
installed power, site of turbine, load type, and simplicity of
control the wind generator can be chosen. Squirrel cage induc-
tion or Brushless DC (BLDC) generators are usually used
for small wind turbines in household applications. Doubly
fed induction generators are usually used for megawatt size
turbines. Synchronous machines and permanent magnet syn-
chronous machines (PMSM) can also be used for wind turbine
applications.

45.3.4.2.1 Brushless DC (BLDC) Machines Brushless DC
machines (BLDC) are very popular in many applications due
to the recent advances in their development. In addition,
the development of fast semiconductor switches, cost-effective
DSP processors, and other microcontrollers have influenced
the development of the motor/generator drives. Brushless DC
machines (BLDC) are widely used because of their simple
control, efficiency, compactness, lightweight, ease of cooling,
less noise, and low maintenance [135, 136]. Usually, BLDC
machines are used in small wind turbines (up to 15 kW).

The simplified equivalent circuit of the BLDC generator con-
nected to a diode rectifier is shown in Fig. 45.23. This is the
simplest way of using BLDC machine for wind applications,
because there is no switch to control the phase current. The
full bridge rectifies the induced voltages of variable frequency
(because of variable wind speeds). Basically, the waveform of
the induced EMF (electromotive force) is converted to DC
voltage regardless of the input waveform. Usually, these types
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of wind turbines are connected to batteries; therefore rectified
electrical power is used to charge the battery.

Three-phase active synchronous rectifiers can be used with
BLDC generators. In this case, the controlled rectifier is used
for BLDC phase current control. Usually, hysteresis regulators
are used to control current. In synchronous rectifiers, active
switching devices such as IGBTs or MOSFETs are used. By
employing a PWM control strategy for the synchronous rec-
tifier, MPP tracking of the wind turbine can be achieved. An
inverter can be placed at the DC bus for grid interconnection
or powering the AC loads.

45.3.4.2.2 Permanent Magnet Synchronous Machines For
both fixed and variable speed applications permanent mag-
net (PM) synchronous machines can be used. The Permanent
Magnet synchronous generator (PMSG) is very efficient and
suitable for wind turbine applications. PM synchronous gen-
erators allow direct-drive energy conversion for wind appli-
cations. Direct-drive energy conversion helps eliminating the
gearbox between the turbine and generator; thus, these systems
are less expensive and less maintenance is required [137, 138].
However, lower speed determined by the turbine shaft is the
operating speed for the generator.

A wind power system where a PM synchronous generator is
connected to a full bridge rectifier followed by a boost converter
is shown in Fig. 45.24. In this case, the boost converter controls
the electromagnetic torque. The supply side converter regu-
lates the DC link voltage and controls the input power factor.
One drawback of this configuration is the use of diode recti-
fier that increases the current amplitude and losses. The grid
side converter can be used to control active and reactive power
being supplied to the grid. Automatic Voltage Regulator (AVR)
obtains the information of speed of turbine, DC link voltage,
current, and grid side voltage and current. It calculates PWM
pattern (control scheme) for converter. This configuration has
been considered for small size (less than 50 kW) Wind Power
Systems (WPS) [139].

Instead of using a diode rectifier cascaded by a dc/dc con-
verter, both rectifier and inverter can be controllable. A PMSG
where the PWM rectifier is placed between the generator and
the DC link, and PWM inverter is connected to the utility is
shown in Fig. 45.25. In this case, the back-to-back converter
can be used as the interface between the grid and the stator
windings of the PMSG [140]. The turbine can be operated at its
maximum efficiency and the variable speed operation of PMSG
can be controlled by using a power converter which is utilized
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to regulate the maximum power flow. The stator terminal volt-
age can be controlled in several ways [141]. In this system,
utilizing the field orientation control (FOC) allows the gen-
erator to operate near its optimal working point in order to
minimize the losses in the generator and power electronic cir-
cuit. However, the performance depends on the knowledge of
the generator parameter that varies with temperature and fre-
quency. The main drawbacks are the cost of PMs that increases
the price of the machine and demagnetization of the PMs. In
addition, it is not possible to control the power factor of the
machine [135].

45.3.4.2.3 Squirrel Cage Induction Machines The three-
phase induction machines are commonly used in industrial
motor applications. However, they can also be effectively used
as generators in electrical power systems. The main issue with
induction machines as electric power generators is the need for
an external reactive power source that will excite the induc-
tion machine, which is certainly not required for synchronous
machines in similar applications. If induction machine is con-
nected to the grid, the required reactive power can be provided
by the power system. Induction machine may be used in cogen-
eration with other synchronous generators or the excitation
might be supplied from capacitor banks (only for stand-alone
self-excited generators application) [142–147]. The reactive
power required for excitation can be supplied using static VAr
compensators [148, 149] or static compensators (STATCOMs)
[150].

Due to its low cost, brushless rotor construction does not
need a separate source for excitation. No maintenance and
self-protection against severe over loads, short circuits, and
self-excited induction generators are used in wind turbine

applications [143–147]. The only drawback of these types of
generators can be their inherent generated voltage and fre-
quency regulation under varied loads [151].

Common structure of a squirrel cage induction genera-
tor with back–back converters is shown in Fig. 45.26. In this
structure, stator winding is connected to utility through a
four-quadrant power converter. Two PWM VSI are connected
back-to-back through a DC link. The stator side converter reg-
ulates the electromagnetic torque and supplies reactive power,
while the grid side converter controls the real and reactive
power delivered from the system to the utility and regulates
the DC link. This topology has several practical advantages,
and one of them is the possibility of fast transient response
for speed variations. In addition, the inverter can operate as
a VAR/harmonic compensator [152].

On the other hand, the main drawback is the complex
control system. Usually, FOC is used to control this topol-
ogy, where its performance relies on the generator parameters,
which vary with temperature and frequency. Hence, in order
to supply the magnetizing power requirements, i.e., to magne-
tize the machine, the stator side converter must be oversized
30–50% with respect to rated power.

45.3.4.2.4 Doubly Fed Induction Generator (DFIG) Figure
45.27 presents a topology consisting of a doubly fed induc-
tion generator (DFIG) with AC/DC and DC/AC converters;
i.e., a four-quadrant AC/AC converter using IGBTs connected
to the rotor windings. In the DFIG topology, the induction gen-
erator is not a squirrel cage machine and the rotor windings
are not short circuited. Instead they are used as the secondary
terminals of the generator which provides the capability of con-
trolling the machine power, torque, speed, and reactive power.
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To control the active and reactive power flow of the DFIG
topology, rotor and grid side converters should be controlled
separately [153–156].

Wounded rotor induction machines can be supplied from
both, rotor and stator sides. The speed and the torque of the
wounded rotor induction machine can be controlled by reg-
ulating voltages from both rotor and stator sides of machine.
The DFIG can be considered as a synchronous/asynchronous
hybrid machine. In the DFIG, similar to the synchronous gen-
erator, the real power depends on the rotor voltage magnitude
and angle. In addition, the induction machine slip is also a
function of the real power [157]. DFIG topology offers sev-
eral advantages in comparison to systems using direct-in-line
converters [158, 159]. These benefits are:

• The main power is transferred through the stator wind-
ings of the generator which is directly connected to the
grid. Around 65–75% of the total power is transmitted
through stator windings. The remaining power is trans-
mitted using the rotor windings, i.e., through the con-
verters, which is about 25% of the total power. Since the
inverter rating is 25% of total system power the inverter
cost and size can considerably be reduced.

• While the generator losses are the same in both topolo-
gies (direct-in-line and DFIG), the inverter losses can be
reduced from around 3% to 0.75%, because the inverter is
supposed to only transfer 25% of the total power. There-
fore, approximately 2–3% efficiency improvement can be
obtained.

• DFIG topology offers a decoupled control of generator
active and reactive powers [160, 161].

• Cost and size of the inverter and EMI filters can be
reduced since the inverter size is reduced. In addition, the
inverter harmonics are lowered because the inverter is not
connected to the main stator windings.

In the rotor circuit, two voltage fed PWM converters are
connected back-to-back while the stator windings are directly
connected to the AC grid side as shown in Fig. 45.27. The direc-
tion and magnitude of power between the rotor windings and
stator windings can be controlled by adjusting the switching of
the PWM signals of the inverters [162–164]. This is very similar
to connecting a controllable voltage source to the rotor circuit
[165]. This can also be considered as a conventional induction
generator without a zero rotor voltage.

To take the benefits of variable speed operation, the opti-
mum operating point of the torque–speed curve should be
tracked precisely [166]. By controlling the torque of the
machine, speed can be adjusted. Thus, using the instantaneous
rotor speed value and by controlling the rotor current iry in sta-
tor flux-oriented reference frame the desired active power can
be obtained. Operation at the desired active power results in the
desired speed and torque [154]. On the other hand, the grid
side converter is controlled to keep the dc link voltage fixed,

independent of the direction of rotor power flow. By using
supply voltage vector-oriented control, the decoupled control
of active and reactive power flow between rotor and grid can be
obtained.

Using doubly fed induction generator, the over-sizing prob-
lem can be solved. Still speed range of turbine is wide enough,
thus a power converter, which is rated for much lower powers,
can be placed in rotor side only and stator is connected to grid
directly. Since power flowing through rotor is usually around
25–30% of power going through stator, the power electronic
interface is designed for only 25–30% of total power. This is
the most important advantage of DFIG.

45.3.4.2.5 Synchronous Generators Synchronous generators
are commonly used for variable speed wind turbine appli-
cations, due to their low rotational synchronous speeds that
produce the voltage at grid frequency. Synchronous generators
can be an appropriate selection for variable speed operation
of wind turbines [167, 168]. They do not need a pitch con-
trol mechanism. The pitch control mechanism increases the
cost of the turbine and causes stress on turbine and genera-
tor [169]. Synchronous generators in variable speed operation
will generate variable voltage and variable frequency power.
Using an AVR for the excitation of the field voltage, the out-
put voltage of the synchronous generator can be controlled.
However, induction generators require controlled capacitors
for voltage control. In addition, their operating speed should
be over synchronous speed in order to operate in generating
mode [170].

Multi-pole synchronous generators can be used more effi-
ciently since the gear can be eliminated and direct drive of the
turbine and generator can be achieved [171, 172]. However,
synchronous generators without multi-poles require gearboxes
in order to produce the required frequency for grid connection.
On the other hand, a DC voltage source or an AC/DC converter
is required for synchronous generators in wind applications in
order to produce the required excitation voltage for the field
windings. The synchronous generator connection with wind
turbine is shown in Fig. 45.28.

45.3.4.3 Energy Storage Applications for Wind
Turbines

The batteries and other DC energy storage devices can be con-
nected to the DC links of any topologies. The main purpose of
batteries is to assists the generator to meet the load demand.
When the load current is smaller than generator current, the
extra current is used to charge the battery energy storage. On
the other hand, when the load current is larger than generator
current, the current is supplied from the battery to the load.
With this strategy, the voltage and frequency of the generator
can be controlled for various load conditions. Energy storage
decreases system inertia, improves the behavior of the system in
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the case of disturbances, compensates transients, and therefore,
improves the efficiency [173]. However, it brings an initial cost
to the system and requires periodical maintenance depending
on the storage devices. Therefore, the voltage and frequency
control can be modified by using batteries as the controllable
load of the VSI as presented in Fig. 45.29. In this way, the load
can be regulated by controlling the power flow to the batter-
ies. A bi-directional inverter/converter can be used for power
flow from/to the batteries. As another alternative, the battery
voltage can be converted to AC voltage with another individual
inverter to provide power to AC loads. Although an induction
generator is shown in Fig. 45.29, these energy storage systems
are applicable to any other topologies.

Storage systems can be connected in various forms to the
wind turbine systems [174–178]. Generally, a bi-directional
DC/DC converter is required for the integration of the stor-
age system to the doubly fed induction generator system [179].
In this topology, one of the converters regulates the storage
power; whereas the other is responsible for dc bus voltage con-
trol. The bi-directional energy storage topology for DFIGs in
wind applications is shown in Fig. 45.30.

45.3.5 Ocean Energy Harvesting

45.3.5.1 Ocean Wave Energy
Ocean waves are a plentiful, clean, and renewable source of
energy. The total power of waves breaking around the world’s
coastlines is estimated at 2–3 million megawatts. The west
coasts of the US and Europe and the coasts of Japan and New
Zealand are good sites for harnessing wave energy [180]. Wave
energy conversion is one of the feasible future energy tech-
nologies; however, it is not mature enough. Therefore, the
construction cost of wave power plants is considerably high.
These energy systems are not developed and maturated com-
mercially due to the problems of dealing with sea conditions,
complexity, and difficulty of interconnection and transmission
of electricity.

A wave power absorber, a turbine, a generator, and power
electronic interfaces are the main components of a typical
ocean wave energy harvesting technique. The kinetic energy
of the ocean waves are captured by absorbers. The absorbed
kinetic energy of the waves is either conveyed to turbines or
the absorber directly drives the generator. The shaft of the
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FIGURE 45.31 System level diagram of ocean wave energy harvesting.

electric generator is driven by the turbine. Turbines are gen-
erally used within the systems including rotational generators.
Linear motion generators are used in systems without turbines,
which can be direct-driven by the power absorber or move-
ment of the device. Due to the varying amplitude and period of
the ocean waves, both linear and rotational generators generate
variable frequency – variable amplitude ac voltage. This ac volt-
age can be rectified to dc voltage to take the benefit of dc energy
transmission through the salty ocean water. Dc transmission in
salty water does not require an additional cable for the negative
polarity. Thus, it will be more cost effective than transmitting
the power in ac form, which requires three-phase cables. Trans-
mission cable length varies depending on the location of the
application, which is either near-shore or off-shore. However,
the main idea and the principles are the same for both types of
applications. After the dc power is transmitted from ocean to
the land, a dc/dc converter or a tap-changing transformer can
be used for voltage regulation. Depending on the utilized volt-
age regulation system, a dc/ac inverter is used before or after
the voltage regulator. The voltage synchronization is provided
by the inverter and the output terminals of the inverter can be
connected to the grid.

In Fig. 45.31, a system level diagram of the ocean wave
energy harvesting technology is shown. At an in-water substa-
tion, wave energy conversion devices (including the absorber,

turbine, and generator) are interconnected. The substation
consists of the connection equipments and controllers for indi-
vidual devices. The outputs of the generators are connected
to a common dc bus using dc/ac converters for transforming
power before transmission to the shore. A transmission line
connects the cluster to shore. An onshore inverter converts the
dc voltage to a 50 or 60 Hz ac voltage for grid connection. An
optional shore transformer with tap changer or a dc/dc con-
verter compensates the voltage variations. A group of absorber,
turbine, and generators could be used in a farm structure, thus
the captured energy can be increased.

Alternatively, the land converters might be moved off-shore
to come up with space limitations that may occur in land sta-
tions. This brings some complexity to the system and may
require more maintenance, which is harder to deal, in com-
pare to land side converters. Moreover, the transformer can be
installed off-shore. This would increase the power transmission
capability, since the higher voltage transmission will result in
less transmission losses. However, in this case, the advantage
of dc transmission will not exist. As a different option, boost
dc/dc converters can be used after the ac/dc converter of the
generator. This allows a high voltage dc transmission link. In
this case, both transmission losses will be kept at minimum
and only single-line dc transmission through the ocean water
will be required.
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45.3.5.1.1 Energy of Ocean Waves The total potential and
kinetic energy of an ocean wave can be expressed as

E = 1

2
ρgA2 (45.15)

where g is the acceleration of gravity (9.8 m/s2), ρ is the density
of water (1000 kg/m3), and A is the wave amplitude (m).

The power of a wave in a period is equal to the energy E
multiplied by the speed of wave propagation, vg, for deep water.

vg = L

2T
(45.16)

where T is the wave period (seconds) and L is the wave
length (m) [181].

Pw = 1

2
ρgA2 L

2T
(45.17)

The dispersion relationship describes the connection
between the wave period T and the wave length L as

L = gT2

2π
. (45.18)

If (45.18) is substituted in (45.17), the power or energy flux
of an ocean wave can be calculated as

Pw = ρg2TA2

8π
. (45.19)

Instead of using the wave amplitude, wave power can also
be rewritten as a function of wave height, H [m]. Considering
that the wave amplitude is the half of the wave height, the wave
power becomes:

Pw = ρg2TH2

32π
. (45.20)

45.3.5.1.2 Ocean Wave Energy Harvesting Technologies In
general, ocean wave energy harvesting technologies can be clas-
sified into two types with respect to their distance from the
shore; Off-Shore Ocean Wave Energy Harvesting Technologies
and On-Shore Ocean Wave Energy Harvesting Technologies.
These are discussed in details in following subsections.

45.3.5.1.2.1 Off-Shore Ocean Wave Energy Harvesting
Technologies
Off-shore applications are located away from the shore and
they generally use a floating body as wave power absorber and
another body that is fixed to the ocean bottom. Generally, lin-
ear generators with buoys are used in off-shore applications.
Linear generators are directly driven by the movement of a
floating body on the ocean. Salter cam and buoys with air-
driven turbines are the only applications involving rotational
generators in off-shore applications.

45.3.5.1.2.1.1 Air-Driven Turbines based Off-Shore
Technologies
In air-driven turbine systems for off-shore applications, the
primary conversion is from wave to the pressurized air. Sec-
ondary conversion stage is the conversion to mechanical energy
by rotating shaft of the turbine. The last stage is converting
mechanical rotation into electric power by electric generators.

The operating principle of an off-shore application which
consists of a floating buoy with an air chamber and an air-
driven generator is shown in Fig. 45.32. In this system, the
water level inside channel of the buoy increases when the waves
hit the body. This increase in water level, applies a pressure to
the air in the air chamber. When the air is pressurized, it applies
a force to the ventilator turbine and rotates it. This turbine
drives the electric generator and electricity is generated at the
output terminals of this generator. When the waves are pulled
back to the ocean, the air in the air chamber is also pulled back
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since the water level in the buoy channel decreases. Due to the
syringe effect, this time turbine shaft rotates in the contrary
direction but produces electricity. There should be very good
mechanical insulation through the air chamber and the ven-
tilating generator to achieve higher efficiencies. However, this
brings design complexity and additional cost to the system.

In another method, water level increases and air is taken out
from the upper outlets while spinning the turbines as shown in
Fig. 45.33(a). Contrarily, when the waves are pulled back to the
sea, water level decreases. This results in sucking the air back
from the upper inlets while spinning the turbines, as shown in
Fig. 45.33(b).

45.3.5.1.2.1.2 Direct-drive permanent magnet linear
generator based buoy applications
The height differences of the wave top and bottom levels yields
an up and down motion for the piston which is the transaxle of
the linear generator. When the wave is floating on the ocean
surface, the buoy follows the motion of the wave. Buoy can
move vertically on a pillar, which is connected to a hull. On the
surface of the hull, PMs are mounted, while outside of the hull
contains the coil windings. The pillar and stator are connected
together on a concentrate foundation standing on the seabed
of the ocean. The hull and mounted magnets, called rotor or
piston, are the moving parts of the generator. Since the motion
is linear, this generator is called a linear generator.

In Fig. 45.34, the linear generator in the floating buoy and
fixed pillar are shown.

When the wave rises, the buoy will drive the generator pis-
ton through a stiff rope. When the wave subsides, the generator
will be driven by the spring that stores the mechanical energy
in the first case. Thus, electric generation is provided during
both up and down motion. Due to the existence of variable
frequency in the current and voltage from the stator, an ac/dc
rectifier followed by a dc/ac converter is required to make the
grid connection possible. Instead of placing moving parts to the
ocean bottom, the PMs and the stator windings can be placed
at the sea level [183]. Figure 45.35 shows the x–y plane of the
cross-section view of one pole of the longitudinal flux surface
mounted linear PM generator.

45.3.5.1.2.1.3 Salter Cam Method
Salter cam method implementation is shown in Fig. 45.36.
Salter cam rolls around a fixed inner cylinder by activa-
tion of an incoming wave. Through the differential rotation
between the cylinder and the cam, power can be captured.
The motion of the cam is converted from wave to a hydraulic
fluid. Then hydraulic motor is used to convert the pressurized
hydraulic fluid to rotational mechanical energy. Finally, rota-
tional mechanical energy is converted to electricity by utilizing
electric generators. Flywheels or pressurized liquids can be used
as an intermediate step in order to reduce the intermittencies of
the wave power.

Water
level

decreases

Water
level

increases

(a)

(b)

FIGURE 45.33 Air pressure ring buoy (a) Water level increases and air
is taken out from the upper outlets; (b) Water level decreases and air is
pulled back from upper inlets.

45.3.5.1.2.2 Near-Shore Ocean Wave Energy Harvesting
Technologies
Near-shore topologies are applied within the surfing zone of
the ocean or right on the shore. Near-shore applications have
some advantages and disadvantages in compare to the off-shore
applications.
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FIGURE 45.35 Schematic of a longitudinal flux permanent magnet generator used for wave energy conversion.

45.3.5.1.2.2.1 Channel/reservoir/turbine based near-shore
wave energy harvesting method
Wave currents can be tapered into a narrow channel to increase
their power and size in order to harness the wave energy. As
shown in Fig. 45.37, waves can be channeled into a catch basin
and used directly to rotate the turbines. Since this method

requires building a reservoir to collect the water coming with
the waves to drive the turbine, it is more expensive in compari-
son to the other buoy shaped off-shore applications. However,
it requires less maintenance in comparison to the off-shore
applications, since all components of the wave energy conver-
sion system are located on land. Additionally, since a reservoir
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collects the ocean water, the intermittencies can be eliminated.
This will create a convenient platform for voltage and frequency
regulation. Building these types of plants in the locations,
where they have regular and sustaining wave regimes, is more
advantageous.

45.3.5.1.2.2.2 Air-driven turbines based near-shore wave
energy harvesting method
Using oscillating water columns (OWC) that generates electric-
ity from the wave-driven rise and fall of water in a cylindrical
shaft or pipe is another way to harness the wave energy. The
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air is driven into and out of the top of the shaft due to the ris-
ing and falling water, powering an air-driven turbine which is
shown in Fig. 45.38.

The general structure of the near shore air-driven tur-
bine is shown in Fig. 45.38(a). Waves push the air through
the ventilator which drives the electrical machine as shown
in Fig. 45.38(b). The wave retreats from the wave chamber
inside the channel which decreases the pressure as shown in
Fig. 45.38(c). This method is advantageous because of the capa-
bility of using not only wave power but also the power from the
tidal motions. However, mechanical isolation should be pro-
vided within the wave and air chambers in order to obtain
better efficiencies. This will also bring some more cost and
design complexities to the system.

45.3.5.2 Ocean Tidal Energy
The generation of electrical power from ocean tides is similar
to the traditional hydroelectric generation. A dam, known as a

barrage, across an inlet is required for the simplest tidal power
plants. In a tidal power plant, usually a tidal pond created by
a dam and a powerhouse, which contains a turbo generator,
and a sluice gate to allow the bi-directional tidal flow. During
the flood tide, the rising tidal waters fill the tidal basin after
opening the gate of the dam. When the dam is filled to capac-
ity, the gates are closed. The tidal basin is released through a
turbo-generator after the ocean waters have receded. Power can
be generated during ebb tide, flood tide, or both. When the
water is pulled back ebb tide occurs, and when the water level
increases near the shore flood tide happens [184]. Tidal power
can be economical at sites where mean tidal range exceeds
16 ft [184, 185].

Tidal current is not affected by climate change, lack of rain,
or snowmelt. Therefore, tidal energy harvesting is practical
since the tidal current is regular and predictable. Moreover,
environmental and physical impacts and pollution issues are
negligible. Tidal power can additionally be used for water elec-
trolysis for hydrogen production applications and desalination.
However, tidal power generation is an immature technology,
which needs further investigations and developments.

Tidal turbines can be used for tidal energy harvesting, simi-
lar to the wind turbines. Tidal turbines can be located where
there is a strong tidal flow. These turbines have to be much
stronger than wind turbines since the water is about 800 times
as dense as air. They will be heavier and more expensive;
however, they will be able to capture more energy at much
higher densities [182]. In Fig. 45.39, a typical tidal turbine is
shown.

Usually, tidal fences having multiple turbines are mounted
in the entrance of channels which are affected by ocean tides.
Tidal water is forced to pass through a fence structure, which is
called caisson in this fence application. Unlike barrage stations,
basins are not required for fence applications and they can be
used in a channel between the mainland and a nearby offshore
island, or between two islands. Tidal fences can be mounted
at the entrance of channels that ocean water gets inside the
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FIGURE 45.39 Tidal turbine.



1318 A. Khaligh

(a)

(b)

(c)

Main land

Main land

Sea

Sea

Tidal
current

Tidal fence
(caisson) 

Bay

Main land

Sea

Sea

Island

Tidal
current

Tidal fence
(caisson) 

Island

Island

Sea

Tidal
current

Tidal fence
(caisson)

FIGURE 45.40 Tidal fences can be mounted (a) at the entrance of bays;
(b) between the main land and an island; (c) between two islands.

land via a bay (Fig. 45.40(a)), or between the main land and
an island (Fig. 45.40(b)), or simply between two islands (as
shown in Fig. 45.40(c)). Since they do not require flooding the
basin, tidal fences have much less impact on the environment.
In addition, they are significantly cheaper to install; however,
the caisson may disrupt the movement of large marine animals
and shipping [T4].

45.3.5.3 Power Electronic Interfaces for Ocean
Energy Harvesting Applications

Both in ocean wave and ocean tidal energy harvesting appli-
cations, the generators may produce alternating currents and
voltages that have varying magnitude and frequency. There-
fore, output power of the ocean energy converters need further
conditioning prior to the grid connection. In addition, the fre-
quency of the output voltage should be regulated to be the
same as grid frequency. Output power conditioning, ampli-
tude, phase, and frequency of the conversion system can be
regulated by utilizing power electronic converters.

Block diagram of a typical power conditioning system for
a grid connected ocean energy conversion system is shown in
Fig. 45.41. Ocean wave or ocean tide potential and kinetic ener-
gies rotate the water turbine or a power absorber directly drives
a linear generator with up and down motions. The varying
wave and tides result in variable frequency and amplitude of the
generator output. The AC power produced by the generator is
converted into DC power via three-phase bridge rectifiers fol-
lowed by a DC/AC inverter. The output of the DC/AC inverter
generally contains harmonics, which should be filtered. Finally,
output power can be connected to grid and transmitted to con-
sumers after its voltage is increased and isolated by a power
transformer.

During the intermittencies, power cannot be generated.
Therefore, an energy storage system should be connected to
the generator output or output of a conversion stage in the
power conditioning system. Stored energy can be supplied to
the grid during the intermittency periods. Hence, it is ensured
that continual power is supplied to the grid.

45.3.6 Geothermal Energy Systems

Geothermal energy is the thermal energy that is stored in
the inner layers of the Earth composed of rocks and fluids.
The temperature of the inner layers of the Earth gets hotter
as the depth increases. In deeper layers it is even extremely
hotter due to the hot molten rock called magma [186, 187].

Geothermal energy can be utilized by several methods. It
can be used as direct heat for electric power generation. In
the direct heat utilization, applications can be categorized as
hydrothermal, agricultural, or industrial [188]. Hydrothermal
resources have low to moderate temperatures between 20 and
150◦C. These resources can be utilized to provide direct heating
for residential, industrial, and commercial sectors [189]. These
applications include but are not limited to water and space
heating, greenhouse and agricultural heating, cleaning, tex-
tile processes, and food dehydration. Agricultural production
is one of the utilization methods of direct use of geothermal
energy. It is used to warm the greenhouses in order to pro-
vide cultivation. Industrial utilization examples can be food
and cloth processing, manufacturing paper, pasteurizing milk,
drying fish, vegetables and fruits, and even for refrigeration and
air conditioning.
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FIGURE 45.41 Grid connection and controls of tidal current power conditioning system.

Other than the direct use of geothermal energy, it can be
used as the heat and steam source for electric power plants.
Instead of burning fossil fuels and generating heat for water
boiling, geothermal power plants use the readily obtained heat
or steam. Natural hot water and/or steam from the inner lay-
ers of the Earth are used to drive the turbines and generators
to produce electricity. Absolutely, no fuel firing is required
for heating or steam generation for geothermal power plants.
Therefore, geothermal power plants do not have emissions and
they are environmentally clean. Moreover, since the extracted
heat is replaced by the thermal energy of the Earth’s inner
layers, geothermal energy is sustainable and renewable.

Schematic of a geothermal power plant is presented in
Fig. 45.42.

The components of the geothermal power plant are des-
cribed in Table 45.6.

The operating principle of a geothermal power plant is very
similar to that of a coal fired power plant. However, in geother-
mal power plants hot steam and/or water is obtained from the
deeper Earth layers instead of burning any fuel. Production well
is used to draw hot water and/or steam from deeper layers. This
mixture is separated by the separator in order to get the dry
steam. Through a steam governor, a steam turbine is rotated
by this high pressure and high temperature steam. Since the
steam turbine is coupled to an electric generator, the mechan-
ical steam power is converted into electric power. The output
voltage of the generator is increased by a power transformer.
The high voltage output of the power transformer can then be
connected to the high voltage transmission network. The steam
looses its temperature and pressure after it goes through the
steam turbine. Thus, the output flow of the steam turbine is
condensed in the condensers. Condensed water is cooled down
through the cooling tower and cool water helps to condense the

low pressure/temperature steam in the condenser. The cooled
water is then injected back to the inner Earth layers to get hot
again. If the geothermal field is rich of hot water reservoirs,
this cooled but still relatively warm water can be used for other
heating purposes.

Geothermal energy is abundant, secure, reliable, and a
renewable source of energy. It has high availability and capac-
ity factor in compare to other renewables. It is not a source
of pollution for the environment, i.e., their CO2 emissions are
less than 0.2% of the cleanest fossil fuel fired power plant, SO2

emissions are less than 1%, and particulate emissions are less
than 0.1%. It has an inherent energy storage capability and
requires very small land area for establishment [187].

Geothermal power plants can be classified into three main
generation technologies; dry stream power plant, flash stream
power plant, and binary cycle power plant.

Dry Steam Power Plants are the most common geothermal
power plants since they are simple and the cost effective. These
power plants are applicable to the geothermal fields where the
geothermal steam is not mixed with water. In this method, pro-
duction wells are drilled down to the aquifer to get superheated
and pressurized steam. This steam is brought to the surface
at high speeds. When the expanding steam passes through the
turbine, the generator generates electricity [190, 191]. The low
pressure steam output from the turbine is ventilated to the
atmosphere in simple power plants. However, exhaust steam
from the turbine is condensed in more complex power plants.
The condensate can be re-injected to the reservoir by the
injection wells and/or it can be used as makeup cooling water.

Flash Steam Power Plants use a flash steam technology where
the hydrothermal source is in liquid form. This fluid is sprayed
into a flash tank which is at a much lower pressure than the
fluid. Therefore, the fluid immediately vaporizes rapidly into
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FIGURE 45.42 A geothermal power plant.

TABLE 45.6 Geothermal power plant components

1 – Production well 7 – Power transformer
2 – Water-steam mix 8 – High voltage transmission lines
3 – Separator 9 – Condenser
4 – Steam 10 – Cooling tower
5 – Steam turbine 11 – Injection well
6 – Generator 12 – Water flow cycle

steam [190, 192]. This generated steam is used to rotate the
steam turbines that are coupled to electric generators. The pro-
duction well is kept under high pressure in order to prevent the
geothermal fluid flashing inside the well [187]. Instead of using
a single flashing system, dual-flashing systems are also used.
The brine from the high pressure steam is piped into a low
pressure separator/flash tank where the pressure is addition-
ally reduced to generate lower pressure steam in the dual-flash
systems. In order to generate additional electric power, this
lower pressure steam is piped into a lower pressure stage of
the turbine. The steam exhaust from the high and low pres-
sure turbines is condensed. Just like the dry steam plants, the
condensate is then used as makeup cooling water or re-injected
to the reservoir.

Although the dual-flash power plants have higher capi-
tal cost, they have higher thermoelectric efficiency. Resource

characteristics, power plant output, thermodynamic and eco-
nomic factors, and equipment availability are the factors affect-
ing the decision to build and operate a single-flash or dual-flash
geothermal power plants [193]. Generally, dual flash system is
preferred if the fluid temperature is between 175 and 260◦C,
while single flash systems are efficient enough for the fluid
temperatures higher than 260◦C.

Binary Cycle Power Plants are preferred when the geothermal
resource is insufficiently hot to produce steam. Sometimes the
resource may have other chemical components causing impu-
rities and flashing may not become possible [187,194]. In these
cases, binary cycle power plants are preferred. In binary cycle
geothermal power plants, isobutene, isopentane, or pentane is
used as the secondary fluid which has a lower boiling point than
water. Since a separate working fluid is used, the cycle called
“binary.” The geothermal fluid (water) is passed through a heat
exchanger in order to heat up the secondary fluid. Secondary
fluid vaporizes and expands through the turbines that are cou-
pled to electric generators. After passing through the turbines,
the working fluid is condensed and recycled for the next cycle.
Moreover, the fluid remaining in the tank of flash steam plants
can be re-utilized in binary cycle plants. In a closed-cycle sys-
tem, all of the geothermal fluid is injected back to the ground.
Usually, binary cycle plants are more efficient than the flash
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plants in low to moderate temperatures of geothermal fluids.
Furthermore, corrosion problems are avoided since a pure
working fluid is used.

45.3.7 Nuclear Power Plants

In nuclear power plants, energy is extracted from atomic nuclei
by the controlled nuclear reactions. There are several available
methods such as nuclear fission, nuclear fusion, and radioactive
decay. The most common method is the nuclear fission. Similar
to the conventional fossil-fuel fired power plants, nuclear reac-
tors generate heat in order to produce steam. However, unlike
many conventional thermal power plants, nuclear power plants
convert the energy released from the atoms’ nucleus generally
via nuclear fission, instead of burning fossil fuels. This energy
is used for steam production which is utilized to operate the
turbines that are coupled to electric generators. In this way, the
mechanical work of the high-pressure steam is converted into
electricity [195, 196].

The fission of an atom occurs when a relatively large fis-
sile atomic nucleus such as uranium-235 or plutonium-239
absorbs a neutron. The atom is then split by the fission into
two or more smaller nuclei with kinetic energy, gamma radia-
tion, and free neutrons [195]. Other fissile atoms may absorb a
portion of these neutrons and create more fission, which release
more neutrons, and so on [196]. By using neutron moderators
and neutron poisons, this nuclear chain reaction can be con-
trolled in order to adjust the potion of neutrons that will cause
more fission. Manual or automatic control systems are used for
this purpose or to shut down the reactor if unsafe conditions
are detected [197].
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FIGURE 45.43 A typical nuclear power plant.

Heat generation by the reactor core from fission involves
several stages. The kinetic energy of the fission products is con-
verted into thermal energy when a collision happens between
the nuclei and nearby atoms. The reactor absorbs some of the
gamma radiation produced during fission in the form of heat.
Neutron absorption activates some materials and the radioac-
tive decay of fission products produces heat. Even after the
reactor is shut down, this decay heat source may remain for
some time. A nuclear reaction can generate heat power that is
1,000,000 times that of the equal mass of coal.

After the fission process, the heat released from the reactor is
removed by a cooling system. This heat is conveyed to another
part of the power plant, in which the thermal energy is uti-
lized to generate electricity. The hot coolant in general is used
as the heat source for a boiler. The boiler generates the pressur-
ized steam which mechanically drives the steam turbines. The
steam turbines rotate the electrical generators [198]. A sim-
ple operating schematic of a nuclear power plant is depicted in
Fig. 45.43.

By utilizing different coolants and fuels and integrating dif-
ferent control methodologies, many different reactor designs
can be accomplished. In order to meet a specific need, some of
these designs can be employed for various applications. Space
and naval applications are some of these specific applications.
In these applications, generally highly enriched uranium is
used as the fuel which increases the reactors power density and
efficiency [199]. Currently, researchers are investigating new
nuclear power generation techniques, known as the Generation
IV reactors. These new designs will have the possibility to offer
cleaner and more secure fission reactors with less risk of the
proliferation of nuclear weapons. New designs such as ESBWR
offer passively safe plants and other designs are believed to
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be almost fool-proof are being pursued or are available to be
built [200]. In near future, it is expected that the fusion reac-
tors will be viable, which will reduce or eliminate many safety
risks associated with nuclear fission [201].

45.3.8 Fuel Cell Power Plants

Since the beginning of twenty-first century, fuel cell technol-
ogy has been rapidly developed and has shown an invasive
improvement for the applications ranging from portable elec-
tronic devices to vehicular power systems and MW size power
plants [202–204]. Fuel cells are promising future energy con-
version devices due to their high efficiency, excellent perfor-
mance, low or zero emissions, and wide application area.

Fuel cell power plants are electrochemical devices that pro-
duce electrical energy directly from a chemical reaction. Fuel
cells use fuel on the anode side and oxidant on the cathode side.
The chemical reaction occurs on the electrolyte. The reactants,
i.e., fuel and oxidant flow into the cell while the reaction prod-
uct (water) flows out of the cell. Many fuel and oxidant types
can be used for fuel cells. Generally, hydrogen as the fuel and
oxygen as the oxidant, from the air, can be used. On the other
hand, alcohols and hydrocarbons can be other fuel types for
different fuel cells, while other oxidants may be chlorine and
chlorine dioxide [205–207].

Just like a battery, a fuel cell is composed of an electrolyte and
a pair of electrodes. However, unlike the batteries the reactants
are continuously replenished during the operation, therefore,
the cell is not required to be recharged. Ideally, fuel cells oper-
ate and continue to produce energy as long as the reactants are
appropriately supplied to the anode and cathode sides.

There are many kinds of fuel cells categorized by their
electrolyte type. Most common fuel cell types are:

• Proton exchange membrane fuel cells (PEMFC),
• Phosphoric acid fuel cells (PAFC),
• Direct methanol fuel cells (DMFC),
• Solid oxide fuel cells (SOFC), and
• Molten carbonate fuel cells (MCFC).

PEMFCs are generally used for residential, vehicular, and
portable applications. Solid electrolyte structure reduces the
corrosion, they can operate at low temperature and they have
quick start-up and faster response times. PAFCs are typically
used for transportation, heating, and electric utility appli-
cations. They may reach high efficiency points in electric
co-generation applications [208, 209]. Currently, DMFCs are
considered as a replacement alternative for batteries for small
portable devices’ power requirements. DMFC can be consid-
ered advantageous since methanol can be used directly without
any reformer or fuel processor. However, they have relatively
low efficiencies and slow response times since the reaction
rate for the methanol is slow on presently available catalysts.
On the other hand, DMFCs can be competitive with batteries
since the simplicity, high storage density, and liquid methanol

portability may compensate the relatively low efficiency [208].
MCFCs and SOFC are generally used as large power plants
for electric utility applications. Both the technologies have
higher efficiencies, fuel flexibility, and inexpensive catalysts
[209]. However, they operate at really high temperatures gen-
erally between 600 and 1000◦C. This high temperature issue
avoids these two fuel cell technologies to be best candidates for
portable or vehicular applications.

Especially proton exchange membrane fuel cells are consid-
ered to be one of the most promising fuel cell technologies
among these next-generation fuel cell power plants. This is due
to their high efficiency and compact structure [210, 211]. The
operating principle of PEMFCs is focused in this section.

The operating principle along with the basic components of
a PEMFC is presented in Fig. 45.44.

After the fuel is supplied to the anode side, the fuel is oxi-
dized resulting in releasing electrons. The anode reaction for a
fuel cell can be expressed as:

2H2 → 4H+ + 4e− (45.21)

These released electrons are transported to the cathode side
through an external circuit. The hydrogen protons are trav-
eled through the proton exchange membrane to the cathode
side. The oxidant (i.e., oxygen) is reduced at the cathode side,
using the electrons coming from the external circuit. Therefore,
the cathode reaction is

O2 + 4e− → 2O−−. (45.22)

The hydrogen protons travel through the membrane, bal-
ance the flow of electrons through the external circuit. There-
fore, the overall reaction equation becomes,

2H2 +O2 → 2H2O+ Electric Power. (45.23)

A typical single fuel cell has a theoretical output voltage of
1.2 V. They generate ideally 0.6 amperes per centimeter square.
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FIGURE 45.44 Components of a PEM fuel cell and its operating
principle.
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In order to reach higher voltage outputs from a fuel cell system,
cells are connected in series in the form of a string. For higher
current outputs, the cells or the cell strings should be connected
in parallel. Unfortunately, the output voltage of a fuel cell or a
fuel cell system decreases as the current drawn from the fuel
cell is increased. This voltage drop at the fuel cell output is due
to the ohmic, activation, and concentration losses [212].

A typical current voltage characteristic curve of a fuel cell is
shown in Fig. 45.45, which is also known as the polarization
curve.

The output voltage of a fuel cell is less then its theoretical
value even in the open circuit conditions. This is due to the
fact that the open circuit voltage is calculated based on the
ideal burning enthalpy of the hydrogen. The activation loss
is generally effective at the low current densities. Activation
loss is due to the electrode kinetics in which the electrochem-
ical reaction of hydrogen and oxygen is slow. Activation loss
causes a nonlinear voltage drop as the current starts to be
drawn from the fuel cell. Ohmic losses are due to the electron
flow through the electrolyte and electrodes and the equivalent
resistance of the external circuit. Ohmic losses are directly pro-
portional to the current density and they increase linearly as the
current increases. Concentration losses are due to the inability
of maintaining the initial fuel concentration on the electrodes.
Fuel and oxidant should be supplied sufficiently and continu-
ously in order to meet sustained load demands. If the current
is more than a certain value, fuel cell fails to meet the new
power demand and the output voltage dramatically decreases.
Therefore, this loss is quite severe at the high current densities.

Due to the polarization and current–voltage characteristics
of the fuel cells, power conditioning devices such as dc/dc
and/or dc/ac converters are required to maintain a fixed and
stable dc voltage for the load bus. The power conditioning is
also useful for converting the fuel cell output to an appropri-
ate magnitude and type. Power conditioning unit (PCU) not
only controls the fuel cell output voltage but also delivers a high
power factor in grid connected applications. PCU can reduce or
eliminate the harmonics and help operating effectively under
all conditions. A fuel cell power plant operating together with
a PCU is presented in Fig. 45.46.

In the stationary or vehicular applications, fuel cell power
plant may not be sufficient to satisfy all of the load demands
[211]. Especially during transient load changes or peak
demand periods, fuel cell needs to be operated with an aux-
iliary power device such as battery packs or ultra-capacitors.
By operating fuel cell cascaded with batteries and/or ultra-
capacitors, steady-state, peak power demands, and transient
load changes can be controlled more efficiently. In the topology
of Fig. 45.47, the fuel cell power plant is operated with auxiliary
power devices.

45.4 Conclusions

In order to meet the future energy requirements, the energy
should be generated and utilized wisely. Increasing the
demand for energy, decreasing conventional fossil-fuel energy
sources, and environmental concerns are driving forces toward
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renewable energy sources. However, the conventional sources
will be utilized until modern, clean, and renewable tech-
nologies replace them. Therefore, a comprehensive strategy
that supports a diversity of resources over the next century
should be developed. Sustainable and long-term energy solu-
tions in numerous forms are required to restructure the future’s
increasing energy demand.
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46.1 Introduction

It is well known that energy storage devices provide additional
advantages to improve stability, power quality, and reliability
of the power-supply source. The major types of storage devices
being considered today include batteries, ultracapacitors, and
flywheel energy systems, which will be discussed in detail in this
chapter. It is empirical that precise storage device models are
created and simulated for several applications, such as hybrid
electric vehicles (HEV) and various power system applications.

The performances of batteries, ultracapacitors, and flywheels
have, over the years, been predicted through many different
mathematical models. Some of the important factors that need
to be considered while modeling various energy storage devices
include storage capacity, rate of charge/discharge, temperature,
and shelf life.

The electrical models of two of the most promising renew-
able energy sources, namely fuel cells and PV cells, are also
described in this chapter. They are now being studied widely
as they do not produce much emission and are considered
to be environment friendly. However, these renewable energy
sources are large, complex, and expensive at the same time.

Hence, designing and building new prototypes is a difficult
and expensive affair. A suitable solution to overcome this prob-
lem is to carry out detailed simulations on accurately modeled
devices. This chapter discusses the various equivalent electrical
models for fuel cells and PV arrays and analyzes their suitability
for operation at system levels.

46.2 Energy Storage Elements

46.2.1 Battery Storage

46.2.1.1 Lead Acid Batteries
The use of lead acid batteries for energy storage dates back
to mid-1800s for lighting application in railroad cars. Battery
technology is still prevalent in cost-sensitive applications where
low-energy density and limited cycle life are not an issue but
ruggedness and abuse tolerance are required. Such applications
include automotive starting lighting and ignition (SLI) and
battery-powered uninterruptable power supplies (UPS).

Lead acid battery cell consists of spongy lead as the nega-
tive active material, lead dioxide as the positive active material,
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immersed in diluted sulfuric acid electrolyte, with lead as the
current collector:

Pb + SO−2
4

discharge
�

charge
PbSO4 + 2e−

PbO2 + SO−2
4 + 4H + + 2e− discharge

�
charge

PbSO4 + 2H2O

During discharge, PbSO4 is produced on both negative and
positive electrodes. If the batteries are overdischarged or are
kept at a discharged state, the sulfate crystals become larger
and are more difficult to break up during charge. In addition,
the large size of lead sulfate crystals leads to active material
disjoining from the plates.

Due to the production of hydrogen at the positive electrode,
lead acid batteries suffer from water loss during overcharge.
To deal with this problem, distilled water may be added to
the battery as is typically done for flooded lead acid batteries.
Also, maintenance-free versions are available to deal with this
problem whereby inserting a valve keeps the gasses within the
battery and minimizes water loss by recombination.

Current collectors in lead acid batteries are made of lead,
leading to the low-energy density. In addition, lead is prone
to corrosion when exposed to the sulfuric acid electrolyte.
SLI applications make use of flat-plate grid designs as the
current collectors, whereas more advanced batteries use tubu-
lar designs. Recent advances aim to replace lead with lighter
materials, such as carbon, to reduce the system weight.

46.2.1.2 Nickel-Cadmium (Ni-Cd) and Nickel-Metal
Hydride (Ni-MH) Batteries

Nickel-cadmium (Ni-Cd) batteries were the chemistry of
choice for a wide range of high-performance applications
between 1970 and 1990. Recently, they were replaced by
lithium-ion (Li-ion) and nickel-metal hydride (Ni-MH)
chemistries in most applications. The Ni-Cd battery uses nickel
oxyhydroxide for the positive electrode and metallic cadmium
for the negative electrode. The chemical reaction is as follows:

Cd + OH− discharge
�

charge
Cd (OH)2 + 2e−

2NiO (OH)+ 2H2O + 2e− discharge
�

charge
2Ni (OH)2 + 2OH−

As can be seen from this chemical reaction, there is a balance of
reactions that implies that the electrolyte is always of the same
concentration. This leads to relatively constant performance
during discharge. In addition, the balance of reactions leads
to very good overcharge characteristics where the additional
power is used up as heat rather than water loss.

Ni-Cd batteries have a higher energy density and longer cycle
life than lead acid batteries, but are inferior to chemistries
such as Li ion and Ni-MH, that are also becoming cheaper
than Ni-Cd batteries. Other disadvantages of using Ni-Cd bat-
teries compared to Ni-MH include shorter cycle life, more
pronounced “memory effect,” toxicity of cadmium requiring
complex recycling procedure, and lower energy density. More-
over, a flat discharge curve and negative temperature coefficient
may cause thermal runaway in voltage-controlled charging.

For the aforementioned reasons, in the recent past, Ni-MH
batteries have gained prominence over Ni-Cd batteries. The
Ni-MH batteries use nickel oxyhydroxide for the positive elec-
trode and metallic cadmium for the negative electrode. The
chemical reaction is as follows:

MH + OH− discharge
�

charge
H2O + M + e−

NiO (OH)+ H2O + e− discharge
�

charge
Ni (OH)2 + OH−

Here, M stands for the metallic group. At the negative elec-
trode, hydrogen is released from the metal to which it was
temporarily attached, and reacts, producing water and elec-
trons. Note that the reaction at the negative electrode is similar
to that of a fuel cell, which will be discussed later in this chapter.

Ni-MH batteries have been the chemistry of choice for elec-
tric and hybrid electric vehicle (EV and HEV) applications in
the 1990s and 2000s, respectively, due to their relatively high
power density, proven safety, good abuse tolerance, and very
long life at a partial state of charge. One of the disadvantages is
the relatively high self-discharge rate, though the introduction
of novel separators has mitigated this problem.

When overcharged, Ni-MH batteries use excess energy used
to split and recombine water. Therefore, the batteries are main-
tenance free. However, if the batteries are charged at an exces-
sively high charge rate, hydrogen gas buildup can cause the
cell to rupture. If the battery is overdischarged, the cell can be
reverse-polarized, thus reducing the battery capacity.

46.2.1.3 Lithium-Ion (Li-Ion) Batteries
Due to their high specific energy and the potential to be pro-
duced at low cost, Li-ion batteries are expected to widely
replace Ni-MH batteries for future electric propulsion appli-
cations. The Li-ion battery consists of oxidized cobalt material
on the positive electrode, carbon on the negative electrode,
and lithium salt in an organic solvent as the electrolyte. Even
though the widespread use of this chemistry is fairly novel, it
is interesting to note that the processes in the battery are fairly
simple to model compared to other chemistries.

Li-ion batteries have been instrumental in increasing the
performance standards of batteries, and more recently, even
in predicting battery deterioration. The promising aspects of
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TABLE 46.1 Summary of major battery chemistries and their characteristics [2–4]

Type Electrolyte Energy
efficiency (%)

Energy density
(Wh/kg)

Sustained power
density (W/kg)

Cycle life (cycles) Operating
temperature (◦C)

Self-discharge

Pb-acid H2SO4 70–80 20–35 25 200–2000 −20 to 60 Low
Ni-Cd KOH 60–90 40–60 140–180 500–2000 −40 to 60 Low
Ni-MH KOH 50–80 60–80 220 <3000 10–50 High
Li-ion LiPG6 70–85 100–200 360 500–2000 −20 to 60 Medium
Li-polymer Li-β-Alu 70 200 250–1000 >1200 −20 to 60 Medium
NaS β-Al2Cl2 70 120 120 2000 300–400
VRB 80 25 >16, 000 Negligible
Electrochem.

capacitor
95+ <50 4000+ >50, 000 Very high

Pumped hydro 65–80 0.3 Negligible
Compressed air 40–50
Flywheels (steel) 95 5–30 >20, 000 Very high
Flywheels

(composite)
95 >50 >20, 000 Very high

lithium-based battery chemistries include low memory effect,
high specific energy of nearly 100 Wh/kg, high specific power
of 300 W/kg, and battery life of at least 1000 cycles. The key
barriers include calendar life, cost, operation at temperature
extremes, and abuse tolerance. A breakthrough in the develop-
ment of advanced electrodes is needed to further increase the
specific energy [1]. The characteristics of some of the major
battery chemistries being considered for propulsion, storage,
and renewable energy systems are enlisted in Table 46.1.

This chapter will later discuss the major advantages and
disadvantages of the various battery chemistries, especially
those of Li-ion batteries, in detail. Major power-electronics-
based solutions to overcome electrochemical-related barriers
for batteries will also be discussed later in this chapter.

46.2.2 Ultracapacitor (UC)

Electrochemical double-layer capacitors (EDLCs) or ultraca-
pacitors (UCs) work in much the same way as regular capac-
itors, in that there is no ionic or electronic transfer, resulting
in a chemical reaction (there is no Faradic process). In other
words, energy is stored in the electrochemical capacitor by
simple charge separation. Therefore, the energy stored in the
electrochemical capacitor can be calculated using the same
well-known equation that is used for conventional capacitors:

Q = CV = Aε

d
V

As for the conventional capacitor, the capacitance, C, is pro-
portional to the area, A, of the plates, the permittivity of the
dielectric, ε, and inversely proportional to the distance, d,
between the plates. In general, UCs are designed to have a very
high electrode surface area and use high-permittivity dielec-
tric while keeping the current collectors very close. Therefore,
UCs attain very high capacitance ratings (kilo-Farads versus

milli- and micro-Farads for conventional capacitors). This is
achieved by using porous carbon as the current collector rather
than metallic strips. The porous carbon collector exhibits a very
large surface area, allowing a relatively large amount of energy
to be stored at the collector surface. The two electrodes are sep-
arated by a very thin porous separator and immersed in an
electrolyte, such as propylene carbonate. Due to the high per-
meability and close proximity of the electrodes, UCs have a low
voltage withstand capability (typically 2.5 V).

Currently, there exist five UC technologies in development:
carbon/metal fiber composites, foamed (aerogel) carbon, car-
bon particulate with a binder, doped conducting polymer films
on carbon cloth, and mixed metal oxide coatings on metal
foil. Current trends indicate that higher energy densities are
achievable with a carbon composite electrode, using an organic
electrolyte, rather than carbon/metal fiber composite electrode
devices, with an aqueous electrolyte.

As described earlier, a UC stores energy by physically sepa-
rating unlike charges. This has profound implications on cycle
life, efficiency, energy, and power density. It must be noted that,
typically, a UC depicts long cycle life due to the fact that (ide-
ally) there exist no chemical changes on the electrodes, under
normal operation. Furthermore, overall efficiency is superior;
it is only a function of the ohmic resistance of the conduct-
ing path. In addition, power density is exceptional because
the charges are physically stored on the electrodes. Conversely,
energy density is low because the electrons are not bound by
chemical reactions. This lack of chemical bonding also implies
that the UC can be completely discharged, leading to larger
voltage swings as a function of the state of charge (SOC).

46.2.3 Flow Batteries and Regenerative
Fuel Cells (RFC)

Flow batteries, also called redox (reduction-oxidation) bat-
teries, comprise two electrolytes, separated by ion or proton
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exchange membrane. Energy can be stored in the electrolytes
by increasing the potential difference between the two liquids –
in other words, by oxidising one and reducing the other. Alter-
natively, electricity can be produced by reversing the process.
The oxidation/reduction process is performed by the proton
exchange membrane.

Flow batteries have a number of advantages, such as easy
scalability (capacity proportional to tank size, whereas power
output is proportional to PEM surface area), no detrimental
effects of a deep discharge, very low self–discharge, low cost
for a large system compared to batteries, and long cycle life. In
contrast, the energy and power densities are quite low and the
system is complex, requiring pumps and plumbing to circulate
the electrolyte through the membrane. Therefore, this tech-
nology has found commercial application only for large-scale
storage such as utility applications [3, 4].

Three types of flow batteries have shown commercial
promise: vanadium redox, polysulfide bromide, and zinc bro-
mide. Vanadium redox has the added advantage of using the
same material for both electrolytes, removing the threat of
cross-contamination through the PEM. Polysulfide bromide
and zinc bromide use bromide, presenting the threat of releas-
ing the highly toxic bromine gas [4].

Regenerative fuel cells (or unitized regenerative fuel cells)
are sometimes grouped in with flow batteries, as the power-
producing process is quite similar. Fuel cells consume hydrogen
and oxygen to produce water and electricity. Unitized regen-
erative fuel cells are also able to function to separate water
back into hydrogen and oxygen. The hydrogen is then stored
as hydrogen gas or as methanol for future use, to generate
electricity. Current research aims to use PEM-type fuel cells,
with hydrogen or methanol as the main storage. The issue is to
design a system that is efficient in both directions – in fact, cur-
rent unitized fuel cells are less efficient in hydrogen production
than other methods, such as conventional electrolysis.

46.2.4 Fuel Cells (FC)

A fuel cell is typically similar in operation to a conventional
battery, although it has some distinct physical differences. Pri-
marily, a fuel cell is an electrochemical device wherein the
chemical energy of a fuel is converted directly into electric
power [5]. The main difference between a conventional battery
and a fuel cell is that, unlike a battery, a fuel cell is supplied with
reactants externally. As a result, whereas a battery is discharged,
a fuel cell never faces such a problem as long as the supply of
fuel is provided. As depicted in Fig. 46.1, electrodes and elec-
trolyte are the main parts of a fuel cell. The most popular type
of fuel cell is the hydrogen-oxygen fuel cell.

As shown in Fig. 46.1, hydrogen is used as the fuel to be fed to
the anode. The cathode, in contrast, is fed with oxygen, which
may be acquired from air. The hydrogen atom is split up into
protons and electrons, which follow different paths, but ulti-
mately meet at the cathode. For the splitting-up process, we

Vload

Iload

Fuel Oxidant
(O2 or air)

Exhaust

Anode
Electrolyte

Cathode

Load

−

−

+

+

FIGURE 46.1 Typical diagram of a fuel cell.

need to use a suitable catalyst. The protons take up the path
through the electrolyte, whereas the electrons follow a different
external path of their own. This, in turn, facilitates a flow of
current, which can be used to supply an external electric load.
The electrode reactions are given as follows:

Anode: 2H2 → 4H+ + 4e−
Cathode: O2 + 4e− → 2O2−
Overall reaction: 2H2 + O2 → 2H2O

From these simple and basic expressions describing the
operation of a typical fuel cell, it is clear that there exists no
combustion and hence no production of emissions. This makes
the fuel cell environmentally suitable.

A typical i − v curve of fuel cells is shown in Fig. 46.2. The
output voltage decreases as the current increases. Moreover,
the efficiency of a fuel cell is defined as the ratio of electri-
cal energy generated to the input hydrogen energy. Generally,
cell efficiency increases with higher operating temperature and
pressure [5].

Fuel cells have many favorable characteristics for energy
conversion. As explained earlier, they are environmentally
acceptable due to a reduced value of carbon dioxide (CO2)
emission for a given power output. Moreover, the usage of fuel
cells reduces transmission losses, resulting in higher efficiency.
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FIGURE 46.2 Typical i − v curve of a fuel cell.
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Typical values of efficiency range between 40 and 85%. Another
advantage of fuel cells is their modularity. They are inherently
modular, which means they can be configured to operate with
a wide range of outputs, from 0 to 50 MW, for natural gas
fuel cells, to 100 MW or more, for coal gas fuel cells. Another
unique advantage of fuel cells is that hydrogen, which is the
basic fuel used, is easily acquirable from natural gas, coal gas,
methanol, and other similar fuels containing hydrocarbons.
Finally, the waste heat/exhaust can be utilized for cogeneration
and for heating and cooling purposes. This exhaust is useful in
residential, commercial, and industrial cogeneration applica-
tions. Basically, for cogeneration, the fuel cell exhaust is used to
feed a mini- or a microturbine generator unit. These turbines
are generally gas turbines. Because the waste thermal energy is
recovered and converted into additional electrical energy, the
overall system efficiency is improved. The gas turbine fulfills
this role suitably. The typical sizes of such systems range from
1 to 15 MW.

46.3 Modeling of Energy Storage Devices

46.3.1 Battery Modeling

As mentioned earlier, precise battery models are required for
several applications such as for the simulation of energy con-
sumption of electric vehicles, portable devices, or for power
system applications. The major challenge in modeling a battery
source is the nonlinear characteristic of the equivalent circuit
parameters, which require lengthy experimental and numeri-
cal procedures. The battery itself has some internal parameters,
which need to be taken care of [6]. In this section, three basic
types of battery models will be presented: ideal, linear, and
Thevenin. Finally, a simple lead acid battery model for traction
applications that can be simulated in a CAD software will also
be presented.

46.3.1.1 Ideal Model
The ideal model of a battery basically ignores the internal
parameters and, hence, is very simple. Figure 46.3a depicts an
ideal model of a battery, wherein it is clear that the model is
primarily made up of only a voltage source [6].

46.3.1.2 Linear Model
This is by far the most commonly used battery model. As is
clear from Fig. 46.3b, this model consists of an ideal battery
with open-circuit voltage, Eo, and an equivalent series resis-
tance, Rs [6]. “Vbatt” represents the terminal voltage of the
battery. This terminal voltage can be obtained from the open-
circuit tests as well as from load tests conducted on a fully
charged battery.

Although this model is quite widely used, it still does not
consider the varying characteristics of the internal impedance

Vbatt

Vbatt

VbattEo Eo

Rs

Eo

C

Ro

R

(b)(a)

(c)

− −

−

+

+
+

+
++

FIGURE 46.3 Battery models: (a) ideal model, (b) linear model, and
(c) Thevenin model.

of the battery with the varying state of charge (SOC) and
electrolyte concentration.

46.3.1.3 Thevenin Model
This model consists of electrical values of the open-circuit volt-
age (Eo), internal resistance (R), capacitance (C), and the over-
voltage resistance (Ro) [6]. As observed in Fig. 46.3c, capacitor
C depicts the capacitance of the parallel plates and resistor
Ro depicts the nonlinear resistance offered by the plate to the
electrolyte.

In this model, all the elements are assumed to be constants.
However, in reality, they depend on the battery conditions.
Thus, this model is also not the most accurate, but is the most
widely used. In this view, a new approach to evaluate batter-
ies is introduced. The modified model is based on operation
over a range of load combinations. The electrical equivalent of
the proposed model is depicted in Fig. 46.4. As is clear from
Fig. 46.4, the main circuit model consists of the following five
subcircuits:

1. Ebatt: This is a simple dc voltage source designating the
voltage in the battery cells.

2. Epol: It represents the polarization effects due to the
availability of active material in the battery.

Ebatt

Epol Etemp
Rbatt

Esens

−

−

−

−

−

+

+

+

+

+

FIGURE 46.4 Main circuit representation of a modified battery model.
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3. Etemp: It represents the effect of temperature on the
battery terminal voltage.

4. Rbatt: This is the battery’s internal impedance, the
value of which depends primarily on the relationship
between cell voltage and state of charge (SOC) of the
battery.

5. Vsens: This is a voltage source, with a value of 0 V. It is
used to record the value of battery current.

Thus, this model is capable of dealing with various modes
of charge/discharge. It is comparatively more precise and can
be extended for use with Ni-Cd and Li-ion batteries, which
could be applied to hybrid electric vehicles and other traction
applications. Only a few modifications need to be carried out in
order to vary the parameters such as load state, current density,
and temperature [6].

46.3.2 Electrical Modeling of Fuel Cell
Power Sources

Over the past few years, there have been great environmen-
tal concerns shown with respect to emissions from vehicles.
These concerns, along with the recent developments in fuel
cell technology, have made room for the hugely anticipated
fuel cell market [6]. Fuel cells are today being considered for
applications in hybrid electric vehicles, portable applications,
renewable power sources for distributed generation applica-
tions, and other similar areas where the emission levels need
to be kept to a minimum.

The proton exchange membrane (PEM) fuel cell has the
potential of becoming the primary power source for HEVs
utilizing fuel cells. However, such fuel cell systems are large
and complex and, hence, need accurate models to estimate the
auxiliary power systems required for use in the HEV. In this
section, the fuel cell modeling techniques will be highlighted,
thus avoiding the need to build huge and expensive prototypes.
To have a clearer picture, refer to Fig. 46.5, which shows the
schematic of a fuel cell/battery hybrid power system.

The battery pack in Fig. 46.5 is used to compensate for the
slow start-up and transient response of the fuel processor [6].

Battery
DC/DC

converter
Electric
motor

Vehicle
dynamics

Fuel cell
stack

Fuel
storage

Controller

O2 from fresh air

FIGURE 46.5 Schematic of a fuel cell/battery hybrid power system.

Furthermore, the battery can also be used for the purpose of
regenerative braking in the HEV.

As mentioned previously, because fuel cell systems are large,
complex, and expensive, designing and building new proto-
types is difficult. Hence, the feasible alternative is to model
the system and examine it through simulations. The fuel cell
power system consists of a reformer, a fuel cell stack, and a
dc/dc (buck/boost) or dc/ac power converter. The final output
from the power electronic converter is in the required dc or ac
form acquired from the low-voltage dc output from the fuel
cell stack. An electrical equivalent model of a fuel cell power
system is discussed here, which can be easily simulated using a
computer simulation software.

In the electrical equivalent model, a first-order time-delay
circuit with a relatively long time-constant can represent the
fuel reformer. Similarly, the fuel cell stack can also be repre-
sented by a first-order time-delay circuit, but with a shorter
time constant. Thus, the mathematical model of the reformer
and stack is represented as:

Vcr

Vin
=

1
Cr·S

Rr + 1
Cr·S

= 1

1 + RrCr · S

Vcs

Vcr
=

1
Cs·S

Rs + 1
Cs·S

= 1

1 + RsCs · S

Here, RrCr =τr is the time constant of the reformer and RsCs =
τs is the time constant of the fuel cell stack. The equivalent
circuit is shown in Fig. 46.6.

By simulating the equivalent circuit of Fig. 46.6, the sys-
tem operation characteristics can be investigated. In order to
achieve a fast system response, the dc/dc or dc/ac converter can
utilize its short time constant for control purposes. However,
eventually the fuel has to be controlled despite its long time-
delay [6]. The inputs to the chemical model of a fuel cell include
mass flows of air (O2) and hydrogen (H2), cooling water, rel-
ative humidity of oxygen and hydrogen, and load resistance.
The outputs from the chemical model include temperature of
the cell, power loss, internal resistance, heat output, efficiency,



46 Energy Storage 1337

−

+

−

+

Rr Rs R

DC/DC
converter

Vsb

Cs

Vcs

Cr

VcrVin
AC or DC

load

FIGURE 46.6 Equivalent circuit model of a fuel cell power system.

voltage, and total power output. Generally, in case of excess of
hydrogen supply, it is recirculated in order to avoid any wastage.

46.3.3 Electrical Modeling of Photovoltaic
(PV) Cells

As mentioned earlier, photovoltaic systems have been stud-
ied widely as a renewable energy source, because not only are
they environment friendly, but they also have infinite energy
available from the sun. Although the PV systems have the
above-mentioned advantages, their study involves precise man-
agement of factors such as solar irradiation and surface tem-
perature of the PV cell [6]. The PV cells typically show varying
v − i characteristics depending on the above-mentioned fac-
tors. Figure 46.7 shows the output characteristics of a PV cell
with changing levels of illumination.

As is clear from Fig. 46.7, the current level increases with
increase in the irradiation level. Figure 46.8 shows the v − i
curves with varying cell temperatures.

As depicted in Fig. 46.8, the output curves for varying cell
temperatures show higher voltage level as the cell temperature
increases. Therefore, while modeling the PV cell, adequate
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FIGURE 46.7 Typical v − i characteristics of a PV cell with varying
illumination levels.
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FIGURE 46.8 Typical v − i characteristics of a PV cell with varying cell
temperatures.

consideration must be given to these two characteristics in
particular.

Keeping the above-mentioned factors in mind, the electrical
equivalent circuit modeling approach is proposed here. This
model is basically a nonlinear distributed circuit, in which
the circuit elements consist of familiar semiconductor device
parameters. Eventually, running a suitable computer simula-
tion can easily simulate this model.

The PV cell can basically be considered a current source with
the output voltage primarily dependent on the load connected
to its terminals [6]. The equivalent circuit model of a typical
PV cell is shown in Fig. 46.9.

Suitable forward-bias (illuminated) and reverse-bias (dark)
tests can be performed on the PV cell, in order to generate

IL

ID1

D1 D2

ID2

Rsh

Rs

Load

IIsh

FIGURE 46.9 Schematic of the equivalent circuit model of a PV cell.
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FIGURE 46.10 Schematic of a PV cell model–based system for simulation.

the v − i curves similar to those in Figs. 46.7 and 46.8. As is
clear from Fig. 46.9, there are various parameters involved in
the modeling of a typical PV cell. These parameters are

IL, light-generated current (A);

ID1, diode saturation current (A);

ID2, additional current due to diode quality constant (A);

Ish, shunt current (A);

Rs, cell series resistance (�);

Rsh, cell shunt resistance (�); and

I , cell-generated current (A).

The model depicted in Fig. 46.9 examines all the characteris-
tic measurements of the p–n junction cell type. From the above
circuit, the following equation for cell current can be obtained:

J = JL − Jo1

{
exp

[
q (V + J · Rs)

kT

]
− 1

}

− Jon

{
exp

[
q (V + J · Rs)

A · kT

]
− 1

}
− Gsh (V + J · Rs)

Here, q is the electron charge and k is the Boltzmann’s constant.
The voltage at the terminals of the diodes in Fig. 46.9 can be
expressed as follows:

V = Voc − IRs + 1

�
logn

⎧⎪⎨
⎪⎩
β(Isc − I)− V/

Rsh

β · Isc − Voc
/
Rsh

+ exp [�(Isc · Rs − Voc)]

⎫⎪⎬
⎪⎭

Here, β is the voltage change temperature coefficient (V/◦C).
For the PV cell model of Fig. 46.9, Rs and Rsh are usually esti-
mated when the cell is not illuminated. The series resistance,
Rs , represents the ohmic losses in the front surface of the PV
cell, whereas the shunt resistance, Rsh, represents the loss due to
diode leakage currents. Thus, these values can be approximated
from the dark characteristic curve of the cell. The generated

light current (IL) is calculated by the collective probability of
free electrons and holes. It can be expressed as follows:

IL = q · N
[∑

fc (xN )+
∑

fc (xP)+ 2l
]

Here, f (x) is the probability distribution function and N is the
rhythm of generated electrons and holes. Once the equations of
the cell model are formulated, the efficiency of the PV cell can
be obtained as

Efficiency = Pout

Pin
= f · Isc · Voc

Pin

A distinct advantage of such a computer model is the fact that,
with a very few number of changes, it can receive data from
different kinds of PV cells maintaining satisfactory results [6].
An example of such a PV model used in conjunction with a
power electronic intensive system is shown in Fig. 46.10.

The vital part of the system, as depicted in Fig. 46.10, is the
dc/dc converter. The dc/dc converter could be a boost, buck,
or buck–boost converter. Although, in the system shown in
Fig. 46.10, it is valid to assume a buck or buck-boost dc/dc
converter, it becomes erroneous to assume usage of a boost
converter. This is because the dc/dc boost converter does not
make use of the full voltage range.

46.3.4 Electrical Modeling of Ultracapacitors
(UCs)

Ultracapacitors (also known as double-layer capacitors) work
on the electrochemical phenomenon of very high capaci-
tance/unit area using an interface between electrode and elec-
trolyte. Typical values of such capacitors range from 400
to 800◦F and have low values of resistivity (approximately
10−3�-cm) [6]. These UCs operate at high-energy densities,
which are commonly required for applications such as space
communications, digital cellular phones, electric vehicles, and
hybrid electric vehicles. In some cases, usage of a hybridized
system employing a battery alongside the UC provides an
attractive energy storage system, which offers numerous advan-
tages. This is particularly due to the fact that the UC provides
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the necessary high-power density, whereas the battery provides
the desired high-energy density. Such a hybridized model will
be discussed here.

46.3.4.1 Double Layer UC Model
A simple electrical equivalent circuit of a double-layer UC is
shown in Fig. 46.11. Its parameters include equivalent series
resistance (ESR), equivalent parallel resistance (EPR), and the
overall capacitance. The ESR in Fig. 46.11 is important dur-
ing charging/discharging as it is a lossy parameter, which in
turn causes the capacitor to heat up. In contrast, the EPR has a
leakage effect and, hence, it only affects the long-term storage
performance. For the purpose of simplification in calculations,
the EPR parameter is dropped.

ESR

EPR

C

FIGURE 46.11 Electrical equivalent circuit of an ultracapacitor.

Furthermore, the dropping of the EPR parameter does not
have any significant impact on the results. The circuit for anal-
ysis is thus simply an ideal capacitor in series with a resistance
and the corresponding load [6]. Hence, the value of resistance
can be written as

R = ns
ESR

np

Here, R is the overall resistance (�), ns is the number of
series capacitors in each string, and np is the number of par-
allel strings of capacitors. Furthermore, the value for the total
capacitance can be expressed as

C = np
Crated

ns

Here, C is the overall value of capacitance and Crated is the
capacitance of individual capacitor. This model can be used
in conjunction with a dc/dc converter, which in turn acts as
a constant power load, as shown in Fig. 46.12.

The capacitor bank can be used in stand-alone mode or can
be operated in parallel with a battery of suitable size for the
applications mentioned earlier. A brief description of such a
hybrid model is described in the following section.

R

++
+

−−
−

CVc VoVin RL
DC/DC

converter

I

FIGURE 46.12 Circuit showing UC connected to a constant power load.

46.3.4.2 Battery/UC Hybrid Model
Combining a battery and an UC to operate in parallel makes an
attractive energy storage system with many advantages. Such
a hybrid system uses both the high-power density of the UC
and the high-energy density of the battery. In this section, an
electrical equivalent model of such a system will be presented,
which can be used to evaluate its voltage behavior. This model
is depicted in Fig. 46.13.

IcIb

ESR (Rc)Rb

Vb C

Vo

Io

++

−

+

−

−

FIGURE 46.13 Equivalent circuit model of a battery/UC hybrid system.

The equivalent circuit of Fig. 46.13 shows an equivalent
series resistance (Rc) and a capacitor (C) as a model of the UC,
whereas the Li-ion battery can be modeled simply by using a
series resistance (Rb) and a battery. The values of Rc and C
depend on the frequency due to the porous nature of the elec-
trodes of the UC [6]. When the pulse width (T) is varied, the
discharge rate of the UC can be varied and can be shown to be
equal to a frequency of f = 1/T. The following equations can
be written for Io and Vo from the equivalent circuit model of
Fig. 46.13:

Io = Ic + Ib

Vo = Vb − IbRb =
⎡
⎣Vb − 1

C

T∫
0

Ic · dt

⎤
⎦− IcRc

Here, Io and Vo are the output current and voltage delivered
to the load, respectively. From the above two equations, it is
possible to achieve a voltage drop�V = Vb−Vo due to a pulse
current of Io. This voltage drop can be finally expressed as

�V = IoRbRc

Rb + Rc + T
C

+ IoRb
T
C

Rb + Rc + T
C

The currents delivered by the battery (Ib) and capacitor (Ic) can
also be derived, and their ratio can be expressed as

Ic

Ib
= Rb

Rc + T
C

It can be seen that for a long pulse, Ic can be limited by the
value of C. Furthermore, it can be concluded that during the
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FIGURE 46.14 Typical topologies of batteries and UCs in drivetrains.

pulsed discharge, about 40%–50% of the total current is deliv-
ered by C. Upon computer simulation of the equivalent circuit
model, it is possible to study the fact that, during peak power
demand, UC delivers energy to assist the battery, whereas,
during low power demand, UC receives energy from the
battery.

Due to the advanced energy storage capabilities of the UC, it
can be used for applications requiring repeated short bursts of
power such as in vehicular propulsion systems. In a typical sce-
nario, both the battery and the UC provide power to the motor
and power electronic dc/ac inverter during acceleration and
overtaking, whereas they receive power via regenerative brak-
ing during slow down/deceleration. Two of the most popular
topologies for inserting batteries and UCs into drivetrains are
shown in Figs. 46.14a, b.

As is clear in the topology of Fig. 46.14a, the UC bank
is placed on the dc bus, whereas in Fig. 46.14b, the dc bus
houses the battery. Among the two topologies, the one shown
in Fig. 46.14a has a much more degraded energy efficiency
because the whole of the battery energy has to go through the
dc/dc converter. Another drawback worth highlighting is that
a very high-voltage UC bank is required, which is extremely
expensive. Hence, more often than not, the topology of Fig.
46.14b is generally considered for HEV applications [6]. In
a typical brushless dc (BLDC) motor-driven electric vehicle
propulsion system, an UC bank could be used to achieve
a wider drive range, good acceleration/deceleration perfor-
mance, and low cost.

Future projections regarding performance of UCs show that
energy densities as high as 10–20 Wh/kg are easily achievable
using carbon electrode materials with specific capacitance val-
ues of nearly 150–200 F/g [6]. Currently, extensive R&D on
UCs is being carried out in the United States, Canada, Europe,
and Japan. As mentioned earlier, most of the research on UCs
focuses on EV and HEV applications and on medical and
power system applications.

46.3.5 Electrical Modeling of Flywheel
Energy Storage Systems (FESS)

Flywheels are most definitely finding numerous applications as
energy storage devices in various power system configurations.
Furthermore, the constant improvement in digital signal pro-
cessing (DSP) and microprocessor technologies in conjunction
with the recent development in magnetic material technology
makes this fact a distinct possibility. A flywheel energy storage
system (FESS) is advantageous in a system comprising other
secondary storage devices such as batteries as it is capable of
generating optimum charge/discharge profiles for specific bat-
tery characteristics [6]. This fact facilitates the exploration of
the benefits for optimizing battery management.

A rotating flywheel can store mechanical energy in the form
of kinetic energy based on its inertial properties. Essentially, a
FESS consists of a rotor, a motor/generator system, and a suit-
able enclosure [6]. An example of a flywheel energy storage
system used as a voltage regulator and a UPS system is shown
in Fig. 46.15.

The system of Fig. 46.15 essentially operates in three modes:
charging, voltage regulation, and UPS. The motor/generator
(M/G) set is required for energy storage purposes in the form of
the inertia of the rotor. At some suitable point in the operation
of the system, it retrieves this stored energy as demanded by the
load. The M/G set is a high-speed device that basically operates
in the motoring mode when charging the flywheel and in the
generating mode when discharging it. The motor used for the
M/G set could be a brushless dc motor of appropriate rating.
The FESS can be easily simulated using the following equation:

Vx = R × ix + (L − M)
dix
dt

+ Ex

Here, Vx , ix , and Ex are the voltages, stator currents, and back
EMFs for the three phases of the BLDC motor, respectively.
In addition, R, L, and M are the resistance, self-inductance,
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FIGURE 46.16 Electrical equivalent circuit of a flywheel energy storage system.

and mutual inductance of the stator winding. The back EMF
is directly proportional to the mechanical speed, ωm, and the
rotor angle, θr.

In order to electrically simulate the same flywheel energy
storage system operating in conjunction with power electronic
intensive systems, it is essential to derive an equivalent electri-
cal model of the same. For this purpose, it is critical to note
the important mathematical equations that describe the above
system. These are as follows:

v = R · i + L
di

dt
+ aω

Tem = a · i = Jr
dω

dt
+ bω + TL

TL = J
dω

dt

Here, v is the voltage across the motor terminals; i is the electric
current through the motor;ω is the rotor speed; Tem is the elec-
tromagnetic torque imposed on the rotor; TL is the mechanical
torque imposed on the rotor by the flywheel; Jr is the equiva-
lent moment of inertia of the rotor; J is the moment of inertia
of the flywheel; and R and L are the armature resistance and
self-inductance. Furthermore, a indicates the ratio of the rated
voltage of the motor to its rated speed, whereas b indicates the
mechanical drag coefficient. The electrical equivalent circuit
generated by combining the above three equations is depicted
in Fig. 46.16.

It is essential to note that the circuit parameters used are
basically the parameters employed for the definition of the
mathematical model of the FESS. Thus, Fig. 46.16 describes

the FESS system in its entirety via an electrical equivalent.
Again, as mentioned earlier, the task of simulating a FESS with
any electrical system becomes immensely simplified because
such an electrical model can be constructed in any popular
electrical CAD simulation software and can be appropriately
analyzed.

46.4 Hybridization of Energy Storage
Systems

Certain applications require a combination of energy and
power density, cost, and life cycle specifications that cannot be
met by any single energy storage device. To satisfy such appli-
cations, hybrid energy storage devices (HESD) have been pro-
posed. HESD electronically combine the power output of two
or more devices with complementary characteristics. HESD
all share a common trait of combining high-power devices
(devices with quick response) and high-energy devices (devices
with slow response).

The proposed HESDs are listed next, with the energy-
supplying device listed first, followed by the power-supplying
device:

• Battery/UC
• Fuel cell/battery or UC
• Battery and flywheel
• Battery and superconducting magnetic energy storage

(SMES)

Note that batteries can be considered either as the energy-
supplying device or as the power-supplying device depending
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FIGURE 46.17 Proposed topologies for hybrid energy storage devices.

on the application. Also, note that references [7–9] consider
fuel cells rather than regenerative fuel cells. However, the sys-
tem operation principle would be identical for the regenerative
fuel cell, with the difference that the fuel cell would be bidirec-
tional. However, HESDs have been proposed for utilization as
an energy source for propulsion applications or grid support
[10–12].

In order to have two or more energy storage devices act as a
single power source, conditioning circuitry is required to com-
bine their outputs. Numerous topologies have been proposed
to achieve this task, ranging from simple to very flexible. In
general, the proposed topologies can be grouped into three cat-
egories, as shown in Fig. 46.17. A discussion of merits of each
topology and typical uses follows.

Direct parallel connection of two energy storage devices is
shown in Fig. 46.17a. Utilization of this topology requires that
the voltage outputs of the two power sources match (V1 = V2).
Direct parallel connection of batteries and EDLC has been
proposed [13–15] for low-voltage, cost-sensitive applications,
such as the automotive 42 V PowerNet system [14]. The auto-
motive 42V PowerNet application power profile consists of a
high-power pulse (engine cranking) followed by a constant
low-power demand over a longer time period (while the vehicle
is in operation). A direct parallel connection of batteries and
EDLC makes use of the source impedance mismatch causing
the low-impedance UC to provide power during high-power
pulses, while the high-energy battery supplies the long low-
power demand. Note that the output Vout varies as the system
charges and discharges. In addition, the range of power that is
used from either energy source is limited by the voltage swing
of the other. In other words, individual maximum power point
tracking is not possible for each source.

A more complex but flexible solution is to place an addi-
tional converter between the two power sources, as shown in
Fig. 46.17b. PEU1 controls the current output of ESD1, allow-
ing its voltage to vary, whereas ESD2 supplies the remaining
power requirement to the load. Therefore, this system allows

for the decoupling of the two power sources. Typically, the
energy storage device with a stronger dependency is utilized
as ESD1. Another criterion may be to put the more sensitive
device in place of ESD1 to prolong the life of the system by
conditioning the current output of ESD1. Systems that make
use of this topology include battery and EDLC; fuel cell and
battery or EDLC; SMES and battery [16]. The commonly used
topology for combining the two systems is the single leg (two
switches in series) converter, which can act as a boost in the
forward operation mode and as a buck in the reverse oper-
ation mode. In reference [17], the authors propose to use a
variation of this system, where the battery and EDLC are con-
nected to the load one at a time, allowing the system controller
to pick which source should power the load. Source switching
results in step changes of the bus voltage that requires an appro-
priate flexible modulation strategy. Recently, researchers have
proposed the use of an isolated topology to allow for a larger
voltage gain between the input and output. A superconducting
magnetic energy storage (SMES) device could be connected to
the midpoint of two converter legs, allowing it to charge or dis-
charge. The battery is connected to the bus to make use of the
relatively invariant battery voltage.

Finally, researchers [18,19] have looked at using the topology
shown in Fig. 46.17c, where each power source is connected to
a dedicated power converter with the converters connected to
the common output bus. Such a system provides the highest
level of flexibility as each power source is allowed to oper-
ate at its optimal voltage – in essence, maximum power point
tracking can be implemented for each source. Having dedicated
converters for each power source allows for a wide range of
topologies and control strategies to be implemented. The sim-
plest topology that allows an acceptable degree of flexibility is
to use the single leg (two switches in series) converter, which
can act as a boost in the forward operation mode and as a buck
in the reverse operation mode [18, 19]. Other topologies have
been proposed that introduce a transformer either for isolation
or to allow efficient voltage boosting.
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46.5 Energy Management and Control
Strategies

In addition to properly sizing the battery pack to meet the
power and energy demand of the vehicle, the system designer
needs to ensure that the batteries perform their function as
expected by the designer. To ensure this, the designer must
incorporate the following: undervoltage protection, overvolt-
age protection, short-circuit protection (maximum current
limit), thermal protection, state of charge (SOC), state of
health (SOH), and state of function (SOF) monitoring, and cell
equalization (balancing) on cell, as well as module level.

The state of the battery pack is monitored by measuring the
SOC of the pack. Thermal management and strict manufactur-
ing tolerances ensure that all parts of the pack are at the same
state of charge. In addition, the designer may introduce some
active methods of balancing the cells/modules.

46.5.1 Battery State Monitoring

A good knowledge of the state of the battery is essential for
meaningful energy management [20–22]. The difficulty in
measuring the condition of a battery in an operating system
stems from the fact that the rate and the efficiency of the chem-
ical reaction that produces the current depend on a number
of factors, including the temperature, age, and manufacturing
conditions [20]. Therefore, various figures of merit have been
used to define the state of the battery. Battery SOC is defined as

SOC = Actual amount of charge

Total amount of usable charge at a given C-rate

TABLE 46.2 Summary of techniques to measure battery condition (+/− indicates whether the method is able to estimate a particular figure of
merit) [23–25]

Technique SOC SOH SOF Advantages Disadvantages

Discharge test + + + Easy, accurate, and independent of SOH Offline; time intensive; modifies battery state
Current integration + − − Online; accurate; recalibrated often Needs a model for the losses; sensitive to

parasitic reactions, and their changes;
processing power required; needs
recalibration

Electrolyte measurements + + + Online Sensitive to acid stratification; slow dynamics;
temperature sensitive

Model + + + Online and flexible Processor intensive
Impedance spectroscopy + + + Online; little processing required Temperature sensitive; expensive
dc resistance + + + Cheaper than impedance measurement; online Requires resistance changes that are substantial
Kalman filter + + + Online; precise in dynamic situations Needs computing capacity; needs a suitable

battery model
Voltage at zero current + − − No current sensor required Limited precision especially in dynamic

situations; needs many zero current
situations

Artificial neural network + + + Online; has the potential to be very precise Needs training on similar battery; complex
and expensive to implement

Fuzzy logic + + + Online Complex and expensive to implement

The issue with this metric is that the actual amount of charge
is very difficult to measure. For instance, the total amount of
charge that is available for utilization changes as the battery
ages. Also, the capacity scatter due to manufacturing variations
makes the total amount of charge hard to determine, even for a
new cell.

State of health (SOH) measures the ability of a battery to
store energy, source and sink high currents, and retains charge
over extended periods, relative to its initial or nominal capabil-
ity. This quantity is closely related to battery age and SOC.

State of function (SOF) is the capability of the battery to per-
form a specific duty which is relevant to the functionality of a
system powered by the battery. The SOF is a function of the
battery SOC, SOH, and operating temperature. For example,
a new battery (high SOH) at a lower SOC, and higher oper-
ating temperature, may perform better (higher SOF) than an
older battery (low SOH) at a higher SOC, and lower operating
temperature.

There are a number of methods that allow for the determina-
tion of the SOC, SOH, and SOF as outlined in Table 46.2. The
simplest and most commonly used method is measuring of the
open-circuit voltage of the battery and relating it to the SOC
(lookup table method). In a dynamic application, this method
will be very imprecise when the battery is under a load.

A simple equivalent circuit model that uses the cell volt-
age and current to estimate the open-circuit voltage can be
implemented (model-based estimation). This method requires
a current sensor and processing power. Depending on the com-
plexity of the algorithm, the processor requirements range
from minute to substantial. Alternatively, a comparator can
be used to identify the points where the current is zero and
measure only these points (voltage at zero current method).
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This method introduces imprecision because the battery does
not reach its equilibrium voltage for a longer period after the
zero current condition. Therefore, in dynamic situations, the
error becomes substantial. More complex, processor-intensive
procedures can be used and give much higher precision. For
example, a more complex equivalent circuit model can be used,
which also uses information from impedance and resistance
measurements (model, dc resistance, and impedance spec-
troscopy methods). Other options include the use of fuzzy
logic, neural networks, or Kalman filters. Discharge test is the
only certain way of determining the values of all three figures
of merit. However, to administer this test, the battery needs
to be removed from the application and discharged. There-
fore, this method is only used for precision validation of other
monitoring methods.

Ni-MH batteries present a bigger challenge for the deter-
mination of figures of merit because the voltage versus SOC
plot is not linear. In fact, the voltage is almost flat throughout
the 20–80% SOC range. Also, the batteries exhibit a memory
effect. The most common way of determining the SOC is by
current integration. However, this method does not consider
charge inefficiencies or the effect of temperature. Fuzzy logic
method has been used with success for monitoring Ni-MH
state of charge.

46.5.2 Cell Balancing

Cell balancing is critical for systems that consist of long
strings of cells in series. Because the cells are exposed to dif-
ferent conditions within the pack, without equalization, the
individual states of charge and, therefore, cell voltages, will
gradually drift apart. In the worst-case scenario, this leads
to a catastrophic event such as ignition in the case of Li-
ion batteries, and in the best-case scenario, this leads to the
degradation of pack life. The sources of cell imbalance stem
from manufacturing variance, leading to variations in inter-
nal impedance and differences in self-discharge rate. Another
source of variation is the thermal differential across the pack,
resulting in differing thermodynamics in the cells. Varia-
tions in the SOC can be minimized by designing a good
thermal management system and with tight manufacturing
controls.

The equalization methods can be considered to be active or
passive. Passive methods are effective for lead acid and Ni-MH
batteries which can be overcharged safely. However, overcharge
equalization is only effective on a small number of cells in
series, because equalization problems grow exponentially with
the number of cells in series, and extensive overcharge does lead
to cell degradation.

TABLE 46.3 Summary of cell-balancing strategies

Name Description Advantages Disadvantages

Dissipative
resistor

Dissipate power in accordance with
voltage

Cheap, simple to incorporate Not very effective; inefficient

c Current shunted around the cell in
proportion to cell voltage

Cheap; can be operated in both charging
and discharging

Dissipative; not very effective; only works
during charging

PWM + inductor
shunting

By applying a PWM square wave on the
gating of a pair of MOSFETS, the
circuit controls the current difference
of the two neighboring cells

Soft switching makes balancing highly
efficient

Needs accurate voltage sensing; could be
operated in charging mode only

Buck-boost
shunting

By using a buck-boost converter the
circuit shunts the current from single
cell to the rest of cells

Control strategy relatively easy; relatively
low cost; easy for modular design; also
need intelligent control unit

Voltage sensing needed

Complete
shunting

Complete shunting when cell reaches
max voltage

Simple and effective Can be only used in charging; special mass
charger is needed when string is long

Switched
capacitors

Balance adjacent cells by equalizing their
voltages via adjacent capacitor

Simple control; operates in all modes; only
two switches and one capacitor needed
for each cell

Needs large capacitor bank large switched
because of capacitor inrush current

Single capacitor Balance adjacent cells by equalizing their
voltages via single capacitor

Simple control; operates in all modes; many
switches, but only one capacitor

Long time to balance cells

Step-up converter Each cell is equipped with a step-up
converter for cell balancing

Easy for modular design Intelligent control needed; high cost

Multi-winding
transformer

A shared transformer has a single
magnetic core with secondary taps for
each cell. The secondary with the least
reactance will have the most induced
current

Possible integration of trickle charging and
equalization

High cost; inability to modularize the
system; requires transformers

Multiple
transformer

Several transformers can be used with
the same core

Can be modularized High cost; requires transformers

Multilevel
converters

Each cell/module has a dedicated
converter. The resulting topology can
act as the motor driver

Ideal for transportation applications High cost
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Many active methods are available ranging from mini-
mally effective to exorbitantly expensive. Table 46.3 gives
an extensive list of available cell-balancing methods. Gener-
ally, four methods of cell equalization exist that are defined
by the method of current distribution: resistive (dissipative),
switch (bypass method), capacitor, and transformer-based
equalization. Typically, the cost and bulkiness and efficiency
increase in the same order (resistive, switch-based, capacitive,
and transformer-based).

An example of a dissipative system is the use of dissipative
resistors. Dissipative resistor in continuous mode is good for
low-power application. Because the resistors are operating in
continuous mode, the resistors can be small and do not need
much thermal management. Another advantage of this method
is the low price.

Analog current shunting is another inexpensive method of
cell balancing. In this case, current is shunted around the cell
in proportion to cell voltage. This system requires a compara-
tor and a switch per cell or module. In contrast, the system
is more efficient as the current is shunted rather than dissi-
pated. This circuit has another advantage that the current could
potentially be shunted both during charge and discharge, pro-
tecting the batteries from over-discharge as well as overcharge.
An alternative to analog shunting is complete shunting. This
system is simpler than analog shunting, as the cell is completely
bypassed when the voltage reaches a certain voltage, rather than
administering a PWM signal in proportion to the cell/module
voltage. Dedicated buck-boost converter at each cell/module is
another alternative. This system requires the use of a switch,
inductor, and a diode per cell, and is only effective during
charging.

Switched capacitor method uses capacitors to balance the
voltage at each cell. This is achieved by having (n − 1) capac-
itors connected in parallel to n batteries and using capacitors
to equalize the current over the two adjacent cells. Further
improvements of this method consider the use of two levels
of capacitors for faster equalization or only one capacitor to
improve system reliability. This equalization method is advan-
tageous for hybrid applications where the batteries are never
or seldom fully charged, as the equalization takes place at any
voltage and operating condition.

Another approach is to use transformers to administer the
charge to the batteries, with the charger on the primary, and
each cell/module as multiple secondary. Each cell will then
absorb a varying current that is inversely proportional to its
voltage, thus ensuring voltage equalization. The issues with this
system are the bulkiness and expense associated with the trans-
former, as well as the complex system control, and the inability
to modularize the system once it is designed.

In summary, dissipative resistors in continuous mode, buck-
boost shunting, and switched capacitors are the three most
effective methods for different applications. Buck-boost shunt-
ing is appropriate for either high- or low-power applica-
tions, has relatively low cost, and is simple to control. The

switched-capacitor method is suitable for HEV applications
because it is effective in both charging and discharging regimes.

46.6 Power Electronics for Energy
Storage Systems

In order to appreciate the role of power electronics in battery
energy management, it is essential to first identify the various
issues with typical battery packs, especially those of recently
touted Li-ion batteries for electric, hybrid electric, and plug-in
hybrid electric vehicles.

46.6.1 Advantages and Disadvantages of
Li-Ion Battery Packs for HEV/PHEV
Applications

Lithium rechargeable batteries are today at the top of their
wave. For instance, a 20-kWh Li-ion battery pack weighs about
160 kg (at the rate of 100–140 kWh/kg), which is acceptable
for HEV applications. In contrast, current HEV nickel-metal
hydride (Ni-MH) batteries weigh between 275 and 300 kg for
the same application. Moreover, Li-ion batteries also depict
excellent power densities (400–800 W/kg), allowing more than
2C discharge rate (at the rate of 40–80 kW peak power in a
20-kWh pack) [26]. However, they also have many drawbacks.
One of the drawbacks is the cost (projected at about $250–
$300/kWh), which is the most expensive of all chemistries [26].
Another drawback is that lithium is a very flammable ele-
ment, whereby its flame cannot be put off with a normal ABC
extinguisher. Finally, Li-ion batteries have a cycle life between
400 and 700 cycles, which does not satisfy HEV expectations.
Therefore, finding a solution to these issues is crucial.

In order to resolve the safety issue, some manufacturers
have modified the chemistry of the battery to the detriment
of capacity and cost. Others have developed chemistries that
improve the cycle life and the calendar life to the detriment of
capacity and power availability. In summary, an overall success
in all the aspects has not been achieved for the moment [26].

With reference to cycle life, the battery can suffer significant
degradation in its capacity, depending on its usage. Further-
more, the internal resistance also increases with each charge
cycle. Also, according to the chemistry and the quality of the
cells, a battery typically loses about 20% of its initial capac-
ity after about 200–1000 full cycles, also known as the 100%
DOD (depth of discharge) cycles. The cycle life can be greatly
increased by reducing DOD and by avoiding complete dis-
charges of the pack between recharging or full charging. Con-
sequently, a significant increase is obtained in the total energy
delivered, whereby the battery lasts longer. In addition, over-
charging or over-discharging the pack also drastically reduces
the battery lifetime.

An alternative way to solve the above-mentioned problems,
which are essentially common to the all lithium rechargeable



1346 S. S. Williamson et al.

batteries, is using electronic control in the form of cell volt-
age equalizers. Few of the control rationales are briefly listed
next.

• Overvoltage protection: This functionality cuts the charg-
ing current when the total voltage is more than 4.3 V/cell.
This is because, at higher voltages, metallic lithium is
formed inside the cell, which is highly flammable, as
explained earlier. For the sake of simplicity, this protec-
tion is sometimes applied to the whole pack of cells,
instead of measuring the voltage of each cell.

• Undervoltage protection: This functionality cuts the dis-
charging current when the voltage is under 2.5 V/cell.
Under this voltage, some capacity fades, and a specific
quantity of unwanted copper plating is formed inside the
cell. This unwanted copper may generate internal short
circuits. Also in this case, for the sake of simplicity, the
total voltage might be measured, instead of verifying the
voltage of each cell.

• Short-circuit or overcurrent protection: This protection
scheme disconnects the charging/discharging current if
it is over a certain limit (2C–50C, depending on the cell
technology).

• Overheating protection: In this case, the current is discon-
nected if the pack temperature rises over a certain value
(about 60◦C).

Although these protection functionalities are useful, they
prove to be highly insufficient. In fact, the differences in capac-
ity and internal resistance from cell to cell, within the same
pack, may result in unwanted voltage peaks, especially dur-
ing the final stages of charge and discharge. Consider a battery
pack of 14.4 V (4 cells, of 3.6 V each) normally charging at
16.8 V (4×4.2 V). Due to the differences among the cells, the
smaller capacity cell ends up with a voltage higher than the
average. Consequently, if the total voltage is 16.8 V at the end
of the charging cycle, the cell voltage distribution might be
4.3 V + 4.2 V + 4.2 V + 4.1 V = 16.8 V, where 4.3 V corre-
sponds to the smaller capacity cell and 4.1 V corresponds to the
larger capacity cell. Depending on the protection circuitry, this
situation may or may not be detected, and the resistive equal-
izer gradually downgrades the voltage from 4.3 to 4.2 V. The net
result is a considerable downgrade in overall capacity, consider-
ing that the overvoltage occurs in the smaller capacity cell, and
that this cell is later discharged by a specific amount, in order
to draw level with the other cells.

In contrast, during discharge, if the lower cut-off voltage is
3 V per cell, the pack will discharge up to 12 V. As the lower
capacity cell discharges faster than the rest of the cells, the volt-
age distribution might be 2.7 V + 3 V + 3 V + 3.3 V = 12 V.
Again, in this case, the lower capacity cell suffers from an over-
discharge, which is not detected by the protection circuit. Thus,
the cell incurs an additional capacity reduction due to the
resultant over-voltage and under-voltage, which downgrade the
capacity of the entire pack.

46.6.2 Operational Characteristics of Classic
and Advanced Power Electronic Cell
Voltage Equalizers

A battery cell voltage equalizer is an electronic controller that
takes active measures to equalize the voltage in each cell. In
addition, by some more complex methods, such as measur-
ing the actual capacity and internal resistance of each cell,
it equalizes the DOD of each cell. As a result, each of the
cells will have the same DOD during charging and discharg-
ing, even in conditions of high dispersion in capacity and
internal resistance. This causes each cell of the pack to act
as an average cell. In the example presented in the previ-
ous section, instead of 282 cycles, the pack would last 602
cycles, an increment of more than 100% in the cycle life.
For the same application, the requirement of current though
the equalizer at a discharge of 50 A, over a 100-Ah pack,
would be 6-A drain/source, over the extreme capacity cells
(the ones with bigger and smaller capacity), and a total trans-
ferred power of 350 W (in the entire chain), over the complete
charging/discharging time. In addition to the increment in
cycle time, depending on the internal resistance of each cell,
the equalizer also has the potential to improve the output
power. This requires a detailed analysis of the internal resis-
tance versus DOD, in order to have precise improvement. In
the following analyses of various equalizers, it will be real-
ized that only a few of them are capable of accomplishing this
requirement.

In principle, there exist three basic families of equalizers:
resistive, capacitive, and inductive. Resistive equalizers simply
burn the excess power in higher voltage cells, as depicted in
Fig. 46.18. Consequently, it is the cheapest option and is widely
utilized for laptop batteries. As is obvious, due to inherent heat-
ing problems, resistive equalizers tend to have low equalizing
currents in the range 300–500 mA and work only in the final
stages of charging and flotation.

In contrast, capacitive equalizers use switched capacitors,
as shown in Fig. 46.19, in order to transfer the energy from
the higher voltage cell to the lower voltage cell. It switches
the capacitor from cell to cell, allowing each cell to physically
have the same voltage. Besides, it also depicts higher current

IDisch

Control

− −+ + − +

FIGURE 46.18 Schematic of a typical resistive equalizer.
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FIGURE 46.19 Schematic of a typical capacitive equalizer.

capabilities than a resistive equalizer. At the same time, the
main drawback of capacitive equalizers is that it cannot con-
trol inrush currents, when big differences in cell voltages exist.
In addition, it does not allow any desired voltage difference, for
example, when equalizing DOD.

Finally, inductive or transformer-based equalizers use an
inductor to transfer energy from the higher voltage cell to the
lower voltage cell. In fact, this is the most popular family of
high-end equalizers, and because of its capability to fulfill most
of the needs expressed above, it is explored in more detail in the
following sections.

46.6.2.1 Basic Inductive Equalizer
A basic inductive equalizer is shown in Fig. 46.20. These equal-
izers are relatively straightforward and can transport a large
amount of energy. At the same time, they are also capable
of handling more complex control schemes, such as current
limitation and voltage difference control [26].

In contrast, it takes some additional components to avoid
current ripples from getting into the cell. Typically, this requires
two switches (and control) per cell. Also, due to switch-
ing losses, the distribution of current tends to be highly

Ieq

Ieq

Ieq

Ieq

Control

− + − + − +

FIGURE 46.20 Schematic of a typical inductive equalizer.

concentrated in adjacent cells. Hence, a high-voltage cell will
distribute the current largely among the adjacent cells, instead
of equally in all cells. In this case, the switching scheme could be
replaced by a more complex, global scheme, with the additional
cost of more processing power.

46.6.2.2 Cuk Equalizer
As the name indicates, this is an inductive-capacitive type of
equalizer, primarily based on the Cuk Converter topology. It
shares almost all the characteristics of inductive equalizers, but
it does not suffer from high-current ripples, or cost of addi-
tional power capacitors, or double rated switches. A schematic
of a typical Cuk equalizer is shown in Fig. 46.21.

The Cuk equalizer does incur minor losses due to the series
capacitor, but this is far from a major shortcoming. This equal-
izer also possesses high current and complex control capability,
at the expense of additional processing power.

Ieq Ieq

Control

−

−+

+

FIGURE 46.21 Schematic of a typical Cuk equalizer.

46.6.2.3 Transformer-Based Equalizer
The solutions provided by transformer-based equalizers permit
the right current distribution along all cells. One such popular
arrangement is depicted in Fig. 46.22.

This topology poses an additional issue of a very complex
multi-winding transformer. This transformer is very difficult
to mass produce, because all windings must have the compati-
ble voltages and resistances. Hence, it is not a practical solution
for high-count HEV cell packs, and moreover, it also lacks the
capability of handling complex control algorithms such as cur-
rent and voltage control. An alternative solution is presented in
Fig. 46.23, using separate transformers for each cell.

Control
+− +− +−

FIGURE 46.22 Schematic of a multi-winding transformer equalizer.
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Control
+−

FIGURE 46.23 Schematic of a multiple transformer equalizer.

This solution is modified here, in order to use 1:1 transform-
ers. Although, through this topology, a substantial amount
of redundancy is obtained, only a very small dispersion can
be accepted, with the added risk of experiencing current
imbalance.

46.7 Practical Case Studies

46.7.1 Hybrid Electric and Plug-in Hybrid
Electric Vehicles (HEV/PHEV)

It is an obvious fact that future vehicles are moving toward
more electrification. It is widely agreed that more electric
vehicles will depict major benefits over conventional vehi-
cles in terms of improved performance, less harmful emis-
sions, and higher drive train efficiency. Since the legislation of
strict ultralow-emission standards by California Air Resource
Board (CARB) in 1990, auto industries and research labo-
ratories around the world are pursuing electric and hybrid
electric vehicle research seriously. Motivation of auto man-
ufacturers toward more electric and hybrid electric vehicles
(HEVs) increased in 1993, by declaring the historic partner-
ship program for next generation vehicles (PNGV) between the
big three automakers (GM, Ford, and Chrysler) and the U.S.
government.

Primarily, a hybrid electric vehicle improves total overall
drive train efficiency over a standard drive system by supply-
ing electric energy from an electric energy storage system to
assist the main power source and reusing braking energy that
would otherwise be lost. High-quality energy storage system
(ESS) is one of the most crucial components that affects vehi-
cles’ performance characteristics. The energy storage device
charges, during low-power demands, and discharges, during
high-power demands. Thus, it basically acts as a catalyst for
providing an energy boost. Therefore, the engine ideally oper-
ates at its most efficient speed. Because of this intended opera-
tion, the energy storage device is sometimes referred to as the
load-leveling device.

The most important traits that customers look for in the
vehicles loaded by LLDs are acceleration rate, fuel economy,
level of maintenance, safety, and cost [27]. All these require-
ments need to be supported by an efficient, fast responding,

and high-capacity ESS. Therefore, improved energy storage
devices are a key technology for next generation HEVs.

The introduction of large battery packs in advanced vehi-
cles presents a major shift in how batteries are used; the profile
is truly unique and varies greatly depending on the vehicle
in question. In this section, typical battery load profiles are
investigated in advanced vehicles. Depending on the battery
usage, various battery designs are better suited for the applica-
tion. In some cases, high-power batteries are required, whereas
in other cases, high-energy density batteries are more appro-
priate. A number of simulations were performed to demon-
strate the requirements from the batteries as a function of the
application. The vehicles considered are the following:

• Electric vehicle with a 50- and 100-mile range
• Series HEV
• Parallel HEV
• Series PHEV with a 10-, 20-, and 30-mile all-electric

range

The parameters of the simulated vehicles are given in Table
46.4, power-train specifications in Table 46.5, and the battery
pack parameters in Table 46.6.

TABLE 46.4 Chassis specifications

Parameter Value

Glider mass (kg) 900
Frontal area (m2) 1.8
Coefficient of drag 0.3
Wheel radius (m) 0.3
Rolling resistance coefficient 0.009
Battery capacity (Wh/kg) 60
Battery power density (W/kg) 375

TABLE 46.5 Power-train specifications

Parameter Series HEV and
PHEV

Parallel HEV and
PHEV

EV

E-motor (kW) 75 30 75
Generator (kW) 40 0 0
Engine (kW) 40 45 0

TABLE 46.6 Battery specifications

Vehicle Battery energy
(kWh)

Battery peak
power at
20% DOD (kW)

Battery energy
rating (Ah)

HEV 2.5 15 8
PHEV10 4.8 30 15
PHEV20 7.8 52 25
PHEV30 12 75 40
EV50 13.2 82.5 42
EV100 26.4 172.5 85
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Note that the batteries are sized in accordance to the type of
vehicle and the targeted all-electric range. The battery voltage
was assumed to be 314 V, and the battery capacity was varied
to achieve the total battery capacity required. This is equiva-
lent to connecting strings of batteries in parallel. Battery pack
specifications were chosen to be 60 Wh/kg (energy density) and
375 W/kg (power density). These specifications are well within
what is achievable practically. The energy density is defined
at the 1C rate, and the power is defined by the HPPC test at
20% DOD. The driving cycle is the urban dynamometer driv-
ing schedule (UDDS), representing typical urban driving. The
vehicle is driven over 30 miles (four UDDS cycles), representing
a typical daily commute.

Based on the parameters enlisted in Tables 46.4–46.6, the
vehicles were simulated using the Advanced Vehicle Simulator
(ADVISOR) software. Figure 46.24 shows simulation results
for two electric vehicles with a 50-mile (EV50) and 100-mile
(EV100) electric range. For each vehicle, the battery pack size
was increased until the driving range reached 50 and 100 miles
respectively. Because we are concerned with the battery opera-
tion, we will compare the current outputs out of the batteries,
and the currents are normalized to the battery 1C rate to more
easily compare the relative stresses on the battery. In the case
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FIGURE 46.24 EV50 and EV100 simulation results (from top to bottom): drive cycle, state of charge, EV50 current, normalized to the battery C-rate,
EV100 current, normalized to the battery C-rate.

of EV50, the currents reach a 2C rate quite often, whereas in
the case of EV100, the peak current is about 1C. This stresses
the need for different battery designs for the two vehicles. For
EV50, the designer must chose a battery capable of supplying
and absorbing a 2C rate without affecting battery life. For
EV100, the designer can opt for a very high energy density bat-
tery as only 1C rate will be required. A higher density battery
would in turn extend vehicle range due to the smaller vehicle
mass.

Another issue that has to be considered for EVs and PHEVs is
the recharge time of the battery. If the battery pack is designed
for a maximum current of 1C, it would take over an hour to
charge the battery. This may not be acceptable to the user in
some cases.

In the next test, HEVs are considered, as shown in Fig. 46.25.
Here, three cases are investigated: Parallel HEV, Thermostat
Series HEV, and Load-Following Series HEV. The Parallel HEV
uses the electrical system to assist the engine with vehicle accel-
eration and to propel the vehicle at low speeds where the engine
operation is inefficient. The state of charge of the vehicle is
kept close to the target value of 50%. As the electrical system
is small, the batteries provide a relatively small portion of the
total vehicle power. The batteries supply currents up to 5C, and
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the total energy demand from the battery is also very small.
Therefore, a high specific power battery would be ideal for this
application, and even ultracapacitors may be considered, as the
energy throughput is minimal.

The second case is the thermostat series hybrid. Here, the
internal combustion engine is only operated at its most efficient
point. The internal combustion engine is turned on when the
battery state of charge reaches the minimum allowed (in this
case, 45%) and is turned off when the battery state of charge
reaches the maximum value (in this case, 55%). Such a control
system is very demanding on the battery; in this simulation,
the currents are shuffled at a 10C rate. Therefore, a practical
implementation of this system would require a larger battery
pack to reduce peak currents.

Finally, in the load-following series hybrid, the internal com-
bustion engine tries to follow the road load as closely as possi-
ble, while still optimizing the use of the internal combustion
engine to minimize fuel consumption. In this vehicle, the cur-
rent usage drops as compared to the series thermostat. Note
that the battery use in a fuel cell vehicle would be the same as in

a series hybrid. If the load-following control strategy is imple-
mented, the fuel cell is stressed more as its operating point
changes, while for the thermostat control the battery pack is
stressed more.

Recently, plug-in hybrids have received a great deal of atten-
tion. These vehicles act as a hybrid vehicle, where the battery
pack can be recharged via the grid to supply some all-electric
range. In these vehicles, the battery pack is discharged from a
full charge to some target state of charge, where the vehicle is
then operated as a regular hybrid. In simulations, as shown in
Fig. 46.26, the target SOC is chosen to be 40%, as this value
makes the most of the all-electric range, while ensuring that the
life of the battery pack is not compromised by over-discharge.

Three vehicles are considered in this study, PHEV10,
PHEV20, and PHEV30, which give a 10-, 20-, and 30-mile all-
electric range, respectively. The vehicle of choice is the series
hybrid, as it is capable of all-electric operation, wherein all
of the propulsion power comes from the electric motor. As is
clear, the C-rates are substantial on the PHEV10 and decrease
for PHEV20 and PHEV30. PHEV10 proposes an interesting
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power versus energy density problem, where both the power
and the energy density must be high. In contrast, as the all-
electric range of the vehicle increases, high specific energy is
critical.

46.7.2 Fuel Cells for Automotive and
Renewable Energy Applications

For automotive applications, proton exchange membrane fuel
cells (PEMFCs) appear to be most suitable compared to other
fuel cell technologies, such as alkaline fuel cells (AFC) or solid
oxide fuel cells (SOFC). This is due to the fact that the PEMFC
working conditions at low temperature allow the system to start
up faster than with those technologies using high-temperature
fuel cells. Moreover, the solid state of their electrolyte (no leak-
ages and low corrosion) and their high power density make
PEMFCs extremely convenient for transport applications [28].
PEMFCs also provide a very good tank-to-wheel efficiency
compared to heat engines. At the same time, PEMFCs need a
great deal of auxiliary equipment as shown in Fig. 46.27.

Automotive fuel cell technology continues to make substan-
tial progress. However, fuel cell vehicles (FCVs) have not yet
proven to be commercially viable nor have they been proven
to be efficient. More recently, technological and engineering
advancements have improved, simplified, and even eliminated
components of the fuel cell system. The technical challenges
and objectives for fuel cell systems in transportation applica-
tions have been well highlighted by the U.S. Department of
Energy (DOE). Cost and durability are the major challenges for
fuel cell systems. Air, thermal, and water management for fuel
cells are also key issues. Power density and specific power are
now approaching set targets. However, further improvements
are needed to meet packaging requirements of commercial sys-
tems. The objective, by 2010, is to develop a 60% peak-efficient,
durable, direct hydrogen fuel cell power system (including all
auxiliaries) for transportation at a cost of $45/kW and, by 2015,
at a cost of $30/kW, to become competitive with conventional
internal combustion engine vehicles.

Another critical issue with fuel cells is their start-up times as
well as operating temperatures. More recently developed fuel
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cell systems have been able to start and operate in temperatures
ranging between −40◦C and +40◦C. In these temperature con-
ditions, start-up times of up to 50% of the rated power have
been depicted: 30 s at −20◦C and 5 s at 20◦C. However, the size
and the weight of current fuel cell systems have to be reduced
drastically to meet the automotive compactness requirements,
which apply both for the fuel cell stack and for auxiliary com-
ponents such as the compressor, expander, humidifiers, pumps,
sensors, and hydrogen storage [28]. The power mass density
and the power volume density requirements for the fuel cell
system are 650 W/kg, 650 W/L, and 2000 W/kg or 2000 W/L,
for the stack itself. The transient response of the stack is also a
key issue and depends mainly on the air supply system inertia.
Ideally, the transient response from 10 to 90% of the maximum
power should be less than 1 s.

The hydrogen fuel is stored on-board and is supplied by
a hydrogen production and fuelling infrastructure. For other

applications (such as for distributed stationary power genera-
tion), hydrogen can be fuelled with reformate, produced from
natural gas, liquefied petroleum gas, or renewable liquid fuels.
For portable electronic devices in small equipment, methanol,
and sometimes hydrogen, is the fuel of choice, using microfuel
cell systems.

The objectives of hydrogen storage are the volume,
weight, cost, durability, cycle life, and transient performance.
On-board hydrogen storage solutions are summarized in Fig.
46.28. Some of the popular storage systems include high-
capacity metal hydrides, high-surface area sorbents, chemical
hydrogen storage carriers, low-cost and conformable tanks,
compressed/cryogenic hydrogen tanks, and new materials or
processes, such as conducting polymers, spillover materials,
metal organic frameworks (MOFs), and other nanostructured
materials. In general, there are two principal types of on-
board storage systems. (1) On-board reversible systems, which
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can be refueled on-board the vehicle from a hydrogen sup-
ply at the fueling station. Compressed/cryogenic tanks, some
of the metal hydrides, and high-surface area sorbents repre-
sent these solutions. (2) Regenerative off-board systems, which
involve materials that are not easily refilled with hydrogen,
while on-board the vehicle. These solutions include chemical
hydrogen storage materials and some metal hydrides, where
temperature, pressure, kinetics, and/or energy requirements
are such that the processes must be conducted off-board the
vehicle [28].

A majority of FCVs that are being proposed more recently
use 350-bar hydrogen tanks, which have system gravimetric
and volumetric capacities of 2.8–3.8% weight and 17–18 g/L,
respectively. Cryo-compressed hydrogen and liquid hydrogen
systems are also fast approaching U.S. DOE targets, as shown in
Fig. 46.28. However, these solutions are still not affordable for
mass production, as other requirements such as cost, hydro-
gen charging/discharging rates, and durability are also key
issues for hydrogen storage. Liquid hydrogen storage is being
demonstrated as workable, but with limitations. It provides
both higher gravimetric and volumetric density advantages
over compressed gas storage, but depicts issues with boil off
and dealing with cryogenic liquids. Hence, it is not likely to be
widely accepted by automobile manufacturers.

A more practical application for fuel cells is distributed gen-
eration (DG) power plants. The popular choices for DG are
Phosphoric Acid FC, Molten Carbonate FC, Solid Oxide FC,
and the Proton Exchange Membrane FC. Their applications in
DG are briefly discussed here.

46.7.2.1 Phosphoric Acid Fuel Cell (PAFC)
Typically, PAFC units of the order 250–300 kW are avail-
able for commercial cogeneration, and more than 150 of
such units are in operation worldwide. The typical efficien-
cies of such units are 40–50%, and the cost of production of

power is approximately $4200/kW, which is beyond the eco-
nomic margin unless a financial benefit can be demonstrated
from the PAFC’s emissions, power quality, and reliability
merits [29].

46.7.2.2 Molten Carbonate Fuel Cell (MCFC)
MCFC operates at higher temperatures, of the order of 600◦C,
and was initially marketed for 1- to 5-MW plant applications.
This system has a much higher efficiency compared to PAFCs
with values reaching as high as 50%. The MCFC-based systems
are typically rated at around 200 MW and exhibit an efficiency
of about 75%. Upon further research, the MCFC’s cost of
power production is estimated to be as low as $1000/kW [29].
A hybrid MCFC/turbine cycle for maximizing the efficiency is
shown in Fig. 46.29.

In such a system, about 70% of the power is produced by fuel
cell and about 15% comes from the gas turbine generator.

Gas
turbine

Steam
cycle

ExhaustNatural gas

Air

Molten
carbonate

fuel cell stack

FIGURE 46.29 An MCFC-hybrid power cycle.

46.7.2.3 Solid Oxide Fuel Cell (SOFC)
Comparatively speaking, a 100-kW MCFC system uses about
100–110 cells in stacks, whereas a similarly rated SOFC system
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would use about 1150 cells [29]. An example of a SOFC-based
cogeneration plant is shown in Fig. 46.30.

Here, pressurized air and fuel are the inputs to the SOFC
because pressurized SOFC is being preferred for cogenera-
tion purposes. The exhaust quality obtained by these units
is comparatively higher. The hybrid fuel cell system, using a
pressurized fuel cell, combined with the use of gas turbines,
provides high efficiency and low emissions. A higher efficiency
is gained by using the thermal exhaust from the fuel cell to
power a noncombusting gas turbine.

46.7.2.4 Proton Exchange Membrane Fuel Cell
(PEMFC)

This technology has attracted the attention of most utility
companies as it has produced extremely low-cost power com-
pared to other fuel cells. The cost of power production in
PEMFC-based automobiles is as low as $100–$150/kW, which
provides a competitive potential for stationary power produc-
tion. It is expected that a successful market for PEMFC will
have a significant impact on power generation because it could
shift the primary role of the present-day grid to back up and
peaking power [29]. In addition, PEMFCs find applications in
cogeneration, in providing premium power, and in households.

It is apparent that several fuel cell types have strong poten-
tials for entering the DG market. They can basically provide
cost-effective cogeneration, grid support, and asset manage-
ment. Also, long-term plans for fuel cell are underway with
advanced designs for combined-cycle plants, which could even-
tually compete for a share of the DG market.

46.7.3 Fuel-Cell-Based Hybrid DG Systems

Individual fuel cell units ranging from 3 to 250 kW can be used
in conjunction with high-speed microturbines, for high-power
DG applications. The other popular DG technology is the PV
power generation system, which is suited to provide up to
250 kW of power. These topologies are discussed in detail here.

46.7.3.1 Fuel Cell/Microturbine Hybrid DG System
Emission specification for the pressurized SOFC design is less
than 1.0 ppm (parts per million) NOx and almost zero level
of SOx. Another unique advantage of this unit is that a small
percentage (about 15%) of fuel is wasted. The exhaust ther-
mal energy is used to drive the microturbine. The hot exhaust
from the plant supplants the microturbine combustor during
the normal steady operation. It must be noted here that micro-
turbine forms no additional pollutants [29]. The SOFC type of
fuel cell is chosen for this application as it operates at the high-
est known temperature among fuel cells, at about 1000◦C, and
can be operated at high pressure. All these features are added
up to provide additional thermal and electrical efficiency for
the hybrid unit.

A diagrammatic representation of such a unit is shown in
Fig. 46.5. Typical rating of such a hybrid system is about
250 kW and efficiencies of greater than 60% are targeted for
the future. An important point to be noted here is that the
fuel cell supplies about 80% of the output power, whereas
the microturbine supplies the remaining 20%. Hence, micro-
turbine functions primarily as a turbocharger for SOFC, with
additional shaft power coming from microturbine for electrical
power generation.

The National Critical Technologies (NCT) panel has iden-
tified fuel cells and microturbines as 2 of 27 key technologies
in the United States for maintaining economic prosperity and
national security. Several utilities facing with the dilemma
of increasing transmission capacity are opting for DG tech-
nology. Such efficient packages of about 250-kW size could
avoid the need to increase transmission capacity for years
to come.

46.7.3.2 Fuel Cell/Photovoltaic (PV) Hybrid DG
System

Fuel cells are attractive options for intermittent sources of
generation such as PV, because of their high efficiency, fast
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response to loads, modularity, and fuel flexibility. Such a system
is able to smoothen the PV problem of intermittent power
generation by utilizing the fast ramping capabilities of fuel
cells. Unlike batteries, which get discharged after a short time
of operation, fuel cells can continuously provide the required
amounts of power as long as the reactants (fuel + air) are sup-
plied. Thus, the quality of power fed to the utility system by the
hybrid system is of improved nature. A simple schematic of a
PV-fuel cell hybrid system is depicted in Fig. 46.31.

Figure 46.31 illustrates a grid-connected PV-fuel cell power
plant including two feedback controllers, which basically can
control the power conditioner switches. These power electronic
switches, in turn, control the maximum power point and active
and reactive power flows. In Fig. 46.31, the hybrid system con-
sists of a PV array, a fuel cell stack, a reformer for purifying the
hydrocarbon-based fuel, and power conditioners, which con-
sist of dc–dc and dc–ac power electronic converters. The PV
generator operates independently and is controlled to produce
maximum available solar power. The fuel cell generating system
is used as a supplement to this PV system to meet the system’s
power demand [29].

The PV array in Fig. 46.31 is made up of 80–100 series-
connected and 450–500 parallel-connected solar modules,
which produces 1.5–2 MW of power at 1400 V. In contrast, the
fuel cell system made up of a PAFC unit generates about 2 MW
and satisfies the system’s demand for active and reactive power.
Such a combination of fuel cells with PV arrays proves to be
feasible for solving the inherent problems of standalone PV
systems. Furthermore, because conventional fossil fuel energy
sources are diminishing at a fast rate, such energy sources are
attracting even more attention from utility companies. Much
research is being devoted to such hybrid systems to bring down
their O&M costs and render them favorable over conventional
gas turbines and diesel engines.

46.8 Conclusions

This chapter dealt with the electrical characteristics and model-
ing techniques of major types of renewable energy systems and
competent energy storage devices, namely batteries, fuel cells,
PV cells, ultracapacitors, and flywheels. The introduced mod-
els can easily be simulated and validated for their performance
by running a simple computer simulation. In addition, this
chapter summarized the various up-and-coming applications
for renewable energy systems and storage devices, thus mak-
ing their modeling and simulation studies worthwhile. Future
research and development work includes hardware-in-the-loop
(HIL) implementation of the various topologies with novel
control strategies for hybrid energy storage systems.
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47.1 Elements of Power System

The growth of electricity production and usage in the world is
at an all time high. It is the fastest growing form of end-use
energy worldwide. The world net electricity generation in the
year 2006 is estimated at 18 trillion kWh. It is forecasted to be
23.2 trillion kWh in the year 2015, and 31.8 trillion in the year
2030 [1]. Electricity production from fossil fuels raises concern
on climate change and hence alternative energy sources such
as solar, geothermal, wind, wave, tidal, and biomass are being
developed rapidly around the world.

Modern electric power system consists of complex intercon-
nected network of components generally divided into gener-
ation, transmission, distribution, and load. The invention of
the transformer at the end of the nineteenth century enables
electrical energy to be transmitted at higher voltages and hence
higher capacity. In this chapter, the components that make up
the modern power system are briefly reviewed, namely gen-
erators, transformers, and transmission line. The chapter will
focus on the transmission of electric power and how to opti-
mize its power transfer capability. The chapter will also discuss

the phenomena of overvoltages and the insulation requirement
of transmission lines. The use of power electronics in electric
power transmission is covered in other Chapters 31 and 32
respectively such as High Voltage Direct Current (HVDC)
system and Flexible AC Transmission System (FACTS).

47.2 Generators and Transformers

Generators are the starting point in a power system where
electricity is generated. The most commonly used type of gen-
erator is the synchronous generator, driven by a prime mover.
In a thermal power station, the prime mover is powered by
steam turbines using coal, gas, nuclear, or oil as the fuel. Steam
turbines usually operate at high speed to optimize its power
output. For a 60 Hz system, the speed of rotation is 3600 rpm
(two-pole machine) or 1800 rpm (four-pole machine). For a
50 Hz system, the speed of rotation is 3000 (two-pole machine)
or 1500 rpm (four-pole machine). Hydro power station uses
the potential energy of water to power the hydraulic turbines.
The hydraulic turbines usually operate at relatively low speed,
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FIGURE 47.1 Illustration of the basic components of a power system.

coupled to generators with salient type rotor with many poles.
In power generating stations, the electrical power is generated
at high voltages typically between 10 and 30 kV while the size
of the generators varies from 50 to 1500 MW.

A synchronous generator produces alternating current in the
armature winding (usually a three-phase winding on the sta-
tor) with dc excitation supplied to the field winding (usually on
the rotor). The per-phase equivalent circuit of a synchronous
generator is shown below where the armature voltage, Va, can
be written as

Va = RaIa + jXsIa + Eaf

Where

Va is the armature voltage;
Ra is the armature resistance;
Ia is the armature current;
Xs is the synchronous reactance;
Eaf is the internal generated voltage.

The open-circuit characteristic (occ) of a synchronous gen-
erator as shown below represents the relationship between the
field current If and the internal generated voltage Eaf. Note that
with the armature winding open-circuited, the armature volt-
age Va is equal to the internal generated voltage Eaf. As the
field current If is increased from zero, the armature voltage Va

increases linearly. Near the rated voltage, the saturation effect
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FIGURE 47.2 Equivalent circuit of a synchronous generator.

is clearly seen with the departure of the occ from the straight
line (air-gap line).

Another characteristic of the synchronous generator is illus-
trated by the V curve shown in Fig. 47.4. For a constant
real-power loading, the field current and hence excitation can
be adjusted to vary the reactive power VAr generated, hence
power factor (p.f).

The voltage output of the generator is transformed to a
higher voltage before transmitting the power over a long dis-
tance to reduce the transmission losses, I2R losses. Transform-
ers are used to step up or step down the voltage.

Transmission system voltages vary from country to country.
For example, in Britain they are 400 and 275 kV, in the U.S.A
they are 765, 500, and 345 kV, while in Malaysia they are 500
and 275 kV. The subtransmission network is at 115 KV in the
U.S.A, while it is 132 kV in Britain and Malaysia. This network
in turn supplies the distribution network to the customers in
a given area. In Britain and Malaysia, the distribution net-
work operates at 33 and 11 kV supplying the customer’s feeders
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FIGURE 47.3 Open-circuit characteristic (occ) of a synchronous
generator.
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FIGURE 47.4 A typical V curve of a synchronous generator.

at 400 V three-phase, 230 V per phase. Transformer used
in the power system ranges from small 500 kVA distribution
transformers to 1000 MVA supergrid transformers.

Detailed theoretical analysis of transformers has been cov-
ered in numerous textbooks. It is suffice to show here the
equivalent circuit of a transformer to appreciate its electrical
circuit representation. The component Rc represents the core
losses that consist of eddy current losses and hysteresis losses,

FIGURE 47.5 Transmission lines out of Connaught Bridge Power Station, Malaysia.

while the component Xm represents the flow of the magneti-
zation current. Core losses also known as no-load losses are
essentially the power required to energize the core. It depends
primarily on the voltage and frequency and does not vary
much with system operation variations. On the other hand, Req

and Xeq represent the primary and secondary winding of the
transformer where the load losses originate. Load losses con-
sist of the I2R losses mainly in the windings and stray losses
that include winding eddy losses and the effect of leakage flux
entering internal metallic structures.

47.3 Transmission Line

The bulk transfer of electrical energy from generating power
plants to substations located near population centers is
achieved through high-voltage transmission lines. Intercon-
nected transmission lines are referred to as high-voltage trans-
mission networks. Electricity is transmitted at high voltage
to reduce the energy lost in long distance transmission. It is
important to understand the characteristic of the important
component, which is the conductor, to appreciate the limiting
factors to the power transfer capability of the transmission line.
The power transfer can then be optimized using latest sensor
and communication technology.

The conductor is one of the major components of a trans-
mission line design. It is essential that the most appropriate
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FIGURE 47.6 Equivalent circuit representation of a transformer from a comprehensive representation to most simplified.

conductor type and size be selected for optimum operat-
ing efficiency. There are four common types of conductors
used for many years in electric utilities: (i) all-aluminum
conductor, AAC, (ii) aluminum conductor steel-reinforced,
ACSR, (iii) aluminum conductor alloy-reinforced, ACAR, and
(iv) all-aluminum alloy conductor, AAAC. Regardless of the
type of metal used in the make-up of the conductor, the strands
are always round and have a concentric lay.

47.3.1 Aluminum Conductor Steel-Reinforced,
ACSR

Electric utility companies have utilized ACSR as a common
choice of conductor in transmission lines for many years. ACSR
is used extensively on long spans as both ground and phase
conductors because of its high mechanical strength-to-weight
ratio and good current-carrying capacity. ACSR consists of
solid or stranded coated steel core surrounded by one or more
layers of 1350-H19 aluminum. Because of the presence of the
1350 aluminum in the construction, ACSR has equivalent or
higher thermal ratings to equivalent sizes of AAC [8].

The cross-section area of ACSR is specified according to the
cross-sectional area of aluminum to be contained in the con-
struction. For example, a 428 mm2 – 54/7 ACSR has 428 mm2

of aluminum, the equivalent aluminum area content of
428 mm2 AAC. The steel content of ACSR typically ranges
from 11 to 18% by weight for the conductor stranding of 18/1,
45/7, 72/7, or 84/19. However, it can vary up to 40% depend-
ing on the desired tensile strength. It is desirable for ground
wires in extra long spans crossing rivers, for example, to have
a stranding of 8/1, 12/7, or 16/19, giving them higher tensile

strength. Figure 47.8 shows the standard stranding of ACSR
[6].

The high tensile strength combined with the good conduc-
tivity gives ACSR several advantages such as:

• The high tensile strength of ACSR allows it to be installed
in areas subject to extreme wind loading.

• Because of the presence of the steel core, lines designed
with ACSR elongate less than other standard conductors,
yielding less sag at a given tension. Therefore, the maxi-
mum allowable conductor temperature can be increased
to allow a higher thermal rating when replacing other
standard conductors with ACSR.

• ACSR is less likely to be broken by falling tree limbs.

47.4 Factors That Limit Power Transfer
in Transmission Line

Factors that limit the power transfer are voltage drop, voltage
stability, and thermal rating. For short transmission line, which
is approximately less than 80 km, the power transfer is lim-
ited by the thermal rating. The thermal rating is limited by the
maximum operating temperature of the conductor. This maxi-
mum operating temperature is limited by the maximum line
sag limit and maximum allowable operating temperature of the
conductor material.

47.4.1 Static and Dynamic Thermal Rating

Static thermal rating of the overhead transmission line is a fix
rating in terms of current carrying capacity. It is a conservative
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FIGURE 47.7 Steel lattice structure of a transmission line tower.

rating where worse case weather for contributing for maximum
heat onto the conductor is assumed.

Dynamic thermal rating of the overhead transmission line
is a time dependence rating where the actual weather and
loading of the conductor are measured and the thermal rating
is calculated in real time.

47.4.2 Thermal Rating

Bare overhead conductor is normally exposed to environment
when it is in service. Due to this reason, the conductor tem-
perature is normally influenced by weather condition as well as
the electrical current loading of the conductor. In thermal rat-
ing calculation, meteorological parameters such as wind speed
and direction, solar radiation and ambient temperature are
required for the calculation where the calculation is based on
heat balance energy equation; in steady-state condition, the
conductor heat gain is equal to the heat loss (no heat energy
is stored in the conductor). The mathematical representation
of the heat balance energy equation as in equation (47.1) and
by reorganizing the equation as in equation (47.2), the ther-
mal rating can be calculated [2]. The heating elements are solar
radiation and internal heating by the electrical current flow
through the conductor resistance or ohmic loss (I2R). The heat
loss is due to convection and radiation.

qc + qr = qs + I2 · R(Tc) (47.1)

Irating =
√

qc + qr − qs

R
(47.2)

where

qs Heat input due to solar, W/m

I2R(Tc) Heat input due to line current (R is a function of
conductor temperature)

qc Heat output due to convection (a function of wind, air temper-
ature, conductor temperature), W/m

qr Heat output due to radiation (a function of wind, air tempera-
ture, conductor temperature), W/m

47.4.3 Convection Heat Loss

Convection heat loss calculation can be grouped into natural
convection and forced convection. The natural convection heat
loss, qcn, is calculated in the condition where there is no wind.
This happens in all thermal systems where there is a thermal
gradient. Heat will migrate from the hotter region to the cooler
region until the temperature is uniform across the entire sys-
tem. The natural convection heat loss (watt per unit length,
W/m) for the bare stranded overhead conductor is a function
of air density, ρf, conductor diameter, D, and temperature dif-
ferent between conductor and ambient, (Tc − Ta) as given by
equation (47.3) [2]

qcn = 0.0205ρ0.5
f D0.75(Tc − Ta)1.25 (47.3)

In conditions where there is wind, wind blowing against the
bare overhead conductor introduces cooling effect where the
heat from the conductor will be transferred over the tempera-
ture gradient, from high to low, to the moving air, this is called
forced convection heat loss. There are two equations used in the
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FIGURE 47.8 Standard stranding of ACSR conductor.

calculation for the forced convection heat loss. One is used for
low wind speed, qc1, and another for high wind speed, qc2 [2].
The reason that there are two similar, yet independent, equa-
tions is because the corrections factors incorporated into the
equations are proprietary to a certain band of conditions. The
equation (47.4) is for low wind speed and the equation (47.5)
is for high wind speed.

qc1=
[
1.01 + 0.0372

(
DρfVw

μf

)0.52

· kf · kangle · (Tc − Ta)

]
W/m

(47.4)

qc2 =
[
0.0119

(
DρfVw

μf

)0.6

· kf · kangle · (Tc − Ta)

]
W/m

(47.5)

Where air density, ρf, air viscosity, μf, and coefficient of ther-
mal conductivity of air, kf, are calculated using equation (47.8),
(47.9), and (47.10), respectively at Tfilm where

Tfilm = Tc + Ta

2
(47.6)

At any wind speed, the highest of the two calculated forced
convection heat loss rates is used. The angle at which the wind
is blowing relative to the conductor’s axis is also considered.
The convective heat loss rate is multiplied by the wind direction
factor, Kangle, where φ is the angle between the wind direction
and the conductor axis. This modifying factor is used to create a
modified forced convective heat loss value. The maximum heat
loss will occur when the wind is perfectly perpendicular. The
wind direction factor is calculated using equation (47.7)

Kangle = 1.194 − cos(φ) + 0.194 cos(2φ) + 0.368 sin(2φ)

(47.7)

ρf = 1.293 − 1.525 × 10−4He + 6.379 × 10−9H2
e

1 + 0.00367Tfilm
kg/m3

(47.8)

μf = 1.458 × 10−6(Tfilm + 273)1.5

Tfilm + 383.4
Pa.s (47.9)

kf = 2.424 × 10−2 + 7.477 × 10−5Tfilm

− 4.407 × 10−9T2
film W/m◦C (47.10)

47.4.4 Radiative Heat Loss

Radiative heat loss is usually a small fraction of the total
heat loss. It is depending on conductor diameter, D, emisiv-
ity, ε, conductor temperature, Tc, and ambient temperature,
Ta, as given by equation (47.11) [2]. If the ambient temper-
ature is kept constant, e.g., at 28◦C, the radiative heat loss
increases exponentially with conductor temperature as shown
in Fig. 47.9. Emissivity, ε, is dependent on the conductor sur-
face and varies from 0.27 for new stranded conductor to 0.95
for industrial weathered conductors [3]. It is equal to the ratio
of the heat radiated by the conductor and to the heat radiated
by a perfect black body of the same shape and orientation. Typ-
ical values for new bare overhead conductor are between 0.2
and 0.3. The solar emissivity of a new bare overhead conduc-
tor increases with age. A typical value for a conductor that has
been in use for more than 5 (in industrial environments) to 20
years (in rural clean environments) is 0.7. A value of 0.5 is used
if nothing is known about the conductor emissivity [2].

qr = 0.0178Dε

[(
Tc + 273

100

)4

−
(

Ta + 273

100

)4
]

W/m

(47.11)
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Radiative heat loss W/m vary with conductor temperature (at 28°C ambient)
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FIGURE 47.9 Radiative heat loss (W/m) as function of conductor temperature.

47.4.5 Solar Heat Gain

The solar heat gain, qs, depends on the conductor diame-
ter, D, absorptivity, α, and global solar radiation, S, as given
by equation (47.12)

qs = αSD (47.12)

The conductor solar absorptivity, α, is a number that varies
between 0.27 for bright stranded aluminum conductor and
0.95 for weathered conductor in industrial environment. It is
equal to the ratio of the solar heat absorbed by the conduc-
tor to the solar heat absorbed by a perfect black body of the
same shape orientation. Typical values for new conductor are
between 0.2 and 0.3. The solar absorptivity of an overhead
conductor increases with age. A typical value for a conductor
that has been in use for more than 5 (in industrial environ-
ments) to 20 years (in rural clean environment) is 0.9. A value
of 0.5 is often used if nothing is known about the conductor
absorptivity [2].

47.4.6 Ohmic Losses (I2R(Tc)) Heat Gain

The ohmic loss of the bare overhead conductor is depending
on the amount of current flows and conductor electrical resis-
tance whereas the conductor electrical resistance is depending
on conductor temperature. For all bare overhead conductors,
controlled lab tests have been carried out; high and low tem-
perature and electrical resistance values have been established.
This is then published as a guide for electric utilities to use as
a reference in their estimation of their system’s performance.

As upper and lower limits have been defined, it is merely a
matter of interpolation to obtain values between the given
temperatures. For values outside the envelope, extrapolation
can be readily used to obtain the result with reasonable accu-
racy. For example, lab tests conducted for 1350 H19 aluminum
shows that for entry resistance values at temperatures of 25 and
75◦C the errors are negligible [7]. For entry resistance values
at temperatures of 25 and 175◦C, the errors are approximately
3% too low at 500◦C but 0.5% too high at 75◦C. It is concluded
that the use of resistance data for temperature of 25 and 75◦C
is adequate for rough calculation of steady-state and transient
thermal rating for conductor temperature up to 175◦C. The
formula that is used to obtain the resistance of the conduc-
tor, per unit length, based on the established lab test results are
given in equation (47.13)

R(Tc) =
[

R
(
THigh

)− R(TLow)

THigh − TLow

]
· (Tc − TLow)+ R(TLow)

(47.13)

47.5 Effect of Temperature on Conductor
Sag or Tension

47.5.1 Conductor Temperature and
Sag Relationship

The relationship of the sag to the temperature of a homogenous
conductor is almost linear. A third-degree equation gives a very
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FIGURE 47.10 Catenary sag model – level span [4,5].

close approximation of the temperature as a function of the sag,
equation (47.14) [5]

Temperature = T0 + A(S − S0) + B(S − S0)2 + C(S − S0)3

(47.14)

The line sag can be determined from the measured tension
or direct measured ground clearance. For practical purposes,
the sag can be considered to be inversely proportional to the
tension in most spans. For a higher degree of accuracy, the
sag/tension relationship can be determined to any desired
degree of accuracy based on catenary equations. For level con-
ductor spans as in Fig. 47.10, the low point is in the center of
the total sag, D given by equation (47.15).

D = H

w

[
cos h
( ws

2H

)
− 1
]

(47.15)

The horizontal component of tension, H , is located at the
point in the span where the conductor slope is horizontal, or
at the midpoint for level spans. The conductor tension, T , is
found at the ends of the spans at the point of attachment and
is calculated using the equation (47.16) and it corresponds to a
conductor length, L, given by equation (47.17).

T = H + wD (47.16)

L =
(

2H

w

)
sin h

(
Sw

2H

)
(47.17)

Equation (47.17) describes the behavior of ideal (with per-
fectly elastic stress and strain characteristics) concentric-lay
stranded conductors [7]. The actual conductors such as ACSR
conductors exhibit nonlinear behavior when loaded from ini-
tial tension to some final value due to wind or temperature
loading. Permanent elongation from creep and heavy loading
also affects the resulting sag. Also, high-temperature operations

result in thermal elongation of the steel and aluminum strands,
thus affecting sag. Therefore, in order to calculate the correct
sag, it is necessary to separate the effects of conductor elon-
gation due to tensile loading as well as thermal loading. This
process requires an iterative procedure in which the mathemat-
ical formulas describing the conductor elongation caused by
the temperature change are solved simultaneously with the ten-
sion and conductor length relationship. To calculate the change
in length due to temperature loading equation (47.18) is
used.

LT = LTREF [1 + αAS(T − TrRef)] (47.18)

Where

LT = Final length of conductor

LTREF = Reference length of the conductor

αAS = Coefficient of linear thermal elongation
for AL/SW strands, given in Table 47.1

(T − TrRef) = Change in temperature

For inclined spans, the length of the conductor between the
supports is divided into two separate sections as in Fig. 47.11.
The same equation in (47.15) can be used for the calculation of
the height of the conductor. In each part of the span, the sag is
dependent upon the vertical distance between support points
and can be described by equation (47.19) and (47.20) [5].

DR = D

(
1 − h

4D

)2

(47.19)

DL = D

(
1 + h

4D

)2

(47.20)

Most of the sag and tension calculations are typically per-

formed with line rating software, e.g., PLS-CADD
TM

software
from Power Line Systems Inc., USA. To demonstrate the
process on how sags and tensions occur for overhead line,
simplified sag calculations and conductor length can be done

TABLE 47.1 Coefficients of thermal
expansion for bare stranded conductors [4]

Conductor α (per degree C)

AAC 23.0 × 10−6

36/1 ACSR 22.0 × 10−6

18/1 ACSR 21.1 × 10−6

45/7 ACSR 20.7 × 10−6

54/7 ACSR 19.5 × 10−6

26/1 ACSR 18.9 × 10−6

30/7 or 30/19 ACSR 17.5 × 10−6
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FIGURE 47.11 Catenary sag model – inclined span [4,5].

by using equations (47.21) and (47.22), respectively [7].

D = H

w

[
cos h
( ws

2H

)
− 1
]

≈ wS

8H
(47.21)

L =
(

2H

w

)
sin h

(
Sw

2H

)
≈ S + 8D2

3S
(47.22)

The example of the relationship between conductor tem-
perature and conductor sag can be describe by the following
example [4]:

A transmission line with ACSR conductor 795 kcmil
(405 mm2) and a 1000 ft level span. The conductor weight per
unit length is 1.094 lbs/ft (1.6 kg/m), ambient temperature is
77◦F (25◦C) and horizontal tension component, H, is 25% of
the ultimate tension strength (31,500 lbs)

H = 0.25 × 31,500 lbs = 7875 lbs(35,196 N)

Conductor sag, D, is calculated by using equation (47.21).

D = wS2

8H
= 1.094(1000)2

(8) 7875
= 17.37 ft(5.29 m)

Conductor length, L is calculated by using equation (47.22).

L = S + 8D2

3S
= 1000 + 8(17.37)2

3(1000)
= 1000.8 ft(305.05 m)

Equation (47.18) is used to calculate the conductor length
when the conductor temperature increase from ambient to
50◦C (122◦F) and then to 150◦C (302◦F). The coefficient of

linear thermal expansion is 10.7 × 10−6/◦F.

LT = LTREF [1 + αAS(T − TrRef)]

L(122) = 1000.80
[
1 + 10.7 × 10−6(122 − 77)

]
= 1001.28 ft(305.2 m)

L(302) = 1000.80
[
1 + 10.7 × 10−6(302 − 77)

]
= 1003.21 ft(305.8 m)

The conductor sag is calculated by rearranging equa-
tion (47.22)

D =
√

3S(L − S)

8

D(122) =
√

3(1000)(1.28)

8
= 21.9 ft(6.68 m)

D(302) =
√

3(1000)(3.21)

8
= 34.7 ft(10.58 m)

The relationship of the conductor temperature and the conduc-
tor sag for the above example can be summarized in Table 47.2.

The conductor temperature corresponds to the measured sag
given by equation (47.14), since the current conductor temper-
ature is known, the dynamic thermal rating for the maximum
conductor temperature for example at 75◦C can be calculated
by using equation (47.2).

From the known conductor temperature, the value of qr

can be calculated by the thermal rating equation (47.11). The
value of qs can be calculated by equation (47.12), the conduc-
tor resistance at the known temperature can be calculated by
equation (47.13). By rearranging the thermal balance equation
and with the known value of conductor current the convective
heat loss qc can be calculated using equation (47.23).

qc = I2R(t) + qs − qr (47.23)

From the known value of qc the equivalent perpendicular
wind speed can be calculated by equation (47.4) or (47.5).
Assuming the equivalent perpendicular wind speed is con-
stant then the thermal rating at the maximum conductor
temperature can be calculated.

TABLE 47.2 Relationship between conductor
temperature and conductor sag for the ACSR con-
ductor 405 mm2 for a 1000 ft level span [7]

Conductor temperature (◦C) Conductor sag, D (m)

25 5.29
50 6.68

150 10.58
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47.6 Standard and Guidelines on
Thermal Rating Calculation

Reference standard for thermal rating calculation is published
by IEEE, the first standard is IEEE Std 738-1993, IEEE Stan-
dard for Calculation of Bare Overhead Conductor Temperature
and Ampacity Under Steady-State Conditions. Later the new
revision of this standard is published; IEEE Std 738-2006.
The revised standard has additional information that addresses
fault current and transient rating calculation, SI units were
used throughout, the solar heating calculation was extensively
revised to cater for most part of the world instead of only 20◦
North and above in the first standard IEEE Std 738-1993. The
IEEE standard presents a method of calculating the current–
temperature relationship of overhead lines given the weather
conditions. The heat balance energy equation used for thermal
rating calculation is described in details in this standard. The
equation relating electrical current to conductor temperature
described in this standard can be used in two ways:

• To calculate the conductor temperature when the electri-
cal current is known.

• To calculate the current that yields a given maximum
allowable conductor temperature.

Another guidelines on thermal rating calculation were devel-
oped by CIGRE working group WG 22.12, published in Electra
No. 144 in October 1992, The Thermal Behavior of Over-
head Conductors, Sections 1 and 2: Mathematical model for
evaluation of conductor temperature in the steady state and
the application thereof. And another one published in Electra
No. 174 in October 1997, The Thermal Behavior of Over-
head Conductors, Section 3: Mathematical model for evalua-
tion of conductor temperature in the unsteady state. In these
guidelines, the heat balance energy equation is discussed in
more details compared to in IEEE standard where other addi-
tion elements are added in the heat balance energy equation
such as magnetic heating, corona heating, and evaporating
cooling.

47.7 Optimizing Power Transmission
Capacity

47.7.1 Overview of Dynamic Thermal Current
Rating of Transmission Line

Real-time thermal rating methods can be classified into two
basic types: weather model (WM) and conductor tempera-
ture model (CTM) [2]. The difference between the two models
is the method by which the conductor convective heat trans-
fer coefficient is calculated. The WM approach calculates the
convective heat transfer coefficient using ambient temperature,
wind speed, and wind direction data together with empirical

expressions for convective heat transfer for air flow past cylin-
drical objects. The CTM computes the convective heat transfer
coefficient directly using the conductor heat balance energy
equation, conductor temperature, air temperature, and con-
ductor current. There are five main dynamic thermal rating
techniques in WM and CTM that is weather monitoring, line
tension monitoring, sag monitoring, line temperature moni-
toring, and conductor replica technique. The most appropri-
ate technique depends upon a particular application and is
based on various issues including accuracy, cost, and ease of
installation [4].

In general, the overview of DTCR system is as shown in
Fig. 47.12. There are three main components that form the
Dynamic Thermal Current Rating (DTCR) system; remote
monitoring station, communication system, and the system
computer. Remote monitoring station gathers information on
the environment in which the transmission lines are located
and also information on the line sag/clearance or tension
or conductor temperature. The remote monitoring station is
normally placed at a critical location along the transmission
line where the wind cooling is minimal or where there is an
increased probability of contact between the conductor and
objects on the ground.

The communication system used in this real-time thermal
rating system can be wireless or wired system. Normally, wire-
less communication system is more suitable for the thermal
rating system compared to wired system due to connectivity
issues and cost. The wireless system is easy to be implemented;
it is robust and suitable for use in the outdoor environment.
Data transfer from the remote monitoring station to the sys-
tem computer can be based on dial-up connection at certain
time intervals.

The system computer normally consists of two software
modules; thermal rating calculation module and thermal rat-
ing display module. It has two primary functions, namely to
process the weather and line clearance data then calculate the
thermal rating of the line and to display the thermal rating in
real-time.

As electrical current in an overhead conductor increases, the
line temperature increases and therefore the line sags. Each
line has a minimum clearance to ground, which must never
be violated for safety reasons. The thermal rating is the maxi-
mum current which results in the line sagging down exactly to
the minimum clearance. Any additional current would result
in too much sag and therefore breaches the safety require-
ment [9].

Communication
system

System
computer

Remote
monitoring station

FIGURE 47.12 Dynamic thermal current rating (DTCR) system block
diagram.
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There are a few methods of transmission line sag monitoring
that has been developed. One of the methods proposed is based
on Global Positioning System (GPS). The method is known as
differential GPS [11]. This mode consists of the use of two GPS
receivers, the base and the rover as shown in Fig. 47.13. The
actual position of the base is known (e.g., by precise surveying)
and compared to the readings received at the same base point.
With the estimated error, the readings obtained at the rover can
be compensated by simple subtraction.

h1 h2

Base station

GPS

GPS
Wireless interface

FIGURE 47.13 Line sag measurement using differential GPS technique [7].

Electronics

Video
unit

Radio

Target

Base station

SCADA/
EMS

Radio

FIGURE 47.14 Line sag measurement using smart camera [12].

Another method to monitor the line sag is by using smart
camera. This method is developed by Electric Power Research
Institute (EPRI), USA, [2]. The system uses an imaging system
to monitor the location of the conductor or a target attached
to it as shown in Fig. 47.14. The imaging system is installed on
either a transmission line structure or any other structure with
a view of the span being monitored. The field of view of the
imaging system remains the same at all time and the location
of the conductor or the target in the view changes as the
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conductor moves up, down, or horizontally. Image processing
technique is used to determine the location of the conductor
or the target attached to the conductor in the cameras field of
view. The search algorithm uses a pre-selected sub-image of the
target and searches the image to determine the most likely loca-
tion of the target in the camera image. The key for the success
of this approach is to have a target with unique features that
cannot be easily found in the background. The change in ver-
tical position of the conductor in the image is directly related
to the change in ground clearance or sag. At the time of instal-
lation, location of the conductor or the target attached to the
conductor in the imaging system’s field of view is calibrated to
the measured ground clearance/sag. Ground clearance or sag
at any later time is obtained from the measured change in loca-
tion of the conductor using calibration constants obtained at
the time of system calibration. The resulting clearance informa-
tion may be made available on a real-time basis using telemetry
and/or logged in a data logger for historical study. An effective
conductor temperature is calculated using sag-tension routines
of line rating software such as PLS-CADD software from Power
Line Systems Inc., USA and the real-time ratings is calculated
using IEEE standard 738 [2].

Tension monitors consist of solar-powered line tension
monitoring system located along the transmission line that
communicate the measured data via spread spectrum radios
to receiving units at substations which are further linked to
the utility’s EMS/SCADA systems. The conductor tension is
measured using load cell installed at the dead-end insulators.
There are also sensors that measure the ambient temperature
and the net radiation at the conductor. All data are transmitted
to the center processor computer for the line thermal rating
calculation. The calibration of the system allows determination
of the conductor temperature based on the measured ten-
sion [8].

Direct measurement of conductor temperature method uses
temperature sensor that is directly attached to the conductor. It
uses solid-state thermoelectric sensors and it is power-up using
line current transformer. The system was developed by Niagra
Mohawk in 1980s and the temperature sensor was called Power
Donut. This method can provide conductor temperature data

Data
logger 

4–20 mA

Laser
distance

measurement
sensor   

FIGURE 47.15 Laser distance measurement sensor installation.

in real-time. Power-Donut has ambient and conductor tem-
perature measurement accuracy of ±2◦C over a range of −40–
125◦C [10]. The advantage of this method is that the user has a
direct measurement of conductor temperature. If the line rat-
ing is intended to limit the loss of conductor strength at high
temperature, then this method is mostly appropriate.

Ground clearance has direct relationship with line sag as
they depend on conductor temperature. Therefore, thermal
rating can also be determined by monitoring the ground clear-
ance. Laser distance measurement sensor can be used to mea-
sure the distance between the transmission line and ground.
The installation of the laser distance measurement sensor must
be at the middle of the span on the ground directly under the
transmission line as shown in Fig. 47.15.

To enable continuous monitoring of the line clearance, the
sensor can be set to operate in automatic mode which will
take measurement continuously for a certain time interval. The
line thermal rating can be calculated based on the conductor
temperature determined by the clearance measurement.

A number of studies have shown that it is possible to cal-
culate the thermal rating of an overhead conductor in a single
span if the weather conditions in the span are known. This can
be done using historical weather data records in order to select
appropriately conservative static ratings or it can be done in
real-time as a basis to dynamically rate the line. By accounting
for variations in span orientation along a transmission line, it
was found that the weather data from a single weather station
as far as 20 miles away could be used to predict the statis-
tical distribution of thermal ratings for that line [3]. For a
real-time monitoring, the dynamic thermal rating of the line
is calculated using real-time value of the line load current and
the weather data. Example of a weather station installation at
the transmission line is shown in Fig. 47.16.

47.7.2 Example of Dynamic Thermal Current
Rating of Transmission Line

The dynamic ratings profile as shown in Fig. 47.17 is based on
DTCR calculations using weather data recorded by a weather
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FIGURE 47.16 Weather monitoring using a weather station for trans-
mission line in Malaysia.

station for one of the transmission line in Malaysia [13]. The
figure shows three curves:
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FIGURE 47.17 Dynamic thermal rating profile of a transmission line in Malaysia.

• Measured load on the line
• Static rating
• Calculated dynamic rating from DTCR software

It is important to note that:

• The dynamic rating is almost always greater than the
static rating

• The measured load is always significantly lower than the
static rating

For statistical representation of the thermal rating, the ther-
mal rating data for certain duration, e.g., 6 months can be
represented using probability density plot. The probability
density plot shows the frequency of the thermal rating in a cer-
tain period of time. It can be used as a guide for operating the
transmission line or revising the static rating. Example of the
probability density plot is shown in Fig. 47.18.

The graphs show that the load is always below the static
rating. Only during emergencies the load would exceed the
normal static rating. The dynamic thermal rating is mostly
20% higher than the static rating which is shown at the tip
of the dynamic thermal rating probability density graph in
Fig. 47.18. This is the available potential extra capacity ready
to be utilized when DTCR system is used to monitor the line
rating.
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47.8 Overvoltages and Insulation
Requirements of Transmission
Lines

The consideration for insulation requirements of transmis-
sion lines are critical because overvoltages can occur as a
result of lightning strokes, switching, faults, load failure, and
others. Overvoltages are transitory phenomena. It is defined as
any transitory voltage between phase and ground or between
phases with a crest value higher than the crest value of
maximum system voltage [14]. These overvoltages are often
expressed in per unit values, with maximum system voltage as
per unit base.

For example, the phase-to-ground per unit overvoltage is

Vpu = VL−G
√

3

Vm
√

2

where Vpu = per unit phase-to-ground overvoltage
VL−G = crest value of phase-to-ground overvoltage

Vm = maximum rms system voltage
This condition can be transient or permanent depending

on its duration. Understanding overvoltage behavior including
power frequency phenomena as well as switching and lightning
surges are important prerequisite conditions in determining
insulation coordination in a power system network.

The overvoltage phenomena are classified into four major
classes as follows [15]:

(a) Power frequency overvoltages (also known as tem-
porary overvoltages) that include ferranti effect, self-
excitation generator, overvoltage of unfaulted phases

due to single-line-to-ground fault and sudden load
failure

(b) Lower frequency harmonic resonant overvoltages that
include lower order frequency resonance and local
area resonant overvoltages

(c) Switching surges that include breaker closing over-
voltages, breaker tripping overvoltages, and switching
surges by line switches

(d) Overvoltages by lightning strikes direct to phase con-
ductors (direct flashover), direct stroke to overhead
shieldwire or to tower structure (back flashover) or
induced flashovers

(e) Overvoltages due to abnormal conditions such as
interrupted ground fault of cable, overvoltages
induced on cable sheath or touching of different
kilovolts line, etc.

In this chapter, the emphasis is given on overvoltages due
to lightning strikes and switching surges as well as tempo-
rary overvoltages that have great impact in the selection of
insulation requirements for transmission lines.

47.8.1 Overvoltage Phenomena by Lightning
Strikes

By definition, lightning is an electrical discharge. It is the high-
current discharges of an electrostatic electricity accumulation
between thundercloud and ground (cloud-to-ground dis-
charges) or within the thundercloud (intracloud discharges).
Other types of discharges such as cloud-to-cloud lightning and
cloud-to-air lightning also exist but not very frequent. The
thunderclouds contain ice crystals which are positively charged
upper portion and water droplets that are negatively charged,
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usually located at lower portion of the thundercloud. The ver-
tical circulation in terms of updrafts and downdrafts due to
height and temperature effects caused disposition of charges
in the thunderclouds.

The mechanism of a lightning stroke is typically explained as
follows. As the negative charges build up in the cloud base, pos-
itive charges are induced on the ground. When the voltage gra-
dient within the cloud build up to the order of 5−10 kV/cm, the
ionized air breaks down and creates an ionized path (leader)
moving from thundercloud to ground. This initial leader pro-
gresses by series of jumps called a stepped leader. As this
stepped leader (or downward leader) nears the ground, the
upward leader (or return stroke) is initiated that meets the
downward leader. This return stroke propagates upward from
the ground to the thundercloud following the same path, at
the speed of 10–30% that of light, which is visible to naked
eye. The current involved may exceed 200 kA and lasting about
100 μs. The second leader called dart leader, may stroke follow-
ing the same path taken by the first leader, about 40 μs later.
The process of dart leader and return stroke can be repeated
several times. The complete process of successive strokes are
called lightning flash.

Lightning surge phenomena can be classified into three dif-
ferent stroke modes: (a) direct strike on phase conductors
(direct flashover), (b) direct strike on shieldwire or tower
structure, and (c) induced strokes.

In the case of direct strike, the lightning current path is
directly from the thundercloud to the line. This will cause the
voltage to rise at stroke termination point, either on one phase
or more phase conductors. The stroke current propagates in
the form of a travelling wave in both directions and raises
potential of the line to the voltage of the downward leader.
Overvoltage may exceed the line-to-ground withstand voltage

Downward
stepped
leader

Return stroke
moves up

the channel

Charge rushes
down the channel

FIGURE 47.19 Cloud-to-ground lightning.

of line insulation and cause insulation failure, if not properly
protected.

In the case of direct strike on shieldwire or tower struc-
ture, a lightning stroke directly strikes the shieldwire or tower
structure. If lightning strikes a tower top, some of the cur-
rent may flow through the shieldwires, and the remaining
current flows through the tower to the earth. For stroke with
average current magnitude and rate of rise, the current may
flow into the ground provided the tower and its footing resis-
tance are low. Otherwise, the lightning current will raise the
tower to a high voltage above the ground, causing flashover
from the tower over the line insulators to one or more phase
conductors.

In induced strokes, lightning strokes terminate at some point
on the Earth at a short distance from a transmission line. This
can be considered as a virtual wire connected to a cloud and an
earth point, and a surge current I(t) flowing along the virtual
wire. This wire has mutual capacitances and mutual induc-
tances across the line conductors and the shieldwires of the
neighborhood transmission lines. In this regard, the capacitive
induced voltages as well as inductive induced voltage appear on
the phase conductors as well as on the shieldwires [15].

The insulation for lines is composed of air and solid dielec-
tric insulators. The geometry of the insulators and their insu-
lation strengths are selected to ensure that if an insulation
failure occurs, the failure will be a flashover in air. This
flashover produces a low impedance path through which 50 Hz
power current will flow. Generally, these arcs are not self-
extinguishing. To interrupt the power fault a protective device
(circuit breaker) operating to de-energize the circuit will be
required. Four types of lightning-caused flashover can occur on
transmission lines: back flashover, shielding failure, induced, or
midspan.

A back flashover event can occur when lightning strikes a
grounded conductor or structure. In this case, a flashover pro-
ceeds backward from tower metal to the insulated conductor.
A lightning stroke, terminating on an overhead ground wire
or shield wire, produces waves of current and voltage that
travel along the shield wire. At the tower/pole, these waves
are reflected back toward the struck point and are transmit-
ted down the tower/pole toward the ground and outward
onto the adjacent shield wires. Riding along with these surge
voltages are other surge voltages coupled onto the phase con-
ductors. These waves continue to be transmitted and reflected
at all points of impedance discontinuity. The surge voltages are
built up at the tower/pole, across the phase-ground insulation,
across the air insulation between phase conductors, and along
the span across the air insulation from the shield wire to the
phase conductor. If this surge voltage exceeds the insulation
strength, flashover occurs. The parameters that affect the line
back flashover rate (BFR) are:

• Ground flash density
• Surge impedances of the shield wires and tower/pole
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• Coupling factors between conductors
• Power frequency voltage
• Tower and line height
• Span length
• Insulation strength
• Footing resistance and soil composition

Sometimes, the design engineer can vary the shield wire
surge impedance and the coupling factors, e.g., using two shield
wires instead of one. Normally, only insulation and footing
impedance can be varied to improve back flashover perfor-
mance. Reducing the footing impedance directly reduces the
voltage stress across the insulator for a given surge current
down the tower.

A shielding failure is defined as a lightning stroke that termi-
nates on a phase conductor. For an unshielded line, all strokes
to the line are shielding failures. For a transmission line with
overhead shield wires, most of the lightning strokes that ter-
minate on the line hit the shield wire and are not considered
shielding failures.

The calculated number of shielding failures for a particu-
lar transmission line model depends on a number of factors,
including the model’s electrogeometric parameters; the stroke
current distribution; and natural shielding from trees, terrain,
or buildings. Not all shielding failures will result in insula-
tor flashover. The critical current is defined as the lightning
stroke current that, injected into the conductor, will result in
flashover. The critical current for a particular transmission line
conductor is calculated by:

Ic = 2 ∗ (CFO)

Z

where CFO is the lightning impulse negative polarity critical
flashover voltage

Z is the conductor surge impedance

Severe transient overvoltage can be induced on overhead
power lines by nearby lightning strikes. On lower voltage distri-
bution power lines, indirect lightning strikes cause the majority
of lightning-related flashovers. Estimation of indirect lightning
effects is crucial for proper protection and insulation coordi-
nation of overhead lines. The problem of induced flashovers
from nearby lightning strikes has received a great deal of
scientific attention in the past 20 years, and the result has
been the development of more accurate estimation models of
lightning-induced overvoltages.

Important points to remember when dealing with induced
flashovers from nearby lightning strokes include:

• Insulator CFO voltages above approximately 400 kV pre-
vent nearly all induced flashovers.

• The presence of an effectively grounded overhead shield
wire or neutral on the line will reduce insulator voltages
by 30–40%, depending on the line configuration.

• Line surge arresters installed every few spans can improve
induced flashover performance for distribution voltage
lines (spacing line arresters in this manner will sel-
dom improve direct stroke lightning performance, only
induced flashovers, and it is not recommended for trans-
mission lines).

Power line flashovers caused by lightning strokes near
midspan are unusual for most line configurations. Midspan
flashovers become more likely when midspan conductor spac-
ing is small, such as on-distribution lines, or when span lengths
are very long (304.8 m or more). The voltage on a conductor
follows the equation presented for a shielding failure. If the
voltage rises to approximately 610 kV/m in the air gap between
conductors, a long, relatively slow breakdown process might
occur that might take many microseconds to complete.

47.8.2 Switching Surges

Switching surges can occur during operation of circuit breaker
and line switch opening (tripping) and closing at the same
substation. In general, switching surges occur in the vicinity
of non-self-restoring insulation equipment such as genera-
tors, transformers, breakers, cables, etc. Overvoltages caused by
switching surges is a concern since they can damage insulation
or cause insulation flashover. Damage and flashovers often lead
to power system outage which is highly undesirable. The ampli-
tude of a typical switching surge is about 1.5 pu with duration
of about one power frequency cycle [16].

47.8.3 Temporary Overvoltage

A temporary overvoltage is an oscillatory phase-to-ground
overvoltage that is of relatively long duration and is undamped
or only weakly damped. These types of overvoltages usually
originate from faults, sudden changes of load, Ferranti effect,
linear resonance, ferroresonance, open conductors, induced
resonance from couples circuits, and others (e.g., backfeeding,
stuck pole). In general, temporary overvoltage has two impor-
tant characteristics: they are determinable and they persist for
many cycles. The magnitudes of these voltages may be calcu-
lated by steady-state analysis, assuming the physical conditions
on the system are known.

47.9 Methods of Controlling
Overvoltages

There are several means for controlling the overvoltages that
occur on transmission system. Overvoltages due to switching
surges can be controlled by modifying the operation of a cir-
cuit breaker or other switching device in various ways. The
overvoltage may be limited to an acceptable level with the
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installation of surge arresters at the specific locations to be pro-
tected. The transmission system may be changed to minimize
the effect of switching operations.

It is clear that if the source of the overvoltage is a random
event such as lightning or fault initiation, the only sure method
of controlling overvoltage will be the use of surge arresters or
similar protective devices. In lightning protection design, two
aspects are important to consider: (i) diversion and shield-
ing, mainly for structural protection that also provides reduc-
tion of electric and magnetic fields within the structure and
(ii) limiting the currents and voltages on electronic, power, and
communication systems through surge protection. For the lat-
ter, the protection must include the control of currents and
voltages from direct strikes to the structure as well as from
lightning-induced current and voltages surges propagating into
the structure from aerial or buried conductors from outside.
Four general types of current- and voltage-limiting technique
are commonly used [17] which are:

(a) Voltage crowbar devices such as gas-tube arresters, sil-
icon controlled rectifiers (SCRs) and triacs that limit
overvoltages to values smaller than operating voltages
and short circuit the current to ground.

(b) Voltage clamps such as metal oxide varistors (MOVs),
Zener diodes and p-n junction transistors. These
solid state nonlinear devices reflect and absorb energy
while clamping the applied voltage across terminals to
30–50% above the system operating voltage.

(c) Circuit filters that are linear circuits that both reflect
and absorb the frequencies contained in the lightning
transient pulses.

(d) Isolating devices such as optical isolators and isolation
transformers that suppress relatively large transients.

Reduction of basic impulse insulation levels of transmis-
sion equipment is possible with the use of surge arresters.
Arresters are primarily used to protect the system insulation
from the effects of lightning. Nowadays, modern arresters can
also control many other system surges that may be caused by
switching or faults. Arresters provide indispensable aid to insu-
lation coordination in electrical power system. It has basically a
nonlinear resistor so that its resistance decreases rapidly as the
voltage across it rises. At the surge ends and the voltage across
the arrester returns to the normal line-to-neutral voltage level,
the resistance becomes high enough to limit the arc current to
a value that can be quenched by the series gap of the arrester.

Surge arresters may be used to control temporary overvolt-
ages, such as due to a fault. It may be able to protect the
equipment for the short time it takes to clear the applica-
ble breakers. Similarly, surge arresters may be used to control
switching surge overvoltages along a transmission line and thus
reduce the length of required insulator strings. For example, the
use of metal oxide arresters at the receiving end of a 280-km
line can reduce the switching overvoltage along the line from a
maximum of 2.2 to 1.8 p.u.

47.10 Insulation Coordination

Insulation coordination is the selection of the insulation
strength [18]. The strength is selected on the basis of some
quantitative or perceived degree of reliability. It is also impor-
tant to know the stress placed on the insulation and methods
to reduce the stress, be it through surge arresters or other
means. There are three different voltage stresses to consider
when determining insulation and electrical clearance require-
ments for the design of high-voltage transmission lines: (i) the
power frequency voltage, (ii) lightning surge, and (iii) switch-
ing surge. In general, lightning surges have the highest value
and the highest rates of voltage rise. Properly done insulation
coordination provides assurance that the insulation used will
withstand all normal discharge and a majority of abnormal
discharges. Several terms used in insulation coordination are
defined as follows.

The Basic Lightning Impulse Insulation Level (BIL), is
defined as the electrical strength of insulation expressed
in terms of the crest value of the “standard lightning
impulse” [18]. The BILs are universally for dry conditions. It
is determined by tests made using impulses of a 1.2/50 μs
waveshape. Several tests are performed and the numbers of
flashovers are noted.

The Basic Lightning Impulse Insulation Level (BSL) is the
electrical strength of insulation expressed in terms of the crest
value of a standard switching impulse. BSLs are universally for
wet conditions.

Withstand Voltage is the highest voltage that the insulation
can withstand without failure or disruptive discharge, under
specified test conditions. It is a common practice to assign a
specific testing waveshape and duration of its application to
each category of overvoltage.

There are two major categories of insulation: external
insulation is the distances in open air or across the surfaces
of solid insulation in contact with open air that is subjected
to dielectric stress and to the effects of the atmosphere. Most
transmission line insulation is external insulation. Internal
insulation is the internal solid, liquid, or gaseous parts of the
insulation of equipment that are protected by the equipment
enclosures from the effects of the atmosphere such as in a trans-
former.

Insulation can also be divided into self-restoring and non-
self-restoring categories. Self-restoring insulation completely
recovers its insulating properties after a disruptive discharge.
Non-self-restoring insulation loses insulation properties or
does not recover completely after a disruptive discharge. Most
external insulation, such as external air gap, is self-restoring
insulation and most internal insulation, such as solid insulation
in a transformer is non-self-restoring insulation. Insulation
failure consequences are different for the different categories.
Failure of non-self-restoring internal insulation is catastrophic
while failure of external self-restoring insulation may only be a
nuisance. Testing may be done after a disruptive discharge for



1374 Ir. Zahrul Faizi bin Hussien, A. A. Rahim and N. Abdullah

self-restoring internal insulation that provides statistical data
for examination.

Insulation coordination involves the following processes:
(i) determination of line insulation, (ii) selection of BIL and
insulation levels of other equipment, and (iii) selection of
lightning arresters. To assist this process, standard insulation
levels are recommended such as in IEC Publication 71.1 “Insu-
lation Coordination Part 1, Definitions, Principles and Rules,”
1993–1912.

Knowledge of the overvoltages that they system will be
exposed may be gained in two general ways: by measurement
on the real system or by analysis on related models. Field mea-
surement on a real system can only be done after the system is
built. Analytical method can be used to determine the mag-
nitude of overvoltages. The transient behavior of a complex
transmission system must be studied through models either
analog or digital. Transient network analyzer is an example
on an analog model. For transmission lines below 345 kV, the
line insulation is determined by lightning flashover rate. At
345 kV, the line insulation may be dictated either by switching
surge or by lightning flashover rate. Above 345 kV, switch-
ing surges become a major factor in flashover considerations.
The probability of flashover due to a switching surge is a func-
tion of the line characteristics and the magnitude of the surges
expected. The number of insulators may be selected to keep the
probability of flashovers due to switching surge very low.

In the design of substation, the maximum switching surge
level used is either the maximum surge that can take place in
the system or the protective level of arresters. In this case, the
insulation coordination in a substation involves the selection
of the minimum arrester rating applicable to withstand the
power frequency voltage and the equipment insulation level to
be protected by arresters.
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Comité International Special des Perturbations

Radioelectriques (CISPR), 1229
Common control techniques, 570
Common mode reactor, 907
Common source level shifters, 554
Communication principles, 504
Commutation, 47, 214, 590, 827, 833, 956

commutation failure (CF) or misfire, 838
electronic commutation, 951
load commutation, 891

Company business cost, 1282
Comparison of CCM shaping techniques, 537
Complementary metal-oxide semiconductor, 1281
Component characteristic map, 1284
Continuous conduction mode (CCM), 193, 251, 527–530
Continuously variable speed systems, 759–760
Control, 771, 777, 778, 780, 1343–1348
Control schemes

current-mode control, 260, 261, 623, 1038, 1054, 1068
hysteretic (or bang-bang) control, 261, 571, 1079, 1088
voltage-mode control, 250, 260, 623, 625

Controllable displacement factor frequency changer, 507
Controller, 718, 727, 728, 734, 736, 737, 755, 799, 800, 955,

959, 1010, 1011, 1013, 1021, 1028, 1262
Controller area network (CAN) IC, 652, 653
Conventional approximator, 1140
Converter arrangements, 4, 5
Converter group selection and blanking circuit, 503
Converters, resonant, soft-switching, 409–451

classification, 411
converter, active-clamp flyback, 425, 428

ZVS-MRC, clamp mode, 425
converters, power width modulated (PWM), 409
DC–AC power inverters, soft-switching, 440–451

control techniques, 636
digital signal processor (DSP), 449
intensity pulse density modulation (IPDM), 441
inverter, quasi-resonant soft-switched, 446–449
inverter, resonant dc link, 442, 443
inverter, resonant dc link, active clamped, 443
inverter, resonant dc link, low voltage stress, 444–446
resonant pole inverter (RPI), 449–451
uninterrupted power supplies (UPS), 442
ZACE concept, 448

electromagnetic interference (EMI), 410
EMI suppression, soft-switching, 438, 439
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extended-period quasi-resonant (EP-QR) converters,
431–438

DC–DC bidirectional flyback converter, 438, 439
DC–DC flyback converter, soft-switched, 438, 439
EP-QR boost type, 431, 433, 435, 436
PFC converter, hard-switched boost type, 431, 435

frequency modulation (FM), 359, 410, 581
high power devices, soft-switching, snubbers, 439, 440

safe operating area (SOA), 439
snubber circuits, Mcmurray, 439–441
snubber, Undeland, 439, 441

ICs, customized control, 410
load resonant converters (LRCS), 425–429

parallel resonant converters (PRCS), 429
series resonant converters (SRC), 425, 429
series-parallel resonant converters (SPRC), 429, 433

multi-resonant converters (MRC), 419–425, 429
constant-frequency multi-resonant (CF-MR), 424, 425
zero-current multi-resonant (ZC-MR), 422
zero-voltage multi-resonant (ZV-MR), 422
ZVS-MRC, buck, 422–424

power switches, 409, 410
quasi-resonant converters (QRC), 412–419, 429

ZCS-QRCs, 412–415
ZVS-QRC, 414

resonant converters, control circuits, 429–431
UCC3895, PWM controller, 431, 435
ZVS-MR forward converter, 431, 434

resonant switch, 411, 412
gate turn-off (GTO), 411
insulated gate bipolar transistor (IGBT), 411
zero current (ZC), 411

switching trajectory, 409, 410
zero-current switching (ZCS), 410, 411
zero-voltage switching (ZVS), 410, 411
ZVS, high frequency, applications, 416–419

clamped voltage, 416
full-bridge (FB), 416, 421
half-bridge (HB), 416, 420
zero voltage transition, 418, 422

ZVT converters, 425, 426
ZVT-PWM, 425, 426

Convertible static converter (CSC), 846, 861, 868, 873, 874
topologies, 873

Correlated color temperature (CCT), 577
Cost, 767, 769, 777, 784, 785
Cost-driven partitioning, 1281
Coupling transformers, 807, 1211–1213, 1216
Cross-over points method, 501, 506
CSI-driven synchronous motor, 938, 942

brushless dc operation of, 939
Cu plated on ceramic (CuPC), 1279
Cuk converter, 250, 256, 529, 540
Current control loops, 638, 835, 942, 961, 962, 989, 1072, 1079

Current distortion limits – subtransmission systems, 1191
Current distortion limits – transmission systems, 1191
Current mode control techniques, 532–535
Current modulator, 1080, 1081, 1206–1208, 1210, 1213
Current rating of active devices, 3, 20, 29, 31, 50, 181, 447,

457, 477, 1238
Current source inverter (CSI), 357, 358, 375–377, 380, 394,

740, 891, 931, 938
carrier-based PWM techniques in CSIs, 359, 376, 463
normalized sampling frequency, 373, 383
selective harmonic elimination (SHE) in three-phase CSIs,

380, 456
space-vector-based modulating techniques in CSIs, 380,

383, 386, 401, 1080, 1156, 1240
square-wave operation of three-phase CSIs, 368, 380, 383

Current-based maximum power point tracker (CMPPT), 716
Cycloconverter, 754, 779, 780, 783, 902, 909, 928, 1184,

1187
application of, 495, 514
circulating current-free mode operation, 500, 501, 503,

504–506, 516
circulating-current mode operation, 499
limitations of, 497
operation with RL load, 498
operation with R-load, 497
principle, 495
single-phase to single-phase, 497
three-phase, 498
three-phase six-pulse, 501
three-phase twelve-pulse, 501

Cycloconverter drive, 928

Darlington pair output stage, 604
Days of autonomy, 719
DC choppers, 250, 251, 262
DC controls, 832, 833, 837, 838
DC link capacitor specifications, 230, 231, 358, 470, 481, 873,

982, 1156
DC motor drives, 266, 895

applications of, 916
converter-dc drive system considerations, 923
converters for, 919
representation and characteristics of, 917

DC ripple reinjection, 218
DC–DC converters, 1, 251, 252, 257, 258, 260, 261, 263, 422,

557, 728, 920
applications of, 262, 347
control principles, 259
converter family tree, 268
converter topologies, 251–257
generations of, 266, 267
hard-switching PWM converters, 249
resonant and soft-switching converters, 249
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seven self-lift dc/dc converters, 273, 274
synchronous and bidirectional converters, 258

DCM input technique, 251, 530, 536, 537, 538, 539, 544
Dead time, 223, 259, 431, 556, 956, 959, 1055, 1074, 1077,

1086, 1156, 1159
Defuzzification, 1013, 1014, 1108, 1110
Delayed Ionization Device, 672
Delta modulation control, 536
Device static ratings, 31
De-queing circuit, 569
Digital signal processors (DSP), 449, 511, 949, 1142, 1155,

1156, 1157, 1158, 1160, 1164, 1168, 1202, 1205, 1280
definition, 1155
DSP controller requirements, 1164, 1168
DSP-based control of permanent magnet synchronous

machines, 1161
DSP-based vector control of induction motors, 1170

Diode clamp converter (DCC), 811, 812
Diode-clamped multilevel inverter, 458, 1081

advantages and disadvantages of, 459
Diodes, 976, 1164, 1250, 1269

ac diode parameters, 18
applications, 24, 25
characteristics, 17, 18, 26
circuit symbol, 17, 18

forward bias, 17
reverse bias, 17, 19

dc diode parameters, 17
PSPICE simulation, 24
ratings

current ratings, 20
voltage ratings, 19

series and parallel connection, 21
snubber circuits, 21
standard datasheet for selection, 26
types, 19

Direct bonded aluminum (DBA), 1279
Direct bonded copper (DBC), 1279
Direct-drive permanent magnet linear generator, 1308, 1312,

1314
Direct transfer function (DTF) approach, 510
Direct vector control method, 934, 935
Direct vector control with airgap flux sensing, 935
Discharge lamps, 573, 575–578
Discretely variable speed systems, 759, 760
Distributed energy resource (DER), 767
Distributed generation/power generation, 744, 755, 767

applications, 769
DMOS, 74, 142, 143
Doping technique, 31, 75, 93, 712, 724
Double output Luo-converters, 267, 288, 305

five circuits of, 288–292
Doubly-fed induction generators (DFIG), 753, 754, 761, 1307,

1309–1311

Drive circuits for bifilar wound motors, 970, 971
Drives, 993, 1000, 1022, 1023
Dual converters, 222
Dual-voltage electrical systems, 328, 331, 662
Duty ratio, 250, 542, 656, 684–692, 697–698, 1240

Ebers–Moll model, 38
Efficiency, 767, 769, 771, 777, 783, 784, 785
Electric Drives, 1115
Electric machine operation, 950, 951
Electric power conversion, 2
Electric power steering (EPS) system, 651
Electric power transmission, 1357
Electric vehicles, 1335, 1336, 1338, 1348, 1349
Electrohydraulic power steering (EHPS) system, 651
Electromagnetic actuators, 650
Electromagnetic ballasts, 578, 579

classification of, 581–583
factors influencing design, 580
merits and demerits, 581

Electromagnetic compatibility (EMC), 198, 266, 328, 643, 644,
883, 906, 1229, 1232, 1243

Electromagnetic interference (EMI), 83, 88, 89, 97, 266, 311,
331, 340, 438, 449, 528, 1229, 1230, 1234

Electromagnetic transients program (EMTP), 847, 848
Electromechanical power conversion system, 654
Electronic converters, 549–550, 573, 723, 797, 1229

applications of, 549
Electronic gate drivers, 559
Electronic power supplies

high ends, 4
low ends, 4
switch-mode power supply, 4

EMC standards, 1229, 1243, 1244
Emission standards for low frequency harmonics, 1244
Emitter Turn-off Thyristor, 677
Energy consumption by sector, 1289, 1290–1293
Energy factor, 267, 349–351
Energy generation, 1289, 1290, 1293, 1295, 1296, 1298
Energy storage, 769, 785, 1331–1355
Energy storage devices, 638, 639
EnergyStar R© program, 4
Equivalent series resistance (ESR), 166, 257, 1044, 1077
EUPEC EICE-driver, 561
Eupec semiconductor, 561
European Telecommunication Standards Institute (ETSI),

1244
Extended Kalman Filter, 1116

Facts, 1002, 1014
FACTS devices, 856, 857, 860
Fault diagnosis system, 482, 484
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Ferroresonant standby UPS system, 629
Fiber optic links, 554
Field-orientated control (FOC), 1160, 1170, 1173, 1175, 1259,

1260
implementation of field-oriented speed control of

induction motor, 1172
Filtering systems, 149, 155, 162

capacitive-input dc filters, 164–166
inductive-input dc filters, 162–164

Finite element models, 85–87
Fixed-frequency PWM controllers, 623, 625
Flexible ac transmission systems (FACTS), 456, 828, 846–848,

851, 857, 860, 863, 869
Floating switch, 684, 685
Floating supply, 551, 553, 556, 557

methods of generation, 558
Fluorescent lamps, 201, 549, 573, 576, 577, 578, 580, 582, 593,

598, 1179, 1183, 1187
Flyback, 684, 687, 690, 691
Flyback converter, 39, 166, 176, 255, 256, 262, 425, 438, 539,

541, 542, 571, 649, 743
Flyback regulators, 611, 613, 615, 618

continuous mode, 613
discontinuous mode, 611
operating properties, 615

Flyback transformer, 255, 256, 259, 262, 438, 615
Flying-capacitor multilevel inverter, 459, 460

advantages and disadvantages, 460
Flywheel, 41, 166, 169, 171, 631, 638, 639, 657, 664, 278,

739, 1261
Force commutated cycloconverters (FCC), 487, 506, 919, 923,

925, 1243, 1244
Force-commutated pulse width modulated (PWM) rectifiers,

205
Force-commutated rectifiers, 225, 237, 239, 241

new technologies, 237
active power filter, 237
frequency link systems, 237
topologies for high power applications, 237

three-phased, 225
Forced commutated inverter (FCI), 891, 892
Fortescue transformation, 1218, 1219
Forward, 684, 687–690
Forward two-quadrant (F 2Q) Luo-converter, 306
Four-quadrant dc/dc Luo-converter, 309, 326

four modes of operation, 314–319
Four-quadrant ZVS quasi-resonant dc/dc Luo-converter, 331,

335
Freewheeling diode, 21, 78, 80, 127, 128, 164, 446, 450, 492,

512, 970, 976, 1164
Front end converter (FEC), 393, 395, 397, 754, 910
Fuel cell, 2, 262, 263, 455, 457, 482, 484, 639–640, 663, 764,

767–769, 771, 774, 779, 785
Fuel-cell based energy systems for DG, 767, 785

Fuel cell power plants, 1322
Full cost, 1276, 1281–1283
Full-bridge, 684, 687, 692, 693, 705
Full-bridge based topology, 743
Full-bridge regulators, 621, 623
Full-bridge resonant inverter, 582
Functional integration, 1275, 1276
Fuzzification, 1013, 1108–1109
Fuzzy and linguistic variables, 1108–1109
Fuzzy control, 1116–1117, 1119–1120, 1129
Fuzzy inference engine, 1122–1123, 1128
Fuzzy inference system (FIS), 1117

classification, 1116
steps in development of, 1125

Fuzzy logic, 1106, 1108, 1139, 1140
Fuzzy logic control of switching converters, 1106

fuzzy logic controller synthesis, 1108
Fuzzy logic controller (FLC), 1013, 1108, 1112,

1122

Gamma control loop, 836
Gas atom excitation, 575
Gas atom ionization, 575
Gate control Luo-resonator, 346
Gate-controlled series capacitor, 816
Gate controlled thyristor, 670, 676
Gate drive circuit, 82–84, 95, 103, 107, 200, 416, 454, 549,

551, 552, 553, 555, 559, 564, 729, 1172, 1250,
1251, 1254

conventional model, 82
new gate drive circuits, 83
significance of, 82–84

Gate drive requirements, 73, 82, 92, 108
gate circuits, 108
snubber circuits, 108

Gate resistor, 673, 674
Gate turn-off (GTO) thyristor, 10, 11, 13, 84, 87, 92, 94, 95,

98, 101, 103–105, 111, 120, 121, 128, 487, 550, 670,
676, 794, 798, 916, 938, 1082

applications of, 123
basic structure and operation, 117, 118
definition, 117
GTO thyristor model, 118
power devices used in the VSD converters, 889
process of, 122
PSPICE model, 111
SPICE GTO model, 122

SPICE sub-circuit model, 123
static characteristics

gate triggering characteristics, 120
off-state characteristics, 120
on-state characteristics, 119
rate of rise of off-state voltage, 120
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structure, 118
switching phases, 120–122
thyristor models, 118, 119
turn-off circuit arrangement, 122
types, 117

Gating signals, 490, 1164, 1168, 1206, 1216
control scheme, 1196
generator, 1216

Gearbox, 756, 758, 760, 761, 791–793, 887, 910
General structure of a three-phase ac motor controller, 1156
General Trade Agreement on Tariffs and Trade (GATT), 1243
Generalized cascode, 679, 680, 693, 703
Generators, 669, 672, 684, 696–697, 702–703, 754, 755,

762, 792
analog tachogenerators, 962
asynchronous generators, 793, 797–798
constant frequency generators, 244
conventional fuel generators, 723
diesel generators, 516, 635, 723, 726, 755, 756
high slip induction generator, 761
induction generator, 244, 753, 756, 757, 762, 793
permanent magnet synchronous generator (PMSG), 762
PV generators, 740
squirrel-cage induction generator, 762
synchronous generator, 753, 758–762, 793, 794, 797
tandem induction generator, 761
wind generators, 724, 750, 753, 763
wound rotor induction generator (WRIG), 754, 762

Geothermal, 1290, 1293, 1295, 1296, 1318–1321
Geothermal energy systems, 1318
Glass-epoxy with plated through holes (FR-4, PTH), 1279
Glass-epoxy with surface mount pads (FR-4, SMT), 1279
Graetz bridge, 210, 212
Green technology, 993, 1002, 1007, 1009, 1011, 1020, 1025,

1026, 1032, 1033
Grid-compatible inverters, 748
Grid-connected PV systems, 726, 731, 739, 740, 742, 747
Grid-controlled mercury-arc rectifiers, 495
Ground switch, 686
Grounding, 35, 621, 648, 740, 816, 1180, 1181–1183, 1192,

1241, 1242
GTO thyristor-controlled series capacitor (GCSC), 870, 871

H-bridge, 8, 240, 245, 246, 456–458, 461, 513, 649, 650, 903,
911, 919, 951, 992–994, 960

high efficiency method, 955
Half controlled bridge converter, 185, 190, 212, 213, 919
Half-bridge, 684, 687, 691, 692, 699
Half-bridge regulator, 618, 620
Hall effect (HE) sensors, 945, 951, 953, 957, 959, 1164, 1165

operation of, 946
Handheld voltmeter, 1186
Hardware-in-the-loop (HIL), 518

Harmonic distortion, 798, 924, 1201, 1209, 1210, 1223
recommended practices, 1190
special configurations, 217
standards, 223

Harmonic filters, 237, 527, 844, 862, 885, 886, 1179, 1188
Harmonics, 1090, 1104, 1105, 1193–1197, 1200, 1202, 1204,

1210–1213, 1216, 1218–1220
Harris PMCT, 129
Harris semiconductors (Intersil), 126, 129
High frequency inverter, 787
High intensity discharge (HID) lamps, 576, 578, 598, 649
High power factor electronic ballasts, 594, 595
High temperature (HT) packaging, 1285
High-voltage, 669–671, 676
High voltage dc power supply, 568

advantages of, 568
disadvantages of, 568

High voltage direct current (HVDC) systems, 756, 819, 823,
824, 828–832, 834, 835, 837, 839, 842, 843, 846, 848

High-frequency current-ripple reduction, 775
High-frequency diode rectifier circuits

clamping, 166
design consideration, 176
flywheeling, 166
guidelines, selection of diodes, 181
rectifying, 166

High-pressure mercury vapor lamps, 577
High-pressure sodium lamps, 577, 578
Home and industrial lighting, 598
Hot spots, 33, 128
HVAC equipment, 1161
HVDC technology, 823, 848

applications of, 841
main components of HVDC converter station, 829–832
modern trends of, 843–846
types of HVDC systems, 828, 829

HVDC transmission, 823
Hybrid active power filters, 1195, 1220
Hybrid electric vehicle (HEV), 643, 663, 664
Hybrid energy systems (HES), 726, 735, 737, 738, 755

classification, 740
Hybrid modulation, 785, 788
Hybrid PV systems, 726
Hybrid static/rotary UPS, 633, 634
Hybrid stepper motor, 966–969
Hybrid topologies, 1194, 1220, 1221, 1223, 1224

compensation performance, 1200–1202, 1205, 1206, 1224
effects of the passive filter quality factor, 1224
effects of the passive filter tuned factor, 1225
influence of the power system equivalent impedance on,

1224
principles of operation, 1211

Hydroelectric energy, 1298
Hydrogen, 1295, 1317, 1322, 1323
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Hydrogen-based fuel-cell energy, 785
Hydropower, 1294
Hysteresis band, 231, 954, 959, 980, 1206
Hysteresis band current control (HBCC), 954, 959

I down logic signal, 957, 960
I up logic signal, 957
Ideal series compensator, 853, 854
IEEE standards, 884, 887, 951, 1180, 1184, 1189, 1244, 1286
IGCT vs IGBT, 794
Incremental conductance technique (ICT), 715
Indirect rotor flux oriented control (IFOC) method, 934
Indirect transfer function (ITF) approach, 510
Induction motor (cage), 514–516, 916, 923
Induction motor (slip-ring), 516, 891, 892, 897, 898, 916,

924, 936
Induction motor control, 1151, 1172
Induction motor drive, 88, 201, 514, 735, 897–898

characteristics and methods of control, 924–931
steady-state representation, 923

Inductive load, 681, 683, 692, 699, 700, 701, 702
Injection enhanced gate transistor, 670, 676
Input capacitance, 29, 55, 78, 81, 261, 551, 562, 563

components, 55
Input impedance, 29, 125, 261, 527, 528
In-quadrature term, 537
Instantaneous reactive power theory, 803, 1197, 1200, 1203,

1216, 1218
Insulated gate bipolar transistor (IGBT), 10, 11, 13, 29, 30,

43, 73–75, 125, 550–551, 670, 675
applications, 87
basic structure and operation, 74
characteristics, 30
dynamic switching characteristics, 78

turn-off characteristics, 78, 79
turn-on characteristics, 78

forward conduction characteristics, 75, 76
NPT IGBT, 75
operation of, 29
performance parameters, 80–82

clamped inductive load current, 80
collector–emitter blocking voltage, 80
collector–emitter leakage current, 81
collector–emitter saturation voltage, 81
continuous collector current, 80
emitter–collector blocking voltage, 80
fall time, 81, 129, 553, 554, 648, 945, 969, 970, 1250
forward transconductance, 81
gate–emitter threshold voltage, 81
gate–emitter voltage, 29, 75, 78, 80, 81
input capacitance, 29, 53, 55, 78, 81, 261, 551, 562–564
junction temperature, 19, 26, 31, 52, 80, 94, 98, 102,

104–106, 119, 120, 1285

maximum power dissipation, 80, 102
output capacitance, 53, 55, 81, 86, 258, 416, 419, 422,

555, 779, 780
peak collector repetitive current, 80
reverse transfer capacitance, 53, 81
rise time (tr), 34, 78, 81, 106, 128, 497, 562, 905, 906,

970, 980, 1012, 1015, 1016
safe operating area (SOA), 27, 29, 33, 81, 127, 128, 131,

439, 1235
total gate charge, 81
turn-off delay time, 81
turn-on delay time, 78, 81, 127

saber IGBT model, 86
static characteristics, 17, 31, 76, 94, 119
transfer characteristics, 54, 58, 61, 75, 503, 504, 505, 855

Insulated metal substrate – polymer on metal (IMS-PM), 1276
Insulated metal substrate – steel corded (IMS-PS), 1276
Insulation coordination, 1373–1374
Insulation test bench, 347
Integral cycle control, 488, 491, 492, 515
Integrated gate commutated thyristor, 670, 677
Integrated motors, 882, 901, 913
Intelligence-based systems

artificial neural networks (ANN), 1139, 1141–1142,
1144, 1154

fuzzy logic systems (FLS), 1139, 1140
Interior permanent magnet (IPM) machines, 658, 659
Interline power flow controller (IPFC), 873
Internal combustion engine (ICE) automobiles, 644, 660
International Commission on Illumination, 574
International Electrotechnical Commission (IEC), 1229, 1243
International Special Committee on Radio Interference

(CISPR), 1229, 1233, 1234, 1244
Interphase transformer, 209, 210, 212
INTERSIL’s HIP2500 bridge driver, 562
Inverse Recovery Diode, 672
Inverters, 582, 589, 593, 598, 723, 726, 730, 731, 733, 740, 741,

748–750, 767
battery-less grid-connected PV system configurations, 747
classification, 740
multilevel inverters, 1062, 1081, 1196, 1241
other PV inverter topologies, 742
types of, 723

Islanding control, 740
Isolation, 767, 768
ITIC tolerance curves, 1182

Junction field effect transistor (JFET), 77, 135

Kirchhoff laws, 1078
Kirchhoff ’s voltage law, 8
Kramer, 891
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Laminated bus-bar, 1280
Lamp luminous flux, 574, 579
Latching, 10, 52, 78, 83, 91, 94, 95, 100, 109, 127, 128
Lateral punch-through transistor (LPTT), 135, 140
Lead acid batteries, 639, 727
Levels of packaging, 1276, 1278
Level-shifting circuit, 552
Levenberg–Marquardt algorithm, 1141
LF2407, 1155–1157, 1159, 1160, 1164–1165, 1168, 1169, 1172,

1173
applications of, 1156

Light-Triggered Thyristor, 676
Lighting control circuits, 116
Line commutated rectifiers, 183, 185, 192, 193, 216, 218, 219,

225, 237
Line-commutated controlled rectifiers (thyristor rectifiers),

205
double star, 156–158, 165, 208–210, 212
six-pulse or double star, 208, 209
three-phase half-wave, 155, 205, 206, 498, 1071

Line compensation, 827
Line-interactive UPS, 630, 631
Line impedance stabilization network (LISN), 647, 1233
Line regulation, 46, 260, 261
Linear feedback control, 1037, 1045

types of compensation, 1045
compensator selection and design, 1046

Linear IC voltage regulators, 608
applications, 610

Linear motors, 888, 900, 912
Linear vs switching regulators, 610, 611
Lithium-ion batteries, 639
LM317 regulator, 609, 610
Load average voltage, 183, 184, 205, 209, 210
Load commutated inverter (LCI), 885, 891
Logic and trigger circuit, 503
Lossless filters, 8, 12, 13
Low drop-out voltage (LDO) regulators, 249
Low-pass filter (LPF), 532, 1200, 1201
Low-pressure sodium lamps, 577, 578
Luminous efficacy, 573, 575, 577, 578, 649
Lundell alternator, 645, 654–657, 665
The Lundell/claw-pole alternator, 654
Luo-converter triplelift circuit, 347

Macro models, 85–87
Mader–Horn model, 585, 586
Main converter, 245
Marx generator, 684, 696, 697, 700, 702, 703,

705
Marx series switch, 702
Materials cost, 1281
MathCAD R©, 1249

Matrix converter motor (MCM), 515
applications of, 515, 516

Matrix converters, 8, 487, 488, 507–514, 517, 518, 889, 891,
902, 1062, 1091, 1092, 1097

Maximum power point tracker (MPPT), 715–717, 729, 730,
733–736, 740, 747, 748, 762

Medium voltage PWM-VSI, 902
Metal-halide lamps, 578, 598
Metal oxide field effect transistor (MOSFET), 3, 4, 10, 12,

13, 29, 30, 43, 50–58, 60–71, 73–78, 80–82, 84–87, 92,
97, 106, 109, 110, 125–132, 236, 250, 259, 310, 311,
336, 347, 351, 416, 431, 476, 508, 549–551, 552, 557,
559, 562–564, 571, 573, 580, 593, 601, 611, 650–654,
662, 728, 730, 731, 735, 741, 888, 889, 916, 919,
955–957, 962, 970, 1074, 1076, 1077, 1156, 1250–1255,
1280

advantages of, 125
current MOSFET performance, 68
levels, 64

Metal Oxide Semiconductor Field Effect Transistor, 670, 673
Modulator, 670, 672, 681–687, 693, 697–701
MOS Controlled Thyristor, 677
MOS Turn-Off Thyristor, 677
MOSFET large-signal model, 67
MOSFET PSPICE model, 64

operation of, 29
regions of operation, 50, 53
SOA for, 63
structure of, 50, 92, 106
turn-off characteristic of, 57, 63
types, 50, 51, 64

Method of energy balance, 6, 7
Micro stepping, 971–973
Miller capacitance, 81, 85, 551
Miller effect, 55, 83, 141, 550
MIMO, 1059, 1076, 1078, 1090, 1112
Mine hoist systems, 909
Mixed-level hybrid multilevel converter, 461
Mixed mode circuit simulators, 74
Modulating techniques, 357–359, 361, 363, 364, 368, 372, 376,

380, 384, 386, 394, 395, 398, 400–402, 404, 405
Molded interconnect device (MID), 1279, 1280, 1282, 1283,

1285
MOS controlled thyristor (MCT)

applications of, 130, 131
C-MCT, 126
comparison of MCT with other power devices, 127
gate drive for, 128
generation-1 MCTs, 127, 129, 131, 132
generation-2 MCTs, 127, 129, 131, 132
MCT chopper, 128
NMCT, 128, 129, 132
paralleling of, 128
P-channel MCT, 126, 451
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simulation model of, 129
snubbers of, 128

MOS turn-off (MTO) thyristor, 130, 889
Motor drive duty, 893
MPPT controller algorithm, 715
MPPT techniques, 1301, 1302
Multi stack variable-reluctance motor, 967
Multicell topologies, 395
Multichip modules (MCMs), 1275
Multi-element resonant power converters, 266, 267, 339

bipolar current voltage sources, 345, 346
four energy-storage elements resonant power converters,

340
three energy-storage elements resonant power converters,

340
two energy-storage elements resonant power converters, 339
two groups, 197, 499, 888

Multifunction ceramic (MFC) capacitors, 1234
Multilayer feedforward ANN, 1144
Multilevel cascaded H-bridge converters

advantages and disadvantages of, 457, 458
Multilevel converter design example, 474
Multilevel converter PWM modulation strategies, 463
Multilevel converters, 455, 456, 460–463, 474, 482, 484, 742,

812, 1082, 1085
Multilevel inverter drive (MLID), 482
Multilevel topologies, 244, 395, 398, 402, 460, 811
Multilevel universal power conditioner (MUPC), 474, 477,

478, 482
Multi-quadrant operation, 267, 311, 322, 328, 895
Multi-quadrant ZCS quasi-resonant Luo-converters, 267, 327,

328
four-quadrant ZCS quasi-resonant Luo-converter, 331
two-quadrant ZCS quasi-resonant Luo-converter in

forward operation, 328
two-quadrant ZCS quasi-resonant Luo-converter in Reverse

Operation, 329
Multi-quadrant ZVS quasi-resonant Luo-converters, 267, 331

two-quadrant ZVS quasi-resonant DC/DC Luo-converter
in forward operation, 331, 332

Multistage inverters, 394
Multiterminal dc system (MTDC), 828, 840, 841
Multiple-lift push–pull switched-capacitor Luo-converters

P/O multiple-lift (ML) push–pull (PP) switched capacitor
(SC) DC/DC Luo-converter, 319–321

N/O multiple-lift push–pull switched-capacitor DC/DC
Luo-converter, 321, 322

Multiple-quadrant operating Luo-converters, 305

NARMAX model, 1151
National electric code (NEC), 1182
Natural gas, 1290–1295
Naturally commutated cycloconverter (NCC), 506, 516

Near-shore ocean wave energy harvesting, 1314
Near unity power factor, 883, 897, 909, 1062, 1076, 1081, 1110
Necessary distortion terms, 505
Negative pulse, 692, 697, 699, 701
Neodymium–iron–boron magnetic materials, 943, 949
Neural function approximator, 1140
Neural-network, 1116, 1129, 1133, 1135
Neutral-point-clamped (NPC) inverters, 811, 902, 903, 1196,

1198
Neutral-point-clamped PWM inverter (NPC-PWM), 811
NMOSFET, 126, 127, 129
Non-isolated electronic level shifted drivers, 549, 561–562
Nuclear power plants, 1291–1294, 1321

Ocean energy harvesting, 1311, 1318
Ocean tidal, 1295, 1317, 1318
Ocean wave, 1295, 1311–1313, 1316, 1318
Ocean thermal, 1295
Off-line trained ANN, 1143
Off-shore ocean wave energy harvesting, 1313
Oil, 1289, 1290, 1293, 1294, 1295
On-line output current control in multilevel inverters, 1090
On-line trained ANN, 1143, 1144
On-line UPS systems, 629–630
Operational amplifiers (OA), 38, 346, 963, 1045, 1072
Opto–couplers, 552–554, 559, 959
Overlap angle, 214, 215, 836, 838
Overlap time, 214
Overmodulation, 235, 359, 361, 364, 368, 379, 380, 400, 403,

466, 468, 518, 1154

P2 topology, 460
Pancake ironless armature, 943, 961
Parallel hybrid energy systems, 736, 738
Parallel inverter power rating, 478
Parallel Stack, 679, 680, 693, 703
PARAM symbols, 1260
Parasitic capacitance, 52, 53, 67, 140, 142, 166, 171, 422, 578,

1230, 1231
Parasitic thyristor, 79–81, 551
Paschen curves, 576
Passive power factor corrector, 527
Peak current-mode control, 625
Peak inverse voltage (PIV), 19, 150
Peak rating, 1159
Peak shaving, 737
Penning mixtures, 576
Performance evaluation, 634
Periodical sampling (PS), 231, 1206
Permanent dc magnet motors without brushes, 733
Permanent-magnet ac synchronous motor drives, 943
Permanent magnet alternating current (PMAC) motors, 1161
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Permanent-magnet brushless dc (PM BLDC) motor, 945, 949,
950

machine background, 949
permanent-magnet ac machines, 949
sensorless operation of, 946

Permanent magnet dc motors with brushes, 733
Permanent-magnet stepper motors, 968
Permanent magnet synchronous machine (PMSM), 658, 659,

753, 758, 761, 762, 898, 949, 984, 1155, 1165, 1307,
1308

implementation of the PMSM algorithm using the LF2407,
1169

mathematical model, 1166, 1167
PMSM control topology, 1168

Perturb and observe (PAO) method, 715
Phase-to-neutral voltages, 211, 227, 228, 1195, 1197, 1199,

1201, 1218, 1220–1222
Photometers, 574
Photopic curve, 573
Photovoltaic arrays, 262, 263
Photovoltaic cell, module, and arrays, 1299
Photovoltaic system, 717, 718, 720, 1280
Photovoltaics, 769
PI regulator, 637, 835–837, 1069, 1081, 1143,

1160, 1175
Piezoelectric ultrasonic motors, 650
PIN diode, 670, 671, 672, 673, 676
PM sinewave motors, 946–949

surface-magnet motors, 944
PMOSFET, 126, 127
p–n junctions, 51, 91, 92, 96, 103, 140, 724, 1230, 1250,

1280
Point of common coupling (PCC), 524, 1191
Poisson equation, 137
PolarPAK device, 70
Poly-phase diode rectifiers, 154, 159

poly-phase design parameters, 159
six-phase parallel bridge rectifier, 160, 161
six-phase series bridge rectifier, 160, 161
six-phase star rectifier, 159, 160

Positive pulse, 690, 691, 695, 701, 702
Potential saddle, 136
Power conditioning system (PCS), 747, 802, 818
Power conditioning units (PCU), 734
Power devices, 10, 11, 43, 50, 71, 85, 89, 96, 107, 114, 125, 127,

409–411, 416, 439–444, 447, 450, 524, 552, 726, 888,
1159

maximum switching frequency, 975
power devices available, 888
series connection, 902
types, 726

Power electronic building block (PEBB), 88, 89, 517, 1276
Power electronic circuits, 8, 74, 84, 88, 261, 456, 645, 647, 649,

650, 658, 662, 762, 1192, 1256

advancements, 13
classification, 8
key characteristics, 2
method of energy balance, 6
reliability objective, 3, 4
resonant Switch, 411
switching, 44, 46

Power electronic conditioner, 794
Power electronic converter block, 916
Power electronic converters, 17, 549–551, 563, 573, 723, 754,

797, 847, 848, 916, 1192, 1229–1231, 1235, 1238, 1241,
1244

Power electronic interfaces for ocean energy harvesting, 1311,
1318

Power electronic system, 2, 3, 8, 13, 38, 44, 74, 84, 87, 88, 524,
525, 544, 549, 550, 645, 648, 665, 732, 1192, 1232,
1234, 1235, 1269

challenges, 8, 9, 12–13
Power electronics, 749, 750, 753, 756, 759, 760, 761, 763, 843,

844, 851, 853, 892, 895, 911, 984, 1234, 1250, 1333,
1345

applications, 1, 2
characteristics, 2
definitions, 1

Power electronics for photovoltaic power systems
basics of photovoltaics, 724
types of PV power systems, 726

Power electronics laboratory, 503
Power factor (PF), 130, 153, 164, 165, 183, 216, 225, 226, 228,

231, 234, 263, 363, 374, 394, 402, 433, 435, 436, 492,
498, 499, 502, 506, 507, 511, 524, 578, 579

correction stage, 598
definition of, 524
disadvantages of, 527
grid connection conditioning system, 803
harmonic limiting standards, 595
high power factor, 594
improved electrical system power factors, 883
input power factor, 596, 597
power factor and harmonics, 491
unity power factor, 762, 778, 787, 796, 803
universal UPS, 630

Power factor correction (PFC) technique, 184, 196, 200, 263,
433, 435, 436, 524, 526, 527, 528–531, 532, 533, 535,
536, 537, 541

classification of, 543
Power junction field effect transistor, 670, 677
Power quality, 630, 634, 717, 741, 749, 750, 791, 809, 831,

1009, 1180, 1182, 1183
diagnosis, 1186
power quality analyzers, 1186
power quality problems, 1192, 1195

Power rectifiers using multilevel topologies, 244
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Power semiconductors, 550, 661, 669, 670, 679, 680, 682, 687,
798, 1038, 1055, 1058, 1061, 1206, 1250, 1275, 1280

categories, 550
diepower semiconductors, 563
features, 10, 13, 29
power losses in power semiconductors, 197
sliding-mode control, 1058
switching law, 1038

Power system, 1357, 1358, 1359, 1370, 1372, 1373
POWEREX’s M57959L bridge driver, 517, 562
Power supply, 165, 193, 202, 205, 444, 524, 530, 541, 553, 555,

567, 568, 570, 601, 603, 627, 740, 755, 887
switch-mode, 4, 39, 53, 127

Premium power, 1354
Product business cost, 1282, 1285
Production cost, 1281
Programmable logic control (PLC), 831, 886, 900, 903
PSpice R©, 1249, 1250, 1251, 1252, 1254, 1259, 1263, 1266,

1272
Public utility board (PUB), 349
Pulse density modulation (PDM), 132, 1205

advantages of, 132
Pulse Power, 676, 683, 684, 698, 702, 703, 705
Pulse waveform, 683, 684, 687, 694
Pulse width modulation (PWM), 12, 357, 359, 361, 363, 364,

368, 369, 383, 397, 1159, 1194–1197, 1211, 1213
Pulse width modulator transfer functions, 1044
Pulsed Power, 669, 670, 673, 674, 676, 678, 681, 682, 683, 684,

686, 687, 689, 690, 702
Pumping energy (PE), 350, 351
Punch-through diode, 670, 675
Punch-through emitter (PTE), 135, 140
Push–pull based topology, 720
PV charge controllers, 727

types of, 727–728
PV power electronic interfaces, 1303, 1305
PWM AC chopper, 492
PWM flyback converter, 255
PWM generator, 989, 1159, 1253
PWM phase-to-phase voltages, 227–228
PWM switching converter drive/choppers, 920, 921
PWM techniques, 373, 376, 400, 403, 443, 444, 463, 466, 468,

510, 636, 740, 846, 904, 1153
PWM-VSI converter, 892, 910, 912

Radio-frequency (RF) filters, 1, 515, 1234
Rankine cycle, 1296, 1297
Rbe, 551
RC snubbers, 847
Rectification, filtering, and regulation in a dc power supply,

601
Regeneration, 126, 130, 200, 244, 358, 390–394, 887
Regeneration in inverters, 390–394

Regenerative braking, 41, 114, 202, 219, 243, 311, 323, 328,
331, 457, 657, 895, 908, 922, 928

Regulator circuits, 604, 609, 646
transistor, 46
voltage divider, 44
zener, 44

Remote area power supplies (RAP), 735, 738
Remote power, 652
Renewable energy, 723, 767, 769, 785, 1004, 1331, 1333, 1337,

1351
Renewable energy interface, 482
Renewable energy sources (RES), 263, 455, 457, 484, 723, 726,

737
Repetition rate, 567–570, 908
Resistive load, 682, 685, 688, 691, 697, 698, 700
Resonance, 581, 591, 649, 650, 859, 870, 891, 962, 970, 1046,

1187–1189, 1193, 1225, 1234
Resonance charging technique, 569
Resonant inverters, 339, 441, 586, 589, 598

types, 586–594
Resonant power converter (RPC), 266, 267, 339, 340, 343
Restricted switches, 10

FCRB, 11
types of, 11

Reverse recovery process, 21
Reverse recovery time, 18, 19, 21, 26, 27, 149, 166, 171
Reverse two-quadrant operating (R 2Q) Luo-converter, 307,

308
Ridethrough module, 518
Ripple-mitigating power conditioner, 768
Ripple mitigation, 773, 774
Root mean square (RMS), 5, 102, 152, 187, 205, 893, 894, 924,

1070
Rotary UPS, 631–633
Rotor connected power conditioner, 804
Rotor flux oriented control (RFOC) induction motor drive,

934, 1139
Rotor resistance estimator (RRE), 1145, 1146, 1147

SAE standards J1113/41 and J1113/42, 647
Safe operating area (SOA), 27, 33, 73, 81, 127, 128, 131, 439,

1235
FBSOA, 33
RBSOA, 33, 37

Salter-cam, 1313, 1314, 1316
Samarium cobalt, 943, 949
Sawtooth carrier wave, 514
Scalar control methods, 931
Schmitt trigger comparator, 128
Schottky diode, 136, 140, 141, 166, 169, 171, 181, 258, 957
Schottky emitters, 140
Scotopic curve, 573
SCR (thyristor), 549, 888, 906
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applications, 123
basic structure and operation, 92
limitations of, 125
major types of, 92
static characteristics, 94–97
structure, 144
thyristor parameters, 101–103
types of, 103–108

Sealed batteries, 727
Secondary ripple filter, 1213
Selective harmonic elimination (SHE), 358, 361, 364, 371, 380,

456, 473, 474, 636
Semi-autogenous (SAG) grinding mills, 516
Semiconductor opening switch, 671
Semiconductor power integrated circuits, 1279, 1280
Semiconductor series stacks, 679
Semiconductor-switching network, 44

characteristics, 46, 47
efficiency of, 44

Semiconductors, 10, 951, 956, 957, 1038, 1054, 1055, 1058,
1060, 1061, 1062, 1064, 1065, 1067, 1195, 1275, 1280

characteristics of power devices, 10
groups, 10

Semiconductors switches, 29, 703
characteristics of, 29
operating regions, 30, 31

Semiconverter, 213
Semikron Corporation, 560, 561
SEPDIS, 911, 912
Sepic converter, 540
Series active power filters, 1194, 1195, 1211, 1215, 1220

advantages of, 1216
characteristics, 1212
compensation characteristics, 1212
power circuit structure, 1211
power circuit topology, 1212
principles of operation, 1211

Series hybrid energy systems, 736
Series-parallel/delta conversion UPS, 630
Series-stack, 693, 702
Servo drives, 516, 888, 960, 962
Shoot through, 83, 556, 951, 974, 1254
Silicon avalanche sharpener, 672
Silicon carbide technology, 550
Silicon control rectifier (SCR), 144, 487–491, 493, 495, 497,

500, 501, 506, 514, 549, 550, 888
Silicon Power Corporation (SPCO), 126, 130, 132
Silicon semiconductor material, 725
Simplorer R©, 1269
Simulation of sensorless vector control using PSpice R©, 1263
Simulation tools for design and analysis, 1249
Simulations of power electronic circuits, 1256–1259
Simulations using Simplorer R©, 1269
Single-ended isolated flyback regulator, 611

Single-ended isolated forward regulators, 615
Single phase, 777, 785
Single-phase ac–ac voltage controller, 488, 491

phase-controlled, 488
with on/off control, 491

Single-phase diode rectifiers, 149
design parameters, 154
full-wave rectifiers, 149

bridge rectifiers, 150
half-wave rectifiers, 150
performance parameters

current relationships, 152
form factor, 152
harmonics, 153
rectification ratio, 152
ripple factor, 153
transformer utilization factor, 153
voltage relationships, 151

Single-phase rectifiers, 183, 190, 192, 193, 202
bridge rectifier, 193, 266, 335
classification, 184

Single-phase voltage source inverters, 359
Single-pulse mode of operation, 982, 983
Sinusoidal pulse width modulation, 233
Sinusoidal wave PWM, 456, 1054
Six step switching, 952, 953, 958
Sliding-mode control of switching converters, 1038, 1058

principles of, 1058
Slow switching frequency changer (SSFC), 506
Snubbers, 677–679
Society of automotive engineers (SAE), 645, 665, 1243, 1244
Soft starters for induction generators, 756
Soft-switched multilevel converter, 461
Soft-switching converters, 88, 249, 266, 327, 410
Solar, 1290–1295, 1300, 1301
Solar cells, 482, 662, 724, 725, 729, 730, 740
Solar energy, 1293, 1294, 1298–1301, 1303
Solar energy constant, 724
Solar energy conversion, 1298
Solar water pumping, 667, 732, 734

types of pumps, 732
Solidtron, 132
SOS diode, 670, 671, 672, 676, 678, 703
Space charge limiting load (SCLL), 142, 144
Space vector modulation (SVM), 373, 382, 456, 464, 509–511,

815, 1054, 1055, 1153, 1154, 1156
Special motors, 888, 899
Speed control algorithm, 1169
Spice, 1272
SPWM inverter drive, 926, 936
Square-wave operation, 368, 380
Squirrel cage induction motor, 882, 888, 890, 896, 897, 931,

1001, 1144, 1170, 1307, 1309
Stacked die, 1275
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Stages, 768
Staircase waveform quality, 455
Stand-alone PV systems, 669, 723, 727, 730

features of, 730
Standby UPS, 627–629
Standby/emergency generation, 627–629
Star-connected R-load, 494, 495
Starting voltage, 576, 578, 580, 582, 588, 593,

594
STATCOM control techniques, 863, 864
Static induction diode (SID), 139
Static induction MOS transistor (SIMOS), 141, 142

advantages of, 141
short switching time, 139
thermal stability, 139

Static induction transistor (SIT), 135–137, 140, 677
bipolar mode operation of SI devices (BSIT), 137
characteristics of, 136

linear scales, 137
logarithmic scales, 137

junction field effect transistor (JFET), 135
theory, 135, 136

Static induction transistor logic (SITL), 135, 140,
144

Static Kramer system, 763, 898
Static Scherbius system, 763
Static switching systems, 114
Static synchronous compensator, 861
Static synchronous series compensator, 869
Static var compensators (SVC), 523
Static var compensators STATCOM, 818
Steady-state frequency regulation, 1180
Steady-state voltage regulation, 1180
Step-down (buck) converter

basic converter, 250
scheme, 250
transformer versions of

forward converter, 252
full-bridge converter, 253
half-bridge converter, 253
push–pull converter, 253

waveforms, 252
Stepper motors, 900
Step-up (boost) converter, 254
Sun tracking system, 1300, 1301
Super-lift (SL) Luo-converters, 292

in CCM, 353
N/O cascade boost-converters (CBC), 301
N/O super-lift Luo-converters, 296
P/O cascade boost-converters (CBC), 298
P/O super-lift Luo-converters, 292

Surface-magnet synchronous motor, 944
SVC vs STATCOM, 868

Switch, 2
ideal switches, 9, 500, 832, 1038
power handling rating, 3
real switches, 9

Switch matrices, 8
Switch-mode converter, 715
Switch mode power supplies (SMPS), 524, 525, 532
Switched-capacitor converters, 322, 326
Switched-capacitor (SC) DC/DC converters, 266
Switched-capacitor multi-quadrant Luo-converters, 310, 311

two modes of, 311–319
Switched hybrid energy systems, 737
Switched-inductor (SI) DC/DC converters, 266
Switched mode power supply (SMPS), 127, 1187
Switched reluctance motor (SRM) drive, 900, 973, 974, 977,

1161
advantages and disadvantages of, 974
applications of, 974
drive design options of, 975–977
operating theory of, 977
position sensing, 983
principle of operation, 973

Switching functions, 11–13, 1207, 1210
parameter of, 12

Switching power converters, 2, 13, 142, 1037, 1038, 1045, 1046
linearized state-space averaged model, 1041
state-space averaged model, 1037–1039, 1040, 1041, 1043,

1044
state-space modeling, 1038, 1059

switched state-space model, 1039
Switching regulators, 249, 602, 603, 610, 611
Synchronizing circuit, 503
Synchronous generators, 1308–1311
Synchronous link reactor, 1210
Synchronous motor (excited), 916
Synchronous motor (PM), 916
Synchronous motor drives, 515, 898, 935, 936, 938, 943, 961

CSI-driven, 938
operating modes, 940
steady-state equivalent-circuit representation, 936

Synchronous-rectifier (SR) DC/DC converters, 266, 335
Synchronous reluctance motor drives, 984

basic mathematical modeling, 987
basic principles, 984
machine structure, 986–987

Syncrel, 985–988
Syncrel drive system, 989
System in package (SIP), 1275
System on chip (SOC), 1275
System on package (SOP), 1275

Tail-current amplitude, 131
Tapped inductor (Watkins–Johnson) converters, 275
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Techniques of level shifting, 552
Technology-driven partitioning, 1275, 1282
TelCom Semiconductor Inc., 562
Thermoelectric energy, 1296
Thermoelectric power plant, 1290–1291, 1293, 1296–1298
Thick film on ceramic (TFC), 1279
Three phase, 785, 786, 787
Three-phase ac–ac voltage controllers, 492

fully controlled three-wire, 493
modes, 494

phase-controlled, 492
Three-phase diode rectifiers, 154

bridge rectifiers
high power applications, 157

design parameters, 154
operations, 159
star rectifiers, 155
basic circuit, 154, 155
double-star rectifier, 157
inter-star or zig-zag rectifier circuit, 156

Three-phase voltage source inverters, 367, 1054
DC Link current in three-phase VSI, 373
load-phase voltages in three-phase VSI, 375
selective harmonic elimination, 371
sinusoidal PWM with zero sequence signal injection, 368,

369
space-vector (SV)-based modulating techniques, 372
square-wave operation of three-phase VSI, 368

Thyristor, 670, 676–678, 680
Thyristor-controlled inductor (TCI), 115
Thyristor-controlled phase angle regulator (TCPAR), 859, 861
Thyristor-controlled reactor (TCR), 527, 857
Thyristor-controlled series capacitor (TCSC), 859, 870
Thyristor converter drive, 919
Thyristor-switched series capacitor (TSSC), 858
Thyrode controller, 488
Tidal fence, 1317, 1318
Topologies converter, 1277

developed, 268, 270
fundamental, 267–268

Total harmonic distortion (THD), 164, 188, 192, 194, 225,
266, 350, 457, 466, 473, 502, 506, 524, 627, 634, 798,
811, 817, 863, 1200

Transformer, 681–696, 699, 705
Transients, 861, 1179, 1180, 1182, 1185, 1186, 1193, 1229,

1240, 1256
Transistors, 3, 10, 13, 29, 30, 32, 34, 35, 38, 39, 73, 140, 142,

143, 231
dynamic switching characteristics, 34, 78, 97
power-npn and -pnp bipolar transistors, 29–30
SPICE simulation of, 38, 39

Transmission lines, 1359–1360
Trapezoidal back-emf waveform, 944, 945

control of, 944

Triangular carrier, 231, 863, 1206, 1208, 1210, 1213, 1250,
1253, 1254

True UPS, 629
Turboswitchers Inc., 563

Ultra-lift (UL) Luo-converters, 266, 267, 303
continuous conduction mode, 303
discontinuous conduction mode, 305
negative output Luo-converters

five circuits of, 283–288
positive output Luo-converters, 275

five circuits of, 275–280
simplified positive output Luo-converters

four circuits of, 280
Unified power quality conditioner (UPQC) topology, 630
Uninterruptible power supply (UPS), 627, 1211, 1275

classification, 627–634
performance comparison of, 634

Unipolar capacitors, 481
Unipolar drive circuits, 970
Unity displacement factor frequency changer (UDFFC), 506
Universal, 777
Universal power conditioner, 462, 463, 474, 478, 777
Universal power converter, 509
Universal UPS, 630, 631, 634
Unnecessary distortion terms, 505
Unrestricted frequency changer (UFC), 506

VAR compensators, 29, 103, 107, 114, 357, 358, 523, 740, 764,
827, 1179

Variable ratio transmission (VRT), 760
Variable speed constant frequency (VSCF), 244, 495, 515, 754,

758, 759
Variable speed control of AC machines, 1156
Variable speed drive (VSD), 222, 459, 562, 762, 881–883, 885,

895, 900, 910, 917, 923, 936, 946, 974, 989, 1155, 1161
advantages of, 882
applications, 909–912
classification by applications, 888
classification by the type of converter, 888
classification by type of power device, 888
common requirements, 885
communication in, 903
control strategies, 902
disadvantages of, 883
drive classifications and characteristics, 887
drive specifications, 887
improved process control, 883
modern VSD systems, 911

Vector control methods, 899, 1055
basic principles of, 932

Vector control technique, 754, 931, 1155, 1207, 1250
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Venturini method, 509, 511, 512
Venturini vs SVM method, 511
VMOS, 142, 143
Voltage–current characteristic curves, 32
Voltage distortion limits, 1191
Voltage flicker, 1184, 1192, 1195
Voltage hold-off, 686, 688, 689, 690, 692
Voltage lift Luo-converters, 275
Voltage-lift (VL) technique, 266, 275, 292
Voltage mode control, 250, 260, 531, 535, 623–625, 1044, 1054
Voltage sags, 478, 1180, 1181, 1211
Voltage source converters (VSC), 518, 827, 845–846
Voltage source inverter (VSI), 357–361, 364, 368, 371, 373,

380, 383, 386, 390, 394, 740, 741
Voltage-source voltage-controlled PWM rectifier, 229, 232,

233
VSI-multilevel topologies, 398–402

Water resistance, 682, 683
Wave energy harvesting, 1295
West German Standards (VDE), 223
Wind, 767, 769, 774, 785, 1290, 1294, 1295
Wind energy, 1294, 1295, 1306, 1307
Wind energy conversion systems, 1305

Wind turbine generators, 723, 1295, 1305–1312, 1317
Wind turbine technology, 723, 759, 791, 818

basics of wind power, 751
classification, 752
control of, 813
control of wind turbines, 757
electrical system of a wind farm, 815, 816
fixed speed generator (FSWT), 752, 757, 758
grid connection standards, 803–804
horizontal-axis wind turbine, 791
offshore and onshore wind turbines, 818
types of wind generators, 753
types of wind power systems, 755
types of wind turbines, 751
variable speed pitch wind turbine, 796
variable speed wind turbine generator, 752, 757, 758

x-Element RPC, 339

Zener diode regulator, 19, 603
Zener diodes, 19, 36, 556
Zero-ripple boost converter (ZRBC), 773, 774, 775
Zeta converter, 273, 529, 540, 541
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