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Preface   

 No one ever thought that Moore’s law would go on forever, that feature widths 

would continue to decrease by a factor of two every six years, or that the num-

ber of gates on a chip would double every six years or so. But these rates have 

never slowed down; if anything, they have become slightly faster. And now, 

with features  in production  just a few dozen atoms wide, the end is almost 

in sight. How will we deal with features ten atoms wide? What if they’re not 

always ten, but sometimes nine and sometimes eleven? Will we call the two in 

the middle the thumbs, and the two at the edges the pinkies? Suppose gates 

shrink to just a few atoms. What will the wires connecting them look like? 

 The paths we have taken to get this far are fascinating, often using effects 

that everyone knew about, but were too constrained by long-standing inhi-

bitions to consider practical. For example, immersion microscopy, in which a 

liquid between the objective and the work-piece is used to improve resolu-

tion, was probably older than anyone working in lithography. But for many 

years the worst crime a lab technician could commit was to allow anything 

to touch the surface of a resist-coated wafer. Yet now, exposing wafers under 

water is the mainstream method for fi ne line patterning. 

 As another example, contact printing was, and still is, a method for obtain-

ing medium levels of resolution. Combined with the shorter wavelengths of 

X-rays, it promised resolutions below 100 nm. But the inhibition against 

touching mask to wafer in a production environment was so strong that even 

a 10 micron gap between the mask and wafer was considered dangerously 

small. This was one of the factors that ultimately led to the abandonment of 

X-ray lithography. Yet now, imprinting, in which the mask is literally pushed 

into the resist, is a major contender for the next generation of lithography. 

 As a fi nal example, it has been long recognized that isolated features can 

be made narrower than densely packed ones. The trick is to control the devel-

oping, so as not to make the feature width zero, i.e., not to lose the feature 

completely. In addition, the use of double exposures with stencil masks was 

well known. But the tighter control and the longer exposure time did not 

seem suitable for a production environment. Nevertheless, the use of a fi rst 

exposure for every other feature, and a second exposure for the remaining 

features, is also a major contender for the next generation of lithography. 
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 This book is intended as a guide to the novice reading technical jour-

nals or facing the complexities of a conference dealing with lithography or 

nano-manufacturing. The novice may be a graduate student to whom every-

thing is new, or he/she may be an experienced worker in a peripheral fi eld. 

The authors, all experts in their fi elds, were instructed to give enough back-

ground information to enable novices to understand, and appreciate, new 

papers in those fi elds. My thanks to them for their patience in accepting this 

challenge. 

 The future belongs to the novice, armed with the knowledge of the past, 

but unhampered by its inhibitions. How will Moore’s law end? I look for-

ward to fi nding out. 

  M. Feldman
 August, 2013

       



© Woodhead Publishing Limited, 2014

1

     1 
 Optical projection lithography   
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  Abstract : Optical projection lithography has been the predominant 
method of micro- and nano-patterning for most semiconductor and 
nanotechnology applications. This chapter addresses the approaches, 
systems, and materials that have been used, as optical lithography has 
enabled patterning from the micrometer scale down to the nanometer 
scale. The technology involved with the development of optical 
systems and imaging methods is discussed, including the optics, sources, 
photomasks, illumination, and techniques for resolution enhancement. 

  Key words : optical lithography, microlithography, projection lithography, 
DUV lithography. 

    1.1     Introduction 

 Optical projection lithography has been a key enabler as the functionality 

in nanoelectronic, nanophotonic, and nanobiological devices has increased. 

To understand the role that optical lithography plays in achieving higher 

resolution and greater density devices, the silicon semiconductor integrated 

circuit (IC) is most often looked to. This chapter provides a description of 

the underlying technology of optical lithography for nanoscale patterning as 

it has evolved through generations of the IC into the deep sub-wavelength, 

nanometer-level technology of today. A review of the fundamentals of pro-

jection UV optical lithography is given, followed by in-depth description of 

the technology used to advance IC device performance to near theoretical 

limits. Application of optical lithography to new generations of nanoelec-

tronic devices, as well as into new nanoscale frontiers, will continue to make 

use of this core enabling technology.  

  1.2     Lithography technology and trends 

 Optical lithography has been the dominant method of patterning for semi-

conductor device manufacturing since the inception of the IC. Although 

other lithography approaches, such as electron beam, X-ray, ion-beam, 

imprint, and extreme ultra-violet (EUV) have been pursued (and are 
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discussed in later chapters), the needs of high volume, high resolution chip 

production have historically been met mostly by optical methods. By looking 

at current and past editions of the International Technology Roadmap for 

Semiconductors (ITRS), variations to the basic optical lithography theme 

are evident. 1  Throughout the years, improvements have included the use of 

shorter wavelengths, larger numerical apertures (NA), customized illumi-

nation, phase-shifting masks, mask correction methods, immersion lithogra-

phy, constrained geometry, and co-optimization of enhancement methods to 

achieve the resolution, focal depth, and overlay control required for nano-

scale device patterning. 

 Technology trends that follow roadmaps like the ITRS often track the 

needs and progress of various IC types, such as memory devices, with high 

regularity and duty ratios near 1:1 (line-to-space ratio), and microprocessors 

with less regularity and more sparse duty ratios. Throughout the genera-

tions of these devices, dynamic random access memory (DRAM) and, more 

recently, fl ash memory have driven dense pattern geometry to the smallest 

levels. IC geometry size is often scaled in terms of the  half-pitch . The con-

cept of half-pitch is not based on a single geometric feature but instead 

derived to establish a comparative metric that could be used for devices’ 

various geometry density. It is defi ned simply as one half of the sum of a line 

and a space. Although the less dense patterns for microprocessor devices 

are generally smaller than those for memory devices, their corresponding 

half-pitch has conformed to less aggressive scaling. Figure 1.1 shows how 

typical gate geometry defi nes critical dimension (CD) lines and pitch, where 

the CD is the smallest feature of interest in a particular device level.      

 A summary of IC trends and the corresponding lithography technology 

is shown in Table 1.1, where device  ‘ generations ’  are listed together with 

Metal
pitch

Pitch

Typical DRAM/MPU/ASIC
metal bit line

Typical flash
un-contacted poly

8–16 Lines

 1.1      Typical critical dimension (CD) and pitch designations defi ned for 

semiconductor geometry in dynamic random access memory (DRAM), 

microprocessors (MPU), application specifi c integrated circuits (ASIC), 

and fl ash memory. (Reference 1.)  
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corresponding half-pitch dimensions and lithographic exposure wave-

lengths. As generations shrink toward device features that are a fraction of 

the exposing wavelength, constraints have been placed on the structure, ori-

entation, and variety of geometry involved so that a given wavelength tech-

nology can be used as long as possible. While earlier IC generations may 

have allowed for nearly unrestricted geometry choices, current and future 

devices demand tight constraints. This can be seen for example in Fig. 1.2, 

where the evolution of a microprocessor design is shown for generations 

from 90 to 32 nm. 2  As shown, 90 nm and larger generations had allowed 

design layout that only constrained gates to one direction with few other 

limitations. The evolution to 65 nm added design rules for a variety of allow-

able pitch values. For 45 and 32 nm design rules, all gates are constrained to 

one direction with a single pitch. This trending toward more regular, single 

pitch  ‘ grating ’ -like designs has allowed for the extension toward higher den-

sity and smaller device geometry.           

 As Table 1.1 shows, the progress of lithography has resulted in the scal-

ing of resolution with wavelength (or vice versa if thought of in terms of 

the demands of resolution). Early generation device geometry was many 

 Table 1.1     Lithography methods used for 40 years of IC 

generations showing memory devices (DRAM and Flash) and 

microprocessor (MPU) 

 DRAM/Flash a   MPU  Lithography 

 hp (nm)  hp  Method 

 1981  2000  4000  g/i-line contact 

 1984  1500  3000  g/i-line steppers 

 1987  1000  2000  g/i-line 

 1990  750  1500  g/i-line 

 1993  500  1000  i-line 

 1995  350  750  i-line to 248 nm DUV 

 1997  250  350  248 nm DUV scanners 

 1999  180  250  248 nm DUV 

 2001  130  180  248 to 193 nm DUV 

 2003  90  145  193 nm DUV 

 2005  65  115  193 nm DUV to immersion 

 2007  45  90  193 nm immersion 

 2009  38  54  Immersion DP 

 2011  28  38  Immersion DP 

 2013  23  27  Immersion DP/MP 

 2015  18  25  Immersion MP to EUV 

 2017  14  20  Immersion MP to EUV 

 2019  11  16  EUV/ML2/Imprint/DSA/MP 

 2021  9  11  EUV/ML2/Imprint/DSA/MP 

     a DRAM represented minimum hp until 90 nm generation 

where Flash takes over.    
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times larger than the exposing wavelength, while current and future gen-

erations have structures at fractional wavelength sizes. Figure 1.3 is a plot 

showing the wavelength scaling trends over the past several decades. 3  The 

plot shows how half-pitch resolution has scaled with wavelength at insertion 

248 nm

193 nm

4.0

S
ca

lin
g 

fa
ct

or 3.0

2.0

1.0

0.0
Wavelength (nm)

i-line
g-line

maturity
insertion 1980

2012

i193 nm

NA
kn Quarter wave (λ /4n) limit

 1.3      Wavelength scaling trends of optical lithography generations 

over the past several years where the scaling factor is the measure 

of resolution with respect to wavelength. ( Source : From   ’The saga 

of lambda: spectral infl uences throughout lithography generations,’ 

B.W. Smith, Proc. SPIE Advances in Resist Materials and Processing 

Technology XXIX, 8325, 2012.)  

90 nm 65 nm 45/32 nm

 1.2      Microprocessor design evolution and resulting wafer level 

patterning for generations from 90 to 32 nm. ( Source : From Schenker 

R, Singh V and Borodovsky Y (2010),   ’The role of strong phase shift 

masks in Intel’s DFM infrastructure development,’ SPIE Design for 

Manufacturability through Design-Process Integration IV, 7641.)  
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and maturity points for several generations. The scaling factor (NA/ k  1  n ) is 

a measure of resolution with respect to wavelength, with a limit at a quar-

ter-wavelength (  λ  /4 n ). Here,   λ   is wavelength, NA is the lens numerical 

aperture,  k  1  is a process scaling factor, and  n  is the image media refractive 

index. Additional discussion of these terms is provided later in this chap-

ter. Immersion lithography has achieved an impressive scaling factor of a 

third-wavelength (  λ  /3 n ). The timing of the technology advances necessary 

for such scaling has been tied to the incremental learning that has occurred 

during these wavelength transitions.       

  1.3     Fundamentals of optical lithography 

 The basic components of an optical projection lithography system are shown 

in Fig. 1.4. These include a source of uniform ultraviolet (UV) radiation, a 

photomask, a projection lens (also referred to as an objective lens), and an 

image plane. Projection lithography systems like this are most often confi g-

ured using K ö hler illumination, in the same manner as a conventional opti-

cal microscope. In a K ö hler illuminated system, the source is imaged into 

the pupil plane of the objective lens and the object (the mask) is imaged 

at the image (the wafer) plane. This is shown in Fig. 1.5a, where rays are 

traced through the system to show these image locations. There are several 

NA locations in the confi guration corresponding to object and image sides 

of the condenser lens and the projection lens. Specifi cally,   θ    i   and   θ    i    *   are the 

half-collection angles associated with the condenser lens, where the asso-

ciated NAs in a media with refractive index  n  are NA  i    =  sin  θ    i   and NA i* =  

sin  θ   1   *  . The collection angles associated with the projection lens are   θ    m   (on 

the mask side of the lens) and   θ    w   (on the wafer side). The corresponding 

NAs are NA  m    = n sin  θ    m   and NA  w    = n sin  θ    w  . In a conventional projection sys-

tem, air is the image medium and NA  w   is simply sin  θ    w  . For an immersion 

lithography system, NA  w   is increased by the refractive index of the immer-

sion fl uid, which is about 1.44 at 193 nm with water. The reduction value of 

the projection lens is the ratio of NA  w   / NA  m  .      

 Through the manipulation of these apertures relative to each other, con-

trol of the spatial coherence of the system is possible. Spatial coherence in 

a projection system is defi ned as the relationship of the phase of light as it 

propagates from the illuminator toward a mask. If there is no angular distri-

bution to the light (which can be achieved by using a very small aperture in 

the illuminator), there is no distribution of the phase of the light and it can 

be considered spatially coherent. As the illuminator NA is increased, the 

angular distribution of the light directed toward the mask is also increased, 

leading to a decrease in the phase coherency. This is referred to as par-

tially coherent illumination. If the aperture is at a maximum, allowing all 

possible angles of illumination at the mask, the condition becomes one of 

�� �� �� �� �� ��



6   Nanolithography

© Woodhead Publishing Limited, 2014

spatial incoherence. In order to quantify these levels of spatial coherence, 

the illuminator NA needs to be measured against the ability of the projec-

tion system to collect these angles. In other words, a ratio of the NA  c   of the 

illuminator to the NA  o   of the projection lens will defi ne the level of spa-

tial coherence. This is known as the partial coherence factor (  σ  ), which is 

depicted in Fig. 1.5b where:   

Illuminator (condenser) lens

Source

Mask

Projection
lens

Wafer
(substrate)

 1.4      Basic components of a projection lithography system, including the 

source, mask, projection lens, and substrate.  

Projection or
objective

optics

Pupil
plane

(h)Mask
plane

Condenser
lens

Source (s)

Illumination
system

Source
image in

pupil plane
(s’)

Wafer
plane

Condenser
lens pupil

(a) (b)

Objective
lens pupil

Partial
coherence

wθmθ

i
*θ

iθ

NAc

NAo

==
sin   i θ
sin   wθ

σ

 1.5      Optical elements of projection imaging system illuminated with 

K ö hler illumination. Shown are (a) the object and image locations 

of the illumination and projection optics, and (b) the image of the 

condenser lens pupil in the objective lens.  
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    σ θ
θ

= =
n
n

iθ
wθθ

c

o

sin

sin

NA

NA
        

 When the ratio of NA  c   to NA  o   is small, mask illumination is more coher-

ent. As the ratio approaches unity, the illumination is more incoherent. This 

source property is important as it infl uences the distribution and collection 

of the light diffracted by a mask. In doing so, it will also have a strong infl u-

ence on image quality and ultimate resolution, as can be demonstrated from 

some basic examples. 

 Consider fi rst a mask comprising a simple binary grating with pitch ( p ) 

of lines and spaces illuminated at normal incidence using light of wave-

length   λ  . Normal incidence results in spatially coherent illumination, which 

is achieved with a condenser lens NA  c   that is effectively zero (like a point 

source). Light is diffracted by the mask features to produce diffracted orders 

distributed according to the grating formula:

    sin ,θ λ
m

m
p

±      

 where  m  is the integer order number. If all of these diffracted orders can be 

collected by an objective lens, a perfect image can be produced at the image 

plane. Realistically, however, there will be a limit to the number of orders 

that can be collected, which is most often small. Figure 1.6a depicts the sit-

uation for the collection of just the primary orders, the 0th and ±1st. The 

resulting image that will be projected toward the image plane will have lost 

all high frequency content and be imaged as a biased sinusoidal function, as 

shown in Fig. 1.6b. Such an image can be suffi cient if it is recorded into a high 

contrast photoresist, which can create high aspect relief features if there 

is suffi cient modulation in the optical image. The goal of optical lithogra-

phy therefore becomes one of imaging smaller dimensions while collecting 

suffi cient diffraction energy so that the response of a photoresist is usable. 

Although higher order diffraction energy is generally not needed, methods 

to distribute diffraction energy in ways that allow for its collection for fi ner 

pitch features are desirable.      

 A basic approach used to manipulate the distribution of diffracted light 

is through the control of the partial coherence factor,   σ  . Instead of using 

normally incident illumination from a small condenser lens NA  c  , as shown 

in Fig. 1.6, higher values of partial coherence will spread diffracted energy 

over a range of angles, as shown in Fig. 1.7. This is achieved by using a larger 

NA  c   to NA  o   ratio. For example, if Fig. 1.5b is plotted on sin  θ   axes, the   σ   ratio 

depicted is about 0.5. The illumination of a mask with this angular distri-

bution of light would not result in discrete diffraction orders as shown in 
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Fig. 1.6a. Instead, each order would have an angular spread equivalent to 

that for the illumination, as shown in Fig. 1.7a. When the resulting diffraction 

energy is captured by an objective lens, a lens of lower  NA   o   can collect 1st 

diffraction order energy than would be necessary for coherent illumination. 

This is shown in Fig. 1.7b where three values of partial coherence show that a 

smaller objective lens is needed with increasing   σ   values. However, instead of 

choosing a smaller objective lens NA, it is desirable to image smaller features 

with a given NA. Higher partial coherence values are therefore often used 

for many applications where regular fi ne structure needs to be imaged.       

  1.4     Image evaluation 

 A primary goal of a lithography system is to achieve high resolution over a 

suffi cient fi eld and focal depth. Device fi eld requirements have led to lens 

fi eld diameters on the order of 2–3 cm. Focal depth, or depth of focus (DOF) 

must be large enough to produce usable imaging throughout an entire pho-

toresist layer. DOF requirements are tied to the dimensional requirements 

of a particular device technology, and may be 100 nm or greater. The funda-

mental relationships between resolution, DOF, and optical system param-

eters can be represented in the Rayleigh equations:

    hp
NA

mi ,
NA

n( ) k1λ      

 and  

    DOF=
± k

n
2

2

λ
θsin

,      

 where  k  1  and  k  2  are process-dependent factors tied to the capability of the 

lithography system and photoresist process, and  n  is the refractive index. 

  1.4.1     Image resolution 

 The Rayleigh resolution equation can be derived using Figs 1.6 and 1.7 

together with the grating equation. For coherent illumination (Fig. 1.6), where 

diffraction orders are located at multiples of ± m λ  / p , the objective lens  NA   o   

must be suffi ciently large so that it collects fi rst diffraction order energy, or:

    NAo p
≥

λ
.      

 Through rearrangement to solve for the minimum half-pitch, this becomes:
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    hp
NA

min .( )=
0 5. λ

o

     

 For partial coherence (Fig. 1.7), the objective lens NA can be smaller than 

λ  / p  by the amount of diffraction order  ‘ spread ’  imparted by the angular dis-

tribution of illumination, sin   θ   i :

Image field from 0th order

Composite image field

Image resulting from

collection of 0th and +/–1st 
orders

+/–1st order

0th order constant

(a)

Diffraction
orders

Mask

Objective
lens

0

2

1

3

–1

–2

–3

(b)

1.6      Projection imaging with coherent illumination where (a) single 

discrete diffraction orders are collected, and (b) the resulting image 

electric fi eld is a biased sinusoid.  

= 0.1σ

= 0.5σ

=

sin  i = NAcθ

NAc
NAo

NAo

–1st +1stNAc = 0th

= 0.75σ0

2

1–1

–2

(a) (b)

1.7      Projection imaging with partially coherent illumination where (a) 

distributed diffraction orders are collected and (b) the result is the 

ability to collect more diffraction energy in the objective lens.  
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    NAo ip
≥

λ θi− sin         

 By dividing both sides of the equation by NA o  and substituting NA  c   for sin  θ    i  , 
and   σ   for sin  θ    i   / NA  o  , the minimum half-pitch can be solved for as:

    hp
NA

min ,( )=
+( )
0 5.

1

λ
σ ++ o

     

 which is a more general solution for any condition of partial coherence.  

  1.4.2     Image quality 

 As the partial coherence factor is increased, the minimum resolvable half-

pitch can decrease. This does not necessarily correlate to image quality, 

which will decrease as the fractional amount of diffraction order energy 

decreases from the spread of diffraction orders. Image quality metrics are 

thus required to determine how usable an image is. Practical resolution is 

related to image quality as much as it is related to the ultimate limits of the 

Rayleigh equation. Consider the image of a space feature (i.e. a clear open-

ing or a trench), as shown in Fig. 1.8. The image exists as an intensity distri-

bution along a plane  I ( x ), known as the aerial image. The plot shows how 

image degradation, such as defocus, will degrade an aerial image and reduce 

Position

Imax

Imin

In
te

ns
ity

 1.8      Aerial image of a space feature or mask opening, showing 

minimum and maximum intensity values through defocus.  
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its quality. Several metrics of image quality could be used to quantify this 

degradation. Image modulation (also known and image contrast) measures 

the normalized ratio of minimum to maximum intensity as:   

    Image modulation max min

max min

M
I Imax

I Imax

( )=         

 For a given system, the change in modulation relative to density of the 

geometry that is imaged (or its spatial frequency) is known as the modu-

lation transfer function (MTF). Modulation and MTF are common image 

metrics used in many optical situations. Strictly speaking, modulation is 

only linear with incoherent illumination (where image intensity will add). 

It is also a diffi cult metric to use for mask features with limited periodicity 

where there are no well-defi ned maximum and minimum intensity values. 

Inspection of the aerial image plot of Fig. 1.8 shows the opportunity to uti-

lize a quality metric that measures the degradation of the slope of the aer-

ial image,  Δ  I(x)/  Δ  x . Such a slope measurement should, however, take into 

account the logarithmic response of the detector (which is photoresist in 

this case). Taking the log of an aerial image prior to measuring the sidewall 

slope leads to a response metric that can behave linearly with varying input. 

Specifi cally, the image log slope (ILS) is a measure of the slope of the log of 

the aerial image:

    ILS=
d ln

d
Mask Edge

I x

x
( )

        

 which is measured at the position of the transitional edge of the targeted 

feature (the  Mask Edge ). The units of ILS are reciprocal distance (such as 

nm −1 ). The product of ILS and feature size provides a unitless metric, which 

provides an indication of image quality regardless of feature size, known as 

the normalized image log slope (NILS):

    NILS=ILS CD=
d ln CD

d
×

(( )
x

         

  1.4.3     Depth of focus 

 As seen in the Rayleigh DOF equation, focal depth falls off linearly with 

shorter wavelength and quadratically with the sine of the collection angle. 
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For air as an image medium (with a refractive index of 1.0), the denominator 

of the DOF equation becomes NA 2 , which shows how the optical properties 

that lead to higher resolution (wavelength and NA) are detrimental to focal 

depth. The process factor  k  2  in the equation may be a value near 0.5 for a 

conventional high contrast photoresist, and values greater than that imply a 

resist that is more capable of utilizing a poorly modulated aerial image. The 

full usable depth of focus (UDOF) is often extracted from photoresist expo-

sure tests through a range of focus and exposure conditions (a focus–expo-

sure matrix). The UDOF is the full range of focus that leads to a feature of 

a CD that remains within a required specifi ed size range (the CD specifi ca-

tion) over an established range of exposure variation, the exposure latitude 

(EL). Common values for the CD specifi cation and EL are ± 10% and ± 5% 

respectively. Using the UDOF derived from such exposure testing can lead 

to a solution for a process-specifi c  k  2  value by solving the equation:

    k2

2

2
=

×UDOF NA

λ
     

 The relationship between DOF, NA, and wavelength can be visualized 

by comparing a wavefront propagating through an objective lens pupil 

focused at different positions at an image plane, as shown in Fig. 1.9. For 

two image plane locations (i.e. the top and the bottom of a photoresist 

layer), there exists two unique spherical waves in the lens pupil that would 

converge to focal points at each respective plane. For a single point at 

the object (mask) plane, centered on the optical axis, these are the two 

spherical waves that would be associated with focusing an image of that 

point at the top and the bottom of the resist. In other words, when the 

point is focused at the top of the resist, the wave  W   T   would need to exist 

in the lens pupil. When the point is focused at the bottom of the resist, the 

wave  W   B   would be necessary. The challenge for lithography is to achieve 

good focus throughout a depth suffi cient to account for the photoresist 

thickness and any substrate topography. This is the DOF budget. The error 

associated with choosing a single focal plane and evaluating the image at 

other locations can be assessed by considering the optical path difference 

(OPD) between the corresponding spherical waves. This OPD increases 

with a larger pupil (and NA  o  ). Since the OPD is a result of the difference 

between two spherical waves, it will increase quadratically with pupil size. 

Hence the presence of NA 2  in the denominator of the Rayleigh DOF equa-

tion. Since this OPD is the distance traveled by light propagating through 

the lens pupil, wavelength also infl uences the impact of the OPD. Longer 

wavelength light experiences less wavelength error through a given phys-

ical path length than shorter wavelength light does. This explains why 
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wavelength is in the numerator of the Raleigh DOF equation. Evaluating 

an optical imaging system from the perspective of the lens pupil is use-

ful for understanding other phenomena as well, including aberrations that 

will be discussed in a subsequent section.        

  1.5     Projection lithography systems 

 Historically, optical lithography systems have been designed to image a 

photomask onto a substrate in various ways including contact, proxim-

ity, scanning, and stepping modes or variants thereof. Until the late 1990s, 

many projection lithography systems had been confi gured to operate in 

what is referred to as a step-and-repeat imaging mode. Commonly referred 

to as ‘steppers,’ these systems expose an arrayed matrix of IC chip fi elds 

by exposing one fi eld at a time and stepping through rows and columns 

to cover an entire wafer substrate, as shown in Fig. 1.10a. More recently, 

a step-and-scan imaging mode (a step-and-scanner) has been employed 

where a row of chip fi elds is scanned in one direction, followed by a stage 

stepping motion to allow for the imaging of additional rows, as shown in 

Fig. 1.10b.      

 A main advantage of step-and-scanning over step-and-repeating is real-

ized when considering the utilization of the projection lens fi eld. This is 

shown in Fig. 1.11, where the lens fi eld is depicted together with its utili-

zation for a square stepper fi eld and a slot scanner fi eld. Since the scanner 

requires only a narrow portion of the lens fi eld (about 5 mm  ×  26 mm for 

Optical
axis

OPD

Top of resist

Bottom of resist

WT

WBLens
pupil

 1.9      Comparison of the wavefronts corresponding to two focus 

positions in the substrate plane, where the OPD is the separation 

between them.  
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commercial systems), the imaging of larger chips compared to the stepper is 

enabled. This is an important advantage, as optical lithography systems have 

been driven to require both very large fi elds and very high NAs. Achieving 

both of these attributes is an optical challenge, and the fi eld confi guration 

for a slot scanner allows for a larger image fi eld in a given projection lens 

without signifi cant modifi cations to an optical design.      

  1.5.1     Projection lithography optics 

 The lenses used for optical lithography systems have comprised refrac-

tive elements (known as catoptric designs), refl ective elements (known as 

dioptric designs), or combinations of the two (catadioptric designs). An 

early example of a mostly refl ective lens design is that of the Perkin Elmer 

Micralign full wafer scanner. The objective lens for such a system is shown 

Step-and-repeat

x-step

y-step
Start

End

(a) Step-and-scan

x-scan

y-step
Start

End

(b)

 1.10      Exposure sequencing for (a) a step-and-repeat lithography system, 

and (b) a step-and-scan lithography system.  

Maximum
scanner

field

Equivalent
lens field size

Lens
field size

Maximum
stepper

field

Scanner
slot

 1.11      Comparison of the maximum fi eld sizes for stepper and scanner 

lithography systems using the same lens fi eld size.  
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in Fig. 1.12, where photomask and substrate each utilize one half of the full 

optical system diameter. The mask is illuminated with a long narrow arc slit 

of illumination, and the mask and substrate are scanned in unison across 

this slit. A 1:1 image of the mask is directed toward the wafer, which is com-

plete when each is scanned across its entirety. This approach was a dominant 

imaging mode of the semiconductor industry in the 1980s for 3″ to 6″ wafers 

with resolution to about 1.5  μ m.      

 Larger substrates and higher resolution were attainable using higher NA 

projection lenses and reduction projection imaging. Large fi eld dioptric pro-

jection lenses with NA values up to 0.93 have been built for use in step-

and-repeat and step-and-scan systems. An example of such a lens is shown 

in Fig. 1.13, where over 20 lens elements are combined in an all-refractive 

reduction projection lens. Reduction ratios for such lenses have been as 

large at 10 ×  and as small as 2 × . Problems associated with large fi eld scaling 

and the implications for very large masks made 10 ×  reduction impractical 

for high volume manufacturing. A small reduction ratio of 2 ×  causes chal-

lenges for masks since feature sizes, mask defects, and dimensional control 

are nearly as diffi cult as for 1 ×  reduction. The dominant reduction value for 

Photomask
location

Substrate
location

 1.12      Mostly refl ective (catadioptric) optical design of a full wafer 

scanner.  

Photomask
location

Substrate
location

 1.13      Refractive (dioptric) design example of a reduction projection 

lithography lens.  
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most projection lithography systems has converged to 4 ×  where it remains 

today.       

  1.5.2     Numerical aperture and fi eld size trends 

 The progress of IC technology has driven devices toward larger chip fi elds 

and smaller circuit features. This has placed increasing demands on the 

amount of information that must be transferred though an optical lithog-

raphy system. A measure of the  information content  can be obtained by 

multiplying the image fi eld of the system (in mm for example) and the spa-

tial frequency of the image content (in cycles per mm for example, where 

100 nm lines and spaces correspond to a spatial frequency of 500 cycles 

per mm). The product of these two system attributes gives a unitless indica-

tion of the information content of the lithography process. In optics, such a 

measure is referred to as an optical invariant or the  Lagrange invariant  (I), 

specifi cally:

    I
k

=
field radius N× A

4 1λ
        

 where  k  1  is the Rayleigh resolution factor for the smallest feature (CD) of 

the device. This is a measure of the  bits  of information that the lens processes 

to image into the photoresist. As an example, a 365 nm 0.60 NA projection 

lens with a 35 mm image fi eld diameter imaging 300 nm lines and spaces has 

a corresponding  k  1  of 0.49 and can transfer 1.47  ×  10 4  bits of information. 

The utilization of this fi eld (as a square stepper fi eld or a slot scanner fi eld 

for example) will alter this accordingly. A leading edge 1.35 NA immersion 

lithography 193 nm scan-and-repeat system may print a 50 nm half-pitch CD 

with a 26 mm slot scanning 5.2  ×  10 5  bits. With a throughput of 175 wafers/h, 

this corresponds to 1.13  ×  10 12  bits/s. Figure 1.14 is a comparative plot show-

ing the information content of various lithography systems, including i-line 

(365 nm), 248, 193 nm, EUV (13.5 nm), interferometric lithography (IL), 

and double patterning. Details regarding EUV lithography can be found 

in Chapter 2. Double patterning and immersion lithography (necessary for 

NA values greater than 1.0) are addressed later in this chapter. Each line on 

the plot represents the approximate information content that could be pro-

duced using these technologies with systems that either have been built or 

have been contemplated.      

 As both the NA and fi eld size requirements of lithography lenses have 

increased, scanning systems have been favored and design complexity has 

increased. For example, a high (0.80) NA 193 nm lithography system may 
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have 25 or more refractive elements in a dioptric design. As acceptance 

angles (sin θ ) are pushed above 0.90, the addition of refl ective components 

is often necessitated for the reduction of aberrations across a large fi eld, 

leading to the increased use of catadioptric lens designs. Figure 1.15 is an 

example of hyper-NA (NA > 1.0) 193 nm immersion lithography projec-

tion lens designs utilizing both refractive and refl ective elements. 4         

  1.5.3     Aberrations, fl are, and their infl uence 

 Image quality metrics such as modulation, MTF, ILS, and NILS are used 

to determine the fi delity of the aerial image resulting from the illumina-

tion of mask features and the collection of diffracted energy. Assuming 

no errors in the collection process, a resulting aerial image can be calcu-

lated based on diffraction theory alone. In reality, a lens system will intro-

duce error to the collection and image formation process. This is known 

as lens aberration. Lens aberration can be evaluated and quantifi ed from 

the perspective of the errors experienced as rays are traced through the 

optical system. Alternatively, the error can be evaluated in terms of the dif-

ferences between an ideal wavefront in the lens pupil and that which can 

be achieved with a lens of a particular design and manufacturing process. 
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 1.14      Comparative plot of the information content of various lithography 

systems measured as the Lagrange invariant in bits of image 

information.  
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This approach to quantifying the wavefront error as a deviation from an 

ideal was introduced in discussions about DOF and defocus through the 

concept of OPD. In this more general case of lens aberration, the OPD is 

the difference between an ideal spherical wavefront and that which can be 

achieved. Figure 1.16 depicts this, where the OPD varies across a lens pupil 

and will result in the blurring of a point object in a way that is characteris-

tic of the particular deformation present in the lens. The OPD is also plot-

ted for a lens pupil, showing various forms of symmetry and asymmetry as 

deviation from an ideal fl at response that would result from a perfect lens. 

Characteristics of this deformation can be split into categories of aberration 

type, such as symmetrical defocus and spherical aberration or asymmet-

rical coma, astigmatism, and three-foil aberration. Various mathematical 

 1.15      Examples of hyper-NA (NA > 1.0) optical projection systems for 

immersion lithography using catadioptric design approaches. ( Source : 

From   ’Immersion Lithography in Mass Production: Latest Results 

for Nikon Immersion Exposure Tools,’ A. Hazelton, S. Wakamoto, 

K. Shiraishi, T. Fujiwara, H. Nagasaka, K. Nakano, S. Owa and T. 

Matsuyama, Sematech Immersion Symposium,2007,  http://www.

sematech.org/meetings/archives/litho/8065/pres/TO-02%20Hazelton_

Nikon%20fi nal%20dist.pdf .)  
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decompositions and normalizations exist, including the Zernike polyno-

mial description. The Zernike normalization balances aberration types in 

terms of a set of coeffi cients that are orthogonal over the lens pupil using 

the general polynomial form:   

    W Z
i

ρ θ ρi i ρZiZ θ,ρ θρ α ρi iZ( ) ( )θ
∞

∑         

 where  n  and  m  are positive integers ( n  −  m   ≥  0 and even),  c   nm   and  s   nm   are 

aberration coeffi cients, and the radial polynomial  R  of degree  n  in terms 

of the normalized radial coordinate in the pupil plane (  ρ  ), and where  i  is a 

polynomial ordering index,   ρ   and   θ   are the normalized radial and angular 

coordinates of the lens pupil,  Z   i    ( ρ , θ )  is the  i th Zernike polynomial function, 

and   α    i   is the Zernike polynomial coeffi cient. The Zernike radial polynomial 

function of degree  n  takes the form:

    R en
m ie m( )(( θ      

 where  n  and  m  are positive integers ( n  −  m   ≥  0 and even). 

 The fi rst nine Zernike polynomial terms are given in Table 1.2. These include 

tilt, defocus, astigmatism, coma, and spherical. The fi rst term ( Z  1  or piston) is 

a constant and represents an offset of the wavefront pupil wavefront.      

 Figure 1.17 is a plot of the fi rst 37 Zernike polynomials. Various forms of 

symmetry allow for the identifi cation of spherical terms (Z9, Z16, Z25, Z36, 
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1.16      Wavefront variation in an objection lens pupil in the presence of 

aberration (a) in one dimension showing the OPD, and (b) over the 

entire lens pupil.  
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and Z37), astigmatism (Z5, Z6, Z12, Z13, Z21, Z22, Z32, and Z33), coma 

(Z7, Z8, Z14, Z15, Z23, Z24, 34, and Z35), and others.      

 The infl uence of each of the aberration types will uniquely impact the 

imaging of various mask feature types. For example, spherical aberration, 

which is a radially dependent defocus effect, will cause features of differ-

ent pitch to possess different best focus values. Asymmetry in focus-expo-

sure-related behavior will also result. Astigmatism will produce different 

through-focus behavior for features oriented along one direction compared 

to another (for example X and Y orientation). Coma is an across-pupil aber-

ration and will cause differences in the imaging of features on one side of 

a grouping compared to the other side. Image placement error (IPE) can 

result from coma aberrations as well. 

 Table 1.2     Zernike aberration terms for 

primary aberrations, where  r  is the pupil 

radius 

 Aberration  Phase aberration   Φ   ( r,  θ  ) 

 Spherical  Z 9  [6 r  4  – 6r 2 +1] 

 Coma  Z 7,8  [3 r  3  – 2 r ]cos   θ   (sin   θ  ) 

 Astigmatism  Z 5,6 [ r  
2 (cos 2  θ  )] (sin 2  θ  ) 

 Defocus  Z 4  [ r  
2  – 1] 

 Tilt  Z 2,3  [ r cos   θ  ] (sin   θ  ) 

Z2 Z3 Z4 Z5 Z6 Z7

Z8 Z9 Z10 Z11 Z12 Z13

Z14 Z15 Z16 Z17 Z18 Z19

Z20 Z21 Z22 Z23 Z24 Z25

Z26 Z27 Z28 Z29 Z30 Z31

Z32 Z33 Z34 Z35 Z36 Z37

 1.17      Zernike polynomial expansion representations of individual 

aberration types including spherical terms (Z9, Z16, Z25, Z36, and Z37), 

astigmatism (Z5, Z6, Z12, Z13, Z21, Z22, Z32, and Z33), coma (Z7, Z8, 

Z14, Z15, Z23, Z24, Z34, and Z35).  �� �� �� �� �� ��
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 The tolerable level of aberration in a lens will be a function of its appli-

cation. For most optical applications, what is often referred to as the  quarter 
wave limit  (QWL)   λ  /4 is suffi ciently good for a high quality lens. The QWL 

for a lens expresses the maximum OPD across the lens pupil, measured 

either in terms of variance (or RMS) or full range (or peak-to-valley). In a 

high quality lithography lens, the tolerable level of aberration is more likely 

below   λ  /200 (RMS). For a 193 nm lithography system, this corresponds to 

an astonishing 1 nm deviation between the ideal wavefront in the lens and 

the actual wavefront that can be achieved. Furthermore, the distribution for 

any single aberration term and the variation, as well as the variation of any 

one aberration across the fi eld, is at the sub-nm level. Needless to say, the 

design, fabrication, and metrology processes involved in the manufacture of 

such optical systems present a great set of challenges. 

 Flare or stray light is a component of all optical systems, and will also 

lead to detrimental effects in image quality. Though fl are can be measured 

in terms of its impact near the site of formation (short range) as well as the 

effect it has over a large area (far range), the general effect can quite simply 

be described in terms of its infl uence over general image quality. If a pho-

toresist is exposed with an ideal image with an initial modulation  M   i   in the 

presence of fl are ( F) , the image contrast will be reduced. A simple calcula-

tion of image contrast with fl are  (  M   F   )  can be carried out as:

    M M FF iM ×MiM ( )1−         

 where the fl are level is normalized to the initial source intensity. Flare in an 

optical lithography system is a result of refl ections from interfaces in the 

projection lens (where 40+ layer surfaces may exist), surface scattering at 

each boundary, as well as refl ections and scattering from the photomask, 

pellicle, and substrate. Anti-refl ection coatings on optical surfaces reduce 

the specular refl ection of optical surfaces and are an integral part of the 

lens design and manufacture process. Surface roughness leading to scatter is 

reduced as much as possible but becomes limited by the structural proper-

ties of the optical glass (as well as the ability to measure and reduce rough-

ness as it approaches the nanometer level). Although earlier lithography 

systems with fl are levels of several percent may have been tolerable for pre-

vious generation devices, leading edge ICs require that lithography systems 

operate with fl are below 1%.  

  1.5.4     Alignment and overlay 

 Most micro-electrical, mechanical, or optical devices require the deposition 

and subsequent patterning of several fi lm layers over a substrate in order to 
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perform an intended function. In the case of a microelectronic IC, this layering 

comprises steps of thin fi lm deposition, lithography, etching, thin fi lm removal, 

and other steps that are replicated many times over. Modern nanoscale IC 

requires hundreds of separate process steps and tens of lithography masking 

levels over fi elds of several centimeters and wafer substrates 300 mm across. 

The accuracy of the alignment of one level to the next and the measurement 

of the resulting positional overlay (or registration) accuracy must be within a 

fraction of the minimum feature size. Errors in overlay will result in electrical 

problems such as variances in resistance, current leakage, and shorting, lead-

ing to yield issues. Improvements in overlay accuracy are achieved through 

optical, mechanical, design methods, detection schemes, and analysis means. 

A general specifi cation for overlay control has been 25% of the device CD (3 

sigma). For example, a 45 nm hp DRAM device process would require over-

lay control of 11 nm or better. Similarly, a 28 nm hp device would require 7 nm 

or better control. As device geometry progresses to where overlay control 

approaches a few nm, the ability to achieve such control may be the limiting 

factor to progress beyond a particular device generation.  

  1.6     Wavelengths for optical lithography 

 Diffraction scaling has driven optical lithography from portions of the elec-

tromagnetic spectrum known as the blue-UV (350–450 nm) to the mid-

UV (or MUV, 300–350 nm), into the deep-UV (or DUV, 180–300 nm) and 

toward the vacuum-UV (or VUV, 100–180 nm). Mercury or mercury–xenon 

gas discharge lamps have traditionally been used to produce high power UV 

radiation in the blue and UV spectral regions. Emission lines are the result 

of transitions between electronic states, which are strong at 579 (e-line), 546 

(f-line), 436 (g-line), 405 (h-line), and 365 nm (i-line). This is seen in the 

emission plot in Fig. 1.18. There are several weaker emission lines including 

a transition resulting in emission at 254 nm, which has also been used for 

lithography systems operating in the DUV.      

 Other sources have been considered or used for lithography at wave-

lengths down to 100 nm. Lyman-alpha (at 121 nm) and deuterium (at 

160 nm) sources can emit at short-UV wavelengths but their power is gen-

erally too low to be practical. Starting with the argon (Ar 2 ) excited dimer 

(excimer) source at 126 nm, several excimer type sources were developed 

in the late 1970s including Kr 2  (148 nm), F 2  (157m,), the ArF rare-gas hal-

ogen excited complex source (an exiplex, but commonly referred to as an 

excimer) (193 nm), KrCl (222 nm), KrF (248 nm), XeCl (308 nm), and XeF 

(352 nm). The effi ciency of excimer and exiplex sources allows them to be 

operated as lamps but higher power can be achieved through a narrow 

bandwidth as lasers. These lasers have come to be dominant for lithography 

exposure wavelengths in the DUV. 
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 The transition to shorter wavelength must be justifi ed with regards to the 

corresponding resolution potential. Simple calculations of wavelength scal-

ing can be made, such as those shown in Fig. 1.19. 3  Here, the wavelength 

shrink corresponds to the ratio between old and new generations (and 

resulting in values less than one). It becomes apparent that there has been 

more potential in some transitions than others, where the step from i-line 

to 248 nm corresponds to a shrink better than 0.70. Such assessment shows 

how some lithography transitions were always diffi cult to justify, such as that 

from 193 nm (dry) to 157 nm lithography or any optical wavelength below 

193 nm.       

  1.7     Lithography in the deep ultraviolet (UV) 

 The resolution improvements that are possible with shorter wavelength have 

driven lithography toward shorter DUV wavelengths. In moving lithography 

to wavelengths below 300 nm several material, design, and source factors 

have required consideration. Optics and optical materials issues have played 

a large role. The refractive infl uence of optical materials with wavelength, 
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 1.18      Spectral distribution of emission lines of a mercury vapor lamp, 

showing dominant lines including those used for lithography at 436 

and 365 nm.  
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defi ned through optical dispersion and manifesting as chromatic aberration, 

could be considered as one of the most important factors. The dispersion 

of an optical material is defi ned as the change in refractive index,  Δ  n , for a 

change in wavelength,  Δ   λ  :

    D
n

=
Δ
Δλ

        

 For a refractive lens, chromatic aberration or color error will result in a vari-

ation in focus for different wavelengths. This is shown in Fig. 1.20 for a single 

positive lens element. The variation in focus between to wavelengths (or 

over a range of wavelengths) can be determined as:   
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 1.19      Fractional wavelength shrink from one lithography generation 

to the next, showing the potential improvement in resolution from 

wavelength reduction. ( Source : From   ’The saga of lambda: spectral 

infl uences throughout lithography generations,’ B.W. Smith, Proc. SPIE 

Advances in Resist Materials and Processing Technology XXIX, 8325, 

2012.)  
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 where  n  0  is the initial refractive index, and  f  0  is the initial focal length. For 

a complex lens design, each element will be infl uenced by dispersion and, 

unless corrective measures are made, will only be well corrected for one 

wavelength or color. In a lithography projection lens, the demands on reso-

lution, DOF, and image quality lead to spectral bandwidth requirements on 

the order of a picometers (pm) or better, measured as full width half maxi-

mum (FWHM) of the spectral distribution of the source. As seen from the 

spectrum for the mercury–xenon lamp of Fig. 1.18, the bandwidth at DUV 

wavelengths is more likely on the nm level or more, 1000 ×  that which is 

necessary. 

 The use of cemented doublets in an optical design allows for the reduc-

tion of chromatic aberration through the combination of glass types with 

different refractive indices and dispersion values. This is seen in Fig. 1.21 

for an i-line reduction projection lens that contains two doublets of dif-

ferent glass type within the design. At wavelengths below the absorption 

edge of traditional optical glass, few materials exist that can be combined 

for such correction. With fused silica as the main glass material for deep-

UV optics, other means must be employed. Methods to reduce or elim-

inate the adverse effects of chromatic aberration include the use of a 

spectrally pure source (with bandwidth  Δ   λ   in the picometer range in the 

case of lithography optics) or the use of entirely refl ective optics (catop-

tric lenses) or mostly refl ective optics (catadioptric lenses). Regarding the 

Shorter wavelength

Longer wavelength

 1.20      Chromatic aberration as the change in focus for different 

wavelengths for a refractive lens. In general, shorter wavelengths 

will focus closer to the surface of a positive lens as refractive index is 

increased.  
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narrow bandwidth solution, this is problematic for excimer lasers where 

their high effi ciency for populating metastable excited states leads to 

lower temporal coherence than most other lasers. At a natural bandwidth 

of 1 nm, additional correction methods are necessary. While spectral line-

narrowing of excimer lasers has been explored since the late 1970s, using 

gratings, prisms, and/or etalons, the maturity of such techniques was not 

proven robust enough for high volume manufacturing until sometime later. 

Alternatively, the use of refl ective optics, such as those shown in Fig. 1.22, 

exhibits no refractive chromatic aberration. Designs have evolved from 

the simple Schwarzschild objective to those used in commercial lithogra-

phy systems. However, the use of refl ective elements in a reduction pro-

jection lens (for stepper or step-and-scan use) did not reach high volume 

application until catadioptric designs, such as shown in Fig. 1.23, were 

introduced. 5            

 Deep-UV lithography in the 248–54 nm range was primarily carried out 

using a catadioptric design like that in Fig. 1.23 and the 245 nm line of Hg, 

until suffi cient success of the spectrally line narrowed excimer KrF laser. As 

shorter wavelengths were pursued, the 193 nm output from the ArF laser 

proved dominant over others. Issues involving the bandwidth requirement 

of high NA catadioptric lenses allowed use with an un-narrowed excimer, 

Corrective doublets

Image
plane Mask

plane

 1.21      Use of cemented doublets in a refractive lens allow for the 

correction of chromatic aberration. This requires the use of different 

glass types in the lens design, which becomes diffi cult at DUV 

wavelengths.  
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 1.22      Refl ective (catoptric) design approaches leading to partially 

refl ective (catadioptric) alternatives.  
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but refractive approaches eventually dominated. As 193 nm lithography 

evolved toward very high NA values, the use of refl ective components 

within projection lenses increased again, leading to new catadioptric lens 

concepts for leading edge lithography, such as the lens designs depicted in 

Fig. 1.15.       

  1.8     Resolution enhancement technology 

 The Rayleigh equation suggests that the limit to resolution for a given wave-

length and NA can be achieved using incoherent illumination, where the  k  1  

factor is 0.25. Although it is true that some degree of image modulation may 

result from mask geometry at this minimum pitch (accounting for optical 

reduction factor), the usability of such an image is not certain. It is likely, 

in fact, that incoherent illumination of features at  k  1  = 0.25 will result in an 

image modulation so poor that photoresist can make no use of it even at 

best focus. The concept of resolution enhancement technology (RET) is a 

general one used in many fi elds of imaging. In the case of optical lithogra-

phy, RET generally refers to methods employed to improve on the quality 

of an image compared to what could be achieved using incoherent illumi-

nation alone. Examples of now commonly used RET include phase shift 

masking (PSM), optical proximity correction (OPC), modifi ed or off-axis 

illumination (OAI), and polarized illumination.  

 1.23      Catadioptric projection objection lens using a beam splitting cube 

to allow for a full pupil imaging without central obscuration. The use of 

polarized illumination allows for throughput near unity.  
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  1.8.1     Mask correction approaches and optical proximity 
correction 

 Features on a photomask of the same size may image very differently 

depending on how they are grouped and what is neighboring them. This is 

primarily driven by the feature density dependence as seen in the Rayleigh 

equation, where resolution is determined by the periodicity or pitch of an 

object. Theoretically, geometry of any size could be imaged, regardless of 

how small it is, so long as its periodicity falls above diffraction limits. This 

is why the minimum half-pitch designation of a resolution limit is more 

useful than the minimum feature size. In practice, however, the resolvabil-

ity is determined by a photoresist’s ability to print such an image into a 

well-defi ned three-dimensional structure. Because of the variation in the 

printing ability of a small feature is strongly determined by what is in its 

proximity, modifi cations to its surrounding can infl uence performance. This 

is often referred to as OPC, which is used to correct for optical proximity 

error (OPE). Two types of OPC are often employed at a photomask. One 

addresses the feature density dependence described above. A second type is 

used to compensate for feature corner rounding and line shortening effects 

in the image plane (the X–Y plane). 

 The plots in Fig. 1.24 show the fi rst type OPE, namely the behavior of a 

line of a given size through pitch and defocus. The example shows an 80 nm 

line imaged using a 193 nm wavelength and a 0.80 NA objective lens with a 

partial coherence (  σ  ) of 0.80. Four focus values are shown, from best focus 

to 0.15  μ m defocus. The image CD is plotted, which is the width of the aerial 

image at a 30% intensity level. This would correspond to the approximate 

level of response of a photoresist. As is clear from the fi gure, the behav-

ior of the 80 nm line is very dependent upon its density. In particular, the 

image CD decreases as the periodicity decreases. Uniform CD performance 

is desired to meet device performance requirements.      

 The reason for the differences in the imaging behavior of features with 

changing density can be understood by considering the neighborhood sur-

rounding a line as density is varied. Shown in Fig. 1.25 for example are 

lines with duty ratios (or line-to-space ratios) of 1:1 and 1:3. Also shown 

are the coherent aerial images for each case when few diffraction orders 

are collected. The aerial image of 1:1 lines modulates around a background 

intensity of 0.25, whereas the image for the 1:3 lines modulates around a 

background value of 0.56. The reason for these differences is fundamen-

tal, where background intensity corresponds to the 0th diffraction order 

squared, or the space-to-pitch ratio squared, (s/p) 2 . These two situations 

can have very different printing performance as focus and exposure are 

varied. The challenge of OPC is therefore to equalize the background lev-

els across a variety of duty ratios.      
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 Figure 1.26 shows how the use of additional features to a mask can lead 

to a more common through-focus behavior. Figure 1.26a is the through-

focus intensity of these lines with duty ratio from 1:1 up to 1:4. As defocus is 

increased, the intensity around which the lines demodulate increases by as 

much as 2 × . By adding correction features as small bars, as seen in Fig. 1.26a, 

the intensity between the lines with increasing duty ratio can be decreased, 

leading to a more common through-focus intensity behavior. The goal for 

the bars is to infl uence this demodulation behavior but not lead to printing 

of the bars themselves. Regions where bars may begin to print are those 

160

0

20

40

60

Im
ag

e 
C

D

80

100

120

240 320

Pitch (nm)

400 480

Focus (microns)

0 0.05 0.1 0.15

 1.24      OPE for lines of various pitch values through-focus, showing how 

neighboring features infl uence behavior.  
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 1.25      Aerial image plots for lines of two duty ratios, 1:1 and 1:3, showing 

how differences in line spacing drive the average image intensity.  
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where the bar width becomes large compared to the space within which 

it is placed. The use of multiple thin bars can help to reduce bar printing 

effects.      

 The second type of OPE and subsequent OPC is the use of additional 

mask features (serifs and other shapes), which can alter the energy collected 

by the projective lens for parts of a mask feature that are near line ends and 

corners. An example of this is shown in Fig. 1.27, showing a simple T-shaped 
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 1.26      Aerial image plots for a mask with 100 nm lines of varying duty 

ratio with (a) no correction for the OPE effect, and (b) correction 

features for the OPE effect, where the addition of small features 

produces a level average intensity through pitch.  
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feature on a mask together with a plot of the intensity at the image plane 

when a limited amount of diffraction energy is collected. For imaging con-

ditions where few diffraction orders are collected, rounded corners result 

as high frequency diffraction orders are lost, and the formation of square 

corners is thus diffi cult. The situation can be compensated to some extent 

by over-exaggerating the corners to allow more exposure energy in these 

regions. The situation becomes one of dose compensation to help account 

for the energy that is lost. This is not actually a  ‘ correction ’  method since the 

diffraction energy is at frequencies too high to be collected by the projec-

tion lens. It is instead an optical proximity compensation approach to allow 

for printing performance closer to what is desired. Figure 1.27 shows how 

this image compensation can be carried out using serifs at the corners of 

rounding features. Too much compensation can cause over exaggeration of 

the effect as well.       

  1.8.2     Phase shift masking 

 As seen earlier, a conventional  ‘ binary ’  photomask is defi ned using an 

amplitude function that varies between values of one and zero. There is 

potential to design into a mask different values of phase, which can lead 

to image variation and improvement. Consider for example Fig. 1.28. The 

amplitude and intensity functions for a binary grating mask are plotted for 

a limited amount of diffraction energy collected by an objective lens. The 

amplitude function is the lowest frequency sinusoidal representation of the 

mask function. When squared, this leads to an intensity function that can 

be used to expose photoresist. If the grating mask is modifi ed with phase 

 1.27      OPC using small serifs at the corners of features to compensate 

for the energy losses in these regions resulting from the lack of capture 

by the objective lens.  
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shifted regions between every other line, the resulting amplitude function 

is sinusoidal with one half of the frequency. When squared, the resulting 

intensity function resembles that of the binary mask (a squared sinusoid vs 

a squared biased sinusoid). The differences, however, are signifi cant in two 

ways. First, since the frequency of the amplitude function is 50% lower than 

the binary amplitude function, the objective lens pupil could be one half as 

large to collect all of the diffracted energy necessary. Thought of another 

way, a lens of a given NA could image a grating of twice the frequency for 

a phase shifted mask compared to a binary mask. Also, since the amplitude 

function passes through zero with a phase shift, an intensity value of zero 

in the dark mask regions is ensured even with image degradation (such as 

defocus).      

 Achieving a phase shift of 180° (or   π  ) is necessary to bring about such 

effects. This is accomplished through multiple process steps during the mask 

fabrication process, etching regions in a mask so that a wavetrain of light 

propagating through a phase shifted opening is out of phase with an un-

shifted opening by half a wavelength. The example shown in Fig. 1.28 is for 

an ideal grating mask, which is simpler than the geometry of real ICs. When 

phase shift masks are used, a second binary mask is often used in a dual 

exposure sequence to remove unwanted pattern regions or artifacts. This 

second mask is referred to as a  ‘ trim mask. ’  An example of two such masks 

(a PSM and a trim mask) are depicted in the high density gate designs shown 

earlier. 

 Variations on this basic theme have been developed to adapt PSM to real 

device applications. These include the use of light  ‘ leaking ’  through the dark 
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 1.28      Comparison of a binary mask and an alternating PSM, showing 

the decrease in the image amplitude frequency for the PSM.  
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regions of a mask, allowing for a phase shift to clear regions through appropri-

ate selection of materials and fi lm thicknesses. These types of mask are known 

as attenuated phase shift masks (APSM) and can utilize materials such as 

molybdenum oxide and silicon dioxide (Mo-Si APSM) or other refractory 

metal oxides and nitrides combined with silicon dioxide or silicon nitride. 6   

  1.8.3     Modifi ed illumination 

 Up to this point, mask illumination that is circular and centered on the 

optical axis has been considered. Alternatives to this  ‘ on-axis ’  illumination 

are also possible. Using OAI, source shaping such as dipole, quadrupole, 

annular, and more customized variations can lead to improvements in the 

printing of photoresist features. Although incoherent illumination leads to 

the limits of resolution for an optical system (and a  k  1  = 0.25), the image 

quality at these limits will generally be poor. This is especially true as defo-

cus and other image degradation mechanisms (e.g. aberrations) are consid-

ered. For projection optical lithography, incoherent illumination should be 

thought of as a starting point, where improvements in image quality can be 

achieved through the removal of select portions of a full   σ   = 1 illuminator. 

This approach leads to an understanding of how OAI and more customized 

illumination are an integral part of leading edge optical lithography. 

  Off-axis illumination 

 Though a common treatment of OAI is to start with a coherent on-axis 

point source, it can be more intuitive to begin instead with a full circu-

lar incoherent source, as shown in Fig. 1.29. For X-oriented features with 

0.25 <  k  1  < 0.5, there is a central portion of a full sigma illuminator that 

will produce diffraction energy that cannot be collected by the objective 

lens pupil. There are portions toward the edge of the illuminator, how-

ever, that will result in fi rst diffraction order energy that can be collected 

by the objective lens. Because both 0th and 1st order energy are collected, 

it can be used in image production. The left edge of the illuminator results 

in collected +1st diffraction order energy and the right edge results in 

−1st order collected energy. If regions without more than 0th order are 

discarded, what remains is a two-component source often referred to as 

a dipole illuminator. If this exercise is carried out in the Y direction as 

well, a four-pole or  quadrupole  illuminator arises. If all mask orienta-

tions are allowed, the illuminator becomes  annular  in shape. Figure 1.30 

shows a variety of off-axis source shapes that could be utilized in pro-

jection lithography. Variations in the pole shape result from the particu-

lar method of implementation and they may be circular, arcs, wedges, or 

other shapes.      
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 1.29      Distribution of diffraction energy with OAI and its capture by the 

objective lens, showing zero and fi rst order contribution to image 

formation.  
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 1.30      Several of the choices for OAI in a projection lithography system.  

 The advantage in using only a select portion of the lens pupil is appreci-

ated when considering that those portions removed only add background 

energy to an image. The consequence is a reduction in image modulation. 
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An additional advantage of OAI is a large DOF that can be gained by distri-

bution diffraction energy only at radial locations of the projection lens pupil. 

This is shown in Fig. 1.31, where the defocus OPD is shown together with 

the diffraction order energy for on-axis low sigma illumination and off-axis 

dipole illumination. In the on-axis case, a large defocus aberration effect will 

result in image blur because of the phase difference between the diffraction 

energy traveling through the center of the pupil and that traveling through 

the edge of the pupil. For dipole illumination, each pole distributes 0th and 

1st diffraction order energy at radial pupil locations only. Because of this, 

there is little difference in the phase of all orders as they are collected by the 

lens pupil. The end result is imaging with signifi cant improvement in DOF. 

Indeed, for poles that are single points, the DOF is infi nite. More practical 

source sizes such as those in Fig. 1.30 may be necessary for throughput as 

well as the reduction in coherent image artifacts, and the improvement will 

be lessened.            

   Customized illumination and source–mask optimization 

 The approach described for source design can be utilized for very specifi c 

mask structures to arrive at a unique source shape for the best performance 

across a mask fi eld (or a critical portion of the fi eld). This can lead to source 

shaping that has attributes of some of those shown in Figs 1.29 and 1.30, but 

with additional shaping based on the size, shape, periodicity, and orientation 
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 1.31      Comparison of the capture of diffraction order energy for on-axis 

illumination and dipole OAI, showing how the off-axis case leads to the 

avoidance of the center of the lens and a potential for increased DOF.  
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of geometry. This approach can be used together with mask optimization to 

iteratively optimize the source and the mask through  source – mask optimi-
zation  (SMO). 7  Though the concept may be a simple one, the implementa-

tion becomes very involved and diffi cult as large fi eld areas are considered 

over many billions of device structures. There is additional complexity 

because of the loss of the phase information in the intensity at the image 

plane, making an inverse solution to the problem computationally diffi cult. 

As phase shift masks are added to the challenges of amplitude (binary) 

masks, OPC and unrestricted source shaping, the development of effi cient 

approaches and algorithms has been necessary to enable SMO as a prac-

tical RET.   

  1.9     Immersion lithography 

 The concept of immersion lithography for high NA had existed for several 

decades but became practical only when it was apparent that few alterna-

tives existed to extend optical lithography. Additionally, the identifi cation 

of water as a suitable immersion fl uid for use at 193 nm led to the success-

ful implementation of immersion lithography to lithography generations 

beyond 65 nm. 8,9  The principles of immersion lithography are similar to 

immersion microscopy, with a few important exceptions. As seen earlier, a 

lens NA is defi ned in terms of its collection angle and the refractive index of 

the surrounding medium:

    NA = nsinθ         

 The NA is also known as an optical invariant. As light propagates through 

media of different refractive indices, the NA remains constant, as described 

by Snell’s Law:

    n n1 1 2 2 3 3sin i sinθ1 2 2sn2 θin θ3=2θ2sn2 in = NA         

 In an immersion microscope, where magnifi cation of an object at the image 

plane is desired, the limitation of a lens is its ability to collect large angle 

diffraction detail from the object. Collection in air is limited to angles of 90° 

and the corresponding NA of 1.0. If image media of higher refractive index 

were used, such as immersion oils with indices as high as 2.0, the maximum 

NA would be increased corresponding to the index, allowing for greater 

collection of diffracted detail. This would directly equate to higher resolu-

tion. An immersion microscope therefore utilizes an increased NA at the 

object plane through immersion. For optical lithography, projection imaging 
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occurs in a reduction mode. The limits to diffraction are thus imposed at the 

image plane. Instead of immersing the object plane, as with a microscope, 

the image plane is introduced to a higher refractive index. The situation is 

shown in Fig. 1.32.      

 Another important difference between immersion microscopy and 

immersion lithography is that, under normal circumstances, microscopy is 

used with static fi elds. The meniscus formed at the interface of air, the fl uid, 

and the solids (the cover glass and lens) exhibits a shape that is dependent 

on these materials properties. In a scanning lithography system, the interface 

is also unique to the materials used (the photoresist and the lens) and is also 

infl uenced by the motion of the stage. A critical requirement of the fl uid fi lm 

is that it follows the surface of the wafer with the lens during a scan. This is 

facilitated with the water immersion fl uid since a lens surface is hydrophilic 

in nature and a photoresist fi lm is more hydrophobic. The scanning of the 

meniscus creates advancing and receding edges, as depicted in Fig. 1.32. The 

angle of these edges must be carefully controlled through the design and 

engineering of the immersion  ‘ head ’  containing the optic, the properties of 

the photoresist material, and the motion of scanning. Inadequate control 

can lead to defects through the trapping of air into the fl uid or the deposi-

tion of fl uid droplets onto the wafer surface. The control of such defects is 

critical to ensure successful implementation of an immersion lithography 

process. 

 For the DUV wavelengths necessary for leading edge lithography, fl uids 

must be suitably transparent at exposing wavelengths and also be compati-

ble with photoresist materials and processes. Water has very attractive prop-

erties in the DUV, with a refractive index that increases from about 1.3 in 

the visible to about 1.44 at 193 nm. Figure 1.33 shows how water immersion 

lithography at 193 nm can lead to a higher NA (and therefore higher reso-

lution) than an air (or dry) lithography counterpart. The diagrams compare 
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 1.32      Comparison of (left) an immersion microscope setup in 

magnifi cation mode, and (right) a reduction immersion lithography 

setup.  
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situations where the sines of the refracted angles in image media are 0.90. 

For the dry lithography case, it is clear that the limitation to the refracted 

angle occurs in the air. For the case of water immersion, the maximum 

refraction angle in the lens last optical element (LOE), the image media, 

and the photoresist are closer, and the NA of the system can be increased by 

a value equivalent to the increase in the refractive index (1.44). NAs up to 

1.35 have been achieved using water immersion lithography at 193 nm. 1        

  1.10     Multiple patterning optical lithography 

 Optical lithography options for shorter wavelength and higher NA may 

have reached a point of maturity. As seen in Fig. 1.18, a wavelength shrink 
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 1.33      Rays traced through the lithography stacks for (top) a dry 

lithography scenario, and (bottom) an immersion lithography scenario, 

showing the larger angles enabled with immersion lithography.  
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factor below 0.8 would probably be necessary to justify a new generation. 

This would force optical lithography into the VUV, presenting signifi cant 

material challenges, as suitably transparent optics, photoresists, mask sub-

strates, pellicles, and immersion media are few and far between. Higher 

NA for 193 nm immersion is similarly challenging, as a 0.80 shrink through 

a higher index immersion fl uid would require a refractive index of 1.8 or 

greater. Fluid materials with suitable DUV transmission with necessary 

mechanical, chemical, and thermal properties are not likely to be identifi ed. 

In the absence of traditional methods identifi ed in the Rayleigh equation, 

approaches to multiple patterning at the image plane have been developed. 

Such approaches could be used to extend optical lithography well beyond 

 k  1  = 0.25 and toward resolution that might otherwise be obtained only with 

other non-optical approaches. 10  

 Multiple patterning approaches are also referred to as double pattern-

ing, pitch division, and pitch splitting. The concept of these approaches is 

quite simple. If there is a fundamental pitch limitation for a given process, 

that limit could be overcome by interleaving two patterning processes with 

each producing images of small lines (or small spaces) at that fundamen-

tal pitch. To appreciate the limitation of the concept, one needs to realize 

that the interleaved images are ones with minimum contrast – essentially 

sinusoidal variations in intensity. The interleaving of sinusoidal intensity 

functions will only lead to constant non-image intensity. In other words, 

a simple second exposure will wash out a fi rst. What is necessary, there-

fore, is a method to somehow capture or transfer a fi rst exposure as a high 

contrast image and follow it up with a subsequent operation to pattern 

a second exposure. Possible solutions can include a double development 

method using two development schemes that can discriminate between 

fully exposed resist and fully unexposed resist and lead to a doubling of 

resolution through the patterning of feature sidewalls. Alternatively, resist 

freezing methods can use two photoresist coatings with a fl uid or vapor 

chemical step to freeze the fi rst coating and allow for a second overcoat. 

As another alternative, a sidewall spacer defi ned process can lead to the 

doubling of pitch density through the deposition of a conformal inor-

ganic thin fi lm coating over patterned lines. Subsequent top layer removal 

steps can then reveal material remaining only on two sides of each fea-

ture, resulting in a doubling effect. Or a double pattering approach using 

a fi rst lithography step, followed by an etch step, followed by a second 

lithography step, followed by a second etch step (litho-etch-litho-etch) can 

be used to defi ne lines or spaces. Details of the various processes that 

have evolved for multiple patterning are described in the resist processing 

chapter (Chapter 7). Such schemes and variations represent opportunities 

to extend optical lithography into areas beyond what is possible through 

wavelength and NA scaling alone.  
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  1.11     Conclusion 

 Optical projection lithography has been the principle patterning approach 

for technologies at the microscale to the nanoscale. Advances in optical 

systems that have included the use of shorter wavelength sources, modifi ed 

illumination approaches, advanced photomask design, immersion imag-

ing, and multiple patterning have allowed for robust lithography down 

to a few nanometers. Although it may prove diffi cult to reduce pattern 

sizes one hundred-fold again, as has been done over the past few decades, 

it can be expected that there is more to gain through clever design and 

insight. Traditional scaling rules continue to be extended into new gen-

erations. Combinations of the techniques described in this chapter have 

not yet been fully exhausted, especially when considered together with 

the possibilities offered with extreme UV lithography (EUVL, Chapter 2). 

Also, if hyper-resolution technologies now used in microscopy fi elds can 

be applied to lithography, imaging beyond the limits of diffraction may 

become possible.  
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  Abstract : This chapter describes extreme ultraviolet (EUV) lithography, 
a photon-based lithography technology with the potential to enable 
the continuation of Moore’s law throughout the 2010s and beyond. 
In this introduction we motivate the choice of EUV wavelength for 
use in lithography. A brief history of the early research work on EUV 
is provided, followed by sections on the phases of development and 
commercialization. Key EUV technology sub-systems are then covered, 
with emphasis on the most challenging components: sources, optics, 
masks, resists and EUV scanner integration. The chapter concludes 
with ruminations on the economic and technical implications of EUV 
lithography. 

  Key words : lithography, extreme ultraviolet (EUV), EUV source, EUV 
mask, EUV resist. 

    2.1     Introduction 

 For the past 45 years the semiconductor industry has followed a trend of 

technology advancement with clocklike precision. The density of transistors 

patterned on silicon wafers has doubled every 18–24 months so consistently 

that the behavior has been dubbed ‘Moore’s law’ after Gordon Moore, the 

fi rst to observe the trend. This achievement has become more than a marvel 

of engineering execution – now the steady improvement is an axiom upon 

which the semiconductor industry’s business model relies. The pressure to 

continue this improvement is more economic than technological. 

 This chapter describes extreme ultraviolet (EUV) lithography, a photon-

based lithography technology with the potential to enable the continuation 

of Moore’s law throughout the 2010s and beyond. In this introduction we 

motivate the choice of EUV wavelength for use in lithography. We then 

provide an overview of the key sub-systems of EUV lithography. A brief 

history of the early research work on EUV is next, followed by sections on 

the phases of development and commercialization. After the introduction, 

EUV technology is described system by system, with emphasis on the most 

challenging components: sources, optics, masks, and resists. Next, some of 
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the integration challenges within the EUV scanner tooling are discussed. 

The chapter concludes with ruminations on the economic and technical 

implications of EUV lithography. 

  2.1.1     Wavelength change 

 The bread and butter of transistor size reduction, or ‘scaling’, has been the 

relentless improvement in optical projection lithography over the past 

30 years. Described in detail in the previous chapter, the progression of 

steadily shorter wavelength lithography steppers and scanners has pro-

pelled the industry into a high resolution, high yield space undreamt of in 

the 1960s when Moore fi rst wrote about transistor densities on integrated 

circuits. Ultimately, however, physics places limits on photon-based litho-

graphic resolution scaling. The previous chapter introduced the reader to 

the general form of the Rayleigh criterion:

    NA1λ /     [2.1]   

 where  R  is feature resolution,  k  1  is an all-inclusive ‘lithography process’ pro-

portionality factor, and NA is the numerical aperture of the optical system. 

For today’s optical scanners, the resolution limit of a single exposure is deter-

mined by the limits on each of the terms in (Equation [2.1]). The largest NA 

achievable today on an immersion lithography system is 1.35. The shortest 

wavelength of light available in a commercial optical lithography exposure 

system today is 193 nm. The theoretical limit for  k  1  in a process using inco-

herent illumination, a phase-shifted mask and a ‘perfectly’ tuned photoresist 

is 0.25. Putting all these together yields a theoretical optical lithography res-

olution limit for single exposure processes of

    
0.25 193 nm

1 3. 5
36 nm

×
=      

 Economic forces and worldwide demand for continued improvement in 

computer chip functionality, however, require that semiconductor device 

manufacturers fabricate chips with feature sizes much smaller than 36 nm. 

Referring to Equation [2.1], it is clear there are three approaches to achiev-

ing a smaller resolution using photon-based lithography: lower  k  1 ; shorter   λ  ; 
and increased NA. 

 Lowering  k  1 : it is possible to exceed the theoretical single exposure pro-

portionality limit of  k  1  = 0.25 by using two or more processing steps in a 

technique known as double (or multiple) patterning (Lee  et al. , 2008; Xie 
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and Smith, 2009). For example, 22 nm features can be fabricated in commer-

cial environments using just such approaches. However, the use of twice (or 

more) the number of processing steps adds cost, making these approaches 

unattractive. 

 Increasing NA: for an optical system in air the limit of NA is 1, with a prac-

tical engineering limit around 0.93. Today’s state-of-the-art optical exposure 

systems exceed this limit by placing the fi nal optical element of the projec-

tion optics in water, effectively boosting the NA by the index of refraction of 

water ( n  = 1.44) and giving rise to today’s NA limit of 1.35. This approach is 

called immersion lithography. Exceeding the water-based NA limit is possi-

ble by replacing the fl uid, fi nal lens element, and photoresist materials with 

so-called ‘high index materials.’ Such an approach has been investigated, but 

so far no suitable materials have been found (Zimmerman  et al. , 2009). 

 Shortening   λ  : the fi nal component of the Rayleigh criterion that could 

allow improvement in resolution is the wavelength. Since photons have 

no wavelength limit, there is no physics limitation on resolution improve-

ment. In fact, as mentioned at the start of this section, the modern history of 

lithography is simply a litany of wavelength choices, each shorter than the 

previous. Extremely bright mercury lamps exhibited strong spectral peaks 

at 436 nm (‘g-line’), 405 nm (‘h-line’), and 365 nm (‘i-line’), and each of 

these wavelengths was a broadly utilized commercial lithography tool. As 

resolution and throughput requirements increased, high brightness mer-

cury lamps were phased out and replaced with excimer lasers. The initial 

Hg lamp-based 248 nm exposure systems were replaced by krypton fl uoride 

(KrF) laser-based scanners. Argon fl uoride (ArF) lasers, emitting at 193 nm, 

became widely available in the early 2000s and are the predominant tech-

nology in use as of this writing, whether in dry or immersion exposure sys-

tems. The 157 nm wavelength was explored extensively, but not adopted for 

commercial use primarily due to the advent of 193 nm immersion lithog-

raphy just described. X-rays, with a wavelength around 1 nm, were used in 

X-ray proximity lithography (see Section 2.1.3), but this technology was also 

not widely adopted. 

 EUV is a photolithography based on a choice of 13.5 nm for the exposure 

wavelength. The wavelength choice is 15 times shorter than 193 nm systems, 

and one that is no longer in the optical band but instead found in the soft 

X-ray band. This wavelength choice promises the ultimate benefi t of vastly 

improved resolution. Because the improvement is so signifi cant, the use-

fulness of the technology should extend over a long period of time. This 

extendibility factor is attractive for semiconductor manufacturers who hope 

to be able to make use of EUV technology for as long as possible. 

 It is important to note that there are other ways to improve lithographic 

resolution that do not involve photons or (Equation [2.1]). Alternative 

lithography solutions using electron beams, ion beams, and imprint, also 
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being explored today, are discussed in their respective chapters elsewhere 

in this volume.  

  2.1.2     EUV lithography: the basics 

 EUV lithography is a projection lithography approach that utilizes 13.5 nm 

photons to expose photoresist. Figure 2.1 shows a schematic of an EUV 

lithography exposure system. Before describing the key sub-systems, some 

general observations are in order. First, since 13.5 nm is in the soft X-ray 

band, all materials absorb EUV photons strongly, meaning it is not possible 

to use refractive optics nor is it possible to transmit these photons through 

air. Second, the refl ectivity of essentially all single materials at normal inci-

dence is very small. ‘High’ (e.g. 70%) normal incidence refl ectivity can be 

achieved using a series of paired thin layers of high and low atomic number 

(Z) materials, such as molybdenum and silicon. Such a construct is known 

as a Bragg refl ector or, more commonly, a multilayer (ML) mirror. High 

refl ectivity can also be achieved using a grazing incident angle.      

 EUV lithography tools typically utilize a plasma source to generate the 

13.5 nm photons. EUV light from the plasma is gathered using an optical ele-

ment called a ‘collector’. EUV sources and collectors will be described in detail 

in Section 2.2. Light from the collector is directed into a set of shaping optics 

collectively known as the ‘illumination optics.’ This light illuminates a pho-

tomask located on a high scan-speed vacuum stage. The illumination optics 

consists of multilayer-coated normal incidence mirrors as well as grazing 

Separate mask
and projection
optics vacuum
environments

6-Mirror
Projection optics
(NA = 0.25 and
up)

Separate projections
optics and
wafer vacuum
environments

Resist-coated
300 mm wafer Vacuum location:

Illuminator/EUV source

EUV
generating
plasma

EUV source
collector

Illuminator
optics

Vacuum isolation:
Projection
optics/illuminator

Reflective mask

 2.1      Key EUV lithography sub-systems.  
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incidence mirrors. EUV masks (see Fig. 2.2) consist of a six inch square, 

quarter inch thick low thermal expansion material with a multilayer refl ec-

tive coating and an absorber layer, typically chrome, etched into the design 

of a circuit layer. The refl ected image of the EUV mask enters a projection 

optic with a demagnifi cation, typically 4:1. The projection optics are typically 

a collection of six or more multilayer mirrors and has an NA > 0.25. The fi nal 

image is focused onto a silicon wafer coated with a photo-sensitive etch resist 

chemical emulsion or photoresist. The wafer is located on a high scan-speed 

vacuum-based stage. Each of these sub-systems, from plasma source to wafer 

stage, operates in a low-hydrocarbon, high vacuum environment.       

  2.1.3     The EUV lithography research phase 

 Since their discovery in 1895 by Wilhelm Conrad Roentgen, X-rays of vari-

ous wavelengths have been used in imaging. Early concepts to shape X-rays 

using optics were proposed in the 1940s and 1950s by Kirkpatrick and Baez 

(1948) and Wolter (1952), followed by the fi rst X-ray telescope, conceived in 

1960 by Riccardo Giacconi and Bruno Rossi. Later, in the 1970s and 1980s, 

X-ray proximity lithography (XPL) was proposed, using X-rays and proxim-

ity masks. While XPL was successfully demonstrated, manufacturing diffi -

culties with the proximity masks prevented the adoption of this technology. 

 The principal diffi culty with imaging is directing the rays themselves. X-ray 

machines record images of the contrast between X-ray transmission and 

absorption of objects placed in the direct line of sight of an X-ray source. In 

the case of XPL, masks are placed directly under a collimated and condensed 

X-ray beam (Uda  et al ., 1998), literally casting a shadow of the circuit pattern 

etched into the mask onto a photoresist-coated wafer. For X-ray telescopes, 

grazing incidence optics are used to gently bend the light, permitting the col-

lection of larger solid angle of light and enhancing the imaging capability. 

 In the 1980s the technology to fabricate normal incidence soft X-ray 

mirrors was entering a period of rapid improvement spurred by interest in 

ARC

Absorber

Ru Cap

Si/Mo Multilayer

LTEM Substrate

CrN Backside coating

 2.2      Schematic of an EUV multilayer mask in cross section (not to scale). 

( Source : Frank Goodwin, SEMATECH.)  
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X-ray lasers for defense, X-ray microscopy, X-ray solar physics and X-ray 

lithography (Underwood and Barbee, 1981; Zernike and Attwood 1994). 

Using normal incidence refl ective surfaces, it became possible to design 

more compact soft X-ray projection optics with track lengths on the order 

of a meter. Normal incidence soft X-ray mirror technology ushered in a new 

era in lithography research. 

 Early research on soft X-ray projection lithography was conducted around 

the globe. The pioneering work was conducted in the mid 1980s by groups at 

NTT in Japan (Kinoshita  et al. , 1989), AT&T Bell Labs (Silfvast and Wood, 

1988; Bjorkholm  et al. , 1990; Berreman  et al. , 1990), various US national lab-

oratories (Hawryluk and Seppala, 1988; Hawryluk  et al. , 1989; Kubiak  et al. , 
1991), and FOM in the Netherlands (Bijkerk  et al. , 1991). Together, these 

groups laid the foundation for the development of imaging with soft X-rays. 

This research established the feasibility of diffraction limited imaging using 

soft X-rays and, in so doing, highlighted the technical challenges to commer-

cializing the technology: photoresists capable of high resolution image trans-

fer, sources suffi ciently bright to deliver adequate power for high  volume 

throughput, refl ective masks with suffi cient quality and contrast, and design 

requirements for optics. 

 The early research into EUV also defi ned the wavelength to be used. 

Throughout the 1980s and early 1990s, soft X-ray imaging research had been 

conducted over a band from 4 to 40 nm (Kinoshita  et al ., 1989; Hawryluk and 

Ceglio, 1993; Stearns  et al. , 1993). The variety of wavelengths employed was 

a consequence of material choices in the fabrication of multilayer refl ec-

tive optics used by the researchers. The multilayers were constructed using 

pairs of high atomic number (‘refl ective’) and low atomic number (‘trans-

missive’) materials in a quarter wave architecture determined by the Bragg 

wavelength  

    λ θ        [2.2]   

 where  d  is the period of the multilayer structure and   θ   is the angle of inci-

dence of incoming light rays. The resulting ‘Bragg refl ector,’ henceforth 

referred to as a multilayer stack or multilayer, results in high refl ectivity 

for specifi c wavelength and material combinations. The ‘best’ material pairs 

were chosen based on highest net refl ectivity but with reasonable wave-

length bandwidth. If the bandwidth is too small it does not permit matched 

transmission of light rays from different angles of incidence emerging from 

the projection optics. 

 Another consideration was the requirement that the photons be capable 

of producing high contrast images in photoresist with reasonable resolution 

and depth of focus. EUV photoresist performance depends strongly on the 
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EUV absorbance of the material. Poly(methylmethacrylate), or PMMA, an 

organic resist representative of EUV imaging materials, exhibits increasing 

absorption with wavelength from 4.4 nm upwards (Kinoshita  et al. , 1989). 

Wood  et al.  (1995) showed that PMMA’s sidewall profi le performance was 

best at shorter wavelengths and worsening with increasing wavelength, with 

excellent behavior at 6.8 nm but considerably degraded performance at 

13.9 nm. 

 Table 2.1 summarizes the characteristics of four different material choices 

and their associated wavelength ranges. The lower limit of each wavelength 

range is listed in the table and stems from the X-ray absorption cutoff for 

the ‘transmissive’ material in each pair (i.e. C, B, Be, Si). Taking into account 

the infl uences of photoresist performance, multilayer refl ectivity and band-

width, and safety considerations arising from materials in the multilayer, the 

industry settled on a wavelength range just above 12.5 nm as the standard 

wavelength for soft X-ray projection lithography. Specifi cally, 13.5 nm was 

chosen, due to a local peak in xenon photon emission observed in EUV 

source experiments.      

 While the industry was converging upon the wavelength choice, the name 

for the technology was being adjusted. The successes of a decade of research 

into the feasibility of lithography with soft X-rays had resulted in a gen-

eral excitement about the prospects of the technology. Since the shorter 

wavelength X-ray technology XPL was in development and, competing for 

resources and supporters, the community adopted the term ‘extreme ultra-

violet’ (EUV) lithography to provide easy differentiation between the two 

X-ray technologies.  

  2.1.4     The EUV lithography development phase 

 In the early 1990s, industry and government organizations began to take an 

interest in supporting the development of the many component technolo-

gies that comprise EUV lithography. These efforts generally centered upon 

 Table 2.1     Optical performance [Ref CXRO], resist performance in PMMA 

and safety considerations of candidate materials for the multilayer 

 ML material   λ    Δλ/λ   Refl ectivity  PMMA 

profi le 

 Safety 

 Ni/C  4.4 +  Poor  Poor  Excellent  Benign 

 La/B 4 C  6.7 +  Poor  Good  Excellent  Benign 

 Mo/Be  11.3 +  Good  Excellent  Good  Toxic 

 Mo/Si  12.5 +  Excellent  Excellent  Poor  Benign 

   Source : Kinoshita  et al ., 1989; Wood  et al ., 1995; Skulina  et al ., 1995; 

Kortright  et al. , 1993; and Berreman, 1991.  
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evolving the EUV imaging tools from lab experiments to proof of concept 

systems. 

  The national EUV lithography program 

 In 1994, the US Department of Energy (DOE) began the national EUV 

lithography program. This program funded EUV development efforts at a 

variety of DOE-sponsored National Laboratories including Sandia National 

Laboratory (SNL), Lawrence Livermore National Laboratory (LLNL), 

and Lawrence Berkeley National Laboratory (LBNL). Over a three-year 

period, progress was made in constructing high resolution EUV imaging 

equipment, but before the feasibility of a commercial EUV imaging system 

could be established the US Congress reduced DOE’s budget substantially, 

forcing the DOE to halt all EUV funding.  

  The EUV limited liability company (LLC) 

 Recognizing the potential of the technology and the imminent loss of concen-

trated EUV expertise at the National Labs with the looming end of federal 

funding, Intel Corporation provided some short-term funding to maintain 

the EUV research programs. Historically, this was typical behavior for a lead-

ing semiconductor company: invest heavily in next-generation technology 

and secure a competitive advantage through early access to the technology. 

In the case of EUV lithography, however, Intel rapidly concluded that the 

cost of perfecting the technology would be signifi cantly more than that of 

prior optical lithography technologies. A new model was required. 

 Intel took a visionary approach: create a collaborative model where 

semiconductor manufacturers would share the cost of developing the tech-

nology in exchange for intellectual property and preferential rights to pur-

chase equipment made with that IP. The EUV limited liability company 

(EUV LLC, or ‘LLC’) was formed in late 1996. The LLC entered into a 

Cooperative Research and Development Agreement (CRADA) with ‘the 

Virtual National Laboratory’ (VNL), an amalgam of SNL, LLNL, and 

LBNL, in 1997. This arrangement ensured the seamless transfer of early 

EUV learning from the previous, government-funded phase to the privately 

funded LLC. 

 The LLC program centered on the fabrication of a demonstration tool 

called the Engineering Test Stand (ETS). The ETS was envisioned to be a 

state-of-the-art prototype scanning exposure tool that would become the 

starting point for subsequent commercial EUV scanners. The LLC formed 

technical programs to support the construction of the ETS: ETS fabrication, 

EUV optics, ML coating, metrology, masks, EUV source, and resist. These 

technical programs became the focus of intense academic and industry 
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research and development activities, and effectively created a checklist 

that could be used to evaluate the readiness of EUV for commercial use. 

Worldwide efforts expanded with the creation of Japanese (ASET) and 

European (EUCLIDES, MEDEA, PREUVE) government-funded pro-

grams to support development activities being led by the LLC’s technical 

programs. 

 The primary output of the EUV LLC was a working ETS that established 

the credibility of EUV as a potential commercial lithography, and the iden-

tifi cation of key technology challenges that would need to be overcome if 

EUV was to be implemented in high volume manufacturing. While the LLC 

effectively established solutions for multilayer coatings and at-wavelength 

interferometry, in other areas it merely codifi ed the gap(s) that remained.  

  The consortia 

 In the early 2000s, the community of EUV researchers was beginning to 

realize that commercialization of EUV would require vast resources and 

concerted international collaborative effort. Characterized by a combina-

tion of private and government funding, several regional consortia of semi-

conductor manufacturers began to direct signifi cant resources (in excess of 

$ 100 M per year) into EUV research. These consortium-based efforts were 

primarily focused on creating a commercial infrastructure for the imple-

mentation of EUV. The SEMATECH consortium, for example, created a 

number of development centers in the mid 2000s to enable segments of 

EUV technology. 

 SEMATECH’s Mask Blank Development Center was launched in 2003 

with the goal of establishing a commercial supply of EUV mask blanks – 

ML-coated, defect-free unpatterned mask ‘blanks’. The process of fabricat-

ing such an EUV blank required access to a number of commercial tools 

that did not exist. SEMATECH entered into development agreements with 

a number of equipment manufacturers to develop the required equipment, 

such as multilayer deposition tooling, mask blank cleaning equipment, and 

high resolution defect inspection equipment. By 2008, commercial versions 

of these tools were available for purchase and two mask blank manufactur-

ers were enabled. Over this period of time, EUV mask blank defect levels 

were reduced from thousands of defects per blank to several tens of defects 

per blank. 

 In the photoresist arena, the supplier community required access to reli-

able imaging equipment to test their formulations. Intel, SEMATECH and 

SELETE launched programs to create small-fi eld ‘micro’ exposure tools 

(MET) that could be used for quick-turn testing by resist suppliers. 0.3 

NA METs became available in 2004. By 2010, EUV resist suppliers were 

evaluating thousands of distinct photoresist formulations per year on the 
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SEMATECH METs. Photoresist resolution improved at a steady rate as 

access to the METs became widespread. Figure 2.3 shows chemically ampli-

fi ed resist resolution improvement over the 2004–12 timeframe. It should 

be mentioned that 50 nm resolution was fi rst achieved in non-chemically 

amplifi ed photoresist as early as 1990 (Bjorkholm  et al ., 1990), but chemi-

cally amplifi ed resists did not surpass this until the 0.3 NA METs became 

available.        

  2.1.5     The EUV lithography commercial phase 

 Ultimately, the success of EUV lithography will be measured by its indus-

trial-scale use in the fabrication of semiconductor chips. The chipmakers 

require that reliable and cost-effective equipment be available for purchase. 

Because of the inherent complexity of EUV, the cost to develop commer-

cial lithography tools is exceedingly high and requires an entire ecosystem 

of supporting technology. Commercial suppliers for these support technol-

ogies likewise require assurance from chipmakers of the timing and vol-

ume of EUV adoption in order to invest. The entire ecosystem investment 

becomes a series of chicken/egg problems. Investments by consortia, such as 

those described in the previous section, have helped enable key supporting 

technology. 

 In the mid 2000s, ASML and Nikon, world leaders in lithography expo-

sure equipment manufacture, made a large-scale commitment to develop 

so-called ‘alpha’ EUV exposure tools. Operating by 2006, these tools lent 

credibility to EUV. The upswing in interest was immediate, and the result 

was an announcement of a beta tool program by ASML. Six beta tool cus-

tomers emerged, providing the needed funding for ASML to continue its 

development program and spurring many of the other suppliers within 

the EUV ecosystem to increase their independent EUV programs. Today 

ASML has orders for, and is working to produce, the fi rst production-ready 

EUV lithography tools, while Nikon is evaluating when to enter the market. 

50 nm, Intel MET,
2004

32.5 nm, SEMATECH
LBNL MET 2006

24 nm, SEMATECH
LBNL MET, 2009

16 nm, SEMATECH
LBNL MET, 2012

 2.3      Images of chemically amplifi ed EUV photoresist from the Intel MET 

(leftmost image only) and SEMATECH LBNL MET highlighting EUV 

resist resolution improvement since 2004.  
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Table 2.2 shows the top level performance characteristics of ASML’s EUV 

exposure systems to date and the projected capability for those systems that 

are forthcoming.      

 Without a mature ecosystem of support infrastructure, components, sub-

components, and materials, however, integrated exposure systems such as 

those described in Table 2.2 would simply not be achievable. Coincident 

with ASML’s investment, companies have been working to commercialize 

EUV optics, EUV sources, EUV masks, EUV resists, EUV mask carriers, 

EUV mask deposition, clean, inspection, review and repair tools, and many 

other portions of the EUV ecosystem. The total investment in all aspects of 

EUV has surpassed $5 billion.   

  2.2     EUV sources 

 Photolithography is the technique of using light to transfer patterns. It is 

therefore appropriate to begin the discussion of the component technol-

ogies of EUV lithography with an examination of the approaches used to 

generate light at a wavelength of 13.5 nm. Devices which create these pho-

tons are called sources. 

  2.2.1     EUV source approaches 

 Optical lithography at various visible and ultraviolet wavelengths employs 

either high power lamps or lasers to provide photons to exposure tools. The 

 Table 2.2     Specifi cations for ASML’s ADT, NXE:3100, and NXE:3300 platforms 

 Platform  Alpha 

demo tool 

(ADT) 

 NXE:3100  NXE:3300B*  NXE:3300C* 

 Resolution  32 nm  27 nm  22 nm  16 nm 

 NA/ σ   0.25/0.5  0.25/0.8  0.33/0.2−0.9  0.33/Off-axis 

 Overlay (single 

machine) 

 <7 nm  <4 nm  <3.5 nm  <3 nm 

 Throughput 

(WPH=wafers/

hour) 

 4 WPH  <10 WPH (60 

WPH target) 

 125 WPH 

target 

 150 WPH 

target 

 Resist Dose  5 mJ/cm 2   10 mJ/cm 2   15 mJ/cm 2   15 mJ/cm 2  

 Source Power  8 W  10 W achieved 

(100 W 

target) 

 250 W 

target 

 350 W target 

 * Forthcoming 

   Source : Chen, 2010.  
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power output in the band of interest is in the kilowatt range. The optical 

lithography exposure equipment generally has a surfeit of photons permit-

ting a high rate of exposure of patterns on silicon wafers limited only by the 

speed of the wafer and mask stages within the tool. This mode of operation 

is aptly referred to as  stage-limited . In contrast, it is the EUV photon source 

that is the bottleneck in EUV exposure tool throughput. We describe this 

situation as  photon-limited . 

 In the case of EUV lithography, the soft X-ray nature of the 13.5 nm pho-

tons prevents adoption of the primary optical methods of photon genera-

tion. Lamps and other ‘light bulbs’ are excluded because of the extremely 

low transmission of EUV light through material media. For all practical pur-

poses, the ‘glass bulb’ would absorb all of the EUV light. While low-power 

(< 1 mW) soft X-ray lasers have been demonstrated, high-power soft X-ray 

lasers are generally unachievable because of the low refl ectivity of even the 

best multilayer mirrors at 13.5 nm. Recall that laser cavities achieve gain by 

stimulating photon emission over many passes of a photon back and forth 

between highly refl ective mirrors. With peak refl ectivities in the 70% range 

at 13.5 nm, there is no opportunity for gain and hence little chance to gener-

ate a high-power laser output at the EUV wavelength. 

 As an aside, if one does not require the mirrors to last, it is possible to 

achieve a short-lived X-ray laser pulse by starting with an ultra-intense burst 

of incoherent X-rays. Only a few passes in a laser cavity would be required 

to generate a coherent pulse, albeit with greatly reduced intensity and at the 

cost of destroying the X-ray refl ectors. This is the underlying principle of 

defense-oriented X-ray lasers. 

 In practice, two approaches have the potential to produce sustained 

high-power levels of EUV photons: synchrotrons, and high tempera-

ture plasmas. Synchrotrons bend electrons using magnetic fi elds in var-

ious confi gurations to generate X-ray photons. With circumferences in 

the 100–1000 m range, installing synchrotrons at modern semiconductor 

manufacturing plants would pose challenging space and cost obstacles. 

Smaller synchrotrons, with circumferences of a few meters, can be used 

in combination with a resonant laser cavity (Loewen, 2003) to produce 

X-rays. This technique is presently capable of generating only a fraction 

of a watt of EUV power, and so is currently insuffi cient to meet EUV 

exposure tool requirements. 

 Compact (i.e. room-sized or smaller) plasma generation devices, or plasma 

sources, have been demonstrated using a variety of techniques. Figure 2.4 

shows the two most common approaches: discharge produced plasma 

(DPP) and laser produced plasma (LPP). LPP and DPP sources are under 

development as the most viable approaches to achieving reliable high EUV 

power sources. As of writing this, that potential remains unrealized due to a 

number of complex manufacturing issues that require mutually compatible 
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solutions. The balance of this section discusses the source components and 

their attendant challenges.      

  Discharge produced plasma sources 

 DPP sources create a pulsed plasma by periodically arcing a high current 

through a fuel-fi lled gap between two electrodes. The electric energy ionizes 

the atoms of the gas and creates various excitation states of the remaining 

electrons. The electron states then transition back to lower energy states by 

emitting photons.  

  Laser produced plasma sources 

 LPP sources also create pulsed plasmas, but typically do so using a pulsed 

laser burst to irradiate a liquid or solid piece of fuel. The fuel is often a 

droplet that is ‘falling’ and must be accurately ‘hit’ by the laser pulse. Once 

irradiated, the droplet is ionized into a plasma with appropriately populated 

excited atomic states that then de-excite and emit EUV radiation.   

  2.2.2     Source fuels 

 The physics of EUV plasmas has been described by Hassanein  et al.  (2005), 

but the defi ning characteristics of the plasma are strongly infl uenced by the 

choice of plasma material, or ‘fuel,’ such as the required input energy, and 

the relative intensity of the emitted spectrum of photon energies according 

Electrical discharge (DPP)

Foil

Plasma

Sn coated
rotating disc

Grazing
collector

High voltage ignites Sn plasma
Debris mitigation by foil trap

Grazing incidence collector

Laser-produced plasma (LPP)

CO2 laser

Sn droplets

plasma

Near normal
multilayer collector

CO2 laser ignites Sn plasma
Debris mitigation by gas, ...

Near normal incidence collector

trap

 2.4      Typical confi gurations for LPP and DPP EUV sources. ( Source : 

ASML.)  

�� �� �� �� �� ��



Extreme ultraviolet (EUV) lithography   55

© Woodhead Publishing Limited, 2014

to the fundamental atomic properties of the material. The goal is to effi -

ciently convert the input energy (electric energy for DPP, laser energy for 

LPP) into EUV photons (13.5 nm ±1%), the so-called ‘in-band’ radiation. 

Unfortunately, most materials that radiate appreciably near 13.5 nm do so in 

a relatively ‘broad’ rather than ‘peaked’ fashion. The net result is that most 

of the photons generated from the plasma are emitted far from 13.5 nm, in 

the form of ‘out-of-band’ (OOB) radiation. 

 A number of potential fuels have been utilized since stand-alone (that 

is, not connected to a synchrotron) EUV imaging systems began to be con-

structed. Investigations of most of the periodic table took place historically 

throughout the age of atomic spectroscopy, and researchers at the VNL and 

in industry benefi ted from that knowledge. Xenon (Xe) was found to have 

approximately 1–2% conversion effi ciency from input power to in-band 

radiation. As a noble gas it is very attractive because it tends not to react 

with any of the other source components. Tin (Sn) was observed to have a 

better conversion effi ciency (up to 3−5%), although it tends to deposit and 

accumulate rapidly on source component surfaces. 

 Commercial DPP and LPP sources using both Xe and Sn have been 

constructed and attached to EUV imaging systems. Because of its higher 

effi ciency, all the high volume commercial sources currently under develop-

ment use Sn exclusively.  

  2.2.3     The collector 

 In both DPP and LPP sources, EUV photons from the plasma are emit-

ted in all directions. In order to be useful to an exposure tool they must be 

directed toward the imaging optics in an organized fashion. An initial opti-

cal element called a ‘collector’ gathers a portion of the photons and focuses 

them at a point called the ‘intermediate focus.’ When EUV source power 

is referenced for a given source it is generally the power measured at this 

intermediate focus. 

 DPP and LPP plasmas tend to have distinct shapes. This can have signifi -

cant consequences on the amount of collectible light. The object and image 

in a precision optical system are related by the 2D invariant known as  é ten-

due, or  

    A (NA)2π        [2.3]   

 where  A  is the area illuminated by the optics with a numerical aperture 

NA. This quantity describes the light gathering power of an optical sys-

tem. Any photon originating outside the  é tendue cannot be transmitted 

through the optical system, and is effectively wasted. For this reason, EUV 
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optics designers tend to favor sources with a small plasma volume capa-

ble of fi tting entirely within the  é tendue of the optical system. In general, 

DPP plasma volumes are larger (~1 mm radius) than LPP plasma volumes 

(<0.1 mm radius). 

 DPP sources require quite a close proximity between the electrodes and 

the plasma, often exhibiting gaps between electrodes of a few centimeters 

or less. As shown in the right portion of Fig. 2.4, this effectively restricts the 

usable photons to those that are moving away from the circuit equipment. 

Because of this constraint, DPP source collector geometry is typically a series 

of concentric, grazing incidence, and cylindrically symmetric mirrors called 

‘shells.’ Multi-shell collectors can collect as much as 30% of the light emitted 

from DPPs. 

 LPP sources are not restricted by the need for electrodes to be near the 

plasma, and so may use a normal incidence mirror. This collector, like any 

other normal incidence EUV mirror, must be coated with a refl ecting mul-

tilayer coating. Compared to a multi-shell grazing incidence collector, this 

geometry is elegant, simple, and more effi cient, theoretically collecting 

nearly 50% of the light from the laser plasma. Five steradian collectors, with 

40% collection effi ciency, have been demonstrated.  

  2.2.4     Debris mitigation 

 The plasma process is highly energetic (several Joules per pulse), high fre-

quency (kilohertz), and short-lived (hundreds of nanoseconds). The result is 

that many charged ions, neutrals, and larger clusters, collectively referred to 

as ‘debris,’ are created with kinetic energies measured in the keV range. The 

interactions of the debris with the collector, in particular, can have disas-

trous consequences. Energetic particles striking the collector mirrors would 

rapidly sputter the surfaces, effectively ruining their ability to refl ect EUV 

photons. Species such as Sn tend to deposit on mirror surfaces and rapidly 

reduce the refl ective properties of either a grazing incidence or normal inci-

dence mirror. In still other conditions, the presence of the plasma can lead 

to chemical changes in the collector surface, such as oxidation, also leading 

to a rapid degradation of refl ective properties. These various mechanisms 

necessitate a debris mitigation effort. 

 Any successful debris mitigation scheme must do two things: maximize 

the transmission of EUV photons, and maximize the life of the collector 

mirrors at high refl ectivity. Some of the techniques employed include:

Buffer gas: placing either a background pressure throughout the chamber 

or a high pressure ‘curtain’ of gas between the plasma and collector. Debris 

interacts with the buffer gas and is slowed or defl ected, effectively protect-

ing the collector. 
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 Foil trap: for grazing incidence collectors, using a fi xed or rotating radial 

‘fi n’ confi guration that allows photons to pass with high geometrical effi -

ciency (>80%) but has a ‘long’ longitudinal extent. The principle is that 

atoms, or more commonly clusters of atoms, moving toward the collector 

will not typically follow ‘straight line’ trajectories. Each ‘bounce’ from a fi n 

or ‘foil’ will generate an opportunity to stick to the foil, effectively trapping 

the debris (Corthout and Neff, 2007). 

 Rotating foil trap: adding a rotation to the assembly (Corthout and Neff, 

2007) will increase the number of bounces for the debris dramatically while 

having no effect on the photons. 

 Magnetic fi elds: in the case of charged debris, magnetic fi elds can be used 

to defl ect ions away from the collector toward a designated dump area 

(Fujimoto  et al. , 2012). 

 Secondary plasma: a secondary plasma (in addition to the one generating 

the EUV photons) can be employed to ionize neutrals, permitting neutral 

species to be defl ected by magnetic fi elds as well (Jurczyk  et al. , 2005). 

 One technique, complementary to debris mitigation, is debris prevention. 

In many source fuel delivery schemes, the plasma is formed using less than 

all of the fuel atoms present. Those excess fuel atoms do not contribute 

to light generation but do contribute to debris generation. Using so-called 

‘mass limited targets’ reduces the excess fuel leading to correspondingly less 

debris at the same light output (Richardson  et al. , 1998). 

 Neither of these techniques (mitigation and prevention) is 100% effec-

tive. In each case, some method of cleaning is necessary due to the high 

cost of fabricating the collector mirrors. Reactive gas cleaning is a technique 

employed to remove deposited material from the collector mirror sur-

faces  in situ  (Rettig  et al. , 2005). Collector optics lifetimes range from one 

to three months and correspond to less than 10 000 wafer level exposures 

(assuming 300 mm wafers) before collector replacement/refurbishment is 

required. This must be improved by at least a factor of ten to meet HVM 

requirements.  

  2.2.5     Source scaling 

 EUV sources must generate extremely high in-band power, with high reli-

ability and low cost. Cost-effective exposure tools require between 100 W 

and 250 W of EUV in-band power at intermediate focus. This is an extremely 

formidable challenge. In the case of DPP, 20 kW or more energy must be 

dissipated and literally liters of tin must be prevented from coating opti-

cal surfaces. For LPP, suffi ciently powerful drive lasers and high repetition 

droplet generators must be fabricated to operate reliably at high duty cycle. 

Today’s achieved EUV source power (about 10 W) is far from the level 
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required (approximately 100 W) to generate commercially viable (70–80 

wafers per hour throughput) EUV exposure systems.   

   2.3     EUV optics 

 Following the source, EUV photons emerge from the collector to enter the 

optics of the imaging equipment. Recalling Fig. 2.1, the light from the source 

is fi rst shaped in the illumination optics and is then directed through the 

projection optics. 

 As mentioned in the introductory section to this chapter, normal inci-

dence EUV optics relies on a multilayer stack of thin fi lms to create a Bragg 

refl ector. These mirrors are constructed using specially fabricated low ther-

mal expansion materials (LTEM) because the consequence of 70% refl ec-

tive mirrors is 30% absorbing mirrors. Even at high heat loads the mirrors 

must retain their shape, or risk deforming to the point that they no longer 

produce high fi delity images. The LTEMs have a coeffi cient of thermal 

expansion below 10 −6 . 

 This section begins with a discussion of the surface requirements for EUV 

mirrors. Techniques for depositing multilayer stacks are then reviewed. The 

requirements on the projection optics are described next. This is followed 

by an overview of issues related to the lifetime and contamination of EUV 

optics (other than the collector). The section concludes with an investiga-

tion of the limits of EUV optics and what extensions are possible. 

  2.3.1     Surface roughness 

 While EUV’s greatest asset is resolution enhancement due to its wavelength, 

this very attribute results in a number of considerably tighter specifi cations. 

Specifi cally, light that is incident on a surface has a component that is scat-

tered. Unfortunately, the amplitude of the scattered light is proportional to 

(  σ    s  /  λ  ) 2  where   σ    s   is the rms surface roughness. For comparison, EUV scatters 

about 200 times more than 193 nm light would scatter from the same quality 

surface. The implication, therefore, is that surface roughness must improve 

dramatically to compensate for the increased propensity for EUV photons 

to scatter. 

 The scatter from an optical surface is frequently described using the power 

spectral density (PSD). Figure 2.5, a PSD from a typical EUV mirror, shows 

the relative strength of signals from grating structures at various length 

scales, from a few nanometers (lower right) to a centimeter (upper left). The 

main value of a PSD plot is to identify polishing problems: a smooth PSD 

curve indicates high quality polish, while a jagged PSD response indicates 

polishing artifacts at that length scale. The response is broadly classifi ed into 
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three categories: low spatial frequency response (LSFR), or ‘fi gure,’ above 

1 mm; mid spatial frequency response (MSFR), or fl are, from about 1  μ m to 

1 mm; and high spatial frequency response (HSFR) from about 1  μ m down 

to about 10 nm. LSFR represents light that is modestly defl ected due to vari-

ations over very large length scales. This can impact the fi delity of imaging 

and induce optical aberrations such as astigmatism. MSFR indicates mid-

range defl ections of light that provide a background light to other features 

in the image, effectively reducing the imaging contrast at the wafer. Finally, 

HSFR corresponds to light that is defl ected at very large angles completely 

out of the image, effectively indicating light loss.      

 To reduce the fl are and aberrations of an EUV optic, it is therefore nec-

essary to achieve better surface roughness at each of the length scales cor-

responding to the frequency response ranges above. In practice, for EUV 

mirrors to achieve fl are values comparable to 193 nm equipment (about 4% 

or better), it is necessary to polish surfaces to roughness less than 0.1 nm 

rms in the MSFR ranges (Litt  et al. , 2002; Kuerz  et al. , 2008; Feldmann  et al. , 
2010). This is, on average, less than one atomic layer of variation!  

  2.3.2     Multilayer deposition 

 EUV mirrors attain refl ectivity through the deposition of many (usually 

more than 40) pairs of thin fi lms, each a few nanometers thick. As men-

tioned in Section 2.1.3, the EUV community settled on molybdenum and 
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silicon (Mo/Si) as the multilayer materials for EUV mirrors. Figure 2.6 

shows a multilayer Mo/Si fi lm stack with 50 pairs. The theoretical maxi-

mum EUV refl ectivity for Mo/Si mirrors is approximately 74% (Henke 

 et al. , 1993; Spiller, 1994). In practice, however, physical properties such as 

roughness, thickness uniformity, interdiffusion of atomic species, oxidation, 

and thermal stability conspire to limit the refl ectivity that can be achieved 

to about 70%.      

 ML deposition can be conducted using a variety of available technologies: 

physical vapor deposition, magnetron sputtering, ion beam deposition, elec-

tron beam evaporation, atomic layer deposition, molecular beam epitaxy, 

and others. Since the 1980s, magnetron sputtering has been a commonly 

used technique that has achieved highly refl ective surfaces. The technique’s 

popularity is due to its ability to coat large surfaces (300 mm diameter 

and larger), low cost, support for multiple targets within a single chamber, 

repeatability, and relatively high deposition rate. One drawback of the tech-

nique is that it is relatively dirty, creating large numbers of small particles 

on the surfaces, which makes it unsuitable for use in coating EUV masks 

(discussed in detail in Section 2.4). 

 The primary constraints on the multilayer are maximum refl ectivity and 

lifetime. The transmitted light for the entire optical train in an EUV imag-

ing system is proportional to the refl ectivity of the EUV mirrors to the  n th 

power, where n is the number of refl ective elements. Small improvements 

in mirror refl ectivity can have a big impact on overall system throughput 

in such cases. For example, for a system with  n  = 11, increasing refl ectivity 

from 66% to 68% results in a 39% increase in system light transmission. 

Conversely, a reduction in refl ectivity from 66% to 64% for each mirror 

would incur a 29% loss of light. It is important to recognize that each mirror 

acts as a band pass fi lter, so the peak refl ectivity of each mirror must also be 

precisely matched to avoid additional losses in the system.  
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 2.6      (a) A Mo/Si multilayer fi lm stack. (b) The refl ectivity of a Mo/Si fi lm 

stack with B4C interdiffusion barrier. ( Source : Sasa Bajt, LLNL.)   
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  2.3.3     Optical train 

 EUV optics are the most advanced optical surface being fabricated today. 

As mentioned in Section 2.3.1, the surfaces are smoothed to less than an 

angstrom across spatial length scales that span eight orders of magnitude. In 

other words, the mirror surfaces are atomically smooth across their entire 

extent – in some cases hundreds of millimeters! The as-designed surfaces are 

frequently aspherical, and the actual achieved surfaces deviate from design 

(the so-called wavefront error or WFE) by less than 1 nm at all points. 

 Although a detailed description of the requirements for the EUV expo-

sure system’s optics is beyond the scope of this text, a few key objectives 

should be described. Referring to the cartoon in Fig. 2.1, light from the EUV 

source is fi rst carefully shaped so that upon reaching the mask it is highly 

uniform across the pupil. This is the function of the illumination optics, or 

illuminator. The refl ected image of the mask must then be demagnifi ed and 

projected with high fi delity to the wafer. This is the function of the projec-

tion optics. 

 Figure 2.7 shows a ray diagram of a typical projection optic with an NA 

of 0.25. There are six mirrors in the design, each with varying degrees of 

curvature. One of the challenges specifi c to EUV optics is the need for the 

centroid-refl ected wavelength to be constant across all of the points on all 

of the mirror surfaces. Because the incident angles of light striking the mir-

ror vary with location, the coatings must vary in thickness accordingly to 

achieve uniform refl ectivity across the entire mirror surface. These coatings 

are called graded coatings.       

  2.3.4     Optics lifetime 

 Ultimately, EUV optics must maintain their refl ectivity for the life of the 

exposure system. Depending on the rate of use, this corresponds to a life-

time of four or more years, or about 30 000 h. The lifetime of the EUV mir-

rors depends on maintaining a minimum uniform refl ectivity. Chemical and 

 2.7      A typical six-mirror EUV projection optic design. ( Source : Lowisch 

 et al. , 2007.)   
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physical processes and thermal cycling can degrade the ML over time and 

use, leading to degradation in total refl ectivity or uniformity. 

 The ML stack must fi rst be stable. Mixing of molybdenum and silicon can 

smear the interface between adjacent layers and, if severe, can impact the con-

structive interference of the Bragg refl ector, reducing overall refl ected EUV 

light. One approach to preventing this behavior is to place a very thin (0.4 nm 

or less) interdiffusion barrier layer between the Mo and Si layers. Boron car-

bide (B 4 C) is a material typically used for this purpose (Bajt  et al. , 2002). 

 The top surface of the ML is susceptible to a number of degradation 

mechanisms. Chemical processes can cause the top surface to react and form 

unwanted fi lm growth. Residual water in the EUV vacuum system interacts 

with EUV light and produces oxygen that then leads to oxidation of the ML. 

A thin capping layer is used to prevent oxidation of the ML. Ruthenium and 

titanium oxide are often used for this purpose. Oxidation of these materials 

self-terminates after the formation of a very thin layer that causes minimal 

EUV transmission loss. 

 Contamination in the form of hydrocarbons is an almost unavoidable con-

sequence in an EUV system. A background pressure of hydrocarbons exists 

in any vacuum environment. EUV photons have suffi cient energy to break 

down or ‘crack’ the hydrocarbons, producing carbon that then deposits on 

the EUV mirror surfaces. This is highly problematic as even a very thin fi lm 

of carbon can drastically reduce EUV refl ectivity, especially on grazing inci-

dence mirrors where the oblique angles of incidence lead to very long path 

lengths through the carbon contamination layer. An effective countermea-

sure for carbon deposition is to use a reactive gas to ‘clean’ away residual 

carbon. Often a background pressure of atomic hydrogen or oxygen is used 

to create a steady state of competing deposition and reduction reactions 

that yields a stable, clean surface. The choice of capping layer must also 

recognize the need to be impermeable and stable in the presence of such 

cleaning chemistries as well. 

 Provided that the strict limits placed on hydrocarbon backgrounds are 

met continuously during operation, the lifetime of EUV optics meets the 

required 30 000 h specifi cation.  

  2.4     EUV masks 

 As mentioned in the introduction, an EUV mask is a 6 inch square, 0.25 inch 

thick LTEM substrate coated with an EUV refl ective ML and covered in 

an absorbing material etched into a circuit pattern. Figure 2.2 shows a sche-

matic of a typical EUV mask structure. The patterned mask, or reticle, must 

be a high fi delity representation of the as-designed circuit pattern, or any 

computer chip imprinted with the pattern will fail to operate correctly. The 
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fabrication process must therefore be defect free, or provide a mechanism to 

identify and repair any defects. 

 EUV masks differ from optical masks in several important ways. First, 

like all EUV optical elements, the EUV mask is refl ective, while optical 

masks are transmissive. Second, light incident on the mask is centered 

on a chief angle that is not normally incident (typically 6° from normal), 

whereas optical masks receive light centered on the normal. This gives rise 

to asymmetrical illumination or ‘shadowing’ of features perpendicular to 

the light plane. Third, optical masks have a protective, transmissive cover 

called a pellicle, which is suspended about 6 mm above the etched circuit 

pattern. EUV masks do not have this pellicle, due in part to the diffi culty 

of engineering a highly transmissive (i.e. < 100 nm thick) membrane with 

enough structural strength to span the 6 inch square surface of the mask. 

The pellicle’s purpose it to stop particles from landing on the mask sur-

face, holding them at a plane that is out of focus and preventing them from 

imaging on the wafer. The absence of the pellicle gives rise to a require-

ment that no particles should be permitted to reach the mask surface.  

  2.4.1     EUV mask fabrication 

 EUV mask fabrication is a complex, multi-step process. Figure 2.8 shows 

this process in block diagram form. The process begins with an LTEM sub-

strate. This substrate must be polished with a peak-to-valley surface fl atness 

no greater than 50 nm.      

EUV reflectivity
measurement

Absorber deposition
magnetron or other tech

Anti-reflective coating
magnetron or other tech

Si/Mo multilayer
Ion beam deposition

Back CrN
magnetron sputtering

Final clean Substrate defect
inspection

Ru layer
Ion beam deposition

Mask blank
defect inspection

 2.8      Schematic of the EUV mask fabrication process.  
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 A backside metallic coating, typically chromium nitride (CrN), is depos-

ited to permit the use of electrostatic chucks (ESC) in the exposure equip-

ment. The primary reason for the use of ESCs is to eliminate the need to 

physically touch the patterned side of the mask with a clamp. Physical con-

tact with the surface inevitably generates particles, which in turn are poten-

tial defects. 

 After backside deposition, the mask is cleaned and the front side is 

inspected for defects in the substrate polishing process. Once the substrate 

is cleaned and inspected, it is coated with a multilayer. A multilayer-coated 

substrate is referred to as an EUV mask blank. The equipment used to make 

mask blank multilayer coatings is different from that used to coat other 

EUV optics, because the need for cleanliness is paramount. Ion beam depo-

sition (IBD) is the technology of choice. An IBD tool (see Fig. 2.9) directs a 

beam of argon ions alternately at targets of molybdenum and silicon, phys-

ically sputtering atoms and clusters of atoms that are then deposited on an 

LTEM substrate. The process must be carefully controlled to achieve the 

required surface roughness and to avoid the generation of particles that 

could become embedded in the multilayer stack. A capping layer of ruthe-

nium is deposited in the same IBD tool after the formation of the ML stack. 

The newly created mask blank is then inspected for defects and its refl ectiv-

ity measured.      

 The fi nal step in the formation of an EUV mask blank is to coat it with 

an absorber. This material must not refl ect EUV light, instead absorbing it. 

Since EUV light is strongly absorbed by most materials, this seems trivial. 

However, as mentioned in the introduction to this section, the light incident 

Target Substrate
chuck

Ion gun

Multilayer EUV mask blank

 2.9      An IBD tool. Ions emitted from the ion gun strike a target, 

sputtering target atoms or clusters that uniformly coat an LTEM 

substrate affi xed to the substrate chuck.  
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on the EUV mask is not normal. The resultant shadowing can result in a 

biased transfer of patterns. One way to combat this is to make the absorber 

as thin as possible, thereby limiting the impact of mask shadowing. Another 

approach is to compensate for the shadowing by resizing features on the 

mask. Absorber materials and compensation strategies are now the subject 

of intenive and highly proprietary research. 

 After the ML stack is fi nished, antirefl ective coatings (ARC) are some-

times added to improve the contrast for various inspection tools. The blank 

is shipped to a mask shop and the absorber is then patterned with photore-

sist, electron beam writing, and etchers in a fashion similar to that employed 

for optical masks. An aerial imaging tool that simulates the mask perfor-

mance in an exposure tool is used to review the patterned mask for defects. 

Any defects revealed by this technique are repaired, if possible, using local 

techniques such as focused ion beam etching and deposition. A post-repair 

review of the aerial imaging tool either certifi es the mask for use in produc-

tion, or fl ags it for additional repair or to be discarded.  

  2.4.2     EUV mask defects 

 Semiconductor manufacturers require that masks faithfully reproduce their 

circuit designs without introducing defects that could cause the circuit to 

fail to perform. For this reason, EUV masks must be fabricated with a mini-

mum of defects. Figure 2.10 shows the variety of defects that can be formed 

during the mask fabrication process. Defects of interest depend on the size 

of features being printed with the mask. Any imperfection that would cause 

a short or an open circuit in the fi nal printed circuitry must be identifi ed 

Repaired pattern

Mask SEM image Wafer printing results

EUV light

Perfectly repaired Shadow effect is observed!

EUV light

 2.10      Types of defects on EUV masks. (Courtesy Abbas Rastegar, 

SEMATECH.)   
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and resolved (i.e. repaired, ignored due to redundant circuitry, covered with 

absorber, etc.). Ultimately, semiconductor device makers must gauge the 

acceptable level of mask blank defects based on the built-in redundancy 

of their circuit designs. A few defects in the memory areas of circuits are 

generally acceptable, while even a single defect in the logic areas is usually 

unacceptable. Determining what defects will print is a complex exercise, and 

a complete discussion of this topic is beyond the scope of this text, but gen-

erally any defect larger than the half pitch of the densest printed circuit pat-

terns is relevant and should be eliminated. Of concern are also defects that 

may cause a circuit to fail prematurely. For example, a defect that causes a 

conductor to be undersized may permit the circuit to work initially, but may 

lead to infant mortality. This is the traditional reason why redundancy alone 

in memory chips does not result in acceptable defects.      

 Substrate defects tend to fall into two categories: particles and pits (see 

Fig. 2.11). Both result from the polishing processes used to achieve atomic 

smoothness in the surface of the LTEM material. While cleaning can remove 

added particles (prior to multilayer deposition, of course), pit defects are 

harder to fi x. Local polish touch-up and ‘smoothing’ during the multilayer 

deposition process can reduce the depth of pit defects, limiting their poten-

tial to print, but generally pit defects should be addressed through preven-

tion. Also, a small pit may result in a large defect after the multilayer is 

deposited.      

 The multilayer deposition process results in several types of defects (see 

Fig. 2.12), which can be broadly classifi ed as amplitude or phase defects. 

Opaque defects

(Mask image)
Before repair

(Mask image)
After repair

(Mask image)
Before repair

(Mask image)
After repair

(Wafer image)
After repair

(Wafer image)
After repair

Missing (clear) defects

 2.11      A typical particle (left) and pit (right) defect on an LTEM substrate.  
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An amplitude defect directly absorbs EUV light, creating an intensity dif-

ference, and generally results from disruptions (embedded particles, cracks, 

etc.) near the top of the multilayer. A phase defect results when refl ections 

from successive multilayers fail to constructively interfere due to phase 

difference, and occurs when the multilayer pattern has swelled or dipped 

slightly at the surface. Both amplitude and phase defects create imaging 

artifacts when the mask is exposed in an EUV lithography tool.      

 Amplitude and phase defects are detected using different techniques. 

Amplitude defects – surface or near-surface defects – can generally be 

detected with optical wavelength inspection tools. Phase defects – buried 

defects – may not be detected with optical inspection tools and generally 

must be detected using actinic, or at-wavelength, metrology. In the case of 

EUV mask blank phase defects, this requires the use of an EUV photon-

based inspection tool. The inspection tools that fi nd defects on the EUV 

mask blanks generally perform one mask inspection in one hour, and have 

detection capabilities down to about 30 nm (on the mask). The best defect 

levels for EUV mask blanks commercially achieved are on the order of 

10–20 defects at a size of 50 nm or larger, with zero defects above 100 nm. 

  Defect repair 

 The repair of defects in the absorber layer is done using the same tech-

niques employed to repair chrome-on-glass masks used in optical lithog-

raphy. One added concern in the case of EUV stems from the non-normal 

incidence of the EUV light. Specifi cally, the height of the repaired feature 
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 2.12      EUV mask blank defects.  
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must be approximately correct in order to avoid creating a signifi cant shad-

owing effect (see Fig. 2.13). Opaque (excess absorber material) and clear 

(missing absorber material) absorber defects can be repaired equally well 

(see Fig. 2.14). The repair process is quite lengthy, however, typically requir-

ing about 1 h per defect. At today’s defect levels, this equates to roughly one 

to two masks repaired per day per repair tool.           

 Defects in the multilayer cannot be reliably repaired as of writing this. 

Multilayer defects that are covered by absorber material, however, are 

effectively eliminated. One countermeasure for multilayer defects, then, is 

to determine if there exists a placement of the pattern relative to the blank 

that covers all multilayer defects with absorber. This strategy is generally 

effective only for a very small number of multilayer defects. The implication 

is that if a mask blank has very many multilayer defects, it will most proba-

bly be unusable.   

(a) (b)

 2.13      A repaired absorber layer defect of the proper height and one with 

excess height exhibiting a shadowing effect. (Image courtesy Tony Yen, 

TSMC.)   

Blank defect caused
by substrate bump

Blank defect caused by
substrate pit

Blank defect added
during ML deposition

Particle added on top of
EUV multilayer (ML)

 2.14      Opaque and clear defects and their repair on an EUV mask. (Image 

courtesy Tony Yen, TSMC.)  

�� �� �� �� �� ��



Extreme ultraviolet (EUV) lithography   69

© Woodhead Publishing Limited, 2014

  2.4.3     EUV mask handling 

 After EUV masks have been fabricated they must be transported to semi-

conductor manufacturing facilities, loaded and unloaded into exposure 

equipment hundreds or thousands of times, and exposed millions of times. 

At each step in the process the mask is susceptible to the addition of defects. 

The need to prevent particle adders led to the creation of a mask carrier 

specifi cation, SEMI E152. The specifi cation calls for an EUV Pod (see 

Fig. 2.15), which consists of two pods – an outer pod that is handled in ‘dirty’ 

environments (i.e. the reticle storage area, the cleanroom, etc.), and an inner 

pod that is handled in ‘clean’ environments (the ultra-clean environment 

inside the scanner or the mask cleaning tool). The inner pod behaves like 

a virtual pellicle, protecting the surface of the mask from particles during 

transport of the mask.      

 Chemical contamination in the form of carbonization or oxidation is 

also a potential hazard. For this reason, the SEMI E152 spec calls for the 

dual-pod to be purged during storage and transport to maintain an inert 

environment. 

 Inside the EUV imaging equipment the mask must be removed from 

the inner pod and placed on a reticle stage prior to exposure. Although the 

mask surface is now completely exposed, one mitigation that is employed 

is to face the mask down, exploiting gravity and the absence of air fl ow (the 

Outer pod shell
(shell)

Inner pod cover
(cover)

Reticle

Inner pod baseplate
(Baseplate)

Outer pod door
(door)

 2.15      An EUV Pod from the SEMI E152 specifi cation. (Used with by 

permission from SEMI®.)  
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scanner environment is high vacuum) to eliminate those (larger) defects 

that would otherwise ‘fall’ onto the surface. Electrostatic forces, however, 

are much larger than gravity for particles a few nanometers in size.    

  2.5     EUV resists 

 The object of lithography is to transfer circuit patterns from a mask to semi-

conductor devices in various states of fabrication. Figure 2.16 depicts the 

lithographic process. The material to be patterned is a thin fi lm deposited 

onto a circular wafer with a silicon substrate. The wafer is coated with a 

photo-sensitive chemical emulsion called photoresist. The resist-coated 

wafer is exposed with light in the shape of a circuit pattern, chemically alter-

ing the illuminated resist. The fi gure depicts a positive-tone resist process 

where exposed photoresist is removed by a developer. Negative tone resist 

processes, which remove the unexposed material, can also be used. The pat-

terned resist-coated wafer is then etched, removing the underlying material 

wherever the resist is absent. The lithographic transfer process is complete 

after a fi nal chemical stripping process to remove the resist. Strictly speak-

ing, the photolithography process comprises the middle three steps in the 

diagram: coat, expose, develop.      

 After commercial EUV efforts began, resist makers found that 248 nm 

resist systems exhibited reasonable lithographic performance under expo-

sure to 13.5 nm light. These resist systems were chemically amplifi ed: a 

polymer solution contains a photo-acid generator that catalyzes multiple 

deprotection reactions in a base polymer, making exposed regions of the 

fi lm developer-soluble. 50 nm lines were resolved using chemically ampli-

fi ed resist on the SEMATECH LBNL MET in 2004 (effectively matching 

results achieved in 1990 on non-chemically amplifi ed resist), but the initial 

insertion target for EUV at around 45 nm features was missed, due to the 

general lack of readiness of EUV technology, and it became necessary to 

develop higher resolution materials. 

 A detailed discussion of the chemistry of photoresist in general can 

be found elsewhere in this text. This section focuses on the requirements 

imposed on EUV resists, and the challenges specifi c to creating commercial, 

high resolution photoresists for EUV. 

Substrate (Silicon
or processed stack)

Deposit
layer

Coat
resist

Expose
resist

Develop
resist

Etch
layer

Strip
resist

 2.16      The photolithography pattern transfer process.  
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  2.5.1     EUV resist requirements 

 Today, at a minimum, EUV resist performance must meet 22 nm resolution, 

2 nm line-width roughness (LWR), and a sensitivity of 15 mJ/cm 2 . (Long-

term resolution must be improved to 8 nm or better and LWR to 1 nm.) 

These three requirements make competing demands upon the resist system. 

This is known as the RLS trade-off (Gallatin, 2005) and depicted in Fig. 2.17. 

Two of the three attributes can typically be improved at the expense of the 

third. In optical lithography, the stage-limited nature of the exposure sys-

tems means that a surfeit of photons is available to be used, relaxing the 

sensitivity requirements and allowing resolution and LWR to improve. For 

EUV resists, however, EUV exposure tools are currently photon-limited. 

The result is that EUV resists must be made to expose with a minimum of 

EUV photons, removing that particular design freedom.       

  2.5.2     EUV resist challenges 

 After the initial success of 248 nm resist systems in the early 2000s, the 

requirements on EUV resist rapidly exceeded their performance. Updated 

insertion timings for EUV technology suggested that 22 nm or better reso-

lutions would be required with a roadmap to even better ultimate perfor-

mance. Optimization of the resist systems revealed a number of signifi cant 

challenges. 

 Because of their energy (92 eV), EUV photons interact with the atomic 

electrons in resist fi lms rather than with the molecules. As a result, the 

absorbance of the material derives from the elemental formulae of the 

RLS Trade-off

Trade-off

Tr
ad

e-
of

f

Trade-off

Sensitivity: 15 mJ/cm2

Resolution
22 nm

LWR
@22 nm hp: 2 nm

 2.17      The resolution:LWR:sensitivity, or RLS, trade-off at the 22 nm node 

specifi cation.  
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resist materials and their densities, rather than from the molecular structure 

of the constituents. The consequence of high absorbance is a non-uniform 

exposure of the fi lm, potentially causing underexposure at the bottom of the 

resist (for positive resists) and resulting in angled resist profi les (wider at the 

bottom than at the top). Too low an absorbance can lead to a particularly 

poor sensitivity and, in the case of positive resists, a re-entrant profi le (wider 

at the top than at the bottom). 

 The need to resolve extremely small features also places restrictions on 

the thickness of resist that can be employed. The so-called aspect ratio (AR) 

is defi ned as the height divided by the width of the features being patterned. 

Historically, ARs of 2.5 or less have been acceptable. Higher ARs begin to 

incur larger potential for pattern collapse. Film thicknesses around 40 nm 

are routinely used when resolving ~20 nm features today. 

 Since EUV photons are highly energetic and scarce, it is necessary to 

make the most effi cient use of them possible. In an optical system, a given 

photon may interact with a photo-acid generator (PAG) and generate a sin-

gle acid, or it may not interact at all. This rate of interaction is called the 

quantum yield, and for optical systems it is rigorously capped at 1. EUV 

photons, with 92 eV, tend to distribute their energy to a number of electrons, 

each of which has a chance to interact with the PAG in the fi lm. The quan-

tum yield of EUV systems can therefore exceed 1. 

 This potential for high quantum yields is welcome news for EUV resist, as 

it tends to counterbalance a statistical phenomenon called shot noise. Shot 

noise refers to the statistical noise present when imaging a feature. This var-

iation of delivered exposure dose to a given volume scales as N 1/2 , where N 

is the number of photons being delivered to a given volume (Brainard  et al ., 
2004). The shot noise is proportional to 1/N 1/2 . If the number of contributing 

photons is small, the variation is correspondingly large. Using fewer photons 

to expose material will result in signifi cant shot noise and a rough-looking 

resist feature. 

 As mentioned in Section 2.3.4, hydrocarbons can contaminate EUV opti-

cal surfaces, reducing their refl ectivity. Unfortunately, EUV photons are 

energetic enough to crack molecules present in resists, resulting in the evo-

lution of hydrocarbon-containing products in a process called resist outgas-

sing. Strict limits are placed on the amount of outgassing permitted from 

photoresists. Materials that exceed this requirement cannot be used in com-

mercial exposure systems. 

 Finally, chemically amplifi ed EUV resists depend upon a diffusion-based 

acid deprotection process. For each acid generated there is a fi nite spread of 

molecular reactions. This ‘blurring’ effect tends to increase the roughness of 

the feature. The standard prescription for improving LWR is to reduce the 

acid diffusion length, effectively reducing the number of deprotection reac-

tions catalyzed by each acid molecule. This reduces the ‘amplifi cation’ of the 
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chemically amplifi ed resist, making it less sensitive and requiring more light 

to expose. Since EUV is photon-limited, this approach is problematic.  

  2.5.3     EUV resist approaches and progress 

 The complex set of requirements upon EUV resists have resulted in the 

exploration of a number of innovative approaches. Many variations of 

chemically amplifi ed photoresists have been explored for use in EUV. 

Polyhydroxystyrene (PHS) resists were the most common of these materi-

als used in the early and mid 2000s. As the resolution requirement tightened 

below 30 nm, researchers began experimenting with radical alternatives: 

non-chemically amplifi ed resists, chain scission resists, molecular glasses, 

and many others. In some cases, additional elements were added to the resist 

system, such as photo-base-generator and polymer-bound PAGs. 

 EUV resist development is highly competitive. Many recent enhance-

ments being added to photoresists are proprietary, and are not publicly 

disclosed. Progress over the past decade is shown in Fig. 2.3, with 16 nm 

(and even better) resolution achieved using EUV tools with a 0.3 NA. The 

key remaining challenge for EUV resists remains the LWR, which generally 

exceeds 3 nm (3 σ ) vs a requirement of less than 2 nm (3 σ ). Ultimately, the 

LWR of consequence is that of the pattern transferred to the substrate. For 

this reason, additional LWR improvement may come from resist post-pro-

cessing techniques that smooth the resist features after they are developed.   

  2.6     EUV integration and implementation 
challenges 

 Producing an EUV exposure system that can be used in a manufacturing 

environment is a formidable task. First, it requires that solutions be avail-

able for all of the technological challenges introduced in the preceding sec-

tions. But additionally, these solutions must be integrated with each other 

seamlessly in a highly reliable, cost-effective product. A few of these inte-

gration challenges are highlighted in this section. 

  2.6.1     Out-of-band radiation 

 Light from the EUV source is directed into an intermediate focus. The 

light should be a 2% bandwidth of EUV photons centered on 13.5 nm, but 

because of the plasma nature of the high power source technology, the spec-

trum found at intermediate focus is much broader. This OOB radiation can 

act as a contrast-reducing background light if it is transmitted through the 

optical train to the photoresist, leading to degradation in performance. 
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 Fortunately, it is not necessary to block all OOB radiation, since not all 

light will expose the photoresist, and the optical system acts like a band pass 

fi lter already. The wavelengths that must be blocked are restricted to ultra-

violet (UV) light in the 130 nm to 400 nm range, and visible light > 400 nm. 

The ultimate goal is to reduce OOB to a fraction (3–7%) of the in-band 

power. 

 System integrators use a spectral purity fi lter (SPF) to achieve these goals. 

A variety of SPF approaches exist. One common approach is to use a thin 

fi lm that is highly refl ective in the UV and IR. Any thin fi lm will result in 

loss of EUV light and heating of the fi lm (which could destroy it), so mini-

mizing the thickness is of paramount importance. However, if the fi lm is too 

thin it will lack structural strength. An alternative approach is to coat one or 

more of the optics in the illuminator with fi lms that minimize transmission 

of unwanted spectral bands through destructive interference. Still another 

involves the use of a blazed grating that refl ects UV and IR light at a differ-

ent angle than the EUV light.  

  2.6.2     System contamination 

 As mentioned in Sections 2.3.4 and 2.4.3, carbon deposition can degrade 

the refl ectivity of EUV optics. The countermeasure is to carefully restrict 

carbon emitters from being present in areas that EUV light may reach. This 

is simple in principle, but extremely challenging to achieve in practice. EUV 

system integrators found that even when system components were fabri-

cated from approved materials, the fabrication processes themselves often 

used proscribed materials to machine, polish, clean, etc., the components, 

thereby contaminating them! 

 Components and sub-components used in EUV equipment must there-

fore be scrutinized and reviewed to ensure strict compliance from start to 

fi nish. For example, it is not uncommon for component manufacturers to be 

required to purchase duplicate equipment for use only in the manufacture 

of parts destined for EUV tooling. 

 Despite the best efforts at prevention, some background pressure of hydro-

carbons is inevitable. Combined with the long lifetime mandated for the 

optics, an  in situ  cleaning method is a necessity. As mentioned in Section 2.3.4, 

reactive gas at low pressure can remove deposited carbon contamination.  

  2.6.3     System weight and power 

 Fully integrated EUV exposure systems are some of the most massive pieces 

equipment ever used in semiconductor manufacturing, approaching 50 tons! 

The vacuum system and stages are the primary contributors to the system 
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weight. The vacuum vessel, which contains the entire optical train and mask 

and wafers stages, must be stiff enough to remain rigid to very precise toler-

ances despite having an extremely large surface area. The stages move at 

speeds of 0.5 m/s or faster, but must be able to place images to nanometer 

accuracy, a feat that requires a signifi cant mass to provide stability. 

 The fl oors of most modern semiconductor fabrication facilities (fabs) were 

not designed to support weights as high as those of EUV tools. New fabs are 

being designed to increase the tolerance of the fl oors in the lithography sec-

tions, while older fabs must be retrofi tted to add support to handle the weight. 

 Power consumption from EUV tools is also signifi cant. LPP sources 

employ banks of high power lasers.  In situ  optics cleans involving hydrogen 

gas require abatement systems that can draw signifi cant amounts of power 

as well. A production EUV exposure system is projected to consume 150 

kW or more.   

  2.7     Conclusion and future trends 

 EUV lithography is an extremely complex technology, with a number of 

diffi cult challenges still to be overcome before it can be successfully com-

mercialized. Signifi cant resources will be required to see EUV broadly 

implemented in high volume manufacturing . 

  2.7.1     Benefi ts of EUV 

 As mentioned in the introduction, the theoretical limit of single exposure 

patterning using 193 nm immersion scanners is about 36 nm. It is, however, 

possible to further reduce this with the use of additional processing steps 

that alter the feature size (although not the pitch) and interleave subse-

quent optical patterns in a process known as double patterning. As of this 

writing, 22 nm features are being fabricated in commercial environments 

using just such approaches. It is further possible to continue this approach 

beyond ‘double’ patterning into ‘multiple’ patterning at the cost of addi-

tional processing complexities and lithography steps. 

 Despite the evident promise of double patterning and multiple pattern-

ing, the semiconductor industry is forced to recognize that doubling (or tri-

pling, or quadrupling, etc.) the number of processing steps also doubles (or 

triples, or quadruples, etc.) the cost of the solution. The addition of each step 

introduces more potential for yield loss as well, exacerbating the cost impact 

of the added processing steps. For this reason the industry prefers a single 

exposure solution. 

 In the 1990s, many lithography technologies were considered as alter-

natives to optical lithography. Proximity X-ray, ion projection lithography, 
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e-beam lithography, and soft X-ray projection lithography were some of the 

approaches studied and even commercialized across the globe. The saga of 

the choice of a so-called ‘next-generation lithography’ is beyond the scope of 

this text. Although EUV lithography’s success as a manufacturing solution 

has not been determined, the semiconductor industry has invested more 

broadly in that than in any other next-generation lithography. The reasons 

for this industry decision bear deeper inspection. 

 The clear benefi t of EUV is a 15 ×  reduction in the wavelength, compared 

to today’s state-of-the-art 193 nm optical lithography equipment. Since 

Moore’s law is couched in terms of ‘doubling’ transistor densities every two 

years (a so-called generation or ‘node’), such advancement in resolution 

would provide several generations of technology extendibility. 

 Ultimately, the choice of EUV lithography to succeed optical lithogra-

phy is being made for economic reasons: the technology promises several 

generations of usefulness during which the cost-effective ‘single exposure’ 

approach can be continued. Semiconductor device makers can use the 

attendant increase in functionality resulting from continued transistor scal-

ing to sell better, more powerful products for equal or better revenue. This 

business model breaks without the clockwork advancement of technology. 

Rather than face such an unattractive possibility, the industry is willing to 

make heavy investments.  

  2.7.2     Limits of EUV 

 EUV lithography exposure tools with NA = 0.5 will be able to pattern 8 nm 

features in a single exposure. The next process node, at 5.5 nm feature sizes, 

would require either a wavelength shift or the implementation of EUV dou-

ble patterning. If a wavelength shift approach is adopted by the industry, 

6.8 nm has been proposed. 

 It is not clear when the semiconductor industry will reach the end of 

Moore’s law. At some point, traditional lithographic techniques will have 

to make way for radical new technologies. Atomic scale transistors, self-

aligned chemistries, and other radical approaches will undoubtedly emerge, 

challenging the semiconductor industry to adapt and evolve in order to 

succeed. But for now EUV, if successfully implemented, promises to enable 

the continued extension of semiconductor scaling through to the end of the 

2010s.   
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  Abstract : A focused electron beam (e-beam) represents the smallest, 
fi nest practical writing pencil known, with the capability of producing 
pattern features down to a few nanometers in size. Electron beam 
lithography does not rely on a pre-existing patterned mask, but can 
write the pattern directly from stored data. Because of its inherent high 
resolution and pattern fl exibility, e-beam lithography remains the method 
of choice for fabricating nanometer-scale structures in low volume. 
The historical Achilles heel of e-beam lithography has been its low 
throughput. This can be mitigated by exposing many pixels in parallel. A 
survey of present-day e-beam lithography is presented. 

  Key words : electron beam, lithography, maskless, throughput, multiple 
beams. 

    3.1     Introduction 

 Electron beam lithography, also known as e-beam lithography, is the 

process of tracing out a pattern in a suitable recording medium using a 

focused e-beam. The underlying physical mechanism relies on the fact that 

the recording medium, typically a thin organic polymer fi lm, is altered by 

the passage of fast electrons. The recording medium is generally called 

 resist . In a subsequent development step, the exposed material is removed 

(positive-tone process). Alternatively, the unexposed material is removed 

(negative-tone process). In either case, the result is a patterned fi lm, which 

acts as a binary mask for further processing. This processing might include 

reactive ion etching, selective ion implantation, electroplating, or physical 

vapor deposition, to name a few. The patterned binary mask is a versatile 

and inexpensive enabler for a variety of subsequent processes. By super-

imposing multiple pattern layers, an enormous variety of useful devices 

can be fabricated. A typical positive-tone process is shown schematically 

in Fig. 3.1.      

 A focused e-beam represents the smallest, fi nest practical writing pencil 

known (Pease and Chou, 2008; Pease, 2010). The ultimate electron optical 

resolution is the same as an electron microscope, in the range of 0.06–0.15 nm, 
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depending on the energy of the incident electrons. Ultimate lithographic 

resolution is not limited by the electron optics, but by the range of interac-

tion of the beam electrons with the resist layer by scattering and second-

ary processes. Ultimate lithographic resolution is typically in the range of a 

few nanometers, depending on the energy of the electrons and the specifi c 

nature of the resist. This is about an order of magnitude smaller than the 

lithographic resolution obtainable with conventional optical lithography. 

 The pattern data are typically created using commercially available soft-

ware for computer-aided design. These data must then be converted to a 

format usable by the e-beam writer. A digital electronic data path auto-

matically converts and sends the data to the e-beam writer. The e-beam is 

then scanned over the writing surface using electric or magnetic fi elds, and 

turned on and off while it scans. Practically any arbitrary binary pattern can 

be written in this way. 

 In conventional optical lithography, one forms a demagnifi ed image of 

a pre-existing patterned mask onto a resist-coated wafer. The mask can be 

used repeatedly to make many copies of the same pattern. In high-volume 

manufacturing of semiconductor chips, the patterns are highly complex. 

For example, 30 nm minimum-sized features might be distributed over a 

30 mm square area. This represents an upper limit of 10 12  pattern features. 

Consequently, the mask can be expensive and time-consuming to fabricate. 

It is only cost-effective if many wafers are exposed with a single mask, since 

the cost of the mask is amortized over all of the wafers exposed. 

 E-beam lithography does not require a pre-existing mask, since the pat-

tern is created and transmitted electronically. This permits great fl exibility 

in trying out a large number of different patterns in a short time. This is 

ideal for low-volume applications, in which few copies of a given pattern are 

needed. An e-beam writer is a pattern  generator , whereas a conventional 

(1) (2) (3) (4)

 3.1      Typical positive-tone resist process. From left to right: electron 

beam scans (1) and leaves behind a latent image in the resist layer (2). 

Exposed resist (3) dissolves in the development process. Subsequent 

reactive ion etch (RIE) selectively removes substrate material (4), using 

the developed resist layer as a binary mask.  
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optical lithography tool is a pattern  replicator . Incidentally, the method of 

choice for patterning masks for optical lithography is e-beam lithography. 

 An e-beam lithography system is comprised of several subsystems, 

including  

   an electron optical column, to produce the focused e-beam;  • 

  analog electronics to produce, focus, blank/unblank, and scan the beam;  • 

  digital electronics to store and transmit the pattern data;  • 

  a high-precision mechanical XY stage to position the writing substrate • 

relative to the e-beam;  

  a high-vacuum system, with provision to move the writing substrate in • 

and out of the vacuum;  

  high-speed computers and microprocessors, to automatically perform all • 

of the necessary tasks;  

  an extensive software system.    • 

 A considerable engineering effort is needed to make all of these compo-

nents work reliably together. 

 E-beam lithography originally grew out of scanning electron micros-

copy. It was fi rst proposed by Buck and Shoulders, (1958), and fi rst dem-

onstrated by M ö llenstedt and Speidel (1960). An electron microscope 

 captures  a high-resolution image of a pre-existing object. An e-beam 

writer  creates  a structure with moderate spatial resolution (relative to 

an electron microscope), but high accuracy and an enormous number of 

pixels. A high-resolution electron micrograph typically has 10 6  pixels. A 

high-fi delity e-beam-written pattern can have 10 12  pixels, with each pixel 

precisely positioned to within a reasonably small fraction of the pixel size. 

Consequently, an e-beam writer is much more complicated and expensive 

than an electron microscope. 

 The overriding goal in any lithographic patterning is to produce a pat-

tern in resist that approximates the original design pattern with the greatest 

possible fi delity. Lithographic patterns as exposed in resist are binary. As 

such, they have no gray scales. (The exposure process can utilize gray scales, 

but the resist image is typically binary). In this context, pattern fi delity con-

sists of two basic attributes. One is the quality of individual pattern fea-

tures, as embodied in dimensional control of the feature size. This includes 

the smoothness of feature edges, and the sharpness of corners. The other is 

accurate placement of pattern features. 

 The written and processed pattern generally does not perfectly match the 

ideal, desired pattern. Errors in pattern feature size and placement can arise 

from multiple sources. For example, unwanted fl uctuation of the exposure dose 

leads to non-uniformity in the printed feature size. Electromagnetic noise and 

mechanical jitter in the system lead to random errors in pattern placement. 
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Charging of contamination layers in the electron column, together with 

uncontrolled thermal expansion due to local temperature fl uctuations, causes 

the beam to wander. Such errors are often not predictable or repeatable, and 

must be minimized by an iterative process of measurement, deduction (to 

determine the source of the error), and reduction to a tolerable level. 

 Some errors are predictable and repeatable, such as average defl ection 

distortion, average position error of the mechanical stage, and average scat-

tered dose variation arising from local variation in pattern density (so-called 

proximity effect). This class of errors is amenable to correction by auto-

mated measurement, computation, and feedback. Pattern fi delity is deemed 

acceptable if the errors in printed feature size and placement are a reason-

ably small fraction of the minimum printed feature size, also known as the 

 critical dimension  (CD). 

 In order to measure these errors, sophisticated metrology is needed as 

an indispensable adjunct to the writing process. Much of this metrology 

capability is built into the e-beam writer, and automated within the writ-

ing process. For example, the position of the e-beam relative to the writ-

ing surface can be measured by using the beam to scan alignment marks 

placed on the writing surface in a prior processing step. The position of 

the beam can thus be corrected to compensate for distortion and drift. In 

addition, a laser interferometer can be used to measure the position of the 

XY stage relative to a stable mechanical datum built into the system. The 

laser interferometer forms the built-in reference standard for all measure-

ments pertaining to pattern placement. A typical laser interferometer for 

e-beam lithography has a resolution of   λ  /1000, where   λ   is the wavelength 

(632.8 nm) of a He-Ne laser. Higher resolution is also available. In princi-

ple, this resolution represents the smallest possible increment of pattern 

edge placement. 

 The historical Achilles heel of e-beam lithography is its slow speed. This 

arises from two limitations. First, the writing process is essentially serial, 

with the pattern traced out sequentially using a probe beam. This is in con-

trast to conventional optical lithography, in which an entire complex pat-

tern is exposed in one fl ash or scan. Second, the useful writing current is 

limited. The beam electrons are randomly scattered by one another in the 

drift length of the electron column. This degrades the resolution as the cur-

rent is increased. In addition, every electron optical system is limited in the 

amount of current it can supply at the writing surface for a given resolution. 

Useful writing current at any given resolution is always limited, either by 

Coulomb scattering in the beam path, or by limited ability of the electron 

optical system (especially the electron source) to supply the desired writing 

current. 

 A useful estimate of writing speed is the pattern area swept out per unit time 

by the beam. Typical e-beam writers operate in the range 0.0001–1.0 cm 2 /s, 
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depending on the desired resolution. By comparison, conventional opti-

cal exposure tools operate in the range 20–30 cm 2 /s. Conventional optical 

systems are thus several orders of magnitude faster than currently existing 

e-beam systems. For this reason, optical lithography remains the method 

of choice for high-volume manufacturing of integrated circuit chips, while 

e-beam lithography remains the method of choice for device fabrication at 

low volume, with superior lithographic resolution. 

 In summary, e-beam lithography has the dual advantages of high spatial 

resolution and fl exibility of pattern generation. It has the drawback of low 

speed. The purpose of this chapter is to explore these factors in some detail, 

and to offer some analysis of the possible avenues of future improvement.  

  3.2     Using pixel parallelism to address the 
throughput bottleneck 

 As mentioned, e-beam lithography systems use electric and magnetic elec-

tron lenses to form a sharply focused e-beam, which is scanned over the 

writing surface. The simplest possible confi guration is one in which an image 

of a point-like electron source is formed directly on the writing surface 

(Chang  et al ., 1976; Herriott  et al.,  1975; Kelly  et al.,  1981; Alles  et al.,  1987). 

1
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 3.2      Typical Gaussian beam system confi guration.  
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An example of this is shown schematically in Fig. 3.2. The compact electron 

source (1) is typically a thermally assisted fi eld-emitter, also known as a 

Schottky emitter. The virtual source, seen ‘looking back’ toward the source 

from the electron column, typically has a diameter in the range 15–20 nm. 

A magnetic lens (2) forms an intermediate image of the source (1) in a 

set of electrostatic defl ection plates (3). The defl ection plates (3) move the 

beam onto an edge (4) for blanking. A magnetic lens (6) forms a demag-

nifi ed image of the source onto the writing surface (7). Electromagnetic 

or electrostatic defl ectors (5) move the writing spot laterally on the writ-

ing surface (7). The writing surface (7) is mounted on a movable stage for 

increased range of motion. An aperture (8) limits the illumination cone 

semi-angle   α   of the beam measured at the writing surface. An optimum 

aperture size exists for a given resolution that balances the effects of spher-

ical aberration, diffraction, and Coulomb scattering within the beam. These 

effects will be described in more detail later.      

 The writing spot represents one pixel, and has a lateral intensity distri-

bution that is roughly Gaussian. It is scanned over the pattern area using 

variable electric or magnetic fi elds, and turned off and on as it is scanned, 

thus generating the pattern. The beam can be scanned in a  raster  pattern, 

similar to a scanning electron microscope. Alternatively, the beam can be 

defl ected only to those places where pattern features are to be written. This 

latter approach goes by the term  vector  scanning. Writing one pixel at a time 

is the ultimate serial writing process. Its inherent simplicity comes with the 

penalty of limited speed. 

 An alternative writing strategy is to project a rectangular writing spot of 

variable size and aspect ratio in a single fl ash (Pfeiffer and Loeffl er, 1970; 

Pfeiffer, 1978; Goto  et al ., 1978; Trotel, 1978). It is shown schematically in 

Fig. 3.3. The beam from an electron source fl oods a square aperture. The 

source is typically an extended (as opposed to point-like) single-crystal lan-

thanum hexaboride LaB 6  thermionic emitter. The extended source insures 

that the fi rst square aperture is illuminated uniformly. A condenser lens 

forms an electron optical image of the square aperture in the plane of a sec-

ond square aperture. A spot-shaping defl ector moves the image of the fi rst 

square aperture on the second square aperture, thus forming a rectangular 

compound spot of variable size and aspect ratio. The spot-shaping defl ector 

is positioned at an intermediate image of the source (1). This insures that 

the illumination remains uniform as the beam is defl ected. The resulting 

rectangular spot is then demagnifi ed, and imaged onto the writing surface. 

In this way, many pixels can be exposed in a single fl ash, thus increasing 

the pixel parallelism. This is called a  variable-shaped beam  approach. Pixel 

parallelism varies with the size of the shape, but typically 64–256 pixels are 

written in a single ‘fl ash.’ Obviously, this is a signifi cant increase over the 

single-pixel Gaussian beam.      
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 It is possible to place the edge of a pattern feature with a precision that is 

a small fraction of the pixel resolution. This is shown schematically in Fig. 3.4. 

The pattern of writing for individual fl ashes is shown for a Gaussian beam on 

Electron source

First
square aperture

Second
square aperture

Shaped beam

First image of
electron source

Condenser lens

Spot shaping
deflector+ –

 3.3      Typical variable-shaped beam system confi guration.  

248

(a) (b)

 3.4      Exposure fl ashes for a Gaussian beam system (a), and a variable-

shaped beam system (b). The intensity distribution is plotted as a 

function of lateral position below. Incremental variation in pattern edge 

placement is also indicated.  
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Fig. 3.4a, and for a variable-shaped beam on Fig. 3.4b. The number of individ-

ual fl ashes is indicated in both cases. We assume that the pixel resolution is 

the same for both cases. We now desire to move the leftmost pattern edge by 

an increment that is a small fraction of the pixel resolution. With a Gaussian 

beam, this can be done by exposing the leftmost column of pixels with reduced 

intensity. This will cause the edge of the resist image to move incrementally 

to the right, depending on the amount of exposure. This is referred to as  gray-
scale  writing. This can also be used in conjunction with defl ecting the beam by a 

small increment (Abboud 1997). With a variable-shaped beam, the placement 

of pattern edges is determined by the shaping increment, which is decoupled 

from the pixel resolution. This ability to place pattern edges with an increment 

that is a small fraction of the pixel size adds complexity to the writing, but it 

enhances the ability to write an enormous variety of useful patterns.      

 One can add further pixel parallelism by projecting a character or cell 

in a single fl ash. This is similar to the variable-shaped beam approach, with 

character apertures replacing the square apertures. The character is auto-

matically selected from a library of shapes that reside in the electron column 

in the form of small stencil masks. Each stencil can be electron-optically 

imaged at will onto the writing surface. This approach, called  cell  or  charac-
ter  projection (Pfeiffer 1979), is especially useful in applications for which a 

small pattern is repeated many times. In practice, this roughly doubles the 

pixel parallelism of the variable-shaped beam approach. 

 One can add still further pixel parallelism by using multiple e-beams in 

a single electron column. A single electron source fl oods an array of aper-

tures, forming an array of individual beamlets. Below each aperture is a pair 

of electrostatic defl ection plates, which is used to steer the beamlet onto a 

downstream aperture, thus blanking only that individual beamlet. It is nec-

essary to address each pair of defl ection plates individually. 

 In Fig. 3.5 (Platzgummer  et al. , 2008) a single source of ions (or electrons) 

is collimated by the condenser optics. The beam fl oods an aperture array. 

Individual beamlets are either transmitted or blanked, consistent with the 

pattern pixels. The entire aperture array is imaged and demagnifi ed by a 

system of lenses onto the writing surface below. The spacing between beam-

lets is demagnifi ed by the same factor as the beamlet spot size. All of the 

beamlets pass through two intermediate crossovers in the column. An array 

of Gaussian beamlets is formed at the writing surface, each of which can be 

turned on and off at will. This approach is referred to as  projection maskless 
lithography patterning  (PMLP).      

 In Fig. 3.6 (Kruit, 1998; Wieland  et al. , 2001; van den Berg  et al. , 2011) each 

beamlet is individually imaged and demagnifi ed onto the writing surface 

below. The spacing between beamlets does not change, and the individual 

beamlets do not pass through common crossovers. An array of Gaussian 

beamlets is formed at the writing surface, each of which can be turned on 
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 3.5      PMLP system confi guration.  
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 3.6      MAPPER system confi guration.  

and off at will. This approach is referred to as  multiple aperture pixel-by-
pixel enhancement of resolution  (MAPPER).      

 A variant of the multiple Gaussian beam approach is to project multi-

ple  shaped  beams. In Fig. 3.7 (Slodowski  et al. , 2011, Doering  et al. , 2012), 

an array of 64 shaped beams in a single column replaces the single shaped 

beam depicted in Fig. 3.2b. Introducing multiple shaped beams represents 
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a relatively minor change to an electron column with a single shaped beam. 

This concept therefore builds on previously proven technology in an incre-

mental way, thereby minimizing expense and risk.      

 In Fig. 3.8 (Yamada  et al. , 2008; Yamada  et al. , 2010; Takizawa  et al. , 
2011), multiple columns are employed, with each column having multiple 

cell projection capability. This concept is referred to as  multi-column cell 
projection  (MCC). Additional columns can be added with modest effort 

and expense. Both systems depicted in Figs 3.7 and 3.8 have the advantage 

that each beamlet has many pixels. This permits one to use relatively few 

beamlets to achieve high pixel parallelism. In both cases, beams can be 

easily added to an existing platform. This permits one to add parallelism 

 3.7      Multiple shaped beam (MSB) concept.  
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 3.8      Multi-column cell (MCC) system concept, schematic, with character 
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in an incremental way, thus mitigating the risk associated with increasing 

system complexity.      

 An alternative concept is shown schematically in Fig. 3.9 (McCord  et al. , 
2010). The beam from a thermionic electron source (cathode) fl oods a large-

area  digital pattern generator  (DPG). This is an array of individual pixels, 

with each pixel independently addressable with a voltage. The beam is 

decelerated to a very low energy at the DPG, so that beam electrons are 

either refl ected or absorbed, depending on the pixel voltage. The refl ected 

beam containing the pattern information is then accelerated. The pixel array 

is demagnifi ed onto the writing surface. The electron column is compact, 

thus mitigating Coulomb scattering of beam electrons.      

 An alternative approach is to project an electron optical image of a pat-

terned membrane mask onto the writing surface. This approach, called  pro-
jection  e-beam lithography, forms a demagnifi ed image of a pre-existing 

mask. It was fi rst conceived by Heritage (1975) and independently by Koops 

and Bernhard (1975), based on the operating principle of a transmission 

electron microscope. Two more modern implementations are described 

below. 

 The approach in Fig. 3.10 is known as  SCattering with Angular Limitation 
Projection Electron Beam Lithography  (SCALPEL) (Harriott  et al. , 1996, 

Stenkamp  et al. , 2001). It was developed jointly at Bell Laboratories, Lucent 

Technologies, and Carl Zeiss GmbH. The approach in Fig. 3.11 is known 

as  Projection Reduction Exposure with Variable Axis Immersion Lenses  
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bender

Wafer

Lower demag lens

Wien filter
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 3.9      Refl ective electron beam lithography (REBL) system concept.  
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 3.10      SCALPEL system concept.  
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 3.11      PREVAIL system concept.  
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(PREVAIL) (Pfeiffer  et al. , 1999; Golladay  et al. , 2000; Gordon  et al. , 2000; 

Pfeiffer  et al. , 2001; Golladay  et al. , 2001). It was developed jointly by IBM 

and Nikon. This latter approach features a high-emittance thermionic elec-

tron source, where emittance is defi ned as the product of the transverse area 

and the emission solid angle. Such a source has the dual advantages of uni-

form illumination intensity and high total current. PREVAIL also features 

a low-aberration defl ection system, which scans the beam in a direction per-

pendicular to the motion of the XY stage.           

 Two generic approaches have been tried for the mask. In one approach, 

the membrane is suffi ciently thin so that most of the electrons pass through 

unscattered. The pattern features on the mask are made of a material with 

high atomic number, such as tungsten or tantalum. These areas scatter the 

electrons out of the acceptance angle of the electron optical system, thus 

producing image contrast. In another approach, the mask is a stencil that 

transmits current only through the holes. Two complementary masks are 

needed in order to print all possible patterns. Pixel parallelism on the order 

of 10 8  pixels per fl ash has been demonstrated using these approaches. Indeed, 

electron optical imaging has been used in a variety of ways to dramatically 

increase pixel parallelism, thus mitigating the serial limitation. 

 In order for any of these methods to increase writing speed, the total writ-

ing current must increase accordingly. Ultimately, writing speed is always 

limited by the availability of useful writing current, regardless of the degree 

of pixel parallelism. The term ‘useful’ implies that the desired resolution is 

achieved. This resolution is a matter of choice (down to the ultimate limit 

imposed by electron scattering and secondary processes in the resist), and 

depends on the specifi c application. By degrading the resolution, the useful 

writing current is increased. For this reason, one tunes the resolution to the 

value required for the application, but no better. With the resolution chosen, 

one then maximizes the writing current. 

 An important caveat is that, in some applications, the throughput is lim-

ited by system overheads that have nothing to do with the writing current. 

In particular, if the pattern is relatively sparse, the system spends a small 

fraction of the time actually writing, and a large fraction of the time doing 

other tasks. These tasks include pumping the system down to adequately 

good vacuum, moving the mechanical stage, and waiting for the defl ection 

fi elds to settle down to an appropriate level. The allocation of process time 

is sensitive to the particular pattern. A useful metric is the fraction of the 

writing area that is actually patterned. This fraction can be vanishingly small, 

or it can approach unity, depending on the application. 

 For dense patterns with a large amount of pattern data, the system 

spends a relatively large fraction of the time actually writing, as opposed 

to doing other tasks. In this case, a useful estimate of the overall through-

put is the total average writing current  I  divided by the incident dose  D  in 
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units of charge per unit area needed for proper exposure of the resist. This 

ratio has units of area swept out per unit time. It represents the overall 

system speed at the limit where system overhead delays are insignifi cant. 

Typical e-beam writers operate in the range 0.0001–1.0 cm 2 /s. By compari-

son, conventional optical exposure tools operate in the range 20–30 cm 2 /s. 

Obviously, one can potentially improve e-beam writing speed by increas-

ing the total average writing current  I , decreasing the dose to the resist  D  

(by judicious chemical engineering of the resist sensitivity), or by a com-

bination of these. 

 It is interesting to plot the useful writing current as a function of pixel 

parallelism (measured in pixels per fl ash) actually achieved in practice. This 

is shown in Fig. 3.12 for various writing strategies described above. Ideally, 

one might expect the useful writing current to be proportional to the pixel 

parallelism, as represented by the curve labeled ‘ideal scaling’ in the fi gure. 

This is generally not achieved in practice, however. According to the fi gure, 

the useful writing current increases roughly as the cube root of the pixel 

parallelism. Again, this is due to the limitation on useful writing current 

imposed either by Coulomb scattering, or the ability of the electron optical 

system to supply the desired current. This sub-linear dependence indicates 

that introducing more parallelism into the exposure does not proportionally 

increase the writing speed.      

 The position of the whole curve in Fig. 3.12 along the vertical axis depends 

on the resolution. As one demands fi ner resolution, the available writing 

current decreases. This causes the curve to be displaced downward along 

the vertical axis. As one relaxes the resolution, the curve is displaced upward 

along the vertical axis. An estimate of the resolution is obtained from the 
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full width at half maximum of the lateral pixel intensity distribution. In order 

to ensure adequate lithographic pattern fi delity, this must be a reasonably 

small fraction of the CD. As a rough rule of thumb, this fraction is typically 

chosen to be about one-fourth. A pixel resolution of 10 nm (corresponding 

to a CD of 40 nm) is arbitrarily assumed in the Fig. 3.12. An incident dose of 

60  μ C/cm 2  at 50 kV beam voltage is arbitrarily assumed as well. 

 The writing speed in units of area swept out per unit time is obtained 

by dividing the total average writing current  I  in the fi gure by the incident 

dose  D  needed to properly expose the resist. This dose is typically in the 

range 10–1000  μ C/cm 2 , depending on the choice of resist and the beam 

voltage. The required dose is proportional to beam energy. At higher beam 

voltage, on the order of 100 kV, a typical resist layer on the order of 100 nm 

thick is relatively transparent to the beam. In this case, a small fraction of 

the beam energy is deposited in the resist. Consequently, a relatively high 

incident dose is needed, and the writing speed is correspondingly lower. 

At lower beam voltage, on the order of 10 kV or less, a relatively large 

fraction of the beam energy is deposited in the resist. Consequently, a rel-

atively low incident dose is needed, and the writing speed is correspond-

ingly higher. 

 The useful writing current increases with increasing beam energy. This 

occurs because Coulomb scattering in the beam path is less pronounced 

at higher beam energy. Separately, the ratio of brightness to beam voltage 

is conserved throughout every optical system. For a given electron source, 

the brightness at the writing surface is therefore proportional to the beam 

voltage at the writing surface. These factors lead to higher writing current 

at higher energy, offsetting the need for higher incident dose. The writing 

speed (ratio  I/D  of current to dose) is therefore a weak function of beam 

energy. 

 As mentioned, Coulomb scattering in the electron column places a limit 

on useful writing current. Coulomb scattering represents a fundamental lim-

itation, and therefore has received considerable attention (Boersch, 1954; 

Pfeiffer, 1971; Groves  et al. , 1979; El-Kareh and Smither, 1979; Sasaki, 1979; 

Jansen, 1990; Groves, 1999; Winograd  et al. , 1999; Han  et al. , 2000; Kruit and 

Jansen, 2009) since its importance was fi rst recognized by Boersch (1954). 

This scattering is more pronounced in locations within the column where 

the average space charge density is high. This, in turn, depends on the confi g-

uration of the electron optical column, and on operating parameters such as 

current, accelerating voltage, and numerical aperture. Coulomb scattering is 

more pronounced near crossover points in the beam, where the writing cur-

rent passes through a constriction. 

 In the above arguments we have implicitly assumed that data rate does 

not limit the throughput. In other words, we have assumed that the elec-

tronic data path is able to supply pattern data quickly enough so that the 
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beam never has to ‘wait’ for data. This is not always the case. We can regard 

the writing process as a succession of fl ashes, during which the beam is 

turned on. The frequency of fl ashes  f  is given by  

    f
I

D A
=        [3.1]   

 where  I  is the total writing current,  D  is the dose required to properly expose 

the resist, and  A  is the total area exposed in one fl ash. The frequency  f  has 

units of s −1  or Hz as required. We recognize the ratio  I/D  as the writing speed 

described above, and the ratio  I/A  as the average current density at the writ-

ing surface. The ability of an e-beam writer to supply data at fl ash rate  f  
depends on the digital data rate, the bandwidth of the analog electronics 

which control the beam, and the speed at which the electron optics can turn 

the beam on and off. 

 Considering the simplest case of a single Gaussian beam, we can assume 

some reasonable numbers. For a spot radius of 10 nm, a dose of  D  = 60  μ C/

cm 2 , and a fl ash rate of  f  = 50 MHz, the maximum usable writing current is 

about 10 nA. For writing current greater than this, the system would be lim-

ited by the data rate, rather than by usable writing current. The writing speed 

in this example is about 1.7  ×  10 −4  cm 2 /s. At this rate it would take about 1.7 h 

to write an area of 1 cm 2 . Several groups have reported data rates of roughly 

300 MHz for Gaussian beam writers (Kelly 1981; Alles 1987; Gesley 1993). 

It would become diffi cult to achieve a data rate appreciably higher than this 

for an e-beam writer, owing to the necessity of synchronizing the pattern 

data stream with the electronics. 

 As a separate example, we consider a variable-shaped beam writer. 

Assuming a current density of 400 A/cm 2  and a dose of 20  μ C/cm 2 , the fl ash 

rate  f  must be about 20 MHz. In order to take advantage of this speed, it 

is necessary that other system overhead times be less than or equal to the 

writing time. This includes the digital-to-analog conversion (DAC), which 

converts the digital beam defl ection coordinates to an analog signal to drive 

the defl ector. It also includes the settling time of the analog electronics. The 

move and settling time for an electrostatic defl ection step of a few volts is 

typically about 50 ns in practice. This applies to electrostatic shaping as well. 

This is similar to the fl ash time in the present example. It would become 

diffi cult to operate a single variable-shaped beam writer appreciably faster 

than this. 

 According to Equation [3.1], the fl ash rate  f  is inversely proportional to the 

area  A  exposed in a single fl ash. Exposing multiple pixels simultaneously, the 

exposure area  A  is the area of one pixel times the number of pixels exposed 

per fl ash. It follows that the required fl ash rate is inversely proportional to 
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the pixel parallelism. The fl ash rate  f  is highest for a single Gaussian beam 

with one pixel per fl ash, and decreases for greater pixel parallelism.  

  3.3     The tradeoff between resolution 
and throughput 

 Given that present-day e-beam writers are slow relative to optical exposure 

systems, it is natural to ask whether fundamental improvement is possible. 

This is closely related to how the useful writing current  I  scales with reso-

lution  r.  Electron optical resolution  r  depends on the choice of numerical 

aperture   α  , where   α   is the semi-angle of the beam cone measured in radi-

ans at the writing surface. This angle was indicated previously in Fig. 3.2. 

Every electron optical system (as well as every light-optical system) can be 

characterized by its numerical aperture. This remains true, regardless of the 

number of beams or the size of the projected image. The pixel resolution  r  is 

plotted as a function of beam semi-angle   α   in Fig. 3.13 for a typical e-beam 

writer. The contribution due to diffraction is given by Rayleigh’s criterion, 

which is given for small angles   α   by       

    r = 0 61
λ
α

       [3.2]   

 where   λ   is the de Broglie electron wavelength given by  
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 3.13      Resolution as a function of beam semi-angle. Signifi cant 

contributions include Coulomb interaction and spherical aberration. 

Diffraction is negligible in this case.  
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    λ =
h
p

       [3.3]   

 and  h  is Planck’s constant given by  h  = 6.626  ×  10 −34  Joule-s. Also  p  is the 

momentum of a beam electron. 

 Separately, the contribution due to spherical aberration is given by  

    S5 3α 33        [3.4]   

 where  C   S   is the spherical aberration coeffi cient of the electron optical sys-

tem. These two contributions are plotted as a function of   α   in Fig. 3.13 for a 

typical e-beam writer. An optimal value of   α   exists where the two contribu-

tions are equal to one another. This represents the best achievable resolu-

tion. Setting the two expressions for  r  equal to one another and eliminating 

  α  , we obtain the optimal resolution  r  as follows:

    r CS9 1 4 3 4λ 3        [3.5]   

 This is shown for a 50 kV beam as the lower point in the Fig. 3.13, where 

  λ   = 5.36  ×  10 −12  m. 

 The determination of resolution by diffraction and spherical aberration 

applies only when the writing current is suffi ciently small so that Coulomb 

scattering is unimportant. This applies in an electron microscope, for 

example, where at most a single electron is present in the electron column 

at any given instant. As one increases the current, the Coulomb scattering 

dominates over diffraction as the determinant of resolution. The contri-

bution due to Coulomb scattering can be written approximately (Jansen, 

1990) by  

    r C
I

Coul

2 3

α
       [3.6]   

 where  C  Coul  is a proportionality constant that depends on the specifi c col-

umn geometry and the beam voltage, and  I  is the total average writing cur-

rent. Applying a similar optimization argument to the above, we obtain an 

optimal resolution of  

    r C C IS

1

4

3 1

2
Coul        [3.7]   
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 This is represented by the upper point in Fig. 3.13. To summarize, at low 

beam current the electron optical resolution is determined by spherical 

aberration and diffraction. At high beam current the electron optical reso-

lution is determined by spherical aberration and Coulomb scattering in the 

beam. 

 On the basis of these considerations, we are now in a position to deter-

mine how the writing speed scales with resolution. First we consider an 

e-beam writer that is limited in useful writing current by Coulomb scatter-

ing within the beam path. From Equation [3.7], the useful writing current  I  

can be expressed as a function of resolution  r  by the proportionality  

    I r2        [3.8]   

 In words, the usable current  I  is proportional to the square of the resolution 

 r . Separately, the dose needed to properly expose the resist is given by  

    D
ne

r
∝

⋅π 2
       [3.9]   

 where  n  is the average number of incident electrons per pixel needed to 

properly expose the resist,  e  is the electron charge, and  r  is the radius of the 

pixel. The quotient  I  divided by  D  is the area swept out per unit time by the 

writing beam. It represents an estimate of throughput in the limit where sys-

tem overhead times are insignifi cant. This implies that the written pattern is 

relatively dense. Consequently, the system spends most of its time actually 

writing, as opposed to waiting. From Equations [3.8] and [3.9], this obeys the 

proportionality  

    
I
D

r∝ 4        [3.10]   

 This fourth-power dependence was fi rst pointed out by Pease (2005). It is 

consistent with scaling trends of other forms of lithography as well (Marrian 

and Tennant, 2003). We deduce that the writing speed has a very strong and 

disadvantageous dependence on the resolution for a single-source e-beam 

column. 

 From Equation [3.10], one can improve the writing speed in principle by 

chemically engineering the resist to decrease the dose  D  needed for proper 

exposure. The average number of electrons needed to expose one pixel is  n . 

The average fl uctuation in this number from pixel to pixel is n    . The average 
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fractional fl uctuation   ε   is therefore given by   ε   = n n/     = 1 / n    . This fl uctu-

ation is known as  shot noise , and arises from the discreteness of electrons. 

From Equation [3.9] this places a lower limit on usable dose  D  min  given by  

    D
e

miDD n =
π εr⋅ ⋅r2 2εε

       [3.11]   

 Assuming for example   ε   = 0.02 and  r  = 20 nm, we fi nd in this simple model 

that  D  min  = 32  μ C/cm 2 . Choosing a resist with dose less than this is likely 

to compromise the edge smoothness of exposed features. A more detailed 

elaboration of this simplistic model is described by Kruit (1998), Kruit  et al.  
(2004), and Kruit and Steenbrink (2005). 

 The useful writing current  I  depends on the beam voltage, column length, 

and the numerical aperture   α   of the electron optical column, and is there-

fore very sensitive to the specifi c column confi guration. The various confi gu-

rations described above have very different values of the maximum usable 

current. Unfortunately, no general theory exists that allows prediction of 

the maximum current for all systems. In practice, one must rely on simu-

lation and measurement to determine this. Monte Carlo simulation gives 

an accurate prediction of resolution for a given system confi guration and 

writing current. It is also computationally intensive and time-consuming. 

Typically, one uses Monte Carlo simulation to analyze a single operating 

point. This consists of fi nding the resolution for a specifi c combination of 

electron column confi guration, beam voltage, beam writing current, and 

beam semi-angle   α  . Given this computed resolution, one can easily explore 

perturbations about this base operating point using known trend formulas 

(Jansen, 1990; Kruit and Jansen, 2009). For a column designer this predictive 

exercise is essential (Orloff, 2009; Munro, 2012), since the actual fabrica-

tion and testing of the column is expensive and time-consuming. One would 

like to try as hard as possible to get it right the fi rst time. Despite one’s best 

efforts, this is very diffi cult to achieve in practice. 

 The above analysis rests on the assumption that the maximum usable 

writing current is limited by Coulomb scattering in the beam. This can only 

occur only when the electron source is able to supply suffi cient current. This 

does not always occur in practice. There are two generic reasons for this. 

First, it is virtually impossible to use all of the source current to form the 

writing beam; i.e., one inevitably throws away a signifi cant fraction of the 

emission using the various apertures needed to achieve proper illumination 

and resolution. Second, the specifi c brightness obtainable at the writing sur-

face cannot exceed that of the source. Brightness  B  is defi ned at the writing 

surface for small angles   α   as  
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    B
I

=
( )( )⋅)r⋅r ()()(

       [3.12]   

 This is the current per unit transverse area per unit solid angle. The specifi c 

brightness is defi ned here as the ratio of the brightness  B  divided by the 

beam voltage  V . This ratio is conserved in every charged particle optics sys-

tem. Mathematically,  

    
B
V

const=        [3.13]   

 It follows that the specifi c brightness at the writing surface can never exceed 

that of the source. This imposes a fundamental limit on available current. In 

the event that the source cannot supply enough current for the Coulomb 

interaction to be a limit, the writing speed can only be lower than the 

Coulomb-limited case.  

  3.4     Distributed systems 

 These arguments prompt us to ask whether there is any possible way around 

the adverse scaling of writing speed with resolution. A possible answer lies 

in the fact that, for all of the systems described above, we have made the 

implicit assumption that the e-beam writer has a single electron source, a 

single electron column, or both. This has been true to this point regardless 

of the degree of pixel parallelism. This general approach has the multiple 

advantages of simplicity, reliability, and low cost, but the disadvantage of 

low throughput. 

   It is possible in principle to replicate any of the systems previously 

described. This would of course require multiple electron sources and mul-

tiple electron columns. One would only need to scale the number of systems 

with the fourth power of the resolution. This does not represent a funda-

mental limitation, but only one of practicality and expense. Following this 

reasoning, one could imagine a system in which the beam current is spread 

over a large volume, so that Coulomb scattering is unimportant. At the same 

time, one can envision multiple electron sources, so that the ability of the 

electron optical system to supply current is increased accordingly. We call 

such a system a  distributed  system. 

 One such proposal uses many miniature electron columns, each with its 

own source. This concept is shown schematically in Fig. 3.14 (Chang  et al.,  
1996, 2001). Each column is potentially inexpensive, owing to its small size 

and relative simplicity. In principle, one could pack a great many columns 
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into a modest area, thereby enabling high throughput. This column concept 

has already been proven to provide high lithographic resolution.      

 Another distributed system was actually proposed in the late 1960s, and is 

shown schematically in Fig. 3.15. It is called  electron lithography image pro-
jection system  or ELIPS (O’Keefe and Handy, 1969; Malmberg  et al.,  1973). 

A large-area, fl at photocathode is patterned with the desired pattern to be 

printed. This cathode is placed opposite the writing surface, with the cath-

ode at a high negative potential relative to the writing surface. The entire 

apparatus is immersed in the uniform magnetic fi eld of a solenoid. The mag-

netic fi eld is oriented perpendicular to the photocathode and writing sur-

face. Illuminating the cathode from the backside with ultraviolet light causes 

photoelectron emission from those pattern areas that are not blocked by an 

opaque material. A one-to-one image of the photocathode is transferred to 

the writing surface. The writing current is distributed over a large volume 

with no intermediate crossover. Coulomb scattering is unimportant in this 

system. Because of the large area, a large writing current can be obtained, 

even for low emission current density. This system has enormous pixel par-

allelism, but does not suffer from the writing speed limitations of the other 

systems described previously.      

 A new patterned photocathode is needed for every distinct pattern. This 

practical limitation can be overcome in principle by considering a vari-

ant of the ELIPS concept shown schematically in Fig. 3.16 (Groves and 
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 3.14      Distributed system with multiple, arrayed electron columns.  
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Kendall, 1998, Pickard  et al.,  2003). A transparent plate (1) is patterned 

with an array of point-like photo-emitters. The emitters are illuminated 

from the top of the fi gure by an array of focused light beams (2). The 

bottom surface of the plate (1) is covered with a non-emissive metal fi lm, 

and is elevated to a high negative potential relative to the rest of the sys-

tem, which is nominally at ground potential. The photo-emitted electrons 

are accelerated to an anode (3), which is at ground potential, forming an 

array of beams (4). The entire apparatus is immersed in the uniform fi eld 

of a solenoid (not shown in Fig. 3.16) with the magnetic fi eld  B  oriented 

parallel to the beam axes. Each beam forms a 1:1 image of the source, and 

is allowed to pass through a small aperture in the anode (3). Each beam 

drifts to the writing surface (5), where a second 1:1 image of the source is 

formed. The leftmost beam in the fi gure shows the individual electron tra-

jectories spiraling in the magnetic fi eld. The beam semi-angle   α   is given by 

the ratio of transverse to axial velocity components. Assuming the trans-

verse velocity is thermal, this semi-angle is naturally a few milliradians, 

with no physical aperture needed. This permits resolution on the order of 

a few nanometers. A set of parallel plates (6) extend a long distance into 

the plane of the fi gure. The plates are excited to a potential + V  or − V , 

with neighboring plates having opposite sign of the potential. This creates 

a uniform electric fi eld  E  in the transverse direction. Together with the 

uniform axial magnetic fi eld  B , the beams are defl ected. This defl ector has 

excellent electron optical properties (Kuo and Groves, 1983). Owing to the 

magnetic fi eld, the net defl ection in the writing plane is into or out of the 

plane of the fi gure, depending on the direction of the electric fi eld vector. 

The beams intersect the writing surface at normal incidence. The defl ec-

tion aberration is exceedingly low. By ramping the voltage  V , the beams 

scan in the direction into or out of the plane of the fi gure. Many beams can 

be added along this axis, creating a two-dimensional array. By mechan-

ically scanning the writing surface (5) in the direction of the arrow, and 

blanking each beam individually, an arbitrary pattern can be created on 

the writing surface. The beams can be individually blanked and unblanked 

by turning the light source off and on. Fine-line lithography has been dem-

onstrated in the laboratory at low throughput with this concept. Successful 

large-scale implementation will rely on a nanoscale photoelectron source 

being identifi ed and demonstrated.      

 In summary, distributed system concepts in principle circumvent the limi-

tation on useful writing current due to Coulomb scattering and source current 

limitation. This comes with the additional complexity of multiple sources. In 

principle, all of the single-source options described above can be replicated 

to form distributed systems. The use of e-beam direct write lithography in 

high-volume semiconductor chip manufacturing is of renewed interest (Lin, 

2012), as the cost of conventional optical lithography escalates.  
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  3.5     Ultimate lithographic resolution 

 Ultimate lithographic resolution is limited by interaction of the e-beam with the 

recording medium. Every incident beam electron undergoes scattering in the 

resist layer. There are two generic scattering processes:  inelastic  and  elastic  scat-

tering. In inelastic scattering, the incident electron transfers some of its energy 

to the resist. This is responsible for proper exposure of the resist. Inelastic scat-

tering is characterized by negligibly small scattering angle. In elastic scattering 

the incident electron is scattered by a target atom nucleus, with negligible trans-

fer of energy. Elastic scattering is characterized by relatively large scattering 

angle. This gives rise to spreading of the beam in the target material. 

 Scattering in the recording medium and substrate is characterized by a  mean 
free path . This is the average distance the electron travels in the material between 

scattering events. The mean free path   μ   e  for elastic scattering is given by  

    μ
σe

eN
=

1
       [3.14]   

 where  N  is the number of target atoms per unit volume, and   σ   e  is the  total 
cross-section  for elastic scattering. The number  N  is given by  

    N
N

A
= 0ρ

       [3.15]   

 where  N  0  is Avogadro’s number given by  N  0  = 6.0221  ×  10 23 ,   ρ   is the mass den-

sity, and  A  is the atomic number. The total cross-section   σ   e  is the probability 

per unit incident intensity that a scattering event will occur from a single tar-

get atom. It has units of area, and is given in SI units approximately by  

    σ
πe

Z h
m E

=
⋅ m

4 3 2

2
       [3.16]   

 where  Z  is the atomic number of the target material,  h  is Planck’s constant 

given by  h  = 6.6261  ×  10 −34  J.s,  m  is the mass of the electron given by  m  = 

9.1094  ×  10 −31  kg, and  E  is the kinetic energy of the incident electron in Joules. 

Inserting the values of the constants, this leads to the practical expression  

    σ e

Z
E

= ×( . )788 10 19
4 3

−

eV

       [3.17]   
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 in units of m 2 , where  E  eV  is the kinetic energy of the incident electron in 

electron volts. As an example, inserting the constants for silicon,   ρ   = 2.34 g/

cm 2 ,  A  = 28,  Z  = 14, we fi nd that the mean free path of a 50 keV electron 

is 62 nm in silicon. Finally, the total cross-section for inelastic scattering is 

related to elastic scattering approximately by  

    
σ
σ

iσ
e Z

≈
10

       [3.18]   

 The ratio of the mean free path for   μ   i  for inelastic scattering divided by the 

mean free path   μ   e  for elastic scattering is the reciprocal of this.  For a 50 kV 

electron in silicon, the inelastic mean free path is about 87 nm. As the beam 

penetrates the substrate material, it continually loses energy. Consequently, 

the mean free path constantly decreases. In summary, the higher the instan-

taneous energy, the more transparent the material becomes. 

 Most of the beam electrons pass through the resist layer and into the 

substrate material. There the electrons are multiply scattered, both elasti-

cally and inelastically. This is shown in Fig. 3.17 for bulk silicon using the 

Casino Monte Carlo simulation program (Drouin  et al. , 2007). Elastic scat-

tering causes the beam to broaden laterally. Some fraction of the beam is 

backscattered, and exits through the resist layer, causing unwanted expo-

sure. Inelastic scattering causes the beam to deposit energy in the substrate 

as heat (Groves, 1996). This beam-induced heating can alter the resist 

sensitivity.      

 On average the beam electrons travel to a depth  R  into the substrate, 

where the range   β   is given in micrometers approximately by (Gruen, 1957):

    β
ρμmμμ

g cm3

= 0 046
1 75

.
( )kVk     [3.19]   

 where  V  kV  is the beam voltage in kilovolts and   ρ   g/cm3  is the density of the 

substrate material in g/cm 3 . The range   β   represents an estimate of the lat-

eral distance in micrometers over which the backscattered current causes 

unwanted exposure of the resist. The strong dependence on incident beam 

energy is clearly seen in Fig. 3.17. 

 This stray exposure is small for isolated pattern features, and relatively 

large for dense pattern features. This causes the amount of stray exposure 

to depend on the specifi c pattern being written. This is known as  proxim-
ity effect . It is possible to correct for proximity effect by applying greater 

incident dose to isolated features and less incident dose to dense features 

(Parikh and Kyser, 1979; Rishton and Kern, 1987). 
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 The exposure  E ( r ) as a function of two-dimensional position r in the writ-

ing plane can be expressed in terms of the incident dose  D ( r ) as a convolu-

tion as follows (Pavkovich, 1986):

    D r( )r ( )r ( )r r= ∫ ) (r ′r)ρ d2        [3.20]   

 where   ρ   ( r ) is known as the  point spread function . Physically, this function 

represents the blurring caused by electron scattering at any given point in 

the pattern. The function   ρ   (r) in turn can be approximated by  
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 where   α   is the range of the forward scattering in the resist layer,   β   is the 

range of the backscattering from the substrate given above, and   η   is the 

fraction of the total incident current which is backscattered. Typically the 

forward scattering range   α   is of the order of a few tens of nanometers, while 

the backscatter range   β   is of the order of a few micrometers to a few tens 

of micrometers, depending on the incident beam voltage. The fraction   η   is 

typically between 0.2 and 0.6, depending on the beam voltage and substrate 

material. The reader can verify that the integral of   ρ   (r) over all transverse 

coordinates is unity as required. In order to correct for proximity effect, we 

must calculate the incident dose  D (r) required to produce an ideal desired 

 3.17      Monte Carlo simulations of individual electron trajectories in 

bulk silicon, (a) 25 kV incident beam voltage, (b) 50 kV incident beam 

voltage.  
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exposure  E (r). Mathematically, this amounts to solving the above integral 

equation for  D (r), assuming the other quantities are known. Software is 

commercially available to accomplish this. 

 Ultimate lithographic resolution is limited by scattering and secondary 

processes within the resist layer. The resist layer thickness is typically of 

the order of 100 nm or less. Elastic scattering causes the beam to broaden 

laterally in the resist layer. Generally, this broadening is inversely related to 

the incident beam energy. Secondary processes that give rise to exposure of 

the resist generally have a fi nite range, also contributing to line broadening. 

Ultimate lithographic resolution therefore depends on the process, rather 

than on the electron optical resolution of the beam writer. 

 An intriguing way to extend lithographic resolution beyond what is pos-

sible using conventional patterning in resist is  E-Beam-Induced Deposition  

(EBID). In this process, a low partial pressure of a precursor gas is inten-

tionally introduced into the chamber of a conventional scanning electron 

microscope (SEM). The focused e-beam induces the material from the gas 

to be condensed onto the writing substrate in solid form. The resulting litho-

graphic resolution is very high. An example is shown in Fig. 3.18, which shows 

lithographic details approximately three nanometers in width (van Oven, 

 et al.,  2011). A platinum-bearing precursor gas used was used. Ultimate lith-

ographic resolution depends in general on the recording medium. Ongoing 

research leads to continuing improvement.       

  3.6     Electron-beam patterning of photomasks for 
optical lithography 

 Mainstream high-volume manufacturing of integrated circuit chips relies 

on light-optical lithography. This in turn relies on a pre-existing mask that 

 3.18      Ultimate lithographic resolution using EBID technique.   
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contains the complete pattern for a single exposure level, also known as 

a  mask level . The pattern on the mask is optically reduced by 4 ×  onto the 

resist-coated wafer, with the exposure repeated once for each chip on the 

wafer. The standard mask size is 150 mm  ×  150 mm in size, and the mask 

is typically made of quartz. The exposure light source is an ArF excimer 

laser operating at 193 nm wavelength. Integrated circuit chips typically 

have between 30 and 45 mask levels, each requiring a different patterned 

mask. 

 E-beam lithography is the method of choice for patterning photomasks 

in high-volume manufacturing of VLSI chips. This takes advantage of the 

inherent high resolution and pattern-generating capability. Historically, the 

limited throughput of e-beam lithography has not been a serious limitation, 

because the writing time is amortized over all of the wafers printed with that 

mask. Present-day mask writing time can be as long as a few tens of hours 

for the most complex mask levels, and under one hour for the simplest mask 

levels. 

 The fi delity with which the printed pattern on the wafer approximates the 

original design is crucially important. Broadly, pattern fi delity consists of 

accurate placement of pattern features over the lithographic area, and pre-

cise control of printed feature size and quality. 

 The mask levels must overlay relative to one another to a precision that is a 

reasonably small fraction of the minimum feature size or Critical Dimension 

(CD)  . The CD is nominally the half-pitch of dense pattern features on the 

wafer. For 4 ×  reduction, the CD on the mask is obviously four times larger 

than on the wafer. The mask contains an enormous number of pattern fea-

tures. As an example, a CD of 22 nm on the wafer requires a CD of 88 nm on 

the mask. A chip size of 26 mm  ×  33 mm on the wafer requires a patterned 

area of 104 mm  ×  132 mm on the mask. Dividing the chip area by the square 

of the CD yields an upper limit of 1.8  ×  10 12  pattern features in either case. 

 The specifi cations governing pattern fi delity are detailed in the 

International Technology Roadmap for Semiconductors (ITRS). This road-

map is available at ITRS (2011) in the references. Substantial background 

information about manufacturing of state-of-the-art electronic chips is given. 

The continuing economic success of this industry relies on a business model 

of continuous performance improvement, while remaining affordable to the 

consumer. Consequently, critical specifi cations must be constantly tightened 

over time. Five critical lithographic specifi cations are plotted in Fig. 3.19 as a 

function of year, based on estimates taken directly from the ITRS Roadmap 

2011 version (ITRS Roadmap (2011),  http://www.itrs.net/. ). Innovation 

must continue for the e-beam mask writer, the associated process, and the 

metrology in order to achieve these specifi cations. In many cases, no known 

solution exists for future years, but solutions must be found, in order for the 

trend to continue as it has in the past.      
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 With each chip generation, more pattern features must be printed on the 

mask. This in turn requires higher pattern data volume. The uncompressed 

pattern data volume in Tb is shown as a function of year in Fig. 3.20 for 

EUV masks and optical masks. This is based on estimates taken directly 

from the ITRS roadmap 2011 version. The electronic data path must be 

improved with each generation, in order to process the increasing pat-

tern data volume at a suffi ciently high rate. This includes translating the 

design data into a form which is usable by the e-beam writer, while adding 

various corrections for inherent errors in pattern fi delity. It also includes 

the step in which the translated pattern data are fed to the e-beam during 

writing.      

 The increasing number of pattern features, together with the tightening 

lithographic performance specifi cations, cause the mask writing time to 

increase. Present-day masks are written using variable-shaped beam writ-

ers with a spot current density of 400 A/cm 2 . This tests the limit of useful 

writing current, as well as the achievable data rate for a single beam system. 

Innovation is required for the e-beam mask writer in order to achieve a rea-

sonable writing time on the order of 10 h per mask in the future. Multiple 

beam systems show promise, but require signifi cant fi nancial investment in 

order to demonstrate all performance specifi cations by the time they are 

needed in manufacturing. 
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 3.19      Critical dimensional specifi cations for photomasks as a function 

of year of introduction in high-volume manufacturing, according to the 

ITRS.  
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 A potentially signifi cant application of e-beam written masks is nano-

imprint lithography (Kumar and Whitesides, 1993; Haisma  et al.,  1996; 

Chou  et al.,  1996; Chou  et al.,  2002). This subject is reviewed in detail in the 

Chapter 9 by D. Resnick.  

  3.7     Conclusion 

 A focused e-beam represents the smallest, fi nest practical writing pencil 

known, with the capability of producing pattern features down to a few 

nanometers in size. This is roughly an order of magnitude smaller than 

mainstream optical lithography. E-beam lithography does not rely on a 

pre-existing, patterned mask, but can write the pattern directly from data 

stored on a computer. For these reasons, e-beam lithography remains 

the method of choice for fabricating nanometer-scale structures in low 

volume. 

 The historical Achilles heel of e-beam lithography has been its low 

throughput. This results from the serial nature of the exposure. This is in 

contrast to optical lithography, in which the entire pattern is exposed in a 

single sweep. The low throughput also results from the limitation on useful 

writing current imposed by the electron source, or alternatively by Coulomb 

scattering of electrons in the beam path. 
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 3.20      Mask data volume as a function of year of introduction in high-

volume manufacturing, according to the ITRS.  
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 Low throughput can be mitigated by exposing many pixels in parallel. For 

a single electron source, the area swept out per unit time is proportional to 

the fourth power of the resolution. This is true regardless of the pixel par-

allelism, as long as a single electron source is used. Consequently, the only 

hope for fundamentally improving throughput is to use a distributed system 

with multiple electron sources. Such system concepts exist, and are presently 

the subject of intensive research and development.  
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  Abstract : This chapter discusses focused ion beams (FIB) and how 
they can be utilized for nano-machining and imaging. Following a brief 
history of FIB, four different types of ion sources are described, and the 
optics used to focus them. Following a description of the interactions of 
ions with matter that cause the removal of material by sputtering, which 
is useful for micro-machining, and the generation of electrons, which 
are useful for imaging, examples of ion milling, deposition of material, 
imaging, and spectroscopy at the nanoscale are given. 

  Key words : focused ion beam (FIB), milling, deposition, ion induced 
imaging. 

    4.1     Introduction 

 Nanotechnology is an expanding research and technological frontier where 

FIBs can be signifi cantly utilized. FIBs produce tiny beams of a variety of 

positive ions (diameters from sub-nanometer to a few micrometers) ener-

getic enough (from a few keV to ~ 150 keV) to cause the removal of sample 

material by elastic collisions (sputtering) at currents ranging from sub-pA 

to  μ A. This milling capability is localized on the sample at sizes from nano-

meters to microns and is at present the mainstay of work for FIBs. In addi-

tion to milling, ions can be selectively implanted into the sample. With the 

introduction of gases near the surface of the sample, material (either metals 

or insulators) can be deposited onto the sample at beam size dimensions 

to form novel structures. Due to the interaction of the ions with the sample 

through inelastic collisions, secondary electrons and ions are emitted from 

the sample. The FIB can be used as a microscope yielding information dif-

ferent from that of a scanning electron microscope (SEM), and by collecting 

and separating the secondary ions produced by the beam, secondary-ion 

mass spectrometry (SIMS) can be performed at high spatial resolution. 

 At present, Ga-based liquid metal ion sources (LMIS) are predominantly 

used, mainly due to the ease of their manufacturability, the stability of their 
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operation, and the lack of need to heat the source, since Ga is a liquid at 

room temperature. The principal components of a FIB source and focusing 

optics are shown in schematic form in Fig. 4.1 for a typical Ga LMIS-based 

source with a two-lens focusing optical column equipped with a secondary-

electron detector for sample imaging, and a gas delivery system for deposi-

tion. All that is shown is contained in a vacuum chamber.      

 By inserting a Wien fi lter mass separator into the optical column, alloy 

sources can be made to operate so that a variety of ions (e.g., B, Be, Li, Si, 

Au) are selectively available to form the beam. 

 With the recent commercial introduction of gas fi eld ionization sources 

(GFIS), He and Ne are available as ions, and have shown considerable prom-

ise for use in producing very high resolution images and for high precision 

nano-machining. The He-based microscope has demonstrated 0.35 nm imag-

ing resolution, with contrast mechanisms unavailable to the SEM, while Ne 

based systems are demonstrating very precise nano-machining capability. 

 For the removal of a large volume of sample, higher beam currents are 

necessary to carry out the work in a reasonable time. Due to limitations 

Suppressor

Liquid gallium ion source

Extractor

Objective lens

Secondary electron detector
sample

Gallium ion beam

Lens 1
aperture

Gas injection system

 4.1      Schematic of the major components of a modern FIB system. The 

system consists of a focusing column containing the ion source and 

lenses, a detector, gas injection needles, and a sample stage, which are 

all inside a vacuum chamber.  

�� �� �� �� �� ��



118   Nanolithography

© Woodhead Publishing Limited, 2014

of the LMIS sources, plasma-based sources have been introduced that are 

capable of producing beam currents of up to a few  μ A. These systems (now 

available from several commercial sources) excite plasmas from which ions 

are extracted and focused, extending the capability of FIBs to work in rel-

atively high volume sample removal regimes unavailable to the LMIS- and 

GFIS-based systems. 

 To the future of FIB work belongs the cold-atom ion sources (CAIS), 

which are magneto-optical trap (MOT)-based ion sources that should be 

capable of producing a variety of different ions, with some early demon-

strations and calculations indicating that sub-nanometer imaging resolution 

should be achievable. In addition, by switching ion types in the trap, it is 

expected that milling capabilities should also be achievable at the nanome-

ter scale. 

 A major technological success has been to marry the FIB with SEM in a 

‘dual beam’ system. Thus, in one chamber, all the advantages of each tech-

nique are combined. The value of this blended system is evident in the num-

ber of sales (~thousand) that manufacturers have achieved. 

 Following a brief history of past efforts, we describe the ion sources and 

the optical columns used to focus and manipulate the beam. After detailing 

the interactions of the ions with the sample, we show examples of milling, 

deposition, imaging, and spectroscopy.  

  4.2     An adumbrated history of focused 
ion beams (FIBs) 

 The short history that follows is by necessity inadequate, due to the omis-

sion of many workers deserving mention. Ga-based FIB is a mature tech-

nology, having roots in scanning electron beam, probes ion thrusters, and 

ion implanters. Following work on SEMs, ion systems capable of producing 

0.1  μ m ion beam probes of a few picoamperes from low-brightness plasma 

sources were developed (Hill, 1968). Crewe (Crewe  et al ., 1968; Crewe, 

1973), showed the importance of high-brightness sources and low-aberra-

tion optical components for high resolution systems. Systems based on the 

GFISs were developed at Chicago and Oregon (Levi-Setti, 1974; Orloff and 

Swanson, 1975). Due to technological limitations, this approach was tempo-

rarily abandoned in favor of the LMIS. 

 The fi rst LMIS-based focusing columns built in 1975 ( Krohn and Ringo, 

1975) were followed by work at Hughes Research Laboratories (HRL) 

(Seliger  et al ., 1979), where several versions of the early FIB systems were 

intended to be used for the maskless implantation of semiconductors. 

Many groups then followed those efforts in exploring the use of FIBs in the 

areas of microscopy, spectroscopy, lithography, mask repair, TEM sample 
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preparation, and microcircuit surgery. What began as an implantation tool 

has found its main role in the sputter removal of material and, to a lesser 

extent, for the deposition of material and as an imaging tool, with the Ga 

LMIS as the workhorse source type. 

 At present, Ga-based FIB is a mature technology and is used mainly for 

the preparation of TEM samples, failure analysis for semiconductors and 

MEMS, and circuit edit procedures, as well as a tool for MEMS and nano-

technology proto-typing applications. Some investigations are still in the 

process of determining whether ions different from Ga- and LMIS-based 

sources will fi nd widespread applications. 

 Recent efforts (Notte and Ward, 2006) in producing a working He ion 

GFIS have pushed the frontiers of ion microscopy to the limit, showing spec-

tacular imaging capabilities. More recent work (Tan  et al ., 2011) on GFIS has 

produced a system, currently under exploration, capable of delivering near-

nm sized beams of Ne onto a sample for precision milling applications. 

 For applications requiring very high currents or non-Gallium ions, a new 

FIB system based on an inductively coupled plasma ion source, producing 

Xe and O ions at a beam current of a few  μ A, has been developed (Smith 

 et al ., 2006; Kellogg  et al ., 2010). 

 Recent attempts to extract ions from MOTs have shown promise that 

these sources, which produce ultra-cold atoms that can then be subsequently 

ionized and focused, may be useful for ultra-high resolution imaging and 

milling (Reijnders  et al ., 2009; McClellen  et al , 2011). At present, this is a 

future technology whose value has yet to be proven.  

  4.3     Sources of ions: a quartet of types 

 The heart of the FIB is the source of ions, and there are four types of ion 

sources that we will discuss here: (1) the LMIS, (2) the GFIS, (3) the induc-

tively coupled plasma FIB source (PFIB), and (4) the CAIS based on the 

MOT. The most used measures of the quality of an ion beam are its ‘spot’ 

size and current density. The quality of the ion beam obtained depends not 

only on the properties of the source, but also on the properties of the optical 

system (the ‘optical column,’ or ‘column’), and also the Coulomb interactions 

of the ions in the beam (Ward  et al ., 1987, 1988, 1991). In most FIB systems, 

the optical column de-magnifi es the source and images it on the sample. For 

example, a source that is 50 nm in size will, upon a demagnifi cation of 20, be 

2.5 nm in size at the sample, in the absence of other aberrations. From an 

optical perspective, the most important parameters to consider for the ion 

sources are their brightness, angular intensity, and energy spread. 

 The ‘reduced’ or ‘specifi c’ brightness  B   r   (A/m 2   ×   S   r    ×   V ) of sources 

(Tandare, 2005) is defi ned as  
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    B
I

r =
δ ΩV

       [4.1]   

 where  I  is the source ion current,   δ   the virtual source size,  Ω  the solid angle 

into which the ions are emitted, and V is the acceleration voltage. Reduced 

brightness is conserved throughout the optical system, so that its value at 

any focus of the ion beam stays the same irrespective of the imaging condi-

tions. The optical properties of the column (which transfers and de-mag-

nifi es an image of the source of ions to the sample) are determined by the 

aberrations of the optical elements, which typically comprise electrostatic 

lenses. There are four main aberrations that must be considered: chromatic, 

spherical, diffraction, and fi nite source size. Diffraction is not an issue for 

FIB, since the wavelength of typical ions used is so small: for example, a 30 

keV Ga +  ion has a wavelength of 26.5 fm, about fi ve orders of magnitude 

less than the other aberrations. The effect of chromatic aberration in optical 

systems is for lenses to bring ions of different energy to focus at different 

points along the optical axis, with higher energy ions being brought to focus 

further from the lens than those of lower energy. If the energy spread of 

the ions is large, the lens has no unique focal length and gives rise to a ‘disk 

of confusion’ rather than a point focus, deleteriously affecting the resolu-

tion attainable with the optical system. Hence, a small value for the energy 

spread of the source will give a smaller focused beam at the sample. In the 

absence of energy spread, spherical aberration limits the ability of the opti-

cal system to form a point focus for a large diameter ‘monochromatic’ ion 

beam. Ions farther from the optical axis are brought to focus sooner than 

those near the axis. In order to minimize the effect of spherical aberration 

in an optical system, only the rays that are near the optical axis are used 

(i.e., an aperture is inserted into the beam path). Since the size of the aper-

ture will determine how many ions pass through it, there is a sesquilinear 

relationship between the current in the beam and the amount of spherical 

aberration. This relationship is manifested in the growth of the beam size 

with increasing beam current; more current means a larger diameter beam. 

A larger angular intensity from the source allows more current into the fi nal 

beam at a given aperture size. These effects can be seen in Fig. 4.2, where the 

two regimes, chromatic and spherical, are evident.      

  4.3.1     Liquid metal ion sources (LMIS) 

 By far, the Ga LMIS is the most extensively used of the four source types 

(Orloff  et al ., 2003; Giannuzzi and Stevie, 2005; Yao, 2007). The LMIS is in a 

class known as electrohydrodynamic sources (Swanson, 1994) and for FIB 
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they are realized when an electrochemically etched, blunted fi eld emitter 

needle (usually W) with an end radius of ~10  μ m coated with a liquid metal 

heated to its melting point is placed in an electric fi eld produced by a proxi-

mally placed extraction electrode at negative voltage (~5−15 kV) relative to 

the needle. The liquid metal is pulled into a conical shape (see Fig. 4.3), the 

‘Taylor cone,’ by the balance of electrostatic and surface tension forces.      

 The end radius of the liquid apex is small enough that the electric fi eld 

at the apex causes ions to form through the mechanism of fi eld evaporation 

(Kingham and Swanson, 1984). 

 Field evaporation is the dominant mechanism of emission at low currents 

(few  μ A), where LMISs should be operated in FIBs, and occurs when either 

an atom or ion is evaporated from the surface of a metal through a potential 

barrier that has been lowered by an external electric fi eld. If an atom has 

been evaporated, it becomes an ion by post-ionization. Figure 4.4 shows a 

schematic of such a source.      

 The main advantages of the Ga LMIS are: (1) Ga is a liquid at room tem-

perature, so the source does not require heating in order to operate; (2) Ga 

readily wets tungsten, which is the preferred needle substrate; (3) the bright-

ness, energy spread, and angular intensity of the Ga source are all reason-

able values with which optical columns can be made to transport the ions to 

the sample (Orloff  et al ., 2003).  
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 4.2      The  d  50  spot size is the diameter of the beam that contains 50% of 

its current,  I . Shown is the  d  50  spot size vs the beam current. Since the 

beam current is determined by the diameter of a defi ning aperture  d   A  , 

the growth of the spot size with current from 0.001 nA to about 10 nA 

is dominated by chromatic aberration (scales as  d  A ), and above that by 

spherical aberration (scales as  d   A   
3 ).  
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  4.3.2     Gas fi eld ionization sources 

 The GFIS ionizes gas in the high electric fi eld near a sharpened metal tip 

(Notte and Ward, 2006). A gas based,  in situ  process strips individual atoms 

from a sharpened needle (usually tungsten) until an atomic sized pyramid 

is created with three atoms at the end of the source tip. Once this ‘trimer’ is 

formed, the tip is operated in high vacuum at cryogenic temperature with 

helium gas fl owing over it. High voltage applied to the tip produces a very 

(a)

5μm

(b)

5μm

 4.3      Transmission electron micrographs (Driesel  et al ., 1996) of a AuGe 

LMIS emitter. The image (a) is of the W emitter substrate. The image (b) 

is the emitter substrate with the Taylor cone.  

Tip

Tip

Ions

The spiral Ga
reservoir

Extraction
aperture

Liquid metal

 4.4      Schematic of a typical LMIS source showing the needle, reservoir, 

heater, and base. The base contact pins allow current to fl ow through 

the reservoir to melt the metal which then fl ows down the needle 

from which ions are then extracted by the electric fi eld created by the 

extraction electrode.  
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high electric fi eld at the apex, which attracts the helium gas to the energized 

tip where it is ionized, as shown schematically in Fig. 4.5.      

 Field ionization happens in the vicinity of a single atom at the apex, so 

that the resulting ions appear to be emanating from a region that is less than 

an angstrom in size. This produces a high-brightness beam of ions, which are 

extracted and focused with an optical column to sub-nanometer probe size. 

Recently, in addition to helium, GFIS has been made to produce neon ions 

in a similar manner (Tan  et al , 2011).  

  4.3.3     Inductively coupled plasma ion source (PFIB) 

 There are several ways to produce a source based on creating a plasma 

from which ions are extracted, and we discuss here one such method. The 

inductively coupled plasma ion source utilizes an ‘antenna’ operating at RF 

frequencies to cause plasma to form in a small chamber by Faraday induc-

tion (Smith  et al , 2006; Kellogg  et al ., 2010). A noble gas at low pressure in 

the chamber is excited into the plasma state by the cylindrical RF antenna, 

from which ions are extracted by means of a biased electrode as shown in 

Fig. 4.6.            

  4.3.4     Cold atom ion source (CAIS) 

 The CAIS is based on an MOT and is expected to have a signifi cantly 

smaller energy spread than the LMIS at comparable brightness, enabling 

<1 nm focused spot sizes. Additionally, the CAIS has the potential to 

Sharpened tip

+30 kV

 4.5      Schematic of the He GFIS source. The inset shows an image of 

the ‘trimer’ of three atoms formed at the apex at were the He atoms 

become ionized.  
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produce many different kinds of ions, as compared to the other ion sources 

discussed, in particular the alkali metals such as Cs for use in time-of-fl ight 

SIMS with both high spatial resolution and high sputter yield, and Li for 

imaging purposes as a future alternative to He in the GFIS-based He ion 

microscope. 

 This type of source is a laser-cooled and trapped atomic gas inside an 

MOT, which typically consists of a vapor cell where the radiation pressure 

exerted by three orthogonal pairs of laser beams of pair-wise opposite cir-

cular polarizations within a quadrupole magnetic fi eld cool the atoms to 

temperatures below 1 mK, causing the atoms to collect in a cloud suspended 

in the region at the center of the trap where the magnetic fi eld vanishes. 

The gas is ionized by near-threshold photo-ionization and, upon applying an 

extraction electric fi eld to the trapped atoms, a cold ion beam is created and 

extracted, as shown schematically in Fig. 4.7.      

 The thermal energy of these ions (100  μ K ~ 10 −8  eV) is very low, giving 

rise to a very high brightness, mainly due to the small solid angle into which 

the ions are emitted (Reijnders  et al ., 2009; McClellen  et al ., 2011).   

Copper coil
Ceramic tube

Low pressure gas

Radio
frequency
power supply

Source electrode
at beam voltage

Extractor
electrode (2–15kV)

 4.6      Schematic of an inductively coupled ion source. A gas fi lled 

ceramic tube surrounded by an RF ‘antenna’ which when energized 

causes a plasma to form in the tube. A series of electrodes suitably 

biased extract ions from the plasma. Typically, Xe, Ar and O gases are 

used. While there are other types of ‘plasma’ source confi gurations, 

this one offers superior brightness, angular intensity and virtual source 

size . This type of source has a much larger source size than the other 

three sources considered here (see Table 4.1). Successful sources of Xe 

and O have been made.  
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  4.4     Charged particle optics  

 Once a beam of ions has been produced in a source, it must be transported 

to the sample by an optical column. The purpose of the optical column is 

multifold: source demagnifi cation, ion acceleration, focusing, and scanning. 

Most FIB optical columns employ two electrostatic lenses in order to be 

able to de-magnify the source, focus on the sample, change beam energy, 

MOT
laser
beams

Transparent
electrode

MOT

MOT magnets

Mirror
electrode

Ionization
laser

Acceleration
tube

Aperture

Deflectors

Einzel lens

Target

Ion beam

Channel
electron
multiplier

 4.7      Schematic of a MOT-based CAIS system. The source has a MOT 

with an extractor which feeds an accelerator region and a focusing 

lens. Typically this type of source will produce alkali metals such as Li 

for imaging, and Cs and Rb for milling.   The thermal energy of these 

ions (100  μ K ~ 10 −8  eV) is very low, giving rise to a very high brightness 

mainly due to the small solid angle into which the ions are emitted 

(Reijnders  et al ., 2009; McClellen  et al , 2011).  
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and vary the beam current, as shown schematically for a Ga-based LMIS 

system in Fig. 4.8.      

 There are well-known design principles to reduce lens aberrations 

(Grivet, 1972) and computer programs to simulate optics (Munro, 1973; 

Dahl  et al ., 1990). However, the problem of determining the effects of 

Coulomb interactions between charged particles in the beam is very com-

plicated. The Coulomb interactions depend on several system parameters, 

including ion mass, beam energy, beam current, beam convergence angle, 

source properties, length of optical column, crossover size, and position 

(Jaing and Kruit, 1995). The effects caused by Coulomb interactions are 

of three types: space charge, Boersch effect, and trajectory displacement. 

Space charge is a spatial broadening of the beam caused by its average 

charge density, and acts like a defocusing negative lens. This defocusing can 

mostly be corrected in the optical system. The Boersch and the trajectory 

displacement effects lead to axial and lateral displacements of the charged 

particles, respectively. The Boersch effect results in energy broadening, and 

the trajectory displacement effect results in broadening the spatial ion dis-

tribution. Both of these effects are statistical in nature, due to the Coulomb 

repulsion of individual pairs of the ions. The deleterious results of the sta-

tistical effects cannot be corrected in the optical system, and can only be 

minimized by proper design. Low energy high current density FIBs are 

desirable for low damage maskless processing, but Coulomb interactions 

 Table 4.1     The four kinds of ion sources, and some of their parameters 

 Presently 

used 

 Presently 

used 

 Future use  Future use 

 Source type  LMIS  GFIS  PFIB  CAIS 

 Ions available  Ga, In, Au, 

Si, B, Be, 

As 

 He, Ne  Xe, O  Li, Rb, Cs 

 Ion energy (keV)  1–50  2–50  2–50  1–50 

 Reduced brightness 

A/(m 2  srV) 
 1  ×  10 6   1  ×  10 7   9  ×  10 3   5  ×  10 5  

 Source size (nm)  50  0.2  6000  20 

 Source energy 

spread (eV) 

 5 for Ga  <1  7 for Xe  1 

 Source angular 

intensity (mA/sr) 

 0.02  7.4  ? 

 Ion beam current  1 pA–100 nA  1 pA–few 

pA 

 ~10 

pA–few 

 μ A 

 Few pA? 

 Primary Uses  Mill, depo, 

image 

 Image, mill, 

depo 

 mill  Image, mill 

     Note : LMIS. GFIS. Plasma FIB source (PFIB). CAIS.    
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can dominate in this regime. The energy spread in FIBs can reach widths 

of several eV, even if the initial energy spread at the source is only a frac-

tion of an eV. The net result of Coulomb broadening is to alter the beam 

profi le from a Gaussian-like shape to one that is more Holtsmark-like 

(Chandrasekhar, 1943; Ward  et al ., 1987, 1988). Measured beam profi les 

have the shapes shown in Fig. 4.9.      

 For sources that emit different species of ions, a mass fi lter must be 

inserted into the beam path in order to select a particular ion (Seliger, 1972). 

Many LMISs are alloy- or compound-based, and require an optical column 

such as shown schematically in Fig. 4.10. For a more comprehensive review 

of such systems, see (Orloff  et al ., 2003).       

Generation of beam
(2 μA)

Adjusting the current
(typically pA to nA)

Ion source

Suppressor

Extractor

Spray aperture

First lens

Upper octopole

Variable aperture

Blanking deflector
Blanking aperture

Lower octopole

Second lens

MCP

Sample

Scanning the beam

 4.8      Cut-away schematic of a generic two-lens optical column used with 

LMIS-based sources. About 2  μ A of source current is accelerated and 

reduced by an aperture early along the beam path to limit Coulomb 

interactions and then is received by a condenser lens and variable 

current defi ning aperture which sets the fi nal beam current. The upper 

octupole is used to ‘blank’ the beam. The fi nal section of the column 

focuses and scans the beam (lower octupole) on the sample.  �� �� �� �� �� ��
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  4.5     Ion-matter interactions 

 After extracting ions from a source and focusing and conveying them to 

the sample, it is important to understand the events that impinging ions 

are capable of initiating, and we discuss here their interactions with matter. 

Fig. 4.11 shows a schematic of the various generic ion-matter interactions. 

The basic interactions are that sample atoms may be removed by sputtering 

(Sigmund, 1969, 1988; Benninghoven  et al ., 1987), secondary electrons may 

be produced, damage may be incurred by amorphization or mixing, and gas 

chemistry may be initiated to cause deposition onto the sample or cause 

selective and accelerated milling.      

 As primary ions in the impinging beam enter the sample, they lose energy 

through two channels (nuclear and electronic), and come to rest after all of 

their initial energy is lost. The path of such a typical ion is shown in Fig. 4.12, 

where the range  R  is the total path length the ion takes as it loses all of its 

initial energy (and is usually longer than the projected range), and  R   p   is the 

fi nal resting depth of the ion. The transverse straggle,  R   t  , is the sideways pro-

jection of the range.      

 Nuclear losses are due to collisions between the screened nuclear charges 

of the incident ion and target atoms, whereas electronic losses are due to 

incident ions interacting with electrons in the sample resulting in excita-

tion and ionization. The nuclear channel causes physical sputtering, which 

modifi es the structural landscape of the sample by material removal and 
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 4.9      The shape of the ion beam is important for milling, deposition and 

imaging. Due to Coulomb interactions the beam is not Gaussian in 

shape. The central part of the profi le is Gaussian-like, but the Holtsmark 

character (Ward  et al ., 1987, 1988) of the profi le leads to ‘tails’ which in 

some applications become important.  
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results when the incident ions transfer suffi cient momentum to surface or 

near-surface atoms to free one or more target atoms. The sputtering process 

can be chemically modulated with the addition of gases into the system, 

whereby chemical sputtering is initiated for increased or selective removal 

of sample material. Concomitant with material removal is generation of 

sample information through the production of secondary ions and elec-

trons from the sample by electronic losses. Since these secondary quanta 

are fairly localized to where the ion beam strikes the sample, they can be 

used to form images of the sample with a resolution of nearly the beam 

Ion source

Extraction aperture

Beam-defining aperture

E x B mass filter

X – Y beam deflector

Gas feed

X – Y stage

Lens 2

Lens 1

Mass-filter aperture

 4.10      Schematic of a two-lens mass separated column. An  E   ×   B  (Wien) 

fi lter is inserted into the beam path between the lenses. The mass fi lter 

passes one velocity (corresponding to one mass) through an aperture 

and defl ects other masses so that they are blocked by the aperture. The 

mass fi lter is necessary when alloy or compound sources are used.  
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Incident ion beam
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 4.11      The events that an incoming ion can cause are: implantation, 

sputtering, generation of secondary electrons and ions, and the 

induction of gas-sample interactions.  

Incident ion

Target surface

Path of ion

Final position
of ion

RRP

Rt

 4.12      The geometry of the range  R , the projected range  R   p  , and the 

transverse straggling distance  R   t   for an ion penetrating into the sample. 

A rule of thumb for heavy ions (Ar, Ga, Xe) is that  R  ~ 1 nm/keV.  
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size. Secondary-ion emission occurs when surface atoms are ionized, and 

suffi ciently energized to be emitted from the surface. The electronic channel 

causes secondary electrons to be emitted when the interaction is near the 

surface, and happens mostly from ion bombardment of metallic surfaces, 

with the typical yield per incident ion 10–1000 times greater than second-

ary-ion yield. The two types of signal yield different information about the 

sample, and are also different from SEM images (see Section 4.7). 

 The total stopping power for the ions is the sum of the nuclear and elec-

tronic losses. It depends on the mass of the impinging ion and the mass 

of the target atoms, as well as the energy of the incoming ion. Generally, 

heavier ions (e.g., Ga, Xe) lose most of their energy via the nuclear channel, 

while lighter ions (e.g., He, Li) tend to lose energy predominantly through 

the electronic channel. Hence, for most materials of interest, Ga and He lose 

energy differently, and that is shown for the particular case of Si in Fig. 4.13, 

where it should be noted that the absolute loss rate is much higher for Ga 

than He, and that is why He penetrates much further into the sample, and 

also why Ga has a much larger sputter yield.                

 It can be shown that a useful relationship for calculating the sputter yield 

is given by  

    Y
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× αSS     [4.2]    

140

120

100

80

S
to

pp
in

g 
po

w
er

 (
eV

/A
)

60

40

20

0
0 50 100

Beam energy (keV)

He electronic

Ga electronic

He nuclear

Ga nuclear

150 200

4.13      The nuclear and electronic stopping powers for He and Ga 

impinging into Si as a function of energy. The virtual lack of nuclear loss 

for He and a large one for Ga results in almost no sputtering for He, and 

signifi cant sputtering for Ga. The electronic losses for both He and Ga 

are inelastic, and generate secondary electrons. Because the losses for 

He are much less than those for Ga, He has a much larger range.  
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 where  Y  is the sputter yield,  E  0  the energy of the incident ion,  S   n   the nuclear 

stopping power, and  U   s   the sublimation energy, and  

    α = 0 15 0+ 13.5 0+
M

M
2

1

       [4.3]   

 where  M  1  and  M  2  are the masses of the incident ion and the target atom. 

Furthermore,  

    Sn =
8
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2 3

2
2 3

. (5 )M( )

M M

Z Z

Z Z+1
2 3

ε)) 1

1 2M
1 2Z

       [4.4]   

 where  Z  1  and  Z  2  are the atomic numbers of the incident ion and the target 

atom, and  s   n  (  ε  ) 

 is given by  
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ε ε
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+
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    [4.5]   

 with   ε   the ‘reduced energy’ given by  
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 4.14      The electronic, nuclear and total stopping power of 30 keV Ga +  

across the periodic table. There is a correlation of the nuclear loss with 

both sputtering and secondary-electron yield.  
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 Once the sputter yields  Y  are known, the rate of sputtering  Y   r   (volume 

removed/incident charge) can be calculated from  

    Y
m

rYY
μmm3

96 4nC

MY⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞ =

. ρ
    [4.7]   

 where   ρ   is the sample density in g/cm 3  (Benninghoven  et al ., 1987). 

 This is a useful relationship for estimating the time for sample volume 

removal. For example, suppose one wants to remove 1  μ m 3  of Si with a 30 

keV Ga +  beam. Since the charge  q  = current  μ  time and the sputter yield is 2.1 

atoms/ion, giving a sputter rate of 0.28  μ m 3 /nC, one needs 3.57 nC delivered 

to the sample. For a beam current of 1 pA the time required would be about 

3600 s (an hour) while a 10 nA beam would accomplish the same task in 0.36 

s. The time necessary to mill is not the whole story (Orloff  et al ., 2003; Yao, 

2007). One must also consider scan strategies to reduce re-deposition and, in 

the example just given, the beam profi les would be quite different, with the 

larger current beam being signifi cantly larger in size. Table 4.2 gives sputter 

yields and rates for some materials when bombarded by 30 keV Ga +  ions.      

 Calculating these ion–solid interactions can be diffi cult, but there exists 

a good computer simulation with which to estimate the range and the 

Table 4.2     The density, and for 30 keV Ga +  ions the sputter rate 

and sputter yield are shown for a variety of sample materials of 

interest 

 Element  Density (g/cm 3 )  Sputter rate 

( μ m 3 /nC) 

 Sputter yield 

(atoms/ion) 

 C (diamond)  3.57  0.18  2.7 

 Al  2.7  0.3  2.9 

 Si  2.33  0.27  2.1 

 Ti  4.5  0.37  3.3 

 Cr  7.19  0.09  1.2 

 Zn  7.13  0.34  3.6 

 Ge  5.32  0.22  1.6 

 Se  4.81  0.43  2.5 

 Mo  10.2  0.12  1.3 

 Ag  10.5  0.42  3.9 

 Sn  5.76  0.25  1.2 

 W  19.25  0.12  1.2 

 Pt  21.47  0.23  2.4 
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distribution of the extent to which ions have straggled both longitudinally 

and transversely from the mean range. 

 TRansport of Ions in Matter (TRIM) (Ziegler, 1991) is a computer 

program using a binary collision-based Monte Carlo simulation that cal-

culates the three-dimensional penetration of ions into matter. These simu-

lations are fairly accurate for estimates of the sputter yield (target atoms 

sputtered per incident ion) and damage incurred by the sample as ions 

impinge onto it. The program is useful for engineering solutions for spe-

cifi c applications, as both the sputter yield and damage are functions of 

incident ion species, energy, and angle. Such effects are shown in Figs 4.15a 

and 4.15b, in which the incident ion type and energy are changed. Table 4.3 

shows a compilation of TRIM results for Ga +  at normal incidence into Si 

at different energies. Table 4.4 shows a comparison of different 30 keV 

ions impinging onto Si.                

 Most calculations and simulations of ion–solid interactions assume that 

the sample is amorphous. In crystalline materials, a phenomenon known 

as channeling is possible, and occurs when the incident ions have corre-

lated collisions with target atoms as the ions enter in a direction along a 

 Table 4.3     Tabulation of  TRIM calculations for Ga +  incident on Si at normal incidence 

for a variety of energies 

 keV  Vacancy/Ion   R   p   (nm)   Δ  R   p   (nm)   Δ  R   t   (nm)   S  (atom/

ion) 

 eV/atom 

 50  1177  41.1  14.8  11.6  2.3  80 

 40  967  34.9  12.6  9.6  2.4  64 

 30  748  28.0  9.9  6.3  2.5  52 

 20  516  20.3  7.4  4.6  2.4  41 

 10  274  12.9  4.6  3.8  1.9  35 

 5  144  8.3  3.0  2.6  1.6  23 

 2  61  4.9  1.7  1.6  1.1  17 

 1  32  3.5  1.2  1.2  0.6  10 

 Table 4.4     Comparison of ranges, straggles, sputter yields and energy transferred 

to Si target atoms for several different incident ions at 30 keV normal incidence 

 30 keV  Range  Longitudinal 

straggle 

 Lateral 

range 

 Lateral 

straggle 

 Sputter 

yield 

 eV/atom 

 He  280  79  82  102  0.03  112 

 Be  158  58  57  70  0.11  25 

 Al  53.1  23.1  15.8  20.2  1.3  144 

 Ga  28.1  10.1  6.4  8.3  2.6  39 

 In  24.8  7.3  5.1  6.4  3.6  39 

 Xe  24  6.5  4.2  5.3  3.4  30 

 Bi  22.8  4.5  3.5  4.4  3.8  37 
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crystal axis. Steering of the ions due to open channels can result in ion 

ranges several times the maximum range in non-steering directions or in 

amorphous materials. When this occurs, electronic losses determine the 

range, and there is little straggling (hence the term ‘channeling’), and then 

near the end of their paths nuclear collisions with lattice atoms dominate 

the energy loss to stop the ions. This effect is illustrated schematically in 

Fig. 4.16, and an example of 30 keV Ga +  impinging an Al sample in Fig. 4.17 

where the channeling effect is obvious in the different orientations of the 

microcrystals.           

 The incoming ions produce damage to the sample, and in some cases the 

damage must be minimized. The most expedient route to lower the dam-

age is to reduce the energy of the ions. Figure 4.18 shows the extent of the 

damage layer with varying energy in Si. It is apparent that the thickness of 

the damage layer can be suitably controlled by lowering the energy of the 

incoming ions.      

 Enhanced milling (Fig. 4.19) is achieved when there is adsorption of the gas 

onto the substrate followed by an interaction of the gas molecules with the 
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 4.15      (a) TRIM calculations, showing the effect of incident energy. The 

left plot is of 40 keV Ga +  ions into Si. The right plot is for 5 keV Ga +  ions 

into Si. (b) TRIM simulation showing the effect of the impinging mass 

of the ion. The left plot is 30 keV Ga +  into Si. The right plot is for 30 keV 

Be + .  
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Ga+

e–

Ga+

 4.16      Illustration of the channeling effect. Ions not entering a crystal axis 

generate losses near the surface (generating electrons), while ions that 

‘channel down’ a crystal axis lose energy deeper within the crystal with 

the concomitant loss of sputtering and secondary-electron generation 

near the surface.  

 4.17      Channeling effect in Al by Ga. The differences in contrast are due 

to the different depths of penetration into the different indexed axes 

of the microcrystals in the fi eld of view. Darker contrast means deeper 

penetration.  
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(a) (b)

 4.18      TEM micrographs of the depth of the damage layer for Ga +  into 

Si. The rule of thumb that the range is about a nanometer per keV of 

energy for Ga +  is seen here for (a) 25 keV and (b) 2 keV.   

Substrate atoms
sputtered away

Focused ions

Volatile
species

Incoming gas
molecules

Adsorbed gas
molecules

Focused ions implanted
in the substrate

Substrate

Deposited
metal atoms

 4.19      Gas enhanced etching. Sample atoms interacting with sample 

atoms are carried away as volatile species after sputtering. In order to 

be effective, the beam current, dwell time, and refresh rate have to be 

carefully adjusted.  
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substrate forming either volatile or non-volatile species. Evaporation removes 

the volatile species, while sputtering removes the non-volatile species.      

 Deposition from a gas is shown schematically in Fig. 4.20. For metal depo-

sition, typically an organo-metallic precursor compound is used, and the 

sequence for deposition starts with the adsorption of the precursor onto the 

surface, followed by ion beam induced dissociation. In this situation there is 

a competition between the milling of the deposited material and the depo-

sition. The rate of deposition is a sensitive function of beam current and 

beam overlap frame refresh time (the time it takes to repopulate the surface 

after a scanned frame), both of which must be adjusted to maximize the 

rate (Orloff  et al ., 2003, Chapter 6.7, Giannuzzi and Stevie, 2005; Yao, 2007, 

Chapter 3).       

  4.6     Milling 

 Historically, milling has been the main use of FIB. We show examples of 

milling for the Ga LMIS, GFIS and PFIB. As shown schematically, and by 

example in Fig. 4.21, FIBs can directly pattern by milling or can be used to 

modify existing structures.      

Metal atom
sputtered away

Dissociated
species removed

Focused ions

Gas molecules

Spontaneous
desorption

Adsorbed gas
molecules

Dissociated elements
remaining as impurities

Substrate

Deposited
metal atoms

 4.20      Deposition from a gas. A gas precursor delivered and adsorbed on 

the sample surface is dissociated by the ion beam. Volatile components 

of the precursor are removed, leaving a metal behind on the surface. 

There is a competition between the deposition process and the 

sputtering process.  
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 Presently, one of the major uses of LMIS FIB is for the preparation of 

TEM samples. An example is shown in Fig. 4.22. The thin lamella shown has 

been ‘liberated’ from the bulk sample by milling, and is subsequently cut at 

its sides and bottom by milling, and then lifted out and placed on a TEM 

sample grid to be viewed later in the TEM. Almost all of the process is now 

automated (Orloff  et al ., 2003; Yao, 2007).           

 4.22      The penultimate milling step in creating a TEM sample. The next 

FIB step is to slice the sides and bottom of the lamella, and then to lift 

it out.  

FIB(a)

(b)

FIB FIB
FIB

FIB FIB
FIB

Substrate

 4.21      Two classes of FIB milling shown schematically and with an example 

of each class. (a) Milling a pattern. (b) Modifying an existing structure.   
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 Recall that the graph in Fig. 4.2 showed the size of the beam for an LMIS-

based FIB system. The most useful regime for nano-machining is in the 5 

pA to 10 nA interval. Above 10 nA the beam size is > 100 nm, and for large 

volume removal the times become onerous. Between 5 pA and 10 nA, the 

removal rates vary between 0.08  μ m 3 /min to 160  μ m 3 /min for common mate-

rials, so that for mill volumes ~ 10 000  μ m 3  corresponding to ~22  μ m  ×  22  μ m 

 4.23      Top-down view of identically shaped micro-fl uidics channels directly 

milled in Si at two length scales. The larger structure has a 850  μ m long 

channel of 2  μ m width milled using a 6.5 nA Ga +  beam. The smaller 

structure has an 80  μ m long channel of 100 nm width patterned by a 150 

pA beam. Image provided by Fibics Inc., Ottawa, Ontario, Canada.   
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 4.24      A graph comparing the  d  50  beam size diameter of Ga and Xe as 

a function of milling rate in Si. The milling rate scales with the beam 

current and nuclear stopping power. Below the crossover point near 

10  μ m 3 /s Ga LMIS will yield a better cut. Above that point PFIB will 

produce smaller cuts.  
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 ×  22  μ m will take an hour using 10 nA beam current. At about 10 nA, spher-

ical aberration starts to be the dominant aberration for LMIS-based systems, 

and the beam size grows quickly with increasing current. When the spot sizes 

for Ga- and Xe-based systems are compared as a function of milling rates, as 

shown in Fig. 4.24, it is seen that there is a crossover point near 350 nm beam 

size where the PFIB begins to dominate the LMIS-based system.      

 The effect of this crossover point is shown in Fig. 4.25, where on the left 

the ~120  μ m diameter ‘solder ball’ from a ball grid array was milled with a 

30 keV Ga +  20 nA beam for 30 min. The same type of solder ball on the right 

of the fi gure was completely cross-sectioned (~9 00 000  μ m 3  at 500  μ m 3 /s) 

with a 30 keV 127 nA Xe +  beam in 30 min, followed by a 23 nA 10 min. pol-

ish (to expose detail in the structure), and the image was then taken with a 

80 pA Xe +  beam.      

 One future use of the milling capability of FIB will be in microtomogra-

phy. In order to make a 3-D reconstruction of a sample, a ‘slice-and view’ 

approach is taken. Shown in Fig. 4.26 is a schematic of the process that uti-

lizes a ‘dual beam’ FIB-SEM.      

 After the FIB has milled a new face on the sample, the SEM records 

and stores an image, which is later combined with previous and subsequent 

images to build a 3-D reconstruction of the sample, as shown in Fig. 4.27. 

Such reconstructions to date include both biological and inorganic samples.      

 In cases where there is more than one material, gas can be used to mill 

selectively, as shown in Fig. 4.28 where the great etch selectivity of XeF 2  has 

removed Si but left intact metal structures. Such selectivity has been devel-

oped for a variety of materials (Orloff  et al ., 2003; Chapter 6.7; Giannuzzi 

and Stevie, 2005; Yao, 2007, Chapter 3).      

(a) (b)

 4.25      Example of the crossover point between LMIS and PFIB. The 

solder ball (a) was milled with a 20 nA 30 keV Ga +  beam. The solder ball 

(b) was milled with a 30 keV, 127 nA Xe +  beam.  
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FIB milling

SEM
Image
slice

direction 54°

 4.26      Schematic diagram of dual beam (FIB-SEM) geometry used to 

‘slice-and-view’ a sample. The FIB mills away the exposed face of the 

sample which is then imaged with the SEM. The sequentially stored 

images are then used to reconstruct (3-D tomographically) a portion of 

the sample. This technique has been used in biological to petrological 

studies.  

 4.27      A three-dimensional reconstruction from the technique illustrated 

in Fig. 4.26. Since there are different contrast modes available in 

the SEM and FIB, one can imagine that the entire process could be 

performed in a single beam FIB (although requiring more time due to 

the need to tilt the sample between operations of milling and imaging).  
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 Water has been shown to be suitably effi cacious in the enhanced etching 

of hydrocarbons while retarding the etching of metals. Figure 4.29 shows 

an example of water-enhanced etching to remove PMMA resist in order 

 4.28      An example of selective etching. XeF 2  will selectively etch 

insulators while leaving most metals virtually intact. This is an example 

of a ‘skeletal etch’ process, in which a XeF 2 -assisted Ga FIB was used 

to remove selectively the oxide of an IC device with minimal erosion of 

the copper metal lines.  

 4.29      Example of water-enhanced etching to remove PMMA resist to 

expose the profi le of the contact holes to the underlying silicon. The 

water can be produced as a gas in a variety of ways.  
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 4.30      An array of 4 nm diameter nanopores drilled through a 30 nm 

thick silicon nitride membrane. (The holes are spaced 40 nm apart.) This 

is a STEM image showing holes that were milled in about 1 second 

each. Image courtesy of Zeiss Corp.  

 4.31      An array of ‘C’-shaped apertures milled in an aluminum fi lm. The 

machining acuity was 5 nm for the corners of the apertures. A detailed 

examination (imaged by the same He beam that performed the milling) 

on the impact of aluminum grain structure from the machining is 

possible. This ability can aid a designer in selecting the proper material 

for the apertures. (Image courtesy of Zeiss Corp.)  
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to expose the profi les of the contact holes to the underlying silicon (Orloff 

 et al ., 2003; Giannuzzi and Stevie, 2005; Yao, 2007).      

 The GFIS He system is capable of very fi ne milling due to the less destruc-

tive nature of the interaction of He as compared to Ga or Xe and the very 

small size of the beam. While the sputtering yields and rates are small com-

pared to Ga and Xe, the ability to make fi ne structures is extended down-

wards on the length scale. Two examples of this fi ne machining are shown in 

Figure 4.30, where tiny holes were milled in a thin membrane with a GFIS 

He beam and, in Fig. 4.31, where structured shapes were machined in Al and 

the resultant work then imaged with the He beam.            

  4.7     Deposition 

 FIB-induced deposition of metals and insulators is a complement to mill-

ing, and also a stand-alone process for the direct production of small high 

resolution structures without the need of fi rst forming a fi lm that is etched 

by lithographic techniques. One of the early uses of FIB deposition was for 

the repair of optical and X-ray mask clear defects, where precisely defi ned 

structures were made of either carbon for optical masks and W or Au for 

X-ray masks. Deposition has also found use in the repair and modifi cation 

of ICs, typically where fi ne, low-resistance metal wires and pads are depos-

ited for connections for probing or insulators (Yao, 2007) are deposited for 

isolation purposes. At present, the capability exists for depositing a variety 

of metals and insulators. Table 4.6 shows some of the materials available for 

deposition.      

 Table 4.5     Water enhancement and 

retardation factor for different 

materials 

 Material  Enhancement 

 Polyimide  18 

 PMMA  18 

 Diamond  10 

 Tefl on  6 

 Au  1 

 SiN  0.3 

 SiO 2   0.3 

 Si  0.2 

 Al   

     Note : Generally, the rule seems to 

be enhancement for hydrocarbon 

bearing materials, and retardation 

for inorganic materials.    
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 Deposition can be limited by the rate at which gas can be delivered to 

the surface. As such, the technique is practical only with moderate beam 

currents, and is limited primarily to LMIS and GFIS (Orloff  et al ., 2003, 

Giannuzzi and Stevie, 2005; Yao, 2007). A generic example of LMIS-FIB 

deposition is shown in Fig. 4.32.                 

 Table 4.6     Precursor gases used for depositing metals and insulators 

 Deposition 

material 

 Precursor gas  Reference 

 Al  Trimethyl aluminum, Al 2 (CH 3 ) 3   Gamo,  et al ., 1984 

 Al  Trimethylamine alane  Gross,  et al ., 1990 

 Al  Triethylamine alane  Gross,  et al ., 1990 

 Al  Tri-isobutyl aluminum  Kubena,  et al , 1988 

 W  Tungsten hexafl uoride, WF 6   Gamo,  et al . 1986 

 W  Tungsten hexacarbonyl, W(CO) 6   Stewart,  et al ., 1989 

 Au  C 7 H 7 O 2 F 6 Au  Blauner,  et al ., 1989 

 Pt  C 9 H 16 Pt  Tao,  et al ., 1990 

 Cu  Cu(hfac)TMVS  Della Ratta,  et al ., 1993 

 Ta  PMTA, Ta(OC 2 H 5 ) 5   Gamo,  et al ., 1986 

 Fe  Iron pentacarbonyl, Fe(CO) 5   Kubena,  et al , 1988 

 Pa  Palladium acetate, [Pd(O 2 CCH 3 ) 2 ] 3   Harriott,  et al ., 1986 

 SiO 2   Si(OCH 3 ) 4   Komano,  et al , 1989 

 SiO 2   Siloxane + O 2   Stewart,  et al , 1995 

 C  Napthalene, C 10 H 8   Prewitt, Mair 1991 

5 μm

Pt

Au

 4.32      An SEM image of an example of Ga LMIS induced deposition. A 

molecular organic superconductor (TMTSF) 2ClO 4  is contacted with fi ve 

Pt nano-wires deposited by FIB. (Image courtesy: Dr M.J. Naughton, 

Dr J.I. Oh, and Pashupati Dhakal, Boston College.)  
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  4.8     Imaging 

 The impinging ion beam produces both secondary electrons and ions (Levi-

Setti, 1983; Orloff  et al , 2003). Usually, the electrons are used to form images 

so that the FIB acts as a microscope much like a SEM. Since the interaction 

of ions into samples is very different from electrons into samples (the inter-

action for ions that generate secondary quanta is much nearer the surface of 

the sample), different information is available through the FIB-generated 

images. Secondary-electron production is several orders of magnitude larger 

than the secondary-ion yield. Typically for Ga +  ions, the secondary-ion ion-

ization effi ciency is ~ 0.001%, which is three or four orders of magnitude 

lower than that for secondary-electron production. Although secondary 

electrons are more useful for imaging, they are mostly responsible for any 

sample charging. Since the sample charges positively due to both the imping-

ing positive ions and the expelled negative secondary electrons, some of the 

secondary electrons are attracted back to the sample, reducing the magni-

tude of charging but also reducing the number of secondary electrons avail-

able for imaging. 

 As the primary beam of ions interacts with target atom outer shell elec-

trons, some of the electrons receive suffi cient energy to be ejected from an 

atom. If they have suffi cient energy and are within the secondary-electron 

escape depth   λ   from the surface, they can overcome the surface barrier 

energy and be ejected from the sample. The secondary-electron yield   δ  , 
which is the ratio of the number of electrons produced per incident ion, is 

given by  
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 where  E  and  R  are the primary ion energy and range,   ε   is the energy nec-

essary for producing a secondary electron, and  B  is a characteristic of the 

target material.   λ    can be estimated from  
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 where   δ    m   and  E   m   are tabulated parameters found by experiment. Although 

these calculated secondary yields show promise for estimating imaging 

quality, they are higher than the experimental values obtained in most FIB 

systems; the discrepancy most likely is due to surface sample charging. Some 

values for insulators are given in Table 4.7.      
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 In order to form a good image, there must be resolution, contrast, and an 

adequate signal-to-noise ( S / N ) ratio. The resolution and contrast are mostly 

determined by the system optics and the interaction of the ions with the 

sample, while the  S / N  is determined in a well-designed system by the length 

of time the beam is on the sample. With ions, a careful strategy must be 

employed to make a good image because of the destructive nature of the 

beam, so there is a fundamental limit to FIB imaging resolution, which is 

dictated by sputtering (Orloff  et al ., 1996). 

 If an image is made with secondary electrons, in order to obtain a given 

 S / N  ratio, the ion beam must dwell at points on the sample for a time  t   d   so 

that enough secondary electrons can be collected. The number of detected 

electrons per pixel  N   e   is  

    NeN =
γ ηeIγ tb dt eη

e
       [4.10]   

 where   γ    e   is the yield for secondary electrons,   η    e   is collection effi ciency, and 

e is the charge of the electron. The average human eye requires that the 

minimum  S / N  ratio in an image be >5. In practice, there is an overlap of the 

beam as it is scanned along a line where negative overlap means that there is 

a space between adjacent positions of the beam, and positive overlap means 

that the beam removes material from adjacent pixels. For a beam of diame-

ter  d   b   and a step size of  s , the overlap OL is related to  s  and  d   b   as  

    s db= Odb L1( )        [4.11]   

 The volume of material V that is removed can be written as  

     

V
YAN

NA

=
OL

Ga

1
2−( )

    [4.12]   

 where  N  Ga  is the number of incident ions per pixel and  N   A   the atomic mass. 

It can be shown (Orloff  et al ., 2003) that the  S / N  and  N  Ga  are related by  

 Table 4.7     Parameters and Associated Values for 

Estimating    Secondary-Electron Yields of some 

insulators  

 Material   B /  ε      λ   (nm)   R  (nm)    δ    m   

 Si  11.5  3.2  33  5 

 SiO 2   16  5.8  20  12 

 ILD  9.3  6.2  30  8 
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 then  

    V
YA

=
S N( ) +( )

( )

2

2

1 δ ))
δOL−ρNNA ( )2

1
       [4.14]   

 Assuming that the characteristic size d of a particle of volume  V  is  V  1/3 , then 

the minimum resolution can be calculated, assuming it is d. It is clear from 

(Equation [4.14]) that the limiting parameter for image formation not under 

the control of the user is the sputter yield  Y  for a given incident ion and 

sample. From experience on a variety of samples, in order to achieve an  S / N  

ratio of 20 (a very nice image), it has been found that the number of incident 

ions must be ~ 700 ± 200. For most eyes, the minimum acceptable  S / N  is fi ve. 

There is a competition between the rate at which material is removed via 

sputtering and the collection of secondary electrons that can be collected. 

For high sputter rate materials, not as much information can be gathered. 

Table 4.8 gives some values of detectible resolution for a variety of materials 

at different  S / N .      

 It is clear that if less  S / N  is demanded, then the resolution gets better. 

However, it becomes harder to discern what is seen. Also, it must be noted 

that, for extended structures that have suffi cient contrast, the above analysis 

does not hold, and that the resolution that can be achieved can be higher. 

In the He GFIS system, the virtual lack of sputtering and the small virtual 

source size allows for very high imaging resolution. Examples of FIB images 

are shown below. In Fig. 4.35 it is clear that FIB gives different information 

than SEM.      

 That very high resolution can be achieved is shown in Fig. 4.36, where 

an image from a He GFIS system of an uncoated biological sample is 

shown.      

Table 4.8     Sputtering can limit the resolution available in an image. Shown are 

minimum resolution limits d for a variety of materials for images with  S / N  = 20 

and  S / N  = 5. Even though the resolution is higher for  S / N  = 5, it may be more 

diffi cult to distinguish an object due to the noise level.  Y  is the sputter yield 

 C  Al  Si  Ti  Cr  Fe  Ni  Cu  Mo  Ta  W  Au 

 Y  2.7  2.9  2.2  3.3  1.2  3.9  2.0  3.4  1.3  2.8  1.2  14 

 d  S / N  = 20   4.7  5.5  5.3  5.9  3.8  5.5  4.3  5.2  4.1  5.7  4.1  9.5 

 d  S / N  = 5   1.9  2.2  2.1  2.4  1.5  2.2  1.7  2.1  1.6  2.3  1.6  3.8 

�� �� �� �� �� ��



150   Nanolithography

© Woodhead Publishing Limited, 2014

 4.33      An array of nano-pillars created by GFIS He beam induced 

chemistry. These pillars were fabricated using a platinum-bearing 

precursor gas. The size (35 nm diameter) and tight array pitch (50 nm) 

shows the deposition capabilities of He beam induced processing. 

(Image courtesy of Zeiss Corp.)  

 4.34      A test pattern of conducting lines and pads produced by GFIS He 

ion beam induced deposition from platinum precursor gas. Tight spatial 

control is evident as seen in the sharp corners and delineation of the 

deposited features. (Image courtesy of Zeiss Corp.)  
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SEM image
(secondary electrons)

(a) (b) (c)

Scanning ion image
(secondary electrons)

Scanning ion image
(secondary ions)

 4.35       The differences in contrast mechanisms available. (a) SEM image 

with secondary electrons, (b) scanning ion image made by collecting 

secondary electrons, and (c) scanning ion image made by collecting 

secondary ions. (Courtesy of P. Carleson, FEI Co.)  

 4.36       Cell body exposed to a virus. The membrane has been stripped 

away in the sample preparation process, showing the degree to which 

the virus particles have infi ltrated the cell. Uncoated sample. (Image 

courtesy of Zeiss Corp.)  

 Different materials yield different contrast levels, as can be seen in 

Fig. 4.37.      

 Resolution is not the only characteristic of an image that yields informa-

tion. Contrast also allows the discernment of objects, and can arise by topog-

raphy changes or material differences. 
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 Figure 4.38 shows a comparison of images of the same region of a sample 

between a Li MOTIS ion source and an SEM, where it can be seen that the 

contrast modes are different.       

 4.37      A layered sample designed to show the relative elemental contrast 

of several common materials. The image was made by collecting 

secondary electrons. It is interesting to note that the brightness of the 

layers in the image correlates also with their sputter yields. (Image 

courtesy of Dr Lucille Giannuzzi, Giannuzzi & Associates.)  

(a) (b)

 4.38      Two images of the same area showing the contrast differences 

between electrons and Li ions. The ion image was made in a MOT-

based CAIS system. (Courtesy Chad Rue, Fei Co.)  
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  4.9     Spectroscopy 

 Since some fraction (~0.1%) of the sputtered atoms from the sample is ion-

ized, they can be collected and mass analyzed, so that the destructive prop-

erties of the FIB can be advantageously used for the chemical analysis of 

surfaces. It is possible to control the rate of milling caused by the primary 

beam, so that spectra or either two- or three-dimensional chemical maps of 

the sample can be made. Due to the high spatial resolution inherent in FIBs, 

the chemical maps obtained are also of high lateral spatial resolution and, 

under suitable conditions, the depth resolution can also be very high. Usually 

in FIB systems, collecting secondary ions to determine target composition 

at nanometer scales is accomplished with SIMS. There are three main types 

of FIB/SIMS systems: (1) RF quadrupole, (2) time-of-fl ight (TOF), and (3) 

magnetic sector. The RF quadrupole and magnetic sector use a standard FIB 

column to form a probe, which is scanned across the sample collecting second-

ary ions and transporting them to either a RF quadrupole or magnetic sector, 

where the ions are fi ltered and detected in a serial mode as the mass channel 

is swept through its range while the primary beam continuously strikes the 

sample. The TOF technique requires that a mono-isotopic source material 

to be used, and that the primary beam be pulsed (turned off–on–off-…) for 

about 5 ns to allow the ions time to travel the length of the detector. 

 Much of the pioneering work coupling a Ga LMIS-based source with 

SIMS was performed at The University of Chicago by Levi-Setti (Chabala 

 et al ., 1992, 1994, Levi-Setti  et al ., 1994). In relation to other surface analyti-

cal techniques, several trade-offs must be considered. While the lateral and 

depth resolution are high (20 nm laterally, and 1 nm depth) with a minimum 

detectable concentration as good as a few hundred parts per million at a 

signal-to-noise >10 6  with isotope sensitivity, usually quantifi cation is diffi cult 

due to large variations in sputtering and ionization yields that are sensitive 

to surface oxides, which greatly enhance the ion yield; and since the sample 

is consumed as it is being analyzed, no reexamination is possible, so that 

parallel collection techniques must be used in certain cases. In addition, pri-

mary ions are implanted into the sample during the analysis and may react 

with it or confuse the interpretation of data. 

 Spectra can be obtained, as shown in Fig. 4.39, and also high resolution 

elemental maps of the spatial distribution of sample components can be 

made as shown in Fig. 4.40            

  4.10     Conclusion and future trends 

 ‘Prediction is very hard, especially about the future’ (Berra, 1997). There is 

little doubt that FIB will continue to be used for failure analysis, circuit edit, 

and for device and IC restructuring and modifi cation in the semiconductor 
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industry, fueled by the Information Age need for transistors (the most 

numerous thing humans make). LMIS-based FIB now plays an essential 

role there, and as node dimensions continue to decrease, both the GFIS and 

CAIS will be utilized. The role for PFIB for large volume milling should also 

increase in the future, especially in cases where time is critical. 

 Many new technologies take the better part of 30 years to home-in on a 

useful niche. Certainly GFIS sources, and probably the CAIS sources, will 

fi nd future utilization as design sizes shrink, and both machining and imag-

ing requirements will increase the need for higher resolution solutions. It 

may be that FIB will fi nally be utilized in biology. 

 There seems to be a trend for marrying technologies, such as FIB, SEM, 

and lasers, where in one venue different tasks can be accomplished with-

out the need to transport a sample between machines. Such systems that 

also employ gas-chemistry solutions should continue on into the future as 

more techniques evolve to perform tasks of selective and accelerated mill-

ing and deposition. The unique and complementary imaging capabilities of 

FIB should make FIB valuable for future work. 

 As femtosecond laser ablation becomes more known and used (with a 

million times faster rate of material removal as compared to FIB), it should 

offer some competition to PFIB, but might still require some sort of FIB 

polishing capability. 
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 4.39      Mass spectrum taken with a Ga +  beam. This spectrum was 

obtained by collecting the secondary ions and passing them through a 

quadrupole mass analyzer.  
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 FIB systems will continue to become more automated and reliable. They 

will fi nd their way into most large industries (across length scales ranging 

from mining, oil and gas to MEMS, the nano-world, and biology) typically as 

multifunctional dual beam systems. One can imagine eventually that MEMS 

and nanotechnology will be researched and developed in ‘ laboratories-in-a-
can ,’ of which FIB will be a participant and that FIB will be used as a ‘nano-

scalpel’ in biology.  
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  Abstract : This chapter provides a general introduction to the masks used 
in microlithography. The mask contains the master copy of the pattern 
that is printed on wafer to create a semiconductor chip. Because this 
master copy is integral to the fabrication of every semiconductor chip 
of a given design, the mask must be tightly controlled for the ultimate 
semiconductor device to function properly. Mask types, mask materials, 
and their applications in semiconductor manufacturing are reviewed. The 
specifi c case of optical photomasks is used as an example to enable a clear 
overview of mask materials, processing, metrology, and defect control 
strategies. 

  Key words : mask, photomask. 

    5.1     Introduction 

 Modern semiconductor chips contain billions of circuit elements con-

nected by miles of conductive connections. These structures are laid down 

in many dozens of discrete layers, each layer defi ning the design of a wiring 

pattern, interconnection layout, or transistor array. The huge number of 

pattern elements in each layer requires some sort of printing technology 

to mass-produce the patterns across the wafers that are later diced into 

chips. This technology is known as microlithography. An integral part of 

microlithography is the master template, known as the mask. Figure 5.1 

illustrates where mask fabrication fi ts into the fl ow that transforms the 

designer’s intent into a resist image on the wafer, and how the patterns are 

altered during that process. Once the image is formed on the wafer, the 

pattern is etched into the surface of hundreds of chips arrayed across the 

wafer’s surface and becomes part of the semiconductor device. The mask 

contains the master copy of the pattern being printed, and is a simple, pas-

sive, device in concept. This chapter describes the not-so-simple reality of 

building a lithographic mask, including an overview of the processes and 

exacting requirements.      
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  5.1.1     Mask types 

 The pattern contained on the mask must be transferred to the wafer. The 

most common method of transfer is to shine light through the mask and 

create an image in a photosensitive layer on the wafer. Some regions of the 

mask transmit, while the others absorb the light. The generic term  “ mask ”  is 

narrowed to the more specifi c  “ photomask ”  when it is imaged using expo-

sure in the wavelength range of 13.5–436 nm.  “ Reticle ”  is sometimes used 

interchangeably with  “ photomask, ”  but it is better avoided because of its 

complex history and ambiguous meaning (Sze, 1983). Table 5.1 summarizes 

the most common types of exposure masks with defi ning features that are 

described below.      

 Photomasks require a stable substrate material to act as a carrier for the 

pattern-containing absorber fi lm. Glass is the most common substrate mate-

rial. It has many desirable qualities; it is abundant, has high transmission at 

exposure wavelengths, and can be polished to very tight tolerances. 

 Chromium has been the absorbing material of choice for the opaque fi lm 

for several decades because of its good adhesion to glass, chemical stabil-

ity, and mechanical durability. The phrase  “ chrome on glass ”  (COG) has 

Design Mask pattern Aerial image Resist shapes

Mask build
happens here

 5.1      Mask data preparation and processing are intermediate steps in 

the transformation of the designer’s intent into a wafer resist image. 

The fi rst image is the design data. The second image is the mask 

data that have been modifi ed to accommodate for distortions from 

exposure, resist, and mask effects. The mask is patterned and built 

using the modifi ed data. The third image is an aerial exposure of the 

completed mask. The fi nal threshold model of the aerial image shows 

an approximation of the wafer shapes that will result.  
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been coined for this type of mask. Typically, COG masks block the light 

where absorber is present and transmit light where the absorber has been 

removed. Because of this two-state nature, COG masks are also called 

binary masks. Another type of photomask uses the same transparent sub-

strate, but a deliberately leaky absorbing fi lm. If the absorber is allowed 

to transmit a small fraction (typically 6%) of the incident light, and the 

optical phase of this transmitted light is shifted by 180°, then the image 

contrast will be enhanced. This type of mask is called an attenuating phase 

shift mask. 

 Signifi cant effort has been invested in developing both X-ray and ion 

beam lithography, but neither technology has been used in manufacturing. 

Both X-rays and ion beams are heavily absorbed by almost all materials, 

but can be transmitted through thin polymeric membranes. A layer of high-

atomic number material, such as gold or tungsten, is used as the patterning 

layer on the thin membrane to create a mask. Even the thin membranes are 

not transmissive enough for very low energy electrons or heavy ions; for 

these applications stencil masks must be used. Stencil masks are similar to 

membrane masks except that the transparent regions are etched all the way 

through the membrane, leaving a clear path for the charged particles to pass 

through. To maintain the mechanical integrity of the membrane, each open-

ing in the mask must be very small. Large design features must be created by 

stitching together patterns from multiple masks containing complementary 

portions of the design.  

 Table 5.1     Summary table of mask types 

 Mask type  Exposure 

source 

 Substrate  Absorber  Transmissive 

or refl ective 

 Optical binary  Visible or UV 

light 

 Glass or fused 

silica 

 Chromium, 

molybde-

num silicide 

 Transmissive 

 Optical phase 

shifting 

 Visible or 

UV light 

 Glass or fused 

silica 

 Molybdenum 

silicide 

 Transmissive 

 X-ray 

proximity 

 1 keV X-ray  Polymer or 

silicon 

membrane 

 Gold, 

tungsten 

 Transmissive 

 Electron 

projection 

 10–100 keV 

electrons 

 Polymer or 

silicon 

membrane, 

stencil 

 Gold, 

tungsten 

 Transmissive 

 Ion projection  50–250 keV 

ions 

 Silicon stencil  Gold, 

tungsten 

 Transmissive 

 EUV  13.5 nm soft 

X-rays 

 Low expansion 

glass or 

ceramic 

 Tantalum 

nitride 

 Refl ective 
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  5.1.2     Mask use 

 The masks can be used in different modes. For contact or proximity use, the 

mask is held either in contact with the wafer surface or in close proximity to 

it. Both of these modes of operation have severe drawbacks. Contact print-

ing inevitably contaminates the mask with photoresist or debris from the 

wafer surface, and proximity printing suffers from poor resolution unless 

the proximity gap is impractically small or the exposure wavelength is very 

short. A far more common type of exposure is projection mode, in which 

the mask image is projected onto the wafer surface through a lens. This 

lens can be a conventional lens for visible or ultraviolet light, albeit with 

extraordinary requirements for low distortion, low fi eld curvature, and low 

aberrations. It is also possible to use electromagnetic lenses for focusing 

charged particle beams onto the chip. Projection lithography protects the 

mask from damage and has another major advantage: the image on the chip 

may be smaller than the corresponding mask image. This image size reduc-

tion allows the mask features to be made larger than the fi nal dimension of 

the wafer features, and greatly eases the tolerances required for the mask 

features. The most common reduction factors in optical projection lithogra-

phy are 5 ×  and 4 × , but reduction factors as large as 10 ×  and as small as 1 ×  

have been used. 

 Very recently masks have been developed for extreme ultraviolet (EUV) 

wavelengths around 13.5 nm. This wavelength is much shorter than the 

wavelengths used for optical photomasks, but much longer than X-ray 

wavelengths. Masks and exposure lenses designed for EUV use a unique 

refl ective design. A multilayer stack of molybdenum and silicon fi lms has 

been developed with a high refl ectivity at 13.5 nm wavelength. This multi-

layer mirror is coated with a thin absorbing fi lm, which is patterned just as a 

conventional mask absorber would be. Because the substrate does not have 

to transmit the EUV wavelength, it is selected solely for its mechanical and 

thermal stability. 

 Optical and ultraviolet (UV) masks are used with a variety of expo-

sure wavelengths. Because the refractive lenses used in semiconductor 

microlithography are weakly corrected for chromatic aberration, the light 

sources are usually monochromatic, such as atomic spectral lines from arc 

lamps or lasers. Table 5.2 gives a list of wavelengths used for semiconduc-

tor lithography, and their sources. For fundamental physical reasons, the 

ultimate resolution of a lens is proportional to the wavelength of the light 

source. Consequently, there has been a steady reduction of wavelengths 

from the earliest days of semiconductor lithography in the 1970s to the 

present. During this time period, the minimum dimension of circuit pat-

terns created on the wafer has shrunk from a few microns to less than 

25 nm.      
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 The following sections will describe many aspects of masks in more detail. 

There are sections on materials, the fabrication process, pattern metrol-

ogy, and defect inspection and mitigation. Since photomasks dominate all 

aspects of the industry today, these topics will be discussed largely in the 

context of photomasks.   

  5.2     Mask materials  

 There are two principal components to a mask: a strong, rigid substrate 

which provides a stable platform, and a thin absorber fi lm which provides a 

high degree of contrast for the etched mask pattern. There are several mate-

rials that can be used for these two components, and these are discussed in 

the following sections. 

  5.2.1     Mask substrate materials 

 The substrate used for optical masks has several stringent requirements. 

It must be rigid, transparent to the exposure wavelength, and thermally 

stable. It also must be resistant to damage such as darkening from the light 

used for the exposure. Table 5.3 summarizes different substrate materials 

and their most relevant properties (Davila, 2010). Masks used for exposure 

wavelengths longer than 400 nm often use borosilicate crown glass (BSC), 

which is transparent down to 380 nm wavelength and has a moderately 

low coeffi cient of thermal expansion. Masks used for shorter wavelengths 

have universally been made of fused silica, which is transparent to 180 nm. 

Because fused silica has good optical properties for all wavelengths of 

lithographic interest, and because its stiffness and coeffi cient of thermal 

 Table 5.2     Lithographic wavelengths and light sources 

 Wavelength 

(nm) 

 Spectrographic 

line 

 Light source  Comments 

 436  g-line  Hg-Xe arc lamp  Introduced late 1970s 

 405  h-line  Hg-Xe arc lamp  Used infrequently since 

early 1980s 

 365  i-line  Hg-Xe arc lamp  Introduced mid 1980s 

 248  —  Kr-F excimer laser  Introduced late 1980s 

 193  —  Ar-F excimer laser  Introduced early 1990s 

 157  —  F 2  laser  Oxygen-free 

atmosphere required 

 13.5  —  Sn or Xe plasma  Vacuum environment 

required 
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expansion are superior to BSC, it has largely replaced BSC for high-

quality masks used for semiconductor lithography. Some non-demanding 

lithographic applications can use masks made of soda-lime glass, which is 

much cheaper than BSC or fused silica, but has a high coeffi cient of ther-

mal expansion.      

 For a period in the late 1990s and early 2000s there was a burst of inter-

est in the 157 nm exposure wavelength, due to the availability of a fl uorine 

laser light source at that wavelength. Fused silica was far too opaque to be 

used as a mask substrate for 157 nm, and other materials such as calcium 

fl uoride were considered for a while. It was quickly found that an extremely 

high coeffi cient of thermal expansion made this material unsuitable. During 

the same period, it was found that the lower wavelength limit of fused sil-

ica transmission could be reduced below 157 nm by heavily doping the 

material with fl uorine, enabling its use for 157 nm masks. This technology 

was dropped from device makers’ lithography roadmaps by the mid 2000s 

because the marginal resolution benefi t over existing 193 nm options was 

not suffi cient to offset the large investment required. The shortest wave-

length in common use for optical or UV lithography is now 193 nm, which 

does not require the use of fl uorinated fused silica. 

 EUV mask substrates do not have to be transparent, since EUV masks 

are used only in refl ection. This allows the use of a low thermal expansion 

material (LTEM), which has a coeffi cient of thermal expansion more than 

an order of magnitude lower than fused silica. This type of material is typi-

cally made of fused silica doped with a percentage of titanium dioxide, and 

contains a mixture of crystalline and amorphous phases. Various suppliers 

 Table 5.3     Mask substrate materials 

 Material  Coeffi cient 

of thermal 

expansion 

(ppm/K) 

 Young’s 

modulus 

(GPa) 

 Elastic limit 

(MPa) 

 Optical 

transmission 

range (nm) 

   Soda-lime glass  8.9  72  40  330–2700 

 Borosilicate crown 

glass (BSC) 

 3.3  65  50  380–2500 

 Fused silica (Corning, 

1991) 

 0.52  73  50  180–2500 

 Fluorinated fused 

silica (Hosono, 

1991) 

 –  –  –  155–2500 

 Calcium fl uoride 

(Batchelder, 1964; 

Dickinson, 1975; 

Anon, 1982) 

 18.9  76  36  140–7000 

 LTEM (Corning, 2006)  0.00 ± 0.03  68  50  N/A 
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have marketed the material using their own names: Zerodur from Schott 

AG and ULE from Corning. 

 There are no fundamental requirements that dictate the size of a photo-

mask, but practical considerations of lens fi eld sizes and strength and rigidity 

requirements for the mask have led to adoption of a few standardized sizes. 

During the mid 1990s the industry standardized mask sizes and magnifi ca-

tion. The most common size for masks used in semiconductor lithography 

became 6″  ×  6″  ×  0.25″ (152.4 mm  ×  152.4 mm  ×  6.35 mm). Another standard 

size in use for less critical applications is 5″  ×  5″  ×  0.090″, but the thinner 

masks do not have enough rigidity for the most demanding lithographic 

applications. Masks for specialized applications (such as fl at-panel displays) 

can be built with greater dimensions than one meter square.  

  5.2.2     Requirements for fused silica mask substrates 

 Fused silica (amorphous silicon dioxide) is a material frequently used for 

optical applications from the ultraviolet to the infrared. Fused silica is nom-

inally made of pure silicon dioxide, but unavoidable impurities can have an 

effect on the optical performance of a photomask. Low-grade fused silica, 

sometimes known as fused quartz, is made from natural sand deposits and 

has high levels of metallic impurities. These impurity concentrations may be 

as high as 10–20 ppm and cause a strong blue to green fl uorescence when 

exposed to UV light below 290 nm wavelength. This fl uorescence is undesir-

able because it introduces stray light outside the desired band of exposure 

wavelengths and reduces the optical transmission of the mask. Synthetic 

fused silica is made from chemically purifi ed feedstock with less than 1 ppm 

of metallic impurities and negligible levels of fl uorescence. Besides metals, 

the principal impurity in fused silica is the hydroxyl group (OH). Depending 

on manufacturing methods, OH content can vary from a few ppm to over 

1000 ppm. This impurity strongly affects the transmission at infrared wave-

lengths, but has very little effect on UV transmission. In fact, it seems that 

OH content protects fused silica from short-wavelength radiation damage. 

Fused silica is susceptible to the formation of light-absorbing color centers 

after long exposure to UV light, and OH groups suppress the formation of 

E’ color centers (Yamagata, 1992). 

 For fused silica of suffi cient purity, the bulk absorption at 193 or 248 nm 

is nearly negligible. There are transmission losses due to refl ection at the 

two surfaces of the fused silica, but they are small, in the range of 3.5–5% 

per surface. These refl ective losses could be reduced by using anti-refl ective 

coatings on one or both mask surfaces, but this is not usually done. 

 The pattern-bearing surface has extremely stringent requirements. No 

particulate contaminants, pits, or other surface imperfections larger than a 

few nanometers are permitted. The surface must also be extremely fl at, so 
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that all parts of the pattern are near the center of the focal range of the 

projection optics. It is relatively easy for mask blanks to be made with the 

critical surface fl atter than a few hundred nanometers, but the initial fl atness 

of the fused silica substrate can be degraded if the deposited absorber fi lms 

have high levels of stress. 

 Internal stress within the fused silica substrate does not signifi cantly 

affect optical transmission or mechanical stability, but it does induce 

an optical phenomenon called stress birefringence. This has the effect 

of changing the refractive index of the fused silica as a function of the 

direction of the incoming light’s polarization. If the mask is used with 

unpolarized illumination, then birefringence in the mask substrate has 

no effect. Polarized light, however, is beginning to be used with increas-

ing frequency in advanced microlithography. The degree of polarization 

is degraded when the light passes through a mask substrate with a sub-

stantial level of birefringence. Fortunately, stress birefringence can be 

minimized by careful thermal control of the substrate manufacturing pro-

cesses. Because this adds to the manufacturing costs, a low birefringence 

requirement is specifi ed only for masks that will be used with polarized 

illumination.  

  5.2.3     Requirements for absorber fi lms 

 The light-absorbing fi lm used to make the mask pattern must be free of 

embedded particle defects or pinholes larger than a few nanometers. 

Finished mask blanks are usually tested by an optical inspection system that 

scans the fi lm surface at high resolution, using transmitted light to look for 

pinholes and refl ected light to look for embedded particles. 

 Although the absorber fi lm is very thin, the sputter deposition methods 

used to make the fi lm may leave it with high levels of either tensile or com-

pressive stress. This can induce a bowed mask surface that may exceed the 

stringent fl atness requirements for a fi nished mask. When the mask pattern 

is etched into the absorber fi lm, some of the fi lm stress will be relaxed, but in 

a complex way depending on the local pattern density in different areas of 

the mask. Because of these undesirable effects, the mask blank manufactur-

ers try to tune the deposition process to minimize stress in the absorber. 

 The front surface of the absorber fi lm must not be too refl ective at the 

exposure wavelength, or scattered light from the projection lens, the lens 

mounts, or the wafer surface will be refl ected into the image, reducing the 

contrast of the image or even producing ghost images. A smooth chromium 

surface has a refl ectivity of 45–65% at commonly used lithographic wave-

lengths. This can be reduced to a refl ectivity of 10–20% by use of a thin, 

anti-refl ective layer of chromium oxide or chromium oxynitride deposited 

�� �� �� �� �� ��



166   Nanolithography

© Woodhead Publishing Limited, 2014

on the top surface of the chromium. Other mask absorbers materials (such 

as molybdenum silicide) are also deposited with one or more surface layers 

to control refl ectivity. 

 There is a different set of requirements for optical properties at the wave-

lengths used to inspect the masks for defects. The contrast between the 

absorber and the fused silica substrate must be suffi cient to distinguish the 

mask features. There can also be problems with detector saturation in the 

inspection equipment if the absorber refl ectivity is too high. The confl ict 

between different optical properties required for the exposure wavelength 

and the inspection wavelength can make the optical design of the absorber 

fi lm quite challenging for the blank supplier. 

 The absorber fi lm should be as thin as possible. Most lithographic sim-

ulation programs use a thin-mask approximation (TMA), which assumes 

that the mask patterns are purely two dimensional structures with no phys-

ical thickness. Because of light interaction with the vertical sidewalls of an 

actual mask pattern, the simulations become increasingly inaccurate with 

increasing pattern thickness. Lithographic simulation programs are exten-

sively used in mask design to correct for non-linear imaging behavior in the 

projection optics, and it is extremely important that the simulations match 

physical reality as closely as possible. Simulation programs exist that can 

model the full electromagnetic fi eld (EMF) interaction between light and a 

three-dimensional absorber structure, but these programs run several orders 

of magnitude slower than the TMA simulations, and are not practical for 

full-scale mask designs. So far it has been more practical to invent thinner 

absorber fi lms than to use simulation programs that include all the optical 

complexities of thick absorber fi lms. Typical absorber fi lms range between 
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laser/e-beam exposure
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 5.2      Mask process fl ow from pattern formation through pellicle mount.  
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40 and 100 nm thick, with the fi lms at the upper end of the range exhibiting 

the worst agreement with thin-mask simulations. 

 There is a fi nal requirement for a mask fi lm, unrelated to its optical properties. 

The fi lm must have good electrical conductivity to prevent build-up of electri-

cal charge during the electron beam mask writing process or scanning electron 

microscope (SEM) measurements. Materials in current use have acceptable 

conductivity, but a fi lm with very low conductivity would require a conductive 

top layer to enable accurate mask patterning with an electron beam.   

  5.3     Mask process 

 In the 1970s, masks were made by carving a colored fi lm by hand and using 

multiple reductions to create the fi nal mask for wafer exposure. Today, masks 

are fabricated in a clean room facility known as a mask house, mask shop, or 

mask fabricator. A specifi c mask process description is offered as an exam-

ple, because providing exhaustive descriptions of all mask permutations is not 

practical. One of the simplest process fl ows is based on a COG binary mask, 

and this is what is shown in Fig. 5.2. Descriptions of the steps are contained 

within this chapter: processing steps are in Section 5.3, metrology in Section 

5.4, and work related to fi nding and controlling defects in Section 5.5.      

 The starting mask blank includes the glass substrate and the unpatterned 

absorber layer. Many mask fabricators receive the blanks with photoresist 

precoated, but this practice risks expiration of the resist fi lm. Before being 

coated, the blanks are inspected for incoming quality and cleaned to remove 

any organic contamination on the chromium surface. To enhance photore-

sist adhesion to the chromium, the mask is baked at a low temperature, say 

120°C, and a molecular monolayer of hexamethyldisilazane (HMDS) is 

added to promote adhesion. Photoresist dissolved in an organic solvent is 

delivered to the mask surface as the mask is spun at a few thousand revolu-

tions per minute to distribute the fi lm evenly in a process called spin coating. 

The mask is then baked again to remove solvents from the resist. 

 The resist is typically patterned with either laser or electron exposure. 

Electron beams, known as e-beams, are appropriate for high-end applica-

tions because the electrons can be focused and defl ected with electromag-

netic or electrostatic elements to form a nanometer-scale spot. The e-beam 

systems can be designed to raster across the entire mask, turning off and on 

as needed, or to be vector scanned only in the desired regions. Accelerating 

voltages are in the range of tens of keV, and current densities are 70–200 A/

cm 2 . Laser exposure is generally faster, but cannot achieve the same per-

formance as e-beams because the spot size is limited by optical diffraction. 

The laser used is in the UV region ~250–450 nm and multiple beams are 

raster scanned. The purpose of both laser and e-beam exposure is to change 

the chemistry of the photoresist. The resist bonds are either broken down 
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to dissolve in the developer (positive resist), or are cross-linked to become 

insoluble (negative resist). The resist is developed, either by tank immersion 

in the developer or, for better defect performance, by a spin/puddle pro-

cess. A common developer is an aqueous solution of tetramethylammonium 

hydroxide (TMAH). 

 A light oxygen descum process can remove artifacts of an incomplete 

develop at the bottom of developed mask features. A chromium etch then 

removes the absorber material selectively. This is called pattern transfer, 

because the resist pattern is transferred into the absorber layer. For chro-

mium absorbers, a wet etch process using perchloric acid (or other acids) 

and ceric ammonium nitrate has been used. The isotropic nature of the wet 

process limits performance because of the unintended lateral etching when 

removing material. Anisotropic dry or plasma etching of the absorber is more 

common for applications requiring good lateral control of features. Plasmas 

with Cl 2  and O 2  are typically used for chromium etching. Selectivity of the 

absorber etch to the patterned photoresist material is important because a 

thinner resist layer can be used to protect the unetched areas, and thinner 

photoresist improves resolution when other factors are held constant. 

 After pattern transfer, the remaining photoresist fi lm is stripped. The 

strip can be accomplished with wet chemistry, such as a sulfuric acid and 

hydrogen peroxide mixture (SPM), to remove photoresist and organics. 

It can also be removed with an oxygen-containing plasma. A fi nal clean is 

required to remove any particles and adsorbed surface contamination. A 

common chemical mixture for removing organic material and particles in 

the semiconductor industry is known as  “ Semiconductor Clean 1 ”  or SC-1. 

This clean is commonly applied to masks as well as wafers. The chemistry is 

primarily water with small amounts of hydrogen peroxide and ammonium 

hydroxide; a typical example of dilution ratios is 80:2:1. Megasonic energy is 

added to enhance particle removal effi ciency. 

 After the fi nal clean, the binary mask is complete from an image for-

mation perspective. The photomask qualifi cation demands at least half of 

the process time and has not yet been described. It includes critical dimen-

sion (CD) metrology, image placement (IP) metrology, inspection for fea-

ture integrity, and repair of any defects. It is the stringent requirements in 

these areas that make photomask manufacturing diffi cult. Another obstacle 

is that each photomask design is essentially unique, a custom-made compo-

nent in the microlithography process.  

  5.4     Mask metrology 

 Metrology is a general term for the science of measurement. Mask metrol-

ogy is used to verify the quality of the mask pattern by measuring a selected 
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group of features across the mask. This metrology sample is selected to be 

representative of the overall mask. The number of features included in the 

metrology sample must be large enough to ensure that the mask features 

meet specifi cations across the mask, but not so large that the metrology time 

is unreasonably long. The primary metrics that are measured on a photomask 

are: the feature dimension, the placement of the feature relative to an abso-

lute grid, and the light modifi cation properties. The corresponding metrol-

ogy metrics are known as the CD, the IP, and phase and transmission. 

  5.4.1     Critical dimension (CD) metrology 

 The feature size, or CD, is measured with an optical microscope, an SEM, 

or an atomic force microscope (AFM). Historically, only a simple one-

dimensional width of the feature was measured. As lithographic fi delity 

has improved, secondary features of the mask may transfer to the wafer 

so that line edge roughness, corner rounding, and general 2D shape fi del-

ity have become important. Optical microscopes have insuffi cient resolu-

tion for many applications. AFMs have high resolution, but are very slow. 

SEMs offer high resolution and reasonable speed, and dominate mask CD 

metrology applications. SEMs optimized for top-down CD measurements 

of semiconductor patterns or masks are often called CDSEMs. There are 

several steps to the image acquisition and processing in a CDSEM. The elec-

tron beam is scanned across the mask, so that the mask surface emits sec-

ondary electrons. Three stages of CDSEM data extraction are shown in Fig. 

5.3. First, the emitted electrons are recorded by detectors to create a two-

dimensional image. Then, the contrast waveform is extracted from the bit-

map and the edges of the features become visible as intensity peaks. Finally, 

SEM field of view(a)
SEM at higher magnification

(b)  Contrast waveform
     derived from 

    bitmap

(c) Algorithms enhance 
      edges to determine 

     linewidth

 5.3      CDSEM images showing (a) the normal fi eld of view, (b) the 

extracted waveform, and  (c) an algorithm is applied to the waveform 

to enhance edges, circled for emphasis.   
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the edges, are sharpened by applying algorithms so that the CD is given 

by the distance between the two edges. A known pitch standard is often 

used to calibrate the SEM output to a physical dimension. It is important to 

acknowledge that the underlying image is an approximation of reality; cali-

brating the results to standards is essential for accurate CD results.       

  5.4.2     Image placement metrology 

 As pattern sizes shrink through the continuing evolution of semiconduc-

tor technology, the requirements for accurate placement of mask features 

are also becoming tighter. For the most advanced semiconductor designs, 

pattern placement accuracy requirements are now in the 5–10 nm range. 

Because the mask is magnifi ed 4 ×  to 5 ×  the size of the chip pattern, one 

might imagine that the mask IP tolerance would be correspondingly mag-

nifi ed; however, the mask contribution is only one small part of the total IP 

budget on the wafer. Consequently, the mask IP tolerances are also in the 

5–10 nm range. 

 After a mask pattern has been created, IP is measured by an extremely 

accurate optical measuring device. The fi nished mask is placed on an inter-

ferometer-controlled stage, and an array of registration marks is viewed by a 

scanning laser beam. In order to support the required mask tolerances, sub-

nanometer repeatability is required for the IP measurement. The two edges 

of the feature are identifi ed and the location, or placement, of the image 

Edge 2Edge 1

Image position = (Edge 1 + Edge 2)/2

Dimension = Edge 2 – Edge 1

Glass

Chromium

 5.4      A schematic diagram showing the optical signal from a clear 

feature on a mask and the calculations for CD and IP.  
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is calculated as shown in Fig. 5.4. The image size can also be extracted, but 

since the measurement is optical, this ancillary measurement may be insuf-

fi ciently accurate for CD metrology requirements.      

 A large number of registration marks, typically several dozen to a few 

hundred, will be measured on a photomask. This allows increased accuracy 

by averaging many measurements and provides a detailed view of localized 

mask distortions. The raw map of IP measurements is analyzed to remove 

errors with low spatial orders, such as whole-body displacement, rotation, 

magnifi cation, and orthogonality. All of these low-order terms can be cor-

rected by the wafer exposure equipment. The higher-order errors cannot 

be easily corrected, and limit the ultimate layer-to-layer overlay perfor-

mance that can be achieved with the mask. Because of the extreme accuracy 

requirements of the IP measurement, the temperature and humidity envi-

ronment inside the metrology equipment are tightly controlled. Even the 

small gravitational sag distortion of the mask induced when the mask is held 

horizontally during the measurement process is mathematically corrected 

to achieve the fi nal sub-nanometer repeatability of the measurements.  

  5.4.3     Phase and transmission metrology 

 Photomasks that use a phase-shifting attenuator fi lm require additional 

measurements to ensure that the optical phase shift and transmission of the 

fi lm are within tolerances of their design values. Because the phase shift and 

transmission are both wavelength dependent, it is necessary to do the mea-

surement with a light source having the same wavelength used to expose 

the pattern on the wafer. The same type of excimer laser used to expose the 

wafer could be used for phase and transmission metrology, but it is easier to 

use a broadband deuterium plasma lamp or mercury–xenon arc lamp with a 

monochromator to isolate the desired wavelength. 

 Once a beam of monochromatic light is produced, conventional dosi-

metric methods can be used to measure the fi lm transmission. Two dif-

ferent conventions are used to normalize the transmission measurement. 

Either the light transmission through the mask substrate and absorber 

fi lm is measured relative to an equivalent air path, or the transmis-

sion through the fi lm-covered region is normalized to the transmission 

through a clear region of the fused silica mask substrate. Although fused 

silica absorbs very little light at commonly used lithographic wavelengths, 

there are substantial refl ective losses from the surface of the mask. For 

purposes of lithographic simulation programs, the transmission relative 

to a clear area of the mask is more useful than transmission relative to 

an air gap. 

 Optical phase metrology is more diffi cult than transmission metrol-

ogy, and requires some sort of interferometric measurement. The most 
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practical arrangement has been to use a shearing interferometer, which 

produces interference fringes by splitting the image of a small mask pat-

tern and sending the two images down different light paths before recom-

bining the two images with a small transverse offset between them. By 

analyzing the spatial offset between the interference fringes in different 

parts of the recombined image, the optical phase shift of the mask fi lm 

can be derived. Commercial instruments are available that can automat-

ically measure phase shift and transmission in patterned phase-shifting 

attenuator fi lms.   

  5.5     Defects and masks 

 Defects are called soft if they can be removed by cleaning, and hard if 

they cannot. Soft defects include particles, stains, and contamination. Hard 

defects include extra or missing absorber, scratches, and fi lm quality prob-

lems such as bubbles. Either type of defect is a risk to the quality of the 

printed image, because the mask is the master template for the subsequent 

wafer patterning. A single mask can be replicated 100 times on each of 1000 

wafers when fabricating a batch of semiconductor chips. A single error on 

the mask has the potential to impact over 100 000 devices. This risk is clearly 

unacceptable; so mask inspection, repair, and verifi cation have become the 

cornerstone of mask quality assurance. 

  5.5.1     Patterned mask inspection 

 Mask inspection is not generally considered a metrology method, since the 

process does not involve measurements of the mask features. The primary 

purpose of the inspection is to scan the mask for defects. The process scans 

every pattern on the mask instead of relying on a limited number of features 

to represent the entire mask. Consequently, it is an integral part of fi nal qual-

ity, process learning, and defect density understanding. It is possible to re-

analyze the complete mask scan to create CD and IP maps, but this remains 

a secondary function of the inspection tools. The majority of patterned mask 

inspections are performed with bright-fi eld optical microscopes. Ideally, the 

wavelength of the inspection system matches the exposure wavelength, 

so that any wavelength-dependent impact is captured. More typically, the 

wavelength lags the technology node. For example, the bulk of 193 nm lith-

ographic masks are inspected using 257 nm light. Both transmitted-light and 

refl ected-light inspection modes are in use. 

 There are two options for patterned inspection modes. Die-to-die inspec-

tion is possible only when there are multiple repeating fi elds, or dies on 

the mask. One area of the mask is compared to an identical region on the 

same mask, and the differences are identifi ed as defects. The most widely 
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applicable inspection mode is die-to-database, which compares the mask 

to a database version of the mask-design data that have been modifi ed to 

capture process distortions. A third type of inspection is possible only on 

optically transparent masks (not EUV masks, for example). It combines 

both transmitted-and refl ected-light signals to create a signal. The signal is 

calibrated on representative features and then the full mask is scanned. Any 

signal that does not cleanly match the combined transmission and refl ection 

signature of the calibrated mask structures (i.e. clear areas and absorber 

areas) is identifi ed as a defect. This type of inspection is effective for detect-

ing transmission defects like stains or glass damage and refl ectivity defects 

such as particles, but is not appropriate for small feature defects. It requires 

neither a matching die for pattern comparison, nor a database defi nition of 

the pattern; so it is a general-purpose method for detecting these types of 

defects.  

  5.5.2     Mask repair 

 If a defect in the mask pattern is discovered there are only two options: either 

the mask must be discarded and rebuilt, or the defect must be repaired. 

Because of the high cost of manufacturing a photomask, the better option is 

to repair the defect if possible. In the very earliest days of lithographic mask 

making, this repair sometimes consisted of daubing spots of ink on the mask 

to replace missing bits of absorber, while holding one’s breath and peering 

through a microscope. As mask feature sizes descended over time into the 

micron and sub-micron range, this method rapidly became impractical. 

 The next advance in mask-repair technology was the invention of a laser 

repair method. Short-pulse lasers, typically solid-state yttrium aluminum 

garnet (YAG) lasers, were developed to burn away unwanted parts of the 

chromium pattern. The laser beam could be focused down to a sub-micron 

spot size, and laser pulses in the 10 ns range could raise the temperature of 

chromium within the focus spot high enough to vaporize it. There were sev-

eral problems with this repair method, but for many years it was the only 

method available for removing opaque pattern defects. If a large amount 

of chromium was being removed, the vaporized material would often con-

dense and be redeposited around the area of the repair. This could be con-

trolled to some extent by fl ushing the area around the repair with a fast air 

fl ow, to sweep away the debris before it could condense. The laser pulse was 

aimed manually, by an operator viewing the repair site through a micro-

scope, and the placement of the repair was extremely diffi cult to control. 

The thermal conductivity of chromium is very high compared to fused silica; 

so the heat of the laser pulse was largely confi ned to the chromium layer, but 

the heat would spread horizontally through the chromium fi lm, producing a 
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region of melted chromium around the edges of the laser spot. This melted 

chromium would fl ow a short distance and form a thick bead from surface 

tension. If the edge of the cleared zone was not in the correct location, it 

was usually impossible to vaporize the thickened edge bead without causing 

more damage to the adjacent thin chromium. 

 Laser repair could only remove material; it could not be used to repair 

clear defects. Two methods were developed for clear defect repair, using 

optical equipment similar to the laser repair equipment. In the fi rst method, 

the mask was coated with photoresist and a beam of white or ultraviolet light 

was focused onto the photoresist above the clear defect. After the exposed 

area had been removed by a chemical developer, a new layer of chromium 

was sputtered onto the surface of the mask. Then the remaining photoresist 

was dissolved in a solvent, allowing the new layer of chromium to wash off 

everywhere except in the small region over the defect, where it had bonded 

to the mask. This method, called the chrome lift-off method, was complex 

and slow, and had the additional problem of creating clouds of chromium 

debris that had to be washed from the mask surface. The second method of 

repairing clear defects used a focused laser beam to thermally decompose 

a vapor such as chromium hexacarbonyl, which would create a thick, chro-

mium-rich plug over the defect that was being repaired. This method, like 

chrome lift-off, had severe drawbacks. The material being deposited had a 

ragged edge profi le, rather like an arc-welder’s bead. The deposition process 

could be started only by focusing the laser on a chromium region; if the laser 

was fi rst focused on a clear area of fused silica, then not enough heat would 

be generated to start the decomposition of the hexacarbonyl vapor. Still, the 

method worked well for repair of isolated pinholes in the chromium surface, 

and could be used for repairs on the edges of features if the edge quality 

was not critical. All of these methods required highly skilled operators, who 

placed the repairs visually. 

 The next generation of mask-repair technology began with the invention 

of focused ion beams. Although ion implantation has been used in semi-

conductor manufacturing since the 1970s, high-brightness liquid metal ion 

sources were developed only in the mid 1980s (Swanson, 1983). Ions, typi-

cally gallium ions, emitted from these sources can be focused to a sub-micron 

spot, and have enough energy to remove material from a mask surface by 

sputtering. By scanning the ion beam across the mask surface like an SEM, 

an image of the mask surface can be captured. By allowing the ion beam 

to dwell on areas of the absorber pattern that need to be removed, these 

areas can then be sputtered away. A method of repairing clear defects was 

also developed, using the focused ion beam to decompose organic vapors 

such as styrene at the mask’s surface (Harriott, 1988). The graphitic material 

resulting from the decomposition adheres strongly to the mask surface and 

makes a durable patch. Because the scanning ion beam is able to detect an 
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image of the mask pattern, signal processing technology allows the repairs 

to be automatically aligned to the edges of existing mask features, enabling 

repairs that are no longer dependent on operator skills. 

 Focused ion beam technology brought a marked improvement to the qual-

ity of mask repairs, but it still has a few negative qualities. The energetic gal-

lium ions used to sputter away the absorber defect become implanted in the 

transparent mask surface, reducing the transmission by a substantial amount. 

Although the loss of transmission can be partially compensated by distorting 

the mask shapes, enlarging the size of clear features and reducing the opaque 

features, this solution was not always satisfactory. A large reduction in gallium 

staining was achieved by adding a reactive gas to the region around the repair 

site. The gas is activated by the ion beam and removes the defective parts of 

the mask pattern by chemical etching, greatly reducing the ion dose required. 

It should be noted that these chemical etching processes are very material 

dependent, and a process designed to remove a chromium defect may have no 

ability to remove a stray hydrocarbon-based stain from residual photoresist. 

 There have also been advances in laser repair technology. By reducing laser 

pulse lengths from 10 ns to the 100 fs range, the problem of chromium fi lm 

melting has been eliminated. The extremely short pulses vaporize the surface 

of the absorber fi lm before the heat can be conducted away from the beam 

spot, giving a very clean edge to the repair. Automated alignment is also used in 

newer laser repair tools, greatly improving alignment accuracy of the repairs. 

 Micromachining technology has been adapted for use in mask repair. The 

microscopic probes used for AFM can be made strong enough to physically 

scrape away unwanted bits of the mask pattern. The same probe tip used for the 

repair is also used to capture profi les of the mask before and after the repair. 

The great advantage of this repair method is its insensitivity to the nature of 

the mask defect. Surface particles and embedded defects in the mask fi lm are 

removed with the same process used to repair pattern defects. 

 Electron beams can also be used for mask repair. Although electrons do 

not have enough mass to be useful for material sputtering, the gas-assisted 

etch and deposition processes developed for ion beam repair can be deployed 

with electron beams. The electron beam does not produce the staining seen 

with implanted metal ions, making the process much cleaner. Advanced 

electron beam repair equipment can reconstruct missing areas of the mask 

pattern using the original electronic design data as input, and automatically 

aligning the reconstructed patterns to the surrounding areas of the mask.  

  5.5.3     Pellicles 

 After a mask is fully repaired and cleaned, the images it produces on a semi-

conductor wafer are essentially free of defects. Unfortunately, this state of 
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affairs is only temporary. No matter how clean the environment around the 

mask is, a few stray dust particles will eventually be deposited on the mask. 

A structure called a pellicle is used to prevent these particles from landing 

on the critical patterned surface of the mask. 

 A pellicle is a thin membrane made of an organic or fl uorocarbon poly-

mer. It is stretched tightly over a stiff, fl at frame, and the frame is glued to 

the mask surface surrounding the critical patterned area. The pellicle is 

extremely thin, on the order of one micron or less. The spacing between 

the pellicle and the mask pattern depends on the height of the frame, and 

is typically a few millimeters. Any dust particles that land on the surface 

of the pellicle are suspended far from the patterned surface, and are so far 

away from the focal plane of the projection optics that they do not appear 

in the projected image. Of course, a large enough dust particle on the pelli-

cle will produce a shadow in the image plane, but the sensitivity to particle 

size on the pellicle is many orders of magnitude less than it is on the mask 

surface. 

 The pellicle and frame protect the mask from particles, but they also cre-

ate a volume of trapped air between the mask and pellicle. Changes in baro-

metric pressure or changes in altitude experienced during air shipment of a 

mask with pellicle can infl ate the pellicle surface enough that it may contact 

parts of the shipping container, mask library, or optical exposure equipment. 

To prevent this, ventilation holes are provided in the pellicle frame. Small 

particle fi lters are placed over the vent holes to prevent particles from being 

pulled in with the air fl ow. 

 The pellicle membrane is so thin that it exhibits strong thin-fi lm opti-

cal interference effects. For any given fi lm thickness, the optical transmis-

sion will vary with angle of incidence and wavelength. Because the mask 

is exposed with monochromatic light, the thickness of the pellicle can be 

tuned to give a maximum transmission greater than 99% at the exact expo-

sure wavelength. The thickness variations across the pellicle surface must 

be small enough to keep the transmission above 99% everywhere. Because 

of the angular dependence of the pellicle transmission, there will be some 

light loss for mask illumination that is not at normal incidence. Modern lith-

ographic projection optics can illuminate masks at angles of incidence up 

to 20°. A one-micron thick pellicle will have a 9% or greater transmission 

loss at this angle. To keep the transmission loss to a minimum when angles 

of incidence are this high, a much thinner pellicle must be used. A pellicle 

less than 0.3 microns thick can have greater than 99% transmission over a 

range of incident angles from 0° to 20°. Pellicles for use at 365 nm or longer 

wavelengths can be made with thin, anti-refl ective layers, which greatly 

reduce the sensitivity to wavelength and angle of incidence. Unfortunately, 

no acceptable materials are known that can be used for antirefl ection coat-

ings on pellicles used for 248 nm or shorter wavelengths. 
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 The pellicle sits in the optical path between the mask pattern and the wafer, 

and effectively becomes a part of the projection optics. This raises questions 

about the effects of pellicle motion on the fi nal projected image. Although the 

pellicle membrane is anchored fi rmly to the pellicle frame, the unsupported 

center areas of the pellicle can fl utter by several tens of microns in ambient 

air currents. Optical analysis shows that small vertical displacements or tilts of 

the pellicle membrane have vanishingly small effects on the image quality, and 

that these types of pellicle motions should not cause concern. However, rela-

tively small gradients in the pellicle thickness can induce optical aberrations 

in the images. A linear change in pellicle thickness over a short horizontal 

range will induce a tilt aberration that affects IP, and more complex thick-

ness changes will induce higher-order aberrations in the images. Although 

thickness gradients in a pellicle are rarely seen, they can be caused by pellicle 

manufacturing errors or degradation of the pellicle membrane from optical 

exposure. The effects of thickness gradients in pellicles have not been widely 

discussed in the lithographic industry, but they remain a potential problem. 

 Pellicles membranes, frames, and the adhesives used to secure the pellicle 

to the frame, and the frame to the mask, are all potential sources of contam-

ination to the mask. The aluminum frame is often built with a rough, black 

anodized surface to reduce refl ections, and has a potential for shedding par-

ticles inside the protected area of the mask. The other components are made 

of polymeric compounds and may contain non-negligible amounts of resid-

ual solvents. Organic compounds that outgas from the pellicle membrane or 

adhesives can interact with UV light and the mask surface to produce small 

condensed particles that grow with continued exposure until the mask is no 

longer usable. The development of low-outgassing pellicle adhesives is an 

active area of development. 

 The mask industry has become comfortable with qualifying the mask, pro-

tecting it with a pellicle and using it with confi dence that no particles will be 

added during exposure. Mask inspection in the wafer fabricator does exist, but 

is typically used for quality insurance and not as a daily method for ensuring 

that no new particles have settled on the pattern areas. For all the mask types 

introduced in Table 5.1, except the optical ones, there is no pellicle option. The 

absence of a pellicle forges an even stronger connection between microlithogra-

phy and mask processing, since the masks will need to be cleaned and inspected 

frequently, and subtle changes must be monitored and understood. The mask 

maker’s job is to ensure that wafer yields are not impacted by mask changes. 

This mission underscores all of the mask work outlined in this chapter.   

  5.6     Conclusion 

 This chapter has reviewed the general concept of a mask as it is used in 

microlithography. The concept of replicating a two-dimensional design is 
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simple. Fabricating functional photomasks to be used in microlithography 

can be challenging for many reasons: material selection, resolution require-

ments, sensitivity to defects, and the fact that the tolerances for IP and CD 

are so small. Some details of the mask-making process and quality measure-

ments were introduced. Length limitations necessitated only a brief treat-

ment of complex topics in this general chapter on photomasks. For deeper 

treatments, please consult the references, in particular the two photomask 

books, one edited by Eynon and Wu (2005) and the other by Rizvi (Rizvi, 

2005). The International Technology Roadmap for Semiconductors (ITRS, 

2011) contains a very useful summary of today’s mask specifi cations and an 

industry consensus of future mask requirements.  
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photolithography, image projection and focal-spot writing, are compared. 
A particular form of focal-spot writing, zone-plate-array lithography 
(ZPAL), is highlighted. In this approach, an array of diffractive-optical 
microlenses is employed to produce stationary, discrete focal spots. 
Patterns are created by modulating the focal-spot intensities under 
computer control as the substrate is scanned. The reasons behind the 
design choices in ZPAL, experimental results, commercialization efforts, 
and prospects for circumventing the diffraction barrier are described. 
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    6.1     Introduction  

  6.1.1     Mask-based and maskless lithography 

 With few exceptions, structural complexity, and hence functionality, is pro-

duced in electronic, photonic, mechanical and mixed systems via the planar 

process, consisting of lithography followed by some form of pattern trans-

fer. Lithography is the component that puts ‘  information’   into the pattern. 

Among lithographic systems we distinguish between those that replicate 

a preexisting structure (a mask or template) and those that create a pat-

tern, so-called maskless-lithography systems, sometimes called pattern 

generators.  

  6.1.2     The printing press and the desktop printer 

 Lithographic systems that use a mask or templates are analogous to a 

printing press for document production, in that a master is made and then 
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reproduced on the press. The limitations of master-based printing are obvi-

ous, when compared to using word-processing software and printing via 

a direct electronic connection. The latter are more suitable when docu-

ments are prepared in limited numbers, when modifi cations to a document 

are desirable, or when multiple small variations on a given document are 

needed. From the viewpoints of convenience, fl exibility, innovation, and 

productivity, maskless lithography is analogous to document production via 

a computer-driven printer. For this reason, maskless lithography is clearly 

appropriate for research and development, and also for customized and low-

volume manufacturing, provided the throughput and quality are suffi cient. It 

is highly probable that effi cient, moderate-throughput maskless-lithography 

systems, once fully developed, will make customized manufacturing more 

attractive, profi table, and widespread. 

 A variety of maskless-lithography systems have been developed, some 

using electrons, some using ions, and others using photons. Each approach 

has its advantages and disadvantages. It is instructive to discuss these before 

narrowing the focus of this chapter to maskless photolithography, or a par-

ticular mode thereof.   

  6.2     The use of photons as opposed to charged 
particles  

  6.2.1     Instability of charged-particle systems 

 Scanning-electron-beam lithography (SEBL) has been available for over 

fi ve decades and is widely used in research and, to a limited extent, in low-

volume manufacturing. Since electrons and ions can be focused down to spot 

sizes of the order of a nanometer, it is relatively easy to create patterns with 

deep-sub-100 nm resolution. This is the major advantage of charged-particle 

lithography systems. However, SEBL and other forms of charged-particle 

lithography, such as shaped-beam projection, have a number of signifi cant 

problems. Low throughput, resulting from the mutual repulsion of charged 

particles, is one that is well known. 1,2  Ideas for circumventing this problem, 

such as a massively-parallel array of independently controlled beams, have 

been proposed. 2–4  However, a signifi cant problem that is usually overlooked 

is the basic instability of charged-particle systems, as manifested in pattern-

placement errors. The position of an electron beam can drift relative to a 

substrate as a result of charging, stray electric or magnetic fi elds, and ther-

mal gradients. A feedback approach to solving this problem for a single-

beam system has been proposed and demonstrated 5,6  but implementing it 

for thousands of beams is probably not feasible. In a multibeam system, 

reducing the interaction among beams to negligible levels, as they switch on 

and off, may prove highly problematic.  
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  6.2.2     Benefi ts of photons 

 In contrast to charged particles, photons are not defl ected by electric or 

magnetic fi elds. They do not interact with one another and hence no lim-

its are imposed on the number of photons that can be concentrated in a 

given space. The photons used in near-UV lithography have low energies 

(~3eV) and produce minimal damage to substrates, including organic sub-

strates. Shot-noise effects are negligible compared to those exhibited by 

high-energy particles. 7  The phase and polarization of light can be controlled 

and used to advantage in imaging. Photons retain their frequency and phase 

until absorbed, whereas charged particles lose energy and phase information 

as they traverse material. Lasers provide beams of very high brightness. 

 Photons in the visible and near-UV bands interact with outer electrons. 

As a result, one can invoke wavelength-selective chemistry to achieve a 

wide range of lithographic advantages. Antirefl ection (AR) coatings are 

an example. When placed on top of a photoresist fi lm, an AR coating acts 

as an impedance match between air and photoresist, increasing the cou-

pling of light into the fi lm and reducing standing-wave effects. If the top 

AR coating is a bleachable absorber, it can enhance image contrast by 

suppressing low-level radiation relative to high intensities. When placed 

underneath a photoresist fi lm, an AR coating serves to eliminate stand-

ing waves by strongly absorbing light, preventing it from refl ecting back 

into the photoresist. In optical microscopy, wavelength-selective chemistry 

has been used to achieve resolution down to 1/40th of the optical wave-

length. 8  In Section 6.7 we discuss prospects for achieving similar resolu-

tion in photolithography.   

  6.3     Forms of maskless photolithography  

  6.3.1      Two generic forms: image projection 
and focal-spot writing 

 We distinguish two generic forms of maskless photolithography: image 

projection and focal-spot writing. In image projection, a two-dimensional 

spatial-light modulator, containing a large number of picture elements (pix-

els), is used in place of a mask. This is the approach taken, for example, 

by Micronic Laser Systems AB ( http://www.micronic.se/ ). Image projection 

generally requires that the stage holding the substrate be stationary, as the 

image is exposed in resist. Because the  ‘ spatial bandwidth ’  of any projection 

lens is limited, the number of pixels in the projected image is likewise lim-

ited. Expressed another way, there is a direct coupling between the image 

resolution and the image size, a coupling that is familiar to anyone who 

has used an optical microscope. Moreover, every projection lens has some 
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aberration and distortion, and although this can be small, and is repeatable, 

for some applications such imperfections can be problematic. 

 Partially-coherent illumination is generally used in image projection, 

which complicates certain aspects of lithography. For example, as one 

approaches image-resolution limits, the pattern on the mask deviates sig-

nifi cantly from the image in resist. If the desired pattern on the substrate 

is a rectangle, serifs must be added to the ends of the rectangle on the 

mask; otherwise the rectangle image would be narrower and shorter than 

desired. In general, correction for the effect of nearby patterns (prox-

imity-effect correction) is extremely challenging with partially coherent 

imaging. 9   

  6.3.2     Maskless photolithography via focal-spot writing 

 In focal-spot writing, one or more beams are focused on a substrate and 

moved across it as intensities are modulated so as to create a desired pat-

tern. In effect, patterns are created by overlapping focal spots. Several dis-

tinct approaches are possible. One can: (1) use a single lens, focus a single 

beam through it, and scan the substrate; (2) use a single lens, focus a single 

beam through it, and scan both the beam and the substrate ( http://www.

himt.de/en/hom ); (3) use a single lens, focus several beams through it, and 

scan both the beams and the substrate; 10  or (4) use several lenses, focus sin-

gle beams through each, and scan only the substrate. 11,12  In these focal-spot-

based approaches there is no coherent relationship between successively 

overlapped focal spots, and hence there are no artifacts due to interference, 

as occur with coherent or partially-coherent imaging systems. Focal-spot 

intensities are additive, that is, linear superposition applies, and the imaging 

is  ‘ incoherent.’   This greatly simplifi es the lithography, especially proximity-

effect correction and linewidth control. 

 The resolution limit, defi ned as the minimum resolvable grating period, 

 p  min , for incoherent imaging is given by   

    PmiPP n
si

= =
λ

θ
λ

2 2sinθ NA
    [6.1]   

 where λ     is the wavelength, θ     is the half angle of the light converging to the 

focus, and NA is the  ‘ numerical aperture’ (NA). This implies that there is 

a small resolution advantage for incoherent imaging relative to partially-

coherent imaging. But the more important advantage of incoherence is the 

absence of interference effects and the validity of linear superposition. 

 Because focal-spot writing can extend over an entire substrate, or any 

fraction thereof, there is no coupling between the resolution of the written 

�� �� �� �� �� ��



Maskless photolithography   183

Published by Woodhead Publishing Limited, 2014

pattern and its spatial extent. This decoupling of resolution and area greatly 

expands the effi cacy and applications of maskless photolithography, and for 

this reason the rest of this chapter will discuss only focal-spot writing, con-

centrating on the multi-lens approach (#4 above) since this has potential for 

the highest throughput, the highest precision and accuracy, deep-sub-100 nm 

resolution, and is the most recently introduced. Also, a commercial system is 

under development that will make the technology available to the scientifi c 

and engineering communities.  

  6.3.3     Focal-spot writing with an array of lenses 

 The throughput of focal-spot writing is directly proportional to the num-

ber of independently modulated focal spots. This is expressed by Equation 

[6.2]:

    RdNN 2        [6.2]   

 where  A  is the exposure rate in area per unit time,  N  is the number of inde-

pendently modulated focal spots,  R  is the update rate of the modulator, and 

d is the exposure-grid spacing. To achieve smooth line edges, the exposure-

grid spacing,  d , should be half the focal-spot diameter, or fi ner.   

  6.4     Zone-plate-array lithography (ZPAL) 

 While it is feasible to carry out multi-lens focal-spot writing using an array 

of refractive lenses, it is preferable to use an array of diffractive-optical 

lenses for a variety of reasons discussed below. This form of focal-spot writ-

ing is called  ZPAL . Initial studies used an array of binary-phase Fresnel 

zone plates. 13–16  Figure 6.1 illustrates schematically the basic elements of a 

ZPAL system: a source of collimated, continuous radiation; a spatial-light 

modulator ;  optics that interface the output of the spatial-light modulator to 

an array of zone plates; and a moveable stage. Each pixel of the spatial-light 

modulator directs a beam of light to a specifi c zone plate, and each zone 

plate focuses that light to a spot on the substrate.      

 The spatial-light modulator must control the intensity of the light to a 

given zone plate in a quasi-continuous manner, from fully off to fully on. 

This ‘  gray-level scaling’   enables one to control feature size (e.g. line widths) 

to a much fi ner degree than the focal-spot diameter. The spatial-light mod-

ulator used in the initial research, and in the commercial ZPAL system, 

provides 256 intensity levels to 1089 beamlets. 17  As a result, feature-size 

control to the nanometer level appears feasible. 16  Gray-level scaling also 

enables compensation for the additive effects of overlapping tails of nearby 
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focal spots, so-called proximity-effect correction, of which more is said in 

Section 6.5. 

  6.4.1     The use of diffractive-optical elements (DOEs) 

 The principle of operation of Fresnel zone plates is described in many texts 

on optics. In brief, an  amplitude zone plate  blocks light in alternate zones, 

leading to a fi rst-order focal spot on-axis, as well as higher-order and vir-

tual foci. Only 10% of the incident light arrives in the fi rst-order focus. A 

 binary-phase Fresnel zone plate  (i.e., alternate zones introduce a pi-phase 

shift in the transmitted light) puts about 40% of the incident light into the 

fi rst-order focus. By continuously varying the transmitted phase across 

each zone from 2π   to 0 (i.e., a  blazed-Fresnel phase plate ) a focusing effi -

ciency approaching 100% can be achieved. Zone plates exhibit chromatic 

and off-axis aberrations, but since ZPAL employs only narrow-band laser 

light and on-axis focusing, the focal spots should be free of these aberra-

tions. Zone plates can operate at any wavelength; even neutral atoms have 

Laser
Spatial 
filter Collimating 

lens

Zone plate

Wafer scan

Focused 
beamlet

Scanning stage

Telescope

Zone-plate 
array
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Resist

Wafer

Spatial-light 
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 6.1      Schematic depiction of ZPAL, being commercialized by LumArray, 

Inc. A CW laser source illuminates a spatial-light modulator, each pixel 

of which controls the light intensity to one zone plate of the array. 

By adjusting the focal-spot intensity from zero to the maximum in a 

quasi-continuous manner, linewidth can be controlled and proximity 

effects corrected. By moving the stage under computer control, while 

intelligently modulating focal spot intensities, patterns of arbitrary 

geometry can be written.  
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been focused with zone plates. 18  Zone plates can be made reproducibly 

using SEBL. 19  The NA, and hence the resolution (see Equation [6.1]) of 

a zone plate, is easily programmed, as is the focal length. The number of 

zones should be no larger than the reciprocal of the fractional bandwidth 

of the light source. 

 Zone plates are a subset of the much larger group of  ‘ diffractive-optical 

elements’. By varying the zone progression, their shape, or the transmit-

ted phase, one can do innovative wavefront engineering with diffractive-

optical elements. For example, the light distribution in the focal spot can 

be altered so at to produce a central null at one wavelength and a central 

peak at another wavelength. 20  Such fl exibility is not feasible with refractive 

lenses.  

  6.4.2     Scanning the stage as opposed to the beams 

 The strategy of scanning the stage has many advantages over scanning a 

beam. Stage position can be measured to within a fraction of a nanometer, 

using either a laser interferometer or an encoder. Beam scanning, whether 

with a beam of photons or charged particles, is more problematic. Encoder 

technology is highly robust and immune to disturbances, and can be made 

both precise and accurate. By scanning the stage to cover an entire sub-

strate, the number of travel-direction reversals is minimized – an important 

consideration in maximizing throughput. The data that describe a desired 

pattern must be fractured and converted to appropriate form on a high-

speed computer, and fed to the spatial-light modulator in coordination with 

the stage position. 

 The light distribution in the focal spots, the  ‘ point-spread function’ (PSF), 

of both Fresnel zone plates and refractive lenses, is approximated by an Airy 

function. Experimentally, it has been shown that for smooth line edges in 

resist, the overlap of focal spots should be at least 50%, i.e., an exposure-grid 

spacing of half the full-width at half-max of the PSF. 13–16  It is noteworthy that 

one can trade off the exposure-grid spacing, and hence the focal-spot over-

lap, with the number of gray levels from the spatial-light modulator. That is, 

the larger the overlap, the fewer are the number of gray levels required for 

a given linewidth control or proximity-effect correction.  

  6.4.3      ZPAL results in initial research at Massachusetts 
Institute of Technology (MIT) 

 Figure 6.2 illustrates the quality of the patterning achieved in early-stage 

research at MIT, using a 405 nm GaN laser source and binary-phase zone 

plates of 0.85 NA. Equation [6.1] indicates that the theoretical resolution 
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limit is  p  = 240 nm. Experimentally, a minimum period of 270 nm was 

achieved (half-pitch 135 nm). With water immersion, linewidths of 115 nm 

in dense arrays were achieved, using the 405 nm wavelength and binary-

phase zone plates etched in Si 3 N 4 . 
21         

  6.5     Proximity-effect correction 

 Figure 6.3 illustrates the application of a proximity-effect-correction 

algorithm. Because  intensities  are added, not fi elds (i.e., linear superposi-

tion), the calculation and the simulation of patterns are greatly simplifi ed, 

unlike the situation with partially-coherent optical-projection imaging. 9  

Furthermore, the algorithm, which is based on an iterative nonlinear-opti-

mization technique, converges to a solution in fewer than ten iterations. 

Being highly amenable to parallel processing, the resulting software yields 

results rapidly. 22       

 As shown in Fig. 6.3, the corners of rectangles are sharpened and have 

a radius of curvature much smaller than the half-width-at-half-maximum 

145 nm 140 nm 135 nm

150 nm

122 nm

100 nm

Underlying
elliptical
ring

190 nm

5 μm

 6.2      Scanning-electron micrographs of patterns written in photoresist 

using ZPAL, illustrating the facility with which patterns of arbitrary 

geometry can be written. The upper micrographs illustrate that a dense 

pattern of 135 nm half-pitch can be written using ZPAL and 405 nm 

radiation.  
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(HWHM) of the focal spot’s PSF. This is achieved by adjusting the intensi-

ties of the focal spots as the rectangle corners are approached. In the com-

mercial ZPAL system, a general-purpose software code enables correction 

of optical-proximity effects over an entire pattern, irrespective of its com-

plexity ( http://www.lumarray.com ).  

  6.6     Extending the resolution of ZPAL 

 Obviously, ZPAL could achieve even higher resolution than shown in 

Fig. 6.2 by employing a shorter wavelength. In fact, the fi rst published 

description of ZPAL called for use of a wavelength of 4.5 nm, i.e., at the 

X-ray absorption edge of carbon, the primary constituent of most resists. 12  

However, the limited availability and high cost of continuous sources of 

soft-X-ray radiation (e.g., undulators attached to a synchrotron) led to 

abandonment of this approach in favor of a novel invention based on pho-

tochromic chemistry – an approach called absorbance-modulation optical 

lithography (AMOL). 23–26  

 Figure 6.4 depicts how an absorbance-modulation layer (AML), com-

posed of appropriate photochromic molecules, can be used to squeeze the 

PSF of the light as it passes through the AML. The photochromic molecules 

would ideally have the property that they are converted from an opaque 

confi guration to a transparent confi guration by illumination of a short wave-

length, λ     1 , depicted as blue, and converted from the transparent confi gura-

tion to the opaque one by illumination at a longer wavelength, λ     2 , depicted 

Before optimization After optimization

190 nm 190 nm

 6.3      Optical micrographs of (left) a pattern as written without proximity-

effect correction; (right) the same pattern written with correction. Note 

the sharpened corners of rectangles and the fi delity of exposure of 

small features.  
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as red. Ideally, the AML should be thermally stable, fully reversible, and 

immune to quenching phenomena such as oxidation.      

 Simultaneous illumination of the AML with a focal spot at the short 

wavelength and a ring-shaped spot at the long wavelength, having a central 

null, results in the creation of a virtual aperture, through which the short-

wavelength light, λ     1 , can expose an underlying photoresist. Increasing the 

power at the long wavelength results in a further squeezing of the aperture. 

Simulations based on a rigorous model indicate that the virtual aperture can 

A

(opaque to λ1)

substrate

Expose

Expose
AML
Photoresist

Transparent

Latent 
image

Recover

Recover

Remove AM layer

Develop resist

Substrate 
stepped

Opaque

(transparent to λ1)

Bλ1

λ1

λ2

λ1
λ2

λ2

λ2

 6.4      Schematic of AMOL. The AML is composed of photochromic 

molecules. The short-wavelength light (  λ   1 ) switches the molecules from 

their opaque confi guration, A, to their transparent confi guration, B, 

while the longer-wavelength light (  λ   2 ) switches the molecules from B, 

back to A. By simultaneously illuminating the AML with a focal spot 

at   λ   1  and a ring-shaped illumination at   λ   2 , the competition between 

the two photochemical reactions produces a sub-wavelength aperture 

through which the underlying photoresist is exposed by   λ   1 . The   λ   1  light 

is then turned off enabling   λ   2  to restore the AML to opacity. The stage is 

then moved to expose an adjacent feature, etc.   
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be squeezed below 20 nm. Preliminary experiments support the theoretical 

model. 24–26  Experiments by Ito et al., in which 20 nm features in periodic pat-

terns were achieved using intimate-contact photolithography at the 365 nm 

wavelength, 27  lead one to expect that AMOL will be able to achieve reso-

lution in the sub-20 nm region. We anticipate that tri-level resists and AR 

coatings will be necessary. 

 To accomplish the simultaneous illumination with λ     1  and λ     2 , with the 

former as a normal focal spot and the latter as a ring-shaped spot with a 

central null, a unique diffractive-optical element, called a dichromat, was 

designed, fabricated, and tested. 20  

 Further support for the feasibility of such extreme resolution with visi-

ble light comes from the research of S. Hell and colleagues, who achieved 

a resolution of 1/40 of the wavelength of light in fl uorescence microscopy. 

A ring-shaped spot with a central null was used to deplete the excited state 

of fl uorescent molecules, a process called stimulated emission depletion 

(STED). 8   

  6.7     Commercialization of ZPAL by LumArray, Inc. 

 Following the initial research at MIT indicating the feasibility and utility of 

ZPAL, an effort to commercialize the technology was undertaken, resulting 

in the ZP-150A tool from LumArray, Inc. (see Fig. 6.5). It was designed to 

achieve a particular combination of throughput and resolution, emphasizing 

simplicity, fl exibility, and affordability. The system specifi cations, shown in 

Table 6.1, make it suitable for researchers, and companies that manufacture 

custom products in small volumes.           

 Table 6.1     Specifi cations of LumArray’s ZP-150 

 Minimum feature size  150 nm dense, 120 nm isolated 

 Numerical aperture  NA = 0.85 

 Parallel beams  1000 

 Writing speed  1.7 mm 2 /s 

 ~1 h per   100 mm wafer 

 ~2 h per 150 mm wafer 

 Maximum pattern area  150 mm  ×  150 mm 

 Positioning resolution  1.2 nm 

 Design grid  1 nm 

 Overlay  20 nm 

 Field size  Unlimited 

 Exposure wavelength  405 nm 

 Mini-environment  ISO Class 5, 0.1°C 

 Pattern layout  GDSII 

 Tool size  89 cm  ×  135 cm  ×  155 cm 
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  6.7.1     Throughput 

 Throughput is expressed in Equation [6.2] above. In the ZP150A,  N  = 1000, 

 R  = 290 kHz, and  d  = 75 nm. Thus, 

 Areal writing speed,  A  = 1.7 mm 2 /s. 

 If an entire 150 mm  ×  150 mm area is covered with a dense pattern 

requiring an 8-bit gray-level exposed pixel every 75 nm, the exposure 

data correspond to 4 terabytes. To achieve maximum effi ciency in the 

data path, a customized fi eld-programmable gate array (FPGA) is used 

to coordinate the data-delivery and synchronize with the scanning of the 

stage. 

 The zone plates in the ZP-150 are about 130 μ  m in diameter, arranged 

in six rows of 180 each. The rows are separated by about 3 mm so that the 

array covers an area of almost 24 mm  ×  20 mm, an area over which a typical 

wafer substrate can be held within the depth of focus by a pin chuck. For a 

wavelength of 405 nm and a NA of 0.85, the depth of focus is about half a 

micron.  

  6.7.2     Multilevel alignment 

 In order to align the writing relative to patterns already on the substrate, 

LumArray’s ZP-150 uses an auxiliary set of zone plates operating in a con-

focal-imaging mode. 28  These zone plates are designed to have the same focal 

 6.5      Photograph of LumArray’s ZP-150 system. In order to show 

the system’s internal parts and its compact size, the system’s 

environmental enclosure has been removed.  
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length as those used for writing, but they operate with red light so that pho-

toresist is not exposed by the alignment operation.  

  6.7.3     Software 

 Software on the ZP-150 system consists of three major components: pre-

exposure data preparation (PEDP), subsystem control and communication, 

and graphical-user interface (GUI). PEDP takes in the design layout, usu-

ally in GDSII format, performs a series of analyses on it, and generates an 

optimized data fi le that can be used by the ZP-150 for the exposure. The 

PEDP takes into account various system characteristics, such as the PSF of 

the focal spots, the associated proximity effects, and any misplacement of the 

individual zone-plate foci, and automatically applies corrections in the data. 

Because of the very large amount of data involved, the software is set up to 

take advantage of the computation power of a large computer cluster. 

 Architecturally, the ZP-150 system can be broken down to several sub-

systems: stage motion control, zone-plate-array-to-wafer gap control, and 

delivery of data between data storage and the spatial-light modulator. Each 

subsystem has its own set of software, and these must be coordinated and 

synchronized during system set-up and exposure. A set of communication 

protocols was developed, based on the standard Hypertext Transfer Protocol 

(HTTP). Since HTTP is very robust and operating-system independent, it 

meets overall system needs and minimizes development cost. 

 The GUI on ZP-150 is based on standard web interface and Java. Java 

provides a rich set of toolkits that facilitate rapid product development and 

provide a pleasant user experience. By adopting a web-based interface, the 

operator and the technician can remotely access the ZP-150 system. This is 

advantageous for system maintenance and repair.   

  6.8     Conclusion 

 In summary, the virtues of maskless ZPAL were fi rst explored via academic 

research at MIT. Based on that, a commercial effort was undertaken, with 

the objective of providing the science and engineering communities with a 

low-cost, highly fl exible, maskless photolithography system. Subsequently, 

the invention and demonstration of AMOL indicated that the resolution of 

ZPAL could be extended into the deep-sub-100 nm range without resorting 

to wavelengths shorter than the near-UV. Initial applications of the commer-

cial ZPAL system will most likely be in research, development, and custom-

ized manufacturing. Improvements in ZPAL throughput can be achieved 

by increasing the number of pixels in the spatial-light modulator and its 

framing rate.  
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  Abstract : This chapter serves as a review of the synthesis and radiation 
induced chemistry of resist materials and applicable steps used in 
pattern delineation processes. Fundamental requirements and limitations 
infl uencing the choice of a resist for a particular lithography exposure 
technology are described. An extensive discussion of the use of chemically 
amplifi ed resist platforms in the current and proposed states of art 
lithography processes is also highlighted. Suitable resist materials for non-
radiation-based lithography processes are also presented as part of the 
discussion on forward looking lithography technologies. 
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generators, radiation chemical yields, resists for double patterning and 
double exposure processes, EUV resists, e-beam resists, immersion 
lithography compatible resists. 

    7.1     Introduction 

 The intense drive towards designing and fabricating integrated circuits 

having a minimum element dimension of < 50 nm and an increasing den-

sity of the elements in a semiconductor material represents a truly global 

effort. 1  This trend for the dynamic random access memory device (DRAM) 

and microprocessor (MPU) is represented in Fig. 7.1. The ability to shrink 

the critical feature size of the device is dependent upon the lithographic 

technologies involved in the delineation of the circuit pattern. 2  The fun-

damental lithographic process using a photon-based exposure source is 

shown in Fig. 7.2. This process consists of the delineation of the desired 

circuit pattern in a material referred to as resist, followed by transfer of the 

pattern using an appropriate additive (deposition) or subtractive (etching) 

technique. 3       

 Historically, resist materials are amorphous organic and organome-

tallic polymers readily soluble in both aqueous and organic solvents and 

containing small molecule additives that serve to enhance the lithographic 
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performance of the material. 4  A subset of resists is derived from molecular 

and inorganic based materials. 5–7  The primary requirements of the resist as 

part of the multi-step lithographic process are: (i) the material must have 

a high susceptibility to undergo a radiation (exposure) induced chemical 

transformation; and (ii) must maintain its structural integrity in the environ-

ment used during the subsequent lithographic pattern transfer step. 8  

 The following list summarizes the primary (radiation) and secondary 

(non-radiation) lithographic patterning processes:

   Primary type: radiation based: 

    • Exposure source : photons – 436 nm (Hg g-line), 365 nm (Hg i-line), 

248 nm (KrF Laser), 193 nm (ArF Laser), 157 nm (F 2  Laser), 13.5 nm 

(EUV), 0.5–1.5 nm (X-Ray)  

First year of IC production 2011
36
38 32 27 24 21 18.9 16.9 15.0 13.4 11.9 10.6 9.5

32 28 25 23 20.0 17.9 15.9 14.2 12.6 11.3 10.0
2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

45 193 nm immersion

193 nm DP

MPU/DRAM time line

Narrow
options

Narrow
options

Narrow
options

32

22 EUV
193 nm MP
ML2 (MPU)
Imprint (DRAM)

16 EUV
193 nm MP
ML2
Imprint

DSA + litho platform

11 EUV/EUV + MP
EUV (6.X nm)
ML2
Imprint
Litho + DSA
Innovation

DRAM 1/2 pitch (nm) (contacted)
MPU/ASIC Metal 1 1/2 pitch (nm)

 7.1      Minimum DRAM and MPU device feature size vs the fi rst 

year of integrated circuit (IC) production. ( Source : Semiconductor 

Industry Association. The International Technology Roadmap for 

Semiconductors, 2011 Update. SEMATECH: Austin, TX).  

�� �� �� �� �� ��



196   Nanolithography

© Woodhead Publishing Limited, 2014

   • Exposure source : charged particles – electrons, ions (Ga, He, H) 

1–100 keV    

  Secondary type: non-radiation based: 

   Nanoimprint  • 

  Dip-pen/polymer pen  • 

  Directed self-assembly.      • 

 In conjunction with each of the above lithographic technologies, resists 

act as a key enabler in increasing the density of the discrete electronic 

elements in a given area of an integrated circuit (IC). However, the 

effective size (length scale) of some of the critical components of the 

resist formulations does pose limits on their enabling capability. With 

these boundary conditions defi ned, this chapter serves as a review of 

the synthesis, radiation induced chemistry, and applicable process steps 

enabling the use of a resist material as part of the IC pattern formation 

process. 

  7.1.1     Resist design considerations 

 As depicted in Fig. 7.2, the pattern or relief image in the thin fi lm of a resist 

is principally fabricated through the action of the incident radiation of a 

lithography tool. The exposing radiation initiates chemical events which 

produce a change in the solubility in a developing agent for the exposed vs 

non-exposed regions of the resist fi lm. This differential solubility is used to 

produce two types of relief images, whereby resists are classifi ed as being 

either positive or negative acting. A positive acting resist is one in which the 

exposed areas are removed during development while, for a negative acting 

resist, the exposed areas remain after development.      

 The exposure source and strategy in commercial lithography tools and 

the type of resist used as a function of the minimum resist feature size are 

provided in Table 7.1.      

 Concurrent with the use of photons as the exposure source are charge 

particles such as electrons and ions, which have been exploited to achieve 

one of the highest levels of resolution observed by a resist system. 9  Charge 

particle- electron based lithography exposure systems are principally 

involved in the fabrication of masks (reticles) used in photon-based lithog-

raphy tools, and are more extensively described in Chapter 3. 

 In practical terms, minimizing the time required to expose the resist pays 

back in terms of improving throughput and production costs. Therefore, 

an essential requirement in the design of a resist is that the radiation 

�� �� �� �� �� ��



Chemistry and processing of resists for nanolithography   197

© Woodhead Publishing Limited, 2014

induced chemical transformation must be highly effi cient, ensuring that 

the incident exposure dose threshold is a minimum. This in turns defi nes 

the sensitivity of the resist to the form of radiation being used in the 

lithography exposure system.  

Deposit thin film

Spin coat apply
and bake resist

Photon exposure

Exposed area

Positive tone
resist pattern

Development

Pattern transfer (Etch)
and resist strip

Optical
mask/reticle

Exposed area

Silicon
substrate

Negative tone
resist pattern

 7.2      Process fl ow diagram for the resist pattern delineation process.  

 Table 7.1     List of the exposure technology and type of resist used to delineate a 

minimum resist feature size ranging from <0.10 to >1.0  μ m 

Min. feature 

Size (μm)

Exposure source & strategy 

Tool/λ(nm)

Resist  type

 1.25 – 0.60

0.60 – 0.40

0.40 – 0.25

 

0.25 – 0.10

≤0.10

 

g-line/436

i-line/365

i-line\PSM

DUV/248

DUV/248\PSM, 

DUV/193\immersion(i) 

e-beam, X-ray/0.5-1.5

DUV/193i\multiple patterning 

X-Ray/0.5-1.5,e-beam 

EUV/13.5, Non radiation 

based

Novolac/DNQ

Novolac/DNQ

Novolac/DNQ, Chemically 

Amplifi ed (CA), 

Organometallic (Si)

CA, Block Copolymers 

Organometallic (Si), inorganic 

CA, Block Copolymers, 

Inorganic, Molecular – small 

molecule
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  7.1.2      Infl uence of the lithography exposure system on 
required resist sensitivity and performance 

 As discussed in the previous section, various lithographic technologies have 

been developed to meet the ever continuing demand of increasing the pat-

tern density of an IC. Table 7.1 summarizes the options for the type of resists 

that have been investigated for a particular exposure tool. Correspondingly, 

Table 7.2 represents the resist sensitivity/process dose required for high 

throughput patterning as a function of the lithography exposure technology.      

 A further consideration when designing a resist for a particular lithogra-

phy exposure system is the radiation induced chemistry must be compatible 

with the operating conditions and writing strategy of the exposure tool. 10  

For any lithography exposure system, outgassing of components of the resist 

fi lm while present in the exposure tool can be detrimental to its operation, 

performance, maintenance, and useful lifetime. 11   

  7.1.3      Stability of the resist in the pattern transfer 
environment 

 Figure 7.3 details processes used to transfer the resist pattern into the under-

lying substrate layer.        In the subtractive process the resist acts as a mask for 

areas of the underlying layer, whereas in the additive process it serves as a 

stencil to enable the deposition of a material in the areas where the underly-

ing layer is exposed to the deposition environment. 12  The key resist require-

ments in either process are to maintain structural and mechanical integrity 

when subjected to the chemicals used to produce the pattern in the underlying 

layer, and removable after completion of the pattern transfer step. In the sub-

tractive plasma (physico-chemical) dry etching environment, the resist must 

withstand particle bombardment and plasma-induced chemical reactions dur-

ing the time the plasma is etching away the underlying layer. 13  The standard 

measure of etching resistance is the selectivity defi ned as the etch rate of the 

material being etched vs the etch rate of the masking material or substrate. 14  

 Table 7.2     Required resist sensitivity/process dose vs lithography 

exposure technology 

 Lithography exposure technology  Resist sensitivity/Process dose 

 248 nm  10–50 mJ/cm 2  

 193 nm  10–50 mJ/cm 2  

 Extreme ultraviolet (13.5 nm)  5–20 mJ/cm 2  

 X-ray (0.5–1.5 nm)  5–20 mJ/cm 2  

 High keV (50–100) e-beam  5–30  μ C/cm 2  

 Low keV (1–5) e-beam  0.2–1.0  μ C/cm 2  
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Higher selectivity values afford the opportunity to make use of thinner initial 

resist fi lm thicknesses, which in turn can promote the resolution capability of 

the resist material. 

 In the additive process a metal, typically Aluminum or Gold, is depos-

ited on top of both the patterned resist layer and in between the resist 

relief images. In the subsequent step the resist is then removed or lifted 

off from the base substrate, leaving only metal patterns initially depos-

ited in areas where the base substrate was exposed to the deposition 

environment. 15   

  7.1.4      Resist performance characterization 
methodologies 

 The quantitative analysis and means of comparison of the performance 

of resist materials is initially obtained through generation of an exposure 

response curve. The curve provides for the determination of the type of 

resist (positive or negative), the intrinsic exposure sensitivity and contrast 

of the material. Exposure response curves are generated by plotting the nor-

malized resist fi lm thickness remaining after development (the remaining 

thickness is normalized to the initially coated resist thickness) vs the log of 

the incident exposure dose. Figure 7.4 provides generic exposure (contrast) 

curves for a positive and a negative acting resist.      

 The contrast (  ϒ  ) is calculated from the slope of the line tangent to the 

linear segment of the resist exposure response curve. 16  Contrast is critically 

Subtractive process Additive process

Photolithography

Etch Deposit

Strip resist

Pattern transfer
by etching

Pattern transfer
by lift off

 7.3      Process fl ow for a subtractive and additive resist pattern transfer 

step.  
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dependent on the solubility discrimination mechanism imparted in the 

resist fi lm as a consequence of the radiation induced chemistry. In general, 

higher contrast results in higher inherent resolution capability of the resist 

and numerous points along the contrast curve have been used as a mea-

sure of the resist sensitivity. The various resist contrast mechanisms will be 

described in the following sections of this chapter.   

  7.2     Resists for optical lithography: synthesis and 
radiation induced chemistry of resists as a 
function of exposure technology 

 Modern day lithographic resists can trace their origins back to the print-

ing industry. Early version resists were of the negative acting type, resulting 
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from a photoinduced crosslinking reaction within the material leading to an 

insoluble network. An informative perspective of early photoresists is pro-

vided by Reiser. 17  Specialized and tailored resist formulations evolved with 

the commercialization of photolithography tools employing a high pressure 

Mercury arc lamp as the exposure source. 18  Figure 7.5 provides the emission 

spectra for the Hg arc lamp.      

  7.2.1      Positive acting photo resists for g- and i-line 
lithography 

 The introduction of 436 and 365 nm (g- and i-line) optical step and repeat 

reduction steppers led to the custom development and use of positive acting 

photoresists consisting of a diazonaphthoquinone photoactive compound 

(DNQ-PAC) and a novolac resin. 3  The chemical structure representation 

for the components of the photoresist and the photo-induced chemistry 

involved in the formation of positive tone images is provided in Fig. 7.6.      

 The contrast mechanism for this family of resists is based on the photo 

exposure inducing a change in the chemical polarity/hydrophobicity of the 

exposed vs the non-exposed regions of the fi lm. The primary function of the 

DNQ-PAC is to inhibit the dissolution of the novolac resins in an aqueous 

alkaline developer solution. The structure of the DNQ-PAC is tailored to 

ensure optimal fi lm absorption to produce a vertical resist pattern profi le. 

 The predominant synthetic pathway used in the preparation of the 

DNQ-PAC is through the esterifi cation reaction of a phenol based bal-

last compound with a DNQ sulfonyl chloride. 19  From a thin fi lm formation 
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 7.5      Spectral output of a typical high pressure Hg arc lamp used in 

commercial optical (i and g-line) lithography exposure tools.  
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perspective, it is critical the DNQ-PAC is compatible with the novolac resin, 

thereby ensuring a single phase within the fi lm. The phase compatibility is 

essential for providing dissolution and uniform development of only the 

exposed area of the fi lm. 

 The dissolution inhibition effi ciency of the DNQ-PAC when present in a 

novolac resin has been shown to be dependent on the number of DNQ moi-

eties per photoactive compound, on the degree of esterifi cation for polyfunc-

tional DNQ-PACs, and the location of each moiety within the DNQ-PAC 

molecule. 20  In addition, when investigating the interaction of the DNQ-PAC 

with the novolac, the degree to which it can form hydrogen bonds with the 

resin and the degree of its hydrophobicity also play important roles in the 

solubility discrimination observed after the fi lm is exposed and developed. 21  

 In parallel with the optimization of the DNQ-PAC was the search to 

identify the ideal structure and properties of the novolac resin. The novolac 

resins are typically synthesized via a condensation reaction of formal-

dehyde and cresol isomers to produce a relatively low molecular weight 

polymer. The weakly acidic phenolic structure of the resin in the absence 

of the DNC-PAC is soluble in an aqueous alkaline solution. The molecular 

weight, molecular weight distribution, molecular (isomeric) structure of the 

starting cresol monomer and the position of the methylene bond within the 

polymeric chain infl uence the performance of these materials as resists for 

365–436 nm wavelength photolithography. 22  Figure 7.7 provides for the pre-

dominant photo-induced reaction pathways of the DNQ-PAC in the resist.      

 Exposure to light initially leads to elimination of nitrogen to produce an 

intermediary carbene (II). The carbene undergoes a Wolff rearrangement to 

form a ketene (III). In the presence of small quantities of water, the ketene 
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 7.6      Chemical structure representation of the components in a 

standard photoresist formulation and the reaction sequence for the 

photoinduced chemistry occurring in these materials.  
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is converted to an aqueous base soluble indene carboxylic acid (IV). In the 

absence of moisture, the ketene reacts with the resin to form a phenol ester 

(V), which serves to induce the crosslinking in the fi lm. This alternative path 

(V) is highly undesirable when attempting to form a positive tone pattern 

in the photoresist. 23,24  

 An additional desirable property of the DNQ-PAC is a reduction in its 

absorption at the exposure wavelength as the exposure process proceeds in 

the fi lm. 25  The bleaching of the fi lm ensures uniform exposure throughout 

the fi lm, resulting in near vertical positive tone image pattern profi les. DNQ-

novolac-based photoresists also exhibit minimal developer induced erosion 

of the non-exposed regions of the fi lm, along with no evidence of pattern 

deformation resulting from swelling of the image during the development 

process. Finally, these resists afford the ability to use a non- fl ammable water-

based developing solvent, which eases the handling and removal of the spent 

developer and promotes a safer manufacturing environment.  

  7.2.2      Chemically amplifi ed resists for 
248 nm lithography 

 The practical limit of conventional (i-line) photolithography to print resist 

patterns below 300 nm led to the pursuit of building an optical lithography 

exposure tool operating at a wavelength below that of the Hg arc lamp i-line 

emission line. This new generation of optical lithography tools employed a pho-

ton source based on an excimer laser. The fi rst generation Krypton Fluoride 

(KrF) laser emitted light at   λ   = 248 nm and, through the requirements of 

incorporating line narrowing elements into the illumination system, resulted 

in an appreciable reduction in the light available to expose the resist. 26  
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 7.7      DNQ-PAC photolysis reaction sequence.  
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 Investigation of the use of the conventional i-line lithography DNQ-

novolac resists with the KrF laser lithography tool revealed the immediate 

shortcomings of these materials. The conventional photoresists were found 

to be too highly absorbing/opaque in the 250 nm wavelength regime and did 

not bleach as the exposure progressed. 27  Figure 7.8 shows the 220–280 nm 

absorption spectrum for a conventional novolac resist. Novolac-based 

resists are also characterized by having relatively low intrinsic sensitivity 

and quantum yield values for the photolysis of the DNQ-PAC. These com-

bined effects limited the ability of these resists to be used to pattern vertical 

images in a 1.0  μ m thick fi lm at a low exposure dose. These adverse resist 

properties necessitated a paradigm shift in the development of resists and 

the corresponding radiation induced chemistry that would be used in con-

junction with 248 nm and below generation lithography technologies.      

 The introduction of resists based on chemical amplifi cation represented 

the most viable approach to meeting the high sensitivity/throughput 

demand of DUV lithography exposure tools. 28  The predominant chemi-

cal amplifi cation mechanism employed in DUV resists is based on a sin-

gle photo-induced absorption event initiating a multiplicity of subsequent 

chemical reactions. 29  Numerous research groups utilized this approach by 

incorporating an acid generating species in a polymer matrix containing an 

acid labile group. 30–32  Figure 7.9 is a schematic representation of the radia-

tion induced chemical amplifi cation mechanism for a two-component pos-

itive acting resist, along with the corresponding processing sequence used 

in the patterning of the resist. In this example, which will be more exten-

sively discussed in Section 7.2.3 of this chapter, the acid generating species 

is a  triphenylsulfonium hexafl uoroarsenate onium salt, and the polymer is 
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 7.8      UV-Visible absorption spectra of novolac and polyhydroxystyrene 

polymers. The dotted vertical line is shown to provide the absorption of 

the two polymers at   λ   = 248 nm.  
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poly(4-tert-butoxycarbonyloxystyrene) (PTBOC). 28  The tert-butoxycarbo-

nyloxy (TBOC) group is used to affect differential solubility between the 

exposed and non-exposed regions of the fi lm or, in other terms, to protect 

the non-exposed fi lm regions of the polyhydroxystyrene (PHS)-based poly-

mer from dissolving in an aqueous base developer solution. As shown in 

Fig. 7.8, PHS based polymers exhibit a higher degree of optical transparency 

vs a novolac resin, thereby afford a more uniform exposure through the 

desired depth of the resist fi lm and vertical pattern profi les. The remaining 

component, the onium salt, is the photoactive compound in which a small 

amount, upon exposure to DUV light, is converted to the strong Br ø nsted 

acid hexafl uoroarsenic acid. 33  In a subsequent post-exposure heating (fi lm 

baking) step, the acid catalyzes the thermolysis of the TBOC group present 

on the polymer. This leads to the conversion of the hydrophobic PTBOC 

polymer to its polar PHS form, the liberation of gaseous products and the 

regeneration of the initial acid molecule. Amplifi cation is said to occur 

whereby a single acid molecule can be responsible for removal of 100 or 

more TBOC groups. This quantitative measure of the removal of protecting 

groups per acid molecule is also referred to as the catalytic chain length for 

the chemically amplifi ed (CA) resist system. 29  The high degree of chemical 

amplifi cation, in combination with the proper post-exposure bake condi-

tions, enables the use of a very low incident exposure dose (10–50 mJ/cm 2 ) as 

part of the imaging process. 34  The ability to use the desirable industry stan-

dard 0.26 N TetraMethylAmmonium Hydroxide (TMAH) aqueous alka-

line developer common with DNQ-novolac resists is also preserved with 

this approach. Conversely, if an organic based developer is used, negative 
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 7.9      Schematic representation of the two-step chemical amplifi cation 

process and corresponding process sequence when using an onium 

salt as the acid generating species and a 4-t-butoxy-carbonyloxy 

protected polyhydroxystyrene polymer.  
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tone patterns can be formed leading to a bi-tonal CA resist material. 35  The 

following sections detail the types of acid generating species, the polymer 

matrix materials and the pendent acid labile groups used in a resist to maxi-

mize the effi ciency of the radiation induced chemical amplifi cation process.      

  Acid generator chemistry 

 The initial latent image step in resists based on chemical amplifi cation is the 

radiation induced generation of an acid from its precursor. The acid precur-

sor can exist as a small molecule additive, as a moiety or side chain group 

on the matrix polymer, or part of the backbone structure of the polymer. 36–37  

The exposure generated acid has been used to formulate positive acting 

resists based on a chemical polarity change of the non-exposed vs exposed 

fi lm regions, and negative working resists based on insolubilization of the 

exposed areas resulting from crosslinking of the backbone polymer network 

of the matrix polymer. 38  

 Radiation generated acids are of two primary types: ionic and nonionic. 

The key requirements that must be considered when designing and select-

ing the appropriate acid generator species are:

   The absorption properties must be tuned to the exposure wavelength of • 

the lithography tool.  

  There must be structural fl exibility to produce a broad range in the • 

strength of the radiation generated acid.  

  The quantum effi ciency of acid formation should be high such that the • 

initial quantity of the acid precursor present in the fi lm is low. This serves 

to reduce the acid precursor acting as an aqueous base dissolution inhib-

itor and potentially driving up the required process exposure dose.  

  The acid precursor when present as a separate species should be com-• 

patible with the other components of the CA resist formulation.  

  The acid precursor and the radiation generated acidic product must not • 

become volatile during the exposure process and in the temperature 

regime used in the process baking steps.  

  The radiation generated acid should be constructed so that diffusion of • 

the species outside of the exposed areas of the fi lm is a minimum.  

  The manufacturability and cost of the acid precursor material need to • 

be considered.    

  Ionic acid generating species 

 The ionic acid generating species, gaining wide attention at the time the 

IC industry began to propose the need to move to using DUV lithography 

exposure tools, was based on a class of materials referred to as onium salts 
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developed by Crivello. 33  Iodonium and Sulfonium salts were extensively 

investigated, and were found to exhibit high measured quantum yields and 

fl exibility in varying the strength of the radiation generated acid. 39  In addi-

tion, proper choice of the counter ion minimized the volatility of the acid 

and diffusion into the non-exposed regions of the fi lm. For example, the use 

of the methanesulfonate anion represented an exciting choice in meeting 

the properties just described. 40  As will be discussed in the section on 193 nm 

lithography resists, spectral response tuning, through choice of the aromatic 

or aliphatic substituents present on the ionic acid precursor, extended the 

use of these materials in 193 nm and below lithography technologies. 41,42  

 The postulated generalized photochemistry of sulfonium salts is provided 

in Fig. 7.10. Photolysis initially generates a reactive radical, radical cation, 

and cation intermediates. The second step of the process involves hydrogen 

abstraction from the surrounding medium to produce the Br ø nsted acid. 43  

The formation of the radical and cationic species have also found utility in 

curing reactions suitable for use in negative acting resists. 44        

  Nonionic acid generating species 

 Radiation induced acid generation can also be achieved starting with non-

ionic acid precursor materials, such as those based on 2-nitrobenzyl esters. 45,46  

These precursors undergo intramolecular o-nitrobenzyl rearrangement 

upon exposure, leading to the formation of toluenesulfonic acid. The pho-

tolysis mechanism for the 2-nitrobenzyl ester acid precursor is shown in 

Fig. 7.11. This acid precursor lacks the ability to generate radical species 

during exposure and effectively shuts down the reaction pathway, leading to 
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 7.10      Generalized DUV photolysis mechanism for triphenylsulfonium 

based ionic acid generating species.  
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unwanted competing crosslinking reactions. 47  A host of acid precursor mate-

rials including o- and p-nitrobenzyl sulfonic acid esters, 48  alkylsulfonates, 49  

alpha sulfonyloxyketones, 50  iminosulfonates, 51  and aryl methyl sulfones 52  

have been shown to generate photo-induced strong to moderate acids.      

 Nonionic acids also have an added desirable characteristic of being com-

patible with a broad range of matrix polymer resins and, through structural 

modifi cations, are able to be used in 193 nm and beyond lithography resists.    

  7.2.3     Acid catalyzed reactions 

 The acid generated during the exposure step has been shown to be highly 

versatile in catalyzing reactions, which has enabled the development of both 

positive and negative acting resists. The following sections describe a num-

ber of reaction pathways used to delineate a particular tone of resist. 

  Negative acting chemically amplifi ed resists 

 The predominant radiation induced reaction pathways utilized to create neg-

ative acting CA resists include cationic and condensation polymerizations, 

electrophilic aromatic substitution, and acid catalyzed rearrangement. 4,20  

The negative resist formulations are typically multi-component and make 

use of either an ionic or nonionic acid generating species. 
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 7.11      DUV photolysis and acid formation mechanism for 

2-nitrobenzylesters.  
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  Cationic polymerization reaction pathway 

 Use of the exposure induced acid catalyzed cationic polymerization reaction 

pathway represents one of the earliest examples of a negative resist system 

based on chemical amplifi cation. Specifi cally, this involved the acid catalyzed 

ring opening polymerization of epoxy-containing resists. 53,54  Representative 

structures of epoxy-containing resins used in these resist formulations are 

provided in Fig. 7.12.      

 The exposure generated acid initiates the opening of a polymer bound 

epoxide ring, which induces a reaction with an epoxide ring of another poly-

mer chain. This reaction results in the formation of an inter-chain crosslink, 

which continues between subsequent chains and leads to an insoluble poly-

mer network in the exposed fi lm regions. 55  These resist systems were highly 

sensitive to most forms of radiation used in lithography exposure tools. They 

typically required a low exposure dose to approach complete insolubiliza-

tion of the exposed areas of the fi lm. 56  However, organic based solvents 

were used as the developing medium for these resists, and since the molec-

ular composition in the exposed and non-exposed fi lm regions are nearly 

equivalent, these resists were characterized as exhibiting relatively low con-

trast and resolution. To overcome the organic solvent induced swelling and 

deformation of the negative tone pattern, researchers at IBM designed an 

epoxy-containing copolymer of hydroxystyrene and dicyclopentyloxy meth-

acrylate, which, in the presence of a radiation induced acid would become 

crosslinked. 57  In this instance, the non-exposed fi lm regions could be devel-

oped out in an aqueous base developer solution. Additional aqueous base 

developable epoxy-containing resist formulations were reported by Conely, 

who used certain classes of poly and monomeric epoxide compounds as 

crosslinkers for PHS based resins. 58   
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 7.12      Chemical structure of epoxy-containing resins used in negative 

acting CA resist formulations.  
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  Condensation polymerization reaction pathway 

 Negative tone resist formation resulting from an acid catalyzed conden-

sation polymerization route has proven to be a versatile approach for for-

mulating these types of CA resists. Three-component CA resist materials 

have been investigated, and they consist of an acid generating species such 

as an onium salt or an s-triazine derivative, a novolac or PHS binder resin, 

and a multi-functional melamine or benzyl alcohol derivative crosslinking 

agent. Figure 7.13 provides the chemical structures for each of the compo-

nents in these resists, which have found utility in photo, x-ray, and electron 

beam lithography-based processes. 59–62  Development occurs in an aque-

ous alkaline solution, and the materials also referred to as  ‘ acid hardened 
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 7.13      Chemical structures for the components in negative acting 

CA resists based on an acid catalyzed condensation polymerization 

radiation induced reaction pathway.  
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resist ’  exhibit high dry etching resistance in oxygen and halogen based 

plasmas.      

 The postulated radiation induced reaction pathway consists of the expo-

sure generating an acid, which, during the subsequent post-exposure bake 

step, protonates, for example, a melamine derivative (which contains mul-

tiple sites for crosslinking) and liberates an alcohol to produce a nitrogen 

stabilized carbonium ion. Alkylation of the binder resin occurs at either 

the phenolic oxygen (O-alkylation) or at a carbon on the aromatic ring 

(C-alkylation), which leads to the regeneration of the acid. 63   

  Electrophilic aromatic substitution reaction pathway 

 A third acid catalyzed reaction pathway used to generate negative tone pat-

terns is based on the susceptibility of, for example, styrene based polymers 

to undergo an electrophilic aromatic substitution reaction. 64–66  The general-

ized radiation induced reaction pathway proceeds by the exposure gener-

ating the acid, which in turn during the subsequent post-exposure baking 

step reacts with a latent electrophile to form a carbocation intermediate. 

This intermediate then participates in an electrophilic reaction with the aro-

matic moieties of the matrix resin to form a crosslinked insoluble polymer 

network and regeneration of the acid. Latent electrophiles can exist in the 

resist in the form of an additive or as one of the monomers used to produce 

the resin material. Examples of latent electrophiles include dibenzyl ace-

tate (additive) and copolymers of acetyloxymethylstyrene and 1,3-dioxane 

blocked benzaldehyde. 65,67    

  Positive acting chemically amplifi ed resists 

 The two most widely investigated acid catalyzed reaction pathways yielding 

positive tone pattern formation are based on deprotection and depolymer-

ization chemistries. 

  Deprotection reaction pathway 

 As previously introduced in this section, single- and multi-component CA 

resist formulations have been reported to make use of the acid catalyzed 

deprotection reaction pathway to produce broad spectrum, high contrast, 

and resolution resist materials. The initial demonstration of this approach 

was reported by workers from IBM and is depicted in Fig. 7.9. 28  The two-

component CA resist system set the foundation for the development of suit-

able 248 nm lithography positive acting resists. This predominant approach 

in the design of positive acting resist systems has been to take an inher-

ently aqueous base soluble polymer and functionalize it with a  ‘ protecting 
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group ’  rendering it to be hydrophobic and only soluble in organic based 

solvents. An acid generating species is combined with the protected poly-

mer, which upon exposure forms the acid, which either directly after the 

exposure or during the following post-baking step catalyzes the removal 

of the protecting group. 68  The removal of the polymer protecting groups 

renders the exposed regions of the fi lm soluble in aqueous base developer 

and regenerates the acid. The exposure and bake-induced polarity change 

in the exposed vs non-exposed fi lm regions resulted in these resists having 

characteristically high contrast (    Gamma values as high as 10) and, as shown 

in Fig. 7.14, sub-micron patterning capability. 69,70       

 Numerous families of functional groups were employed to protect the 

hydroxyl group of the polyhydroxystyrene resin, including t-butoxycarbony-

loxy, tetrahydropyranyl, trimethylsilyl, and phenoxyethyl. 28,47,48,71,72  Likewise, 

alternative resins to the hydroxystyrene aqueous base soluble polymer, such 

as those based on poly(methacrylic acid) (PMAA), were also used. PMAA 

exhibited favorable optical and thermal stability properties 73  and found util-

ity in mostly 193 nm lithography technologies. The generalized structure for 

both types of resins, and a selected list of protecting groups ( R ) classifi ed 

according to the level of their activation energy ( E   a  ) for the deprotection 

reaction, are provided in Fig. 7.15.      

 In addition, alternative approaches to the two component makeup of CA 

resist systems included multi-component resist formulations that removed 

the protecting functionality on the matrix resin and placed it either onto a 

molecular aqueous base dissolution inhibitor or the acid generating spe-

cies. 31,74,75  An example of one such formulation is provided in Fig. 7.16. The 

 7.14      SEM micrograph of high fi delity coded 0.18  μ m lines and spaces 

in a CA positive acting resist.  
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protected dissolution inhibitor (DI) shown in this example was chosen on 

the basis of its appreciable miscibility with hydroxyl based polymer matrix 

resins, high optical transparency at 248 nm, and having a large molecular 

volume, which provides for high solubility discrimination during develop-

ment and image contrast. 75       

 Conversely to this was the development of single component polymeric 

and molecular resists, where the acid generation and deprotection sites 

are all bound to the backbone of the polymer or on a single molecule. 76,6  

For example, photo and electron beam sensitive, single component, aque-

ous base soluble positive acting CA resists consisting of copolymers of 

4-tert-butoxycarbonyloxystyrene and sulfur dioxide (PTBSS) have been 

reported. 76  The exposure response and sensitivity of this resist was shown 

to be a function of copolymer composition, and independent of molecular 

weight. A schematic representation of the exposure induced reaction path-

way in PTBSS is provided in the Fig. 7.17.       
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 7.15      Generalized chemical structures for protected polyhydroxystyrene 

and polymethacrylic acid used as the matrix resin for positive acting 

248 and 193 nm CA resists and the corresponding types of protecting 

groups classifi ed according to the level of  E   a   for the acid catalyzed 

deprotection reaction.  
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 7.16      Chemical structure representation of a three-component tert-

butylcholate based CA resist formulation.  
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  Depolymerization reaction pathway 

 A second radiation induced reaction pathway used to form positive tone pat-

terns in CA resists is based on an acid catalyzed depolymerization reaction 

mechanism. This pathway was initially reported by Ito and Wilson at IBM, 

who made use of a two-component CA resist consisting of polyphthalalde-

hyde and an onium salt acid generating species. 77  Synthesis of aldehyde poly-

mers proceeds at low temperature (<0°C) and the reactions are characterized 

as having a low ceiling temperature ( T   c  ). Thermal stabilization (>100°C) of 

the polymer is accomplished by performing an alkylation or acylation end-

capping reaction at the end of the low temperature polymerization reaction. 

Figure 7.18 provides the generalized acid catalyzed depolymerization reac-

tion occurring in a polyaldehyde containing resist. The radiation generated 
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 7.17      Schematic representation for the radiation induced reaction 

mechanism occurring in PTBSS. In step one, polymer bound acidic 

moieties are formed  via  scission of the main chain of the copolymer. In 

step two, heat treatment of the resist fi lm after exposure converts the 

copolymer to its aqueous base soluble poly (4-hydroxystyrene sulfone) 

form.  
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acid is responsible for the catalytic cleavage of the acetal bond of the main 

polymer chain. This exposure process occurs above the  T   c   of the polymer, 

resulting in the spontaneous depolymerization of the polymer backbone 

and liberation of the starting monomer material. The radiation induced 

depolymerization process requires no subsequent thermal treatment or wet 

development step to form the positive tone pattern. Though the reduction of 

the necessary processing steps to produce the self-developing relief image 

is an attractive characteristic of these materials, liberation of the monomer 

during exposure can lead to appreciable contamination of the lithography 

tool. Subsequent investigation to eliminate the self-developing nature of 

poly(phthalaldehyde) was achieved through use of poly(4-chlorophthalal-

dehyde) and poly(4-trimethylsilylphthalaldehyde), which can be thermally 

developed during a subsequent post-exposure baking step. 78,79       

 Follow-on use of acetals in three-component resist formulations was 

reported by researchers from Hoechst AG. They designed a resist in which 

the depolymerization pathway proceeded via acid catalyzed hydrolysis 

of O,O and N,O acetals. 80  Polymers having pendent silylether groups also 

represented another example of an acid catalyzed hydrolysis reaction lead-

ing to depolymerization of the starting material. 81  For this resist, radiation 

induced conversion to low molecular weight material occurs via cleavage of 

the Si–O bonds within the polymer structure. Silylether polymers in com-

bination with a hydroxyl containing resin were added to the resist formula-

tion to act as an aqueous base DI. Photo-exposure of this three-component 

resist generates an acid that catalyzes the hydrolysis and depolymerization 

of the silyl ether dissolution inhibitor, enabling the exposed fi lm regions to 

develop using an aqueous alkaline solution. 82      

  7.3     Chemically amplified resist process 
considerations 

 The introduction of CA resists into the DUV lithography pattern delineation 

process has been a key enabler for the continuation of the IC manufacturer 
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 7.18      Two-step radiation induced chemical amplifi cation reaction 

process yielding the dry development of a polyaldehyde resist 

sensitized with an acid generating species such as an onium salt.  
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staying on the curve of Moore’s law. CA resist performance requirements at 

the DUV lithography technology node such as high sensitivity, contrast, res-

olution, and dry etching resistance have been demonstrated. However, the 

introduction of use of this class of resist into the pattern formation process has 

led to the need to overcome potential limitations in achieving wide process 

latitude and the reproducibility required for establishing a robust resist pat-

terning process. 83  The CA resist patterning process steps and associated vari-

ables that needed to be addressed and controlled are highlighted in Fig. 7.19.      

 In addition, early diffi culties associated with introducing CA resists into a 

commercial IC production environment included:

   The observation for positive acting resists of a surface skin layer and • 

non-vertical or T-topped shaped profi les resulting from incomplete 

development of the exposed fi lm regions. 84   

  Understanding how the presence of the surface skin layer was depen-• 

dent on the time from the post-coating bake to exposure, and from the 

exposure to the post-exposure bake step. 85   

  Identifying an acid precursor, the radiation generated acid, and the • 

protecting group on the resin to be nonvolatile at the process set post-

coating and post-exposure bake temperatures and during the exposure 

process. 86   

  The effect the radiation generated acid diffusing into the non-exposed • 

regions of the fi lm had on maintaining proper control of the resist CDs. 87   

  The effect the post-exposure baking conditions had on controlling the • 

dimensions of the resist image and achieving the required ± CD control 

across the substrate. 88   

  For those resists that required a post-exposure baking step, hot plate • 

units having ± 0.10°C temperature uniformity over its surface had to be 

manufactured. 89   

  The infl uence the composition of the surface of the substrate the resist • 

was coated onto had on the resultant pattern profi le. 83,84     

 There continues to be a concerted effort by commercial IC manufacturers, 

academic and industrial R&D groups, and material and equipment suppli-

ers to the IC industry to work collectively towards resolving the process-

ing issues associated with CA resists. The following sections of the chapter 

Coat Prebake
Time
delay

Expose
Time
delay

Post exp. bake

Etch substrate

Develop

 7.19      Patterning process fl ow diagram for CA resists requiring a PEB 

step. Highlighted boxes represent process conditions which are of 

critical importance to the performance of CA resists.  
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will provide further insight into how these issues have been either brought 

under control or resolved so that these resists can be optimized to remain a 

key enabler to advancing 193 nm, EUV, charged particle, and the most for-

ward looking lithographic technologies.  

  7.4     Chemically amplified resists for 
193 nm lithography 

 Given the extensive effort and development cost to commercialize resists 

based on acid catalyzed chemical amplifi cation, the extension of their use 

beyond KrF lithography was paramount in the choice of the next gen-

eration or post 248 nm generation lithography technologies. Fabricating 

devices having minimum feature sizes below 0.18  μ m led to the early 

development of small fi eld 193 nm based lithography tools used for the 

development of the tool optics and resist materials. 90–92  In line with 248 nm 

lithography tools, the use of an Argon Fluoride (ArF) excimer laser cen-

tered at 193 nm 93  represented the continuation of the exposure source 

technology established at the longer wavelength technology node. The 

reader is also referred to Chapter 1 for a more comprehensive summary 

of this subject area. 

 The central search for an acceptable resist platform for the 193 nm lithog-

raphy generation was to fi nd a material having equivalent properties to the 

phenolic polymer and styrene–acrylate copolymer based systems used in the 

248 nm generation resists. 94–96  Initial commercial 193 nm lithography systems, 

like their longer wavelength counterparts, performed the exposure in a gas-

eous environment above the wafer plane. The term 193 nm  ‘ dry ’  lithography is 

used to describe this mode of exposure. 97,98  Investigation of the use of a liquid 

(water) coupling medium between the last lens optics element of the expo-

sure tool and the surface of the resist having a refractive index > air, led to 

the development of a 193 nm  ‘ immersion ’  (i) lithography system which greatly 

extended the life of 193 nm lithography generation. 99,100  More complex expo-

sure strategies involving double- or multiple-pass exposures have extended 

the commercial use of this lithography technology even further, beyond all 

expectations. 101,102  Each of these exposure strategies imparted new and chal-

lenging issues to the development of a resist system compatible with these 

approaches. The following provides details of the history of the evolution of 

CA resist materials used throughout the extended life of 193 nm (ArF) lithog-

raphy. As a starting point, the performance requirements that the resist must 

exhibit for each of the 193 nm exposure strategies are as follows:

   Be a single layer process to minimize a new learning curve in the • 

manufacturing environment and to keep material and fabrication costs 

as low as possible.  
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  Strong adhesion to the variety of substrate surfaces encountered in the • 

fabrication process.  

  Exhibit optical absorption properties affording high sensitivity and ver-• 

tical pattern profi les. For a 0.40  μ m thick resist fi lm, an optical density of 

~0.20–0.3 is required to enable a uniform exposure through the depth 

of the fi lm.  

  Thermal stability to enable the annealing of fi lms above the  • T   g   of the 

resist for ease of operation in the fabrication environment.  

  <0.18      • μ m resolution for line and space pair pattern geometry.  

  Process dose/photospeed equal to 10–50 mJ/cm • 2 .  

  Pre- and post-exposure time delay latitude.  • 

  ± 10% CD process latitude for <0.18  • μ m feature size.  

  Minimal  • Δ CD vs post-exposure bake (PEB) conditions (<2 nm/°C).  

  High dry etch resistance/low fi lm loss in oxide (CF • 4 /O 2 ) and metal (Cl 2 , 

BCl 3 ) plasma etch processes.  

  Must use industry standard 0.26 N TMAH aqueous base developer.    • 

 Initial investigation of the optical properties (  λ   = 193 nm) of the pheno-

lic polymer widely used in 248 nm resists revealed, as shown in Fig. 7.20, 

these materials to have unacceptably high absorption properties at this 

wavelength. Alternatively, as also shown in Fig. 7.20, polyacrylate based 

polymers do exhibit nearly transparent optical properties at 193 nm and 

represented viable candidates as resist materials for use in ArF laser 

lithography. IBM workers identifi ed a  ‘ version 1 ’  acrylate-based, single 

layer, positive acting CA resist that could be patterned at both 248 and 
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 7.20      UV absorption spectra of PHS and polyacrylate based polymers. 

Dotted line is used to compare the absorption values for the two 

materials at   λ   = 193 nm.  
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193 nm exposure wavelengths. This resist platform was highly useful in the 

evaluation of the earliest version 193 nm lithography tools. 103,104  The ver-

sion 1 resist makes use of a terpolymer containing the monomers methyl 

methacrylate (MMA), t-butyl methacrylate (TBMA) and methacrylic acid 

(MAA). 105  The terpolymers are prepared using standard free radical ini-

tiated solution polymerization methods, and the reactivity ratios of the 

monomers affords considerable fl exibility in preparing a broad range of 

terpolymer compositions. Figure 7.21 is a chemical structure representation 

of the MMA-TBMA-MAA terpolymer. The choice of each monomer, and 

their combinations in the terpolymer provided for optimizing the required 

functional properties of the resist. Good substrate adhesion, appreciable 

compatibility with the acid generating species in the fi lm and a high  T   g   

could be achieved with this resist.           

 Positive resist pattern formation occurs through an acid catalyzed depro-

tection reaction pathway involving the removal of the acid labile t-butyl 

group to form the resultant carboxylic acid. 106  

 Two drawbacks to this formulation were: (i) the relatively high oxygen 

content in the resist resulted in low plasma dry etching resistance in a num-

ber of halogen dry etch recipes, and (ii) a very dilute aqueous alkaline solu-

tion (0.02 N) used in the development process precluded the possibility of 

using the industry standard 0.26N TMAH developer. 

 In the follow on generation of positive acting 193 nm CA resists, improve-

ment in the plasma dry etch stability was addressed by incorporating alicylic 

group(s) into the polymer structure. 107,108  Early work by Onishi & Gokan 13,109  

and then later on by Kunz 110  provided direction on the impact the molecu-

lar structure and composition of a material had on its dry etching resistance. 

The latter study concluded increasing the mass of the resist existing as carbon 

atoms present in a ring structure enhanced its durability in a dry etching envi-

ronment. The alicyclic group represented an example of a carbon scaffold ring 

structure that could impart a substantial increase in the carbon content within 

the polymer. The lack of conjugation within the alicyclic (non-aromatic) 

groups yielded the additional attractive property of having high optical trans-

parency at 193 nm. Alicyclic moieties have been introduced into the main 
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 7.21      Chemical structure for the terpolymer present in the IBM 

 ‘ version-1’ 193 nm resist.  
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chain of the polymer and as an inert side chain group where they may serve 

solely to improve stability in a plasma environment, or as an acid labile group 

in acrylic polymers. 111  Examples of alicyclic groups include those derived from 

adamantine, norbornene, and substituted norbornenes. 108,112  Structural repre-

sentations of resist containing alicyclic groups are shown in Fig. 7.22.      

 Resists containing alicyclic groups were shown to improve stability in a 

plasma dry etch environment vs all acrylic based polymers. 107,113,114  High ali-

cyclic content resists, however, are appreciably hydrophobic and diffi culties 

arose in developing these materials in the standard aqueous alkaline devel-

oper. Co- and ter-polymerization with more polar groups, such as those con-

taining a lactone functionality, improved the development characteristics 

of the resist. Addition of other methacrylate monomers afforded improved 

lithographic performance and compatibility with the 0.26 N TMAH devel-

oper solution. 115  

 Another route to improving plasma dry etch stability of 193 nm resists was 

reported by researchers at Bell Laboratories, 116  who incorporated alicyclic 

moieties into the backbone of the polymer present in the resist formulation. 

Specifi cally, they made use of cyclic-olefi n (norbornene) maleic anhydride 

alternating copolymers with inclusion of butyl acrylate and acrylic acid. Free 

radical solution polymerization of these alternating copolymers offered a 

controllable and scalable synthetic pathway. Use of acrylate vs methacrylate 

monomers in the feed mixture for the polymerization facilitated improving 

the yield of the reaction. These polymers exhibited high thermal stability 

( T   g   > 200°C), strong substrate adhesion, and solubility in an aqueous base 

solution. 117  The ability to use reduced amounts of carboxylic acid in the 

overall resist composition while maintaining aqueous base dissolution was 

a consequence of the hydrolysis products of the polymer anhydride group 

during the development process. This enhancement in development per-

formance also minimized any swelling when using the industry standard 

TMAH aqueous base developer. Using this approach, a number of two or 
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 7.22      Example of chemical structures for alicyclic polymers incorporated 

into 193 nm resists.  
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more component resists based on the cyclic-olefi n backbone polymer resist 

formulations were devised and, as provided in Fig. 7.23, optimized for use in 

193 nm lithography. 118       

 Concurrent with the development of 193 nm resists was the investiga-

tion of a lithography tool generation using a fl uorine (F 2 ) excimer laser 
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 7.23      Chemical structure representations for : two-component 

resist  formulations based on a terpolymer of norbornene-maleic-

anhydride-acrylic acid and-t-butyl acrylate with an acid generating 

species;  three-component resist  formulations which include a cholate 

ester DIs, acid generating species and acidic base resin and  hybrid 

resist  formulations based on these two or more component resist 

formulations.  
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having an emission at 157 nm. 119  In the case of 157 nm lithography, incor-

poration of functional groups containing fl uorine such as the fl uoroalcohol 

moiety provided a pathway to identifying optically transparent materi-

als at this wavelength. 120  The fl uoroalcohol group is also transparent at 

193 nm, and this property, in combination with the need to control the 

size of the CD during the PEB step, led to these materials also acting as 

high performance 193 nm resists. 121  One approach to including fl uorine as 

part of the resist consisted of incorporating the hexafl uoroisopropylalco-

hol (HFIPA) group into the side chain of methacrylate-based resists. 122,123  

Figure 7.24 provides examples of methacrylate monomers containing the 

pendent HFIPA group.      

 Incorporation of the fl uoroalcohol group into the side chain of methacry-

late resists not only improved the optical transparency at   λ   = 193 nm, but 

also has been used to control the resist’s aqueous base dissolution prop-

erties. The group’s acidity is similar to that of a phenol 124  and, through a 

balance with other components in the resist, can be used to regulate the 

infl uence of the presence of the carboxylic acid groups on the dissolution 

behavior of the material. 

 In addition, this group, when present in the resist, acts to reduce the sen-

sitivity to the conditions used in the PEB step ( Δ CD/°C). 

  7.4.1      Chemically amplifi ed resists for 193 nm 
immersion (i) lithography 

 The extension of using 193 nm light as the exposure source to fabricate 

device size features well below 100 nm was realized through the introduc-

tion of commercially available 193 nm water immersion lithography tools. 125  

Immersion lithography provides an imaging system with an effective 

O

O

OH CF3

F3C

O

O

OH
CF3F3C

 7.24      Chemical structure of acrylate-based monomers containing the 

hexafl uoroisopropanol group which have been incorporated into 

193 nm resist formulations.  
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numerical aperture >1 and an increase in depth of focus (DOF). 126  The key 

to the success of this lithography system was to make use of the commer-

cially available 193 nm CA resists with the immersion exposure process. This 

would provide for the rapid continuation of 193 nm lithography and acceler-

ate closure on the need for continued development of the exposure tool and 

resists for 157 nm lithography. 

 The choice of water as the immersion liquid was driven by it having 

a refractive index at 193 nm equal to 1.44 and an extremely low absorp-

tion coeffi cient on the order of 0.04 cm −1 . 127  Ultra-high purity water is 

required, and the critical challenges associated with having the surface 

of the resist fi lm coming into contact with the water immersion liquid 

include:

   Extraction (dissolution) of any of the components of the resist fi lm into • 

the water medium.  

  The degree to which water enters (permeates) into the resist fi lm.  • 

  The observation of any outgassing of the resist fi lm during exposure • 

resulting in the presence of bubbles in the liquid medium.  

  The presence of any particulates formed during the resist–water • 

interaction.  

  The durability of the resist fi lm to remain intact/not degrade during the • 

high speed exposure scan rate process of the lithography tool.  

  Collectively, the observation of any of these processes will adversely affect 

the overall lithographic performance of the 193 nm CA resist. Strategies to 

mitigate the infl uence of the water immersion exposure process on resist 

performance include:     

   Use of a top coat protective fi lm coated onto the surface of the resist fi lm.  • 

  Introduction of additives into the resist, which enables the resist to per-• 

form to specifi cation without the need of a top coat protective fi lm.    

  Top coat protective fi lms 

 The function of the top coat fi lm is: (i) to prevent the leaching or enter-

ing of components of the resist fi lm into the water immersion medium, and 

(ii) to mitigate any added defects throughout the lithographic patterning 

process. The top coat, if functioning properly, can therefore eliminate any 

variability in the composition of the resist fi lm during exposure and pro-

tect the illumination lens system of the lithography tool and the underlying 

layers of the resist-coated substrate from deposition of any exposure gener-

ated contaminants. Early version top coat fi lms were only soluble in organic 

solvents. 128  This necessitated the introduction of an additional processing 
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step to remove the top coat fi lm prior to development of the exposed resist 

fi lm in the standard aqueous alkaline developer. Later generation top coat 

fi lms consisted of materials that were designed to be soluble in the standard 

aqueous alkaline resist developer and eliminated the need for introducing 

additional post-exposure processing steps. 129  However, for either type of top 

coat material, the presence of it on the resist fi lm introduced new variables 

that could affect the reproducibility of the exposure process and perfor-

mance of the resist and these include:

   The degree of penetration of water into the top coat layer and into the • 

resist fi lm below it.  

  The wettability by the water onto the surface of top coat fi lm during the • 

scanning exposure tool process.  

  The presence of an interfacial layer resulting from the mixing of the two • 

fi lms during the coating of the protective fi lm onto the resist surface.  

  The promotion of any contaminants and the control of the number of • 

defects resulting from the intimate contact the water layer has during 

the wafer exposure process and during the removal in the resist develop-

ment step.    

 The cost of the top coat material and the need to not add a processing step 

to remove the fi lm greatly infl uenced its choice. Elimination of the added 

processing step could be achieved using a top coat material that was alkali 

soluble and would readily wet the surface of the resist fi lm which it is spin 

coated onto. 130  A number of top coat fi lms containing materials having fl uo-

rocarbon, hydrocarbon and organosilicon functional groups were shown to 

increase the water contact angle values. 131  The resultant reduction in the 

surface energy at the water-top coat fi lm interface also has the effect of 

eliminating the mechanical failure or removal of either fi lm layer from the 

Si substrate and the likelihood of introducing defects into the device being 

fabricated. 132  Acrylic based polymer materials containing fl uoroalcohol 

functional groups, which were initially investigated for use as positive acting 

CA resists for 157 nm lithography and early version 193 nm resists, found 

utility as top coat materials. 133  These fi lms are highly transmissive at 193 nm, 

appreciably wet many commercial ArF resist fi lms, and are prepared using a 

low cost manufacturing process. 134  Figure 7.25 provides examples of top coat 

materials containing the fl uoroalcohol groups.      

 Fine control in meeting the desired water contact angle and solubility in 

aqueous alkaline solution was achieved in these materials by optimizing the 

structure of the fl uoroaliphatic side chain group. 135  Use of hydrocarbon or 

ether based spin casting solvents for the top coat material aided in minimiz-

ing the presence of an interfacial layer between the resist and top coat fi lms, 

thereby enhancing their use as a top coat fi lm. 
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 Top coat fi lms can also be designed to be an effective antirefl ective 

coating (ARC) layer. 136  The appropriate thickness and optical properties 

required to act as an ARC layer must be balanced by maintaining the key 

fi lm requirement of protecting the resist fi lm from deleterious interac-

tions with the water immersion layer. Top coat materials have been used to 

improve the observed quality of the resist image after development. This 

is made possible by incorporating an acidic functionality into the top coat 

material. This has the effect of reducing the presence of a post-develop-

ment surface skin layer of the 193 nm resist fi lm by compensating for any 

unintended reduction in acid concentration at the resist surface after it has 

been exposed. 

 Minimizing defect density resulting from the use of a top coat fi lm repre-

sents one of the most challenging requirements for use in 193i lithography. 

The pertinent processes to reduce the observed defects are to eliminate the 

pulling of the resist fi lm during the scanned exposure step and the presence 

of any remaining water droplets after the resist fi lm has been exposed and 

continued onto the post-exposure processing steps. 137   

  Immersion compatible/top coat free resists 

 CA resists that do not require a top protective coating to be exposed in a 

193 nm immersion lithography tool represent a more attractive approach to 

reduce process complexity, defectivity, and cost. One path to achieving this 

is to reduce the hydrophilicity of the resist by incorporating, for example, a 

hydrophobic fl uorinated alicyclic-based monomer into the resist. 138  In addi-

tion, there is the need to design the acid precursor and radiation generated 

acid product species to not dissolve or leach into the immersion liquid. This 

requirement represented a formable challenge in identifying a top coat free 

resist material. 139  
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 7.25      Chemical structure representation of fl uorine-containing 

copolymer materials functioning as top coats for use in 193 nm 

immersion lithography.  
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 A more prevalent path has been to incorporate an additive into the resist 

that functions to produce an  in situ  topcoat. 135  The additive operates by hav-

ing a lower surface energy than the other components in the resist formula-

tion, which enables the additive to rise and become the predominant species 

at the surface of the resist fi lm during the spin coating process. The high con-

centration of the additive at the surface effectively provides the equivalent 

functions of a top coat fi lm previously described and to critically provide 

the proper contact angle for minimizing the generation of defects during the 

scanned immersion exposure tool process. Additives that have been inves-

tigated include organosilicon- and fl uorine-containing polymers. The low 

surface energy groups are incorporated into the additive as either part of 

the backbone structure or as part of the side chain of the base polymer mak-

ing up the material. A polymethacrylate backbone has been widely used, 

and examples of silicon- and fl uorine-containing additives are depicted in 

Fig. 7.26. 140,141       

 A second consideration in the identifi cation of the additive is, it does not 

inhibit the exposed areas of the resist fi lm from dissolving in the aqueous 

base developer solution. Insolubility in the developer solution can lead to 

an increase in the roughness of the patterned resist image and the number of 

defects in the fi nal device structure. Solubility of the additive in the aqueous 

base developer solution is achieved by incorporating non-polar acid labile 
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 7.26      Chemical structure of silicon and fl uorine containing methacrylate 

co- and ter- polymers used as additives in a top coat free 193 nm 

immersion lithography resist process.  
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groups into its polymeric structure, such as that also shown in Fig. 7.26. The 

exposure and PEB steps simultaneously drive the acid catalyzed deprotec-

tion reaction of the additive and resist resin components to ensure complete 

dissolution in the developing solution. The use of a top coat free CA resist 

has cleared the way for returning to employing a cost effective, low defect 

level, single layer resist in the 193 nm immersion lithography process.   

  7.4.2      Resists for double patterning, double exposure 
193 nm lithography strategies 

 The thrust of the IC manufacturing community to further push the resolu-

tion envelope of 193 nm immersion lithography for use in the 22 nm tech-

nology node generation has led to the need to develop more complex and 

challenging exposure and patterning processes. 142  In order to press on to 

fi nding a solution for the 22 nm technology node, a number of resolution 

enhancement techniques have been proposed that do not radically alter the 

lithography process used in today’s commercial IC manufacturing world. 102  

With the exception of the  ‘  Self-Aligned Spacer Double Patterning Process  ’ , 

which is discussed in a latter section, the heart of these resolution enhance-

ment techniques is the requirement to perform a minimum of two exposure 

steps per wafer level. The double exposure process enables the pattern of a 

complex photomask to be broken up into two individual exposures, thereby 

relaxing the diffi culties associated with the single-exposure printing of the 

entire layer. The two exposure processes are in effect combined to print the 

pattern of the original mask. This approach relaxes operating the fabrication 

process at the lower limit of k 1 , and enables realistic implementation into a 

manufacturing environment. Distinctions or variations in the two exposure 

step process have opened up a frontier for the resist chemist to develop 

new materials and processes to meet the 22 nm device design rule require-

ment. 143,144  The following sections highlight the various two exposure step 

processes being pursued with 193i lithography and are also further discussed 

in the section in Chapter 1 entitled  ‘ Multiple Patterning Lithography. ’  

  Double patterning lithography (DPL) 

 Of the most recent resolution enhancement techniques, the double pattern-

ing, single level process represents the quickest approach to turn this on in 

production. Many variants of this technique have been proposed and prac-

ticed. These include, but are not limited to:

    • Litho-etch, litho-etch  ( LELE) process . Two complete lithography and 

subsequent etch processes are performed to fully pattern a single device 
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layer. 145  In this process, two resists and two sequential processes con-

sisting of resist coat–bake–expose–bake–develop–etch are performed. 

In this instance, the wafer must be removed from the lithography sys-

tem and brought back to be realigned, and then exposed a second time. 

The two complete lithography steps involving the resist can make use 

of the same or a different material, and can use either a negative or 

positive acting resist. The straightforwardness of this approach, and the 

lack of the situation where the fi rst resist layer is coated onto an existing 

patterned resist layer, provided for rapid acceptance of this resolution 

enhancement technique.  

   • Litho-litho-etch  ( LLE) process.  With this, the requirement of perform-

ing a second etch step is removed, thereby simplifying the overall com-

plexity of fabricating the fi nal device pattern. 146  However, this process 

requires the second resist coating to be performed directly onto the 

initial patterned resist layer. There is the concern related to the initial 

resist patterned layer intermixing during the second resist coating pro-

cess. This has the potential to distort the images formed from the coating 

of each resist layer during subsequent baking and development steps. 

The following processes have been used to overcome the potential for 

intermixing of the two resist layers:  

   • Litho-freeze-litho-etch  ( LFLE) process . To address the resist intermix-

ing issue, two processes to  ‘  freeze  ’  the fi rst formed resist pattern have 

been investigated. 147  In the  ‘  chemical freeze  ’  process, a distinct material 

is introduced into the process prior to the coating of the second resist 

coating step. The chemical agent is dispensed onto the existing resist pat-

tern and induces the patterned resist material to become highly cross-

linked. The crosslinked resist is now rendered insoluble in the spin cast-

ing solvent used in the second resist coat, thereby greatly reducing or 

eliminating any intermixing of the resist layers. Figure 7.27 provides a 

schematic representation as to how crosslinking occurs in the  ‘  chemical 
freeze  ’  process.         
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 7.27      Diagrammatic representation of the  ‘  Litho-chemical freeze-litho-

etch ’ process in which crosslinking of the initially patterned resist 

image occurs prior to second resist coating step.  
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 Alternatively, instead of using a chemical crosslinking agent, the fi rst pat-

terned resist layer is thermally treated (heated) to induce crosslinking 

within the material. The  ‘  thermal freeze  ’  process has the advantage of not 

introducing any additional chemicals into the overall patterning process 

and conforms to using the widely accepted lithography process baking 

step. Figure 7.28 provides the framework chemical structure and functional 

requirements for the polymers comprising a resist that is involved in a  ‘  ther-
mal freeze  ’  process.       

    • Self-aligned spacer double patterning process  ( SADP).  This process has 

been the most heavily exercised in the 193 nm immersion lithography 

printing of a semi-dense pitch core grating pattern, which typically uses 

a 1:3 line-to-space pattern arrangement. 148  As shown in Fig. 7.29, after 

the resist is patterned, the remaining structures are coated with an inor-

ganic SiO x  or Si x N y  layer  via  a chemical vapor deposition or spin coat-

ing process to form spacers on the resist side wall. The spacers function 

to split the pitch of the existing pattern by way of the top coated part 

of the resist pattern being subjected to a polishing process. This results 

in selectively removing the inorganic layer from the resist surface, but 

does not affect the material that has been deposited onto the side wall 

of the resist images. The remaining uncoated part of the resist pattern is 

then removed during the subsequent dry/plasma etching step, leaving 

only the standing inorganic material side wall structure to act as the etch 
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 7.28      Chemical structure and functional requirements of the monomers 

comprising the resist involved in a  ‘ litho-thermal freeze-litho-etch 

process’.  
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mask during this pattern transfer step. This process produces in the end 

a higher density, smaller 1:1 pitch grating structure. In certain instances, 

additional lithography processing is required whereby a separate photo-

mask or  ‘ cut mask ’  is used to trim the ends of the lines that were depos-

ited with the inorganic material. This approach provides for superior 

overlay performance over other DEP processes, and is most suitable for 

forming regularly arranged dense patterns.          

  Double exposure lithography (DEL) 

 DEL, unlike the previously described resolution enhancement techniques, 

does not require the coating of two resist layers, deposition of an additional 

material, or the removal of the substrate from the lithography tool during 

any part of an individual device level patterning process. 149  In DEL, a single 
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Litho Etch Litho Etch
LELE (Negative)

Litho Etch Litho Etch
LLE

Litho Litho Etch

LFLE (Chemical freeze)

Litho Chemical freeze Litho Etch
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Litho Thermal freeze Litho Etch

SADP

Litho Etch Spacer Etch

 7.29      LELE, LLE, LFLE and SADP process fl ow diagrams.  
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layer of resist is coated onto the substrate and is subjected to two sequen-

tial exposures followed by one develop and one etch step. The exposures 

are positioned to be staggered with respect to each other, and are required 

to have twice the desired pitch in order to produce the fi nal pattern. This 

approach does require increasing the number of masks to two for each 

device level pattern, but substantially reduces the overall number of pro-

cessing steps relative to the other resolution enhancement techniques. DEL, 

however, requires the resist to have a nonlinear exposure response and this 

precludes the use of the existing platform of resists used in 193i lithography. 

This is due to what is referred as the  ‘ memory effect ’  occurring between the 

two exposures performed in the single layer of resist. 150  Various approaches 

have been described by C.G. Willson  et al.  149  to identify a material with a 

nonlinear exposure response. These include contrast enhancement layers 

(CEL), two-photon materials, intermediate state two-photon (ISTP) mate-

rials, and optical threshold layers (OTL).    

  7.5     Resists for extreme ultraviolet lithography 
(EUVL) 

 The following section provides a brief summary of EUVL resist materials 

based on their polymer platforms. 

  7.5.1     Methacrylate-based polymer platform 

 Polymethylmethacrylate (PMMA), a well-known e-beam resist 151 , has 

also been investigated for use in EUVL. 152,153  PMMA is a non-CA resist 

and, equivalent to what occurs when exposed to charge particle radiation, 

undergoes scission of the main chain of polymer when subjected to extreme 

ultraviolet (EUV) radiation. The scission events lead to a reduction in the 

molecular weight of the PMMA present in the exposed fi lm regions and 

enables selective development of those fi lm areas in an organic based devel-

oper. 154  PMMA has demonstrated low line edge roughness (LER) and high 

resolution performance when exposed by an EUV interference lithography 

system. Half-pitch grating patterns having 20–50 nm dimensions were delin-

eated using this approach. 155   

  7.5.2     Hydroxystyrene-based polymer platform 

 Environmentally stable chemically amplifi ed photoresist (ESCAP) was 

invented at IBM as a DUV CA resist and was fi rst explored for applica-

tion in EUVL in 1999. 156  The polymer component in ESCAP is poly (t-butyl 

acrylate-co-p-hydroxystyrene) and the structure is shown in Fig. 7.30.      
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 Chemical amplifi cation in ESCAP is based on the deprotection reaction 

mechanism pathway, and showed high photosensitivity, good stability in a 

dry etching environment, and compatibility with a PEB aqueous base devel-

opment process. 50 nm dense and 30 nm semi-dense lines in 80 nm thick 

resist could be achieved using the ESCAP version XP9947W resist when 

exposed in a EUV interference lithography tool. 157   

  7.5.3      Ketal protected hydroxystyrene-based polymer 
platform 

 KRS resist is a CA positive acting resist based on a ketal protected poly(p-

hydroxystyrene) platform. 158  The low activation energy for deprotection of 

the ketal protecting group enables this process to occur at room temper-

ature, and is shown in Fig. 7.31. This room-temperature reaction has the 

advantage of reducing resist image blur when exposed to EUV and other 

forms of radiation. KRS resist has demonstrated the ability to resolve 

25–45 nm dense line patterns when exposed using LBNL’s 0.3 NA EUV 

micro-fi eld tool. 159        
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 7.30      Chemical structure of the polymer/resin component in ESCAP 

resist.  

OHO

R2

R3

R1O

OH

H
+

hν

 7.31      Chemical structure and chemical amplifi cation reaction process in 

KRS resist.  
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  7.5.4     Low EUV atomic absorption cross-section resists 

 Transparency to EUV radiation is a critical requirement in designing a resist 

for this lithography technology. Incorporation of elements such as H, C, B, Be, 

and Si into the resist, which have low atomic absorption cross-section coef-

fi cients at   λ   = 13.5 nm is helpful in meeting the transparency requirement. 

Figure 7.32 provides the chemical structure for exemplary silicon and boron 

containing EUVL resists. 160,161        

  7.5.5     EUVL acid generating species 

 Acid generating species used in earlier generation 248 and 193 nm CA 

resists are also commonly used in EUVL resist formulations. Figure 7.33 

illustrates the structure for a few exemplary acid generating species used in 

EUVL resist formulations. 162–164       
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 7.32      Chemical structure for silicon containing resists [poly 

(trimethylsilylstyrene-co-p-hydroxystyrene), HSQ and boron containing 

EUVL resist polymers.  
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 One innovative structural design 164  used in a select number of these acid 

generating species is the moiety responsible for the exposure induced acid 

generation to be chemically attached onto the side chain of the polymer 

present in the resist. This has the desirable effect of minimizing resist image 

blur, and reducing the diffusion and level of outgassing from the resist fi lm. 

These attributes collectively enhance resist resolution, and reduce LER 

without sacrifi cing sensitivity to EUV radiation.   

  7.6     Resists for electron beam lithography 

 Concurrent with the development and advancement of optical lithography 

has been the need to establish a commercialization path for the manufac-

ture of the photomask or reticle with the highest level of perfection. The 

requirement to produce a  ‘ perfect ’  mask (which is the focus of Chapter 5), 

whereby the computer aided design (CAD) pattern of a device layer is 

exactly replicated onto the mask, has also led to the development, evolution, 

and commercialization of direct write electron beam lithography systems 

(DWEBLS). Chapter 3 provides a comprehensive description for these 

exposure systems. In addition to the use of these exposure tools to fabricate 

photomasks, DWEBLS has also found utility as a method to directly form 
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 7.33      Chemical structure descriptions of acid generating species 

incorporated into CA EUVL resists.  
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the pattern in a resist layer coated onto a semiconductor substrate, thereby 

bypassing the need to fi rst fabricate a photomask. Direct write electron 

beam is the lithography of choice to carry out the fundamental research 

required to understand how new materials and process approaches can be 

used to fabricate advanced devices. However, use of DWEBLS for high vol-

ume manufacturing of ICs is challenged by the serial writing nature of the 

exposure tool. High throughput approaches that have been pursed include 

the development of multi-electron beam exposure systems and projection-

electron lithography (PEL) tools. 165  

 In addition to making use of electrons as the exposure source, a beam of 

ions such as Gallium, and Helium have been used in DW exposure systems. 

A more detailed description of focused ion beam lithography systems can 

be found in Chapter 4. 

 The development of suitable charge particle resist materials in particu-

lar for the photomask industry required the need to identify both positive 

and negative acting resists. The typical Chromium-on-glass mask fabrication 

process is analogous to what is displayed in Fig. 7.2. Exceptions are that the 

exposure source is electron based, which as stated is a direct write process 

requiring no mask fi xture above the plane of the resist layer during expo-

sure. The choice of the resist tone in the mask fabrication process is driven 

by minimizing the required exposure area and corresponding time for a 

given pattern layout. 166  The selection process is summarized as follows:

   Selection of the tone of resist depends on the ratio of the clear/opaque 
area of the pattern.  

  Clear area < Opaque area – use positive resist  
  Clear area  >  Opaque area – use negative resist    

 Reproducibility and relative simplicity in the photomask fabrication pro-

cess stipulated that the photomask blank supplier provide the substrate 

with a stable/long shelf life resist fi lm coated onto it and ready for exposure. 

The need to transfer the resist pattern into the Chromium photomask layer 

required the resist to withstand wet and dry etching environments unique 

to that layer. 167  Table 7.3 summarizes the resist material properties require-

ments when fabricating a standard binary Cr-on-quartz photo mask. Based 

on these required properties, the early development of resist materials for 

use in the mask fabrication took a different path from what is used in optical 

lithography.      

 Electron beam resist sensitivity is of critical importance in the manufactur-

ing process from the standpoint of minimizing the exposure time of the mask 

and any heating of the quartz substrate during exposure. Exposure induced 

substrate heating and subsequent expansion can lead to linewidth variation 

and pattern placement errors on the fully fabricated mask. 168,169  In contrast, 
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when a DWEBLS is principally used for nanofabrication purposes, reso-

lution capability is the ultimate driver in the choice of the resist. 9  Finally, 

when multi or projection electron beam based systems are considered for 

potential use in high volume IC fabrication; the concurrent requirements of 

high sensitivity and resolution must both be considered in choosing a suit-

able resist. 170–172  Note that the reported resist sensitivities used throughout 

this section of the chapter are functions of the electron beam exposure tool 

accelerating potential setting, and are approximately inversely proportional 

to the beam energy. 

  7.6.1      Intrinsic property requirements of polymers as 
electron beam sensitive resists 

 Earliest version electron beam resists were single component polymers, 

which, upon exposure, induced fracturing of the main chain of the polymer 

or led to the formation of inter-chain crosslinks. Figure 7.34 provides the 

guidance and fundamental analysis approach used to determine whether 

the polymer will predominantly undergo main chain scission or inter-chain 

crosslinking.      

  G-values and their infl uence on tone/choice of resist 

 For resist applications, one can make use of the  G -values to determine 

which radiation induced polymer degradation path predominates. 173  The 

radiation chemical yields are expressed in terms of  G -values.  G  (scission), 

 Table 7.3     Cr-on-glass photomask electron beam resist property vs performance 

requirements 

 Property  Performance requirement 

 Solution shelf life  > 6 months 

 Batch to bath reproducibility  < 5% variation in composition and 

molecular weight 

 Film coating on photomask 

blank shelf life 

 > 3 months 

 Thermal properties  Glass transition temperature 

 T   g   > 80°C 

 Wet etch Cr chemistry  No degradation or adhesion failure 

 Dry etch Cr chemistry  Min 1:1 selectivity in Cl 2 -O 2  based 

plasma 

 Solubility  In environmentally safe spin coating 

and developing solvents 

 Stripability  Removal in commercial based 

stripping solutions or O 2 , halogen-

based plasmas 
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 G ( s ), equals the number of main chain scissions produced per 100 eV of 

energy absorbed, and  G  (crosslinking),  G(x) , equals the number of cross-

links formed per 100 eV absorbed. The  G -value is a structure-dependent 

constant similar to quantum effi ciency in photochemistry. 

 Specifi cally one can use the ratio of  G ( s )/ G ( x ) to determine the tone of 

the resist whereby:

when the ratio of  G ( s ) /G ( x )  >  4, main chain scission reactions predomi-

nate, resulting in a decrease in the polymer molecular weight of the exposed 

vs the unexposed regions of the fi lm. The difference in the wet development 

rate between the exposed vs non-exposed regions is then used to form a 

positive tone image. 

 when the ratio of  G ( s)/G ( x) <  4, inter-chain crosslinking reactions pre-

dominate, resulting in an increase in molecular weight leading to an insolu-

ble gel and negative tone formation. 

  G -values and the ratio of  G ( s )/ G ( x ) can be correlated to the contrast of 

the resist. In general, for positive resists a higher value of  G ( s ) and a lower 

value of  G ( x ) yield a higher ratio value, resulting in higher resist, contrast, 

and resolution capability. For negative resists the converse is true, whereby a 

higher value  G ( x ) and a lower value of  G ( s ) yield a lower ratio value, result-

ing in higher resist, contrast, and resolution capability. Best case scenarios 

are: for + tone resists  G ( x ) is zero; and for – tone resists  G ( s ) is zero. The 

worst case scenario is when  G ( s )/ G ( x ) approaches four. Competing scis-

sion and crosslinking reactions lead to a very low contrast resist. In poly-

mer systems it is common to have both scission and crosslinking reactions 

occurring, and it is the threshold absorbed dose for one vs the other reaction 

pathway that defi nes the tone of the resist. 

 In the absence of a defi ned lithographic process for a polymer being inves-

tigated as a suitable resist, gamma (  γ  ) radiolysis using a Cobalt-60 source of 

solid samples can be used to determine the  G -values for that material. 174  

The susceptibility of an organic polymer to undergo a structural change upon exposure to radiation is inherent
in its choice as a potential electron beam resist.

The intrinsic lithographic sensitivity of a polymer is related to the two events; chain scission of the polymer
backbone and the formation of crosslinks between polymer chains.

The lithographic sensitivity and contrast are measures of the efficiency with which a relief image is generated
and are related to the intrinsic radiation sensitivity of a material

The radiation chemical yields of a polymer are a measure of the intrinsic radiation sensitivity of the polymer
(i.e., how many bonds break or crosslinks from per unit of absorbed energy) and are used to determine the

tone and predict the perfomance of the resist

 7.34      Step wise fundamental analysis approach to determine the 

predominant e-beam induced reaction process in a candidate resist 

material.  
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The determination of the  G -values requires measuring the change in the 

molecular weight of polymer as a function of the absorbed dose. Molecular 

weight changes, as a function of dose, can be measured using size exclusion 

chromatography. The incident dose of an electron beam lithography tool 

required to impart the absorbed dose into the polymer can be calculated 

knowing the composition of the polymer and exposure conditions of the 

electron beam system. 175    

  7.6.2     Positive acting electron beam resists 

 Figure 7.35 provides for the change in molecular weight vs electron 

beam exposure dose for polymethylmethacrylate (PMMA). Evidence of 

a decrease in molecular weight as a function of increasing electron beam 

exposure dose indicates: the ratio  G ( s)/G ( x) >  4, main chain scission reac-

tions are predominating, and positive tone pattern with this polymer can 

be achieved. 176       

  G ( s ) values for positive tone, main chain scission resists can be calculated 

by plotting the reciprocal of the number average molecular weight of the 

resist vs absorbed dose. Figure 7.36 provides results for three polymer sys-

tems. 177  A resultant linear relationship is obtained and the slope of the line 

provides for determination of the value of  G ( s ).      

 PMMA is one of the most thoroughly studied positive acting electron 

beam resists, and its radiation induced reaction pathway leading to a reduc-

tion in molecular weight is shown in Fig. 7.37. 178       

 Main chain scission events occurring in PMMA are initiated via e-beam 

or short wavelength UV (<250 nm) exposure through cleavage of the main 

chain carbon to the carbonyl–carbon bond. The resulting radical species, 
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 7.35      Change in molecular weight as measured by gel permeation 

chromatography vs e-beam exposure dose for polymethylmethacrylate 

(PMMA) positive acting resist.  
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which are formed along the main chain, undergoes a rapid rearrangement 

that results in the cleavage of the polymer backbone and production of 

small molecule volatile products and additional radical species. 

 Positive tone pattern formation in PMMA is realized from the dissolu-

tion rate of the exposed fi lm regions in a chosen developer exceeding the 

dissolution rate of the non-exposed fi lm areas. This kinetic rate difference 

in a given solvent (developer) is the cornerstone contrast mechanism for 

methacrylate-based e-beam resists. 179  In molecular terms, the dissolution 
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rate of the fragmented polymer chains in the exposed regions is faster than 

that of the unobstructed polymer chains in the non-exposed material. Since 

there is a distribution of polymer chain lengths in both the non-exposed and 

exposed regions, there is likewise a range of dissolution rates as a function of 

chain length. This process is inherently characterized as being of low to mod-

erate contrast. Contrast can be improved if the molecular weight distribu-

tion
 ( )M Mw nM     or polydispersity of the starting polymer material approaches 

unity. 180  A unity polydispersity results in a more uniform dissolution rate of 

polymer when subjected to electron beam or ionizing radiation. 

 The reported e-beam sensitivity and contrast value of PMMA 179,181  can 

vary considerably depending on the:

   single- or multi-component solvent used as the developer and rinse  • 

  development time and temperature/RH set points  • 

  mode of development, such as immersion quiescent, immersion with agi-• 

tation, spray-spin, ultrasonic, or a megasonic process    

 PMMA has been shown to be a high resolution resist capable of <20 nm 

resolution when using a very thin (<50 nm) fi lm, high accelerating potential 

beam energy (>50 keV), and a development process using high frequency 

(1 MHz) agitation. 182  However, as a consequence of having a relatively low 

 G ( s ) value of 1.3, PMMA is an insensitive resist, and has only marginal dry 

 Table 7.4       Examples of two positive acting e-beam resists containing high 

electronegativity/electron affi nity substituents present on the backbone of 

the polymer. The incorporation of these substituents into the acrylic based 

resists is shown to improve the  G ( s ) value when compared to PMMA. 

 Resist  Chemical structure of repeat unit   G ( s ) 

 Poly(methyl-  α  -chloroacrylate) Cl

C

COOCH3

CH2

 5 

 Poly(ethyl-  α  -cyanoacrylate) CN

C

COOC2H5

CH2

 2 

 Poly(methyl methacrylate) CH3

C

COOCH3

CH2

 1.3 
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PBS: R = H, R� = CH2CH3
PMPS: R = CH3, R� = CH2CH2CH3( )CH2 SO2C x

R

PBS resist properties
Sensitivity: 0.5–1.0 μC/cm2@10 keV
Contrast: 1–3
Resolution: 0.50 μm

R�

 7.38      Generalized chemical structure of the repeat unit for the 1-olefi n 

sulfone copolymers and the e-beam lithographic performance 

characteristics for PBS resist.  

etching resistance in a Cl 2 –O 2  plasma, rendering it not useful for commercial 

optical mask fabrication.  183  Instead, PMMA has found wide utility in direct 

write on semiconductor substrate applications where resolution, not sensi-

tivity, is the major driver in the choice of the resist. 

 Structural modifi cations to PMMA through introduction of polar elec-

tronegative substituents/high electron affi nity at the quaternary carbon of 

the backbone or on the ester side chain can improve the main chain scission 

yield for this class of resists. 184  Table 7.4 lists examples of resists having the 

substituent present on the backbone of the polymer, and compares the  G ( s ) 

values to that of PMMA.      

 The positive acting main chain scission type resist, which has been shown 

to exhibit one of the highest electron beam sensitivities, is based on the 

alternating copolymer of 1-butene and sulfur dioxide (PBS). 185  PBS found 

wide usage in conjunction with the fi rst commercially available raster scan 

e-beam exposure tools used in the photomask mask making industry. 186,187,188  

These exposure tools required a resist to have a sensitivity/process dose of 

<1.0  μ C/cm 2  at 10 keV to enable high throughput operation. 189  

 Figure 7.38 provides the generalized chemical structure and lithographic 

performance for this family of resists. The electron beam induced reaction 

mechanism in PBS is shown in Fig. 7.39. Mechanistically, electron beam 

exposure induces the highly effi cient homolytic cleavage of the weak main 

chain carbon–sulfur bond yielding  G ( s ) >10 and high electron beam sensi-

tivity values. 190  The resultant high sensitivity of PBS had historically made 

it the workhorse positive acting optical mask making resist. However, 

development process infl exibility and complete lack of plasma dry etching 

resistance have substantially reduced its usefulness in fabricating advanced 

lithography technologies masks. 191            

 Specifi cally, in the situation where the dimensions of the CDs printed on 

the wafer have dropped below 50 nm, it was no longer possible to fabricate 
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the corresponding photomask using a biased isotropic wet chemical etch-

ing pattern transfer process for the chrome layer of the photomask. 192  

Figure 7.40 reveals the undercut profi le of < 1.0  μ m chrome-on-glass pat-

tern formed using a wet chemical etch pattern transfer process. A > 10% 

 7.40      SEM micrograph of the undercut profi le of a < 1.0 coded  μ m Cr 

line formed using a wet etch pattern transfer process.  

H

C

CH2

x

e–
CH2 SO2

CH3

H

C

CH2

x
CH2 SO2

CH3

H

Initial high molecular weight Lower molecular weight after irradiation

C

CH2

x
CH2 SO2

CH3

·

· ·

·

C

CH2

CH2+SO2

Depolymerization

T>60°C

CH3

H

 7.39      Electron beam induced degradation mechanism in PBS. The 

depolymerization process occurs in PBS at temperatures greater than 

its 60°C  T   c  .  
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CD loss is realized from the undercut, and replacement of the wet to dry 

Cr etch pattern process became necessary. This required the search for an 

electron beam sensitive resist that provided durability in an O 2 –Cl 2  plasma 

used to dry etch the chrome mask layer. Positive acting resists contain-

ing aromatic substituents represented attractive candidates for achieving 

reduced O 2 –Cl 2  plasma etch erosion rates and vertical Cr pattern profi les.      

 In this regard, a preferred alternative to PMMA and PBS resists is the ZEP 

family of commercial electron beam resists. 193,194  ZEP affords higher e-beam 

sensitivity over PMMA and greater dry etch resistance than both PMMA 

and PBS. The commercially available ZEP family of resists is an organic 

developable resist based on an alternating copolymer of   α  -methylstyrene 

and   α  -chloromethacrylate. Figure 7.41 provides the chemical structure of 

the repeat unit in ZEP resist. The   α  -methylstyrene monomer is incorporated 

to enhance dry etch durability and the   α  -chloromethacrylate promotes sen-

sitivity to electron beam radiation. Using ZEP-7000, a dose of 8  μ C/cm 2  @ 

10 keV was required for patterning  ≤ 1.0  μ m Cr mask features. An O 2 –Cl 2  

plasma etch rate selectivity (etch rate Cr/etch rate ZEP 7000) was 2.9:1. 195       

Cl

OO
n

 7.41      Chemical structure of the repeat unit in the ZEP family of positive 

acting electron beam resist.  

 7.42      SEM micrographs of submicron vertical pattern profi les in SPR 

700 i-line resist exposed using an electron beam lithography tool 

operating @ 50 keV.  

�� �� �� �� �� ��



244   Nanolithography

© Woodhead Publishing Limited, 2014

( ( ))

OH

R

n
+CH2 ( )

OH

R

nCH2CH2 SO2C
x e–

hν

CH3

CH2

CH2

CH3

( )CH2 SO2 +

( )

OH

R

nCH2+
Depolymerization

+

C
x

CH3

CH2

CH2

CH3

( ( ))

OH

R

n
+CH2 CH2 SO2C · ·

x

CH3

CH2

CH2

CH3

CH2SO2 C

CH3

CH2

CH2

CH3

· ·

Solution
pH ~ 10

 7.43      E-beam induced reaction mechanism in poly (2-methyl-1-pentene-

co-sulfur dioxide) PMPS, which has been blended in with a novolac 

resin.  

 Commercial versions of novolac-DNQ resists used in i, and g-line lith-

ographies exhibit moderate electron beam sensitivity (20–40  μ C/cm 2  at 

50keV), O 2 –Cl 2  plasma etch rate selectivity > 3, and use a non-organic based 

developer. Figure 7.42 depicts submicron imaging and vertical profi les in 

SPR 700 i-line resist exposed at 50 keV. 196       

 Enhancement in the e-beam sensitivity of aqueous base developable 

novolac resists was reported by workers at Bell Laboratories, who inves-

tigated a polymer blend composed of 80–95 wt.% m,p cresol novolac and 

5-20 wt.% of the 1-olefi n sulfone copolymer poly (2-methyl-1-pentene-co-

sulfur dioxide) PMPS. 186  In addition, workers at IBM reported blending a 

novolac with a terpolymer consisting of sulfur dioxide, 2-methyl-1-pentene, 

and a methallyl ether derivative. 197  The sulfone co- and ter-polymers act as 

an aqueous base DIs of the novolac resin. In the case of PMPS, which has a 

low  T   c   (~−40°C), upon exposure to e-beam radiation, undergoes spontane-

ous depolymerization, rendering the exposed regions soluble in an aqueous 

base developer medium. 185  The radiation induced reaction mechanism for 

this copolymer when blended with a novolac resin is shown in Fig. 7.43. This 

resist exhibits an e-beam sensitivity in the range of 5–10  μ C/cm 2  at 50 keV 

and as shown in Fig. 7.44 has been used to produce the high resolution line 

and space patterns. 166            

 The further thrust by the photomask industry 183  to identify a positive 

acting, highly electron beam sensitive, dry etching resist has led to the use 

of styrene-based CA resists commercialized for use in 248 nm lithography. 

This, however, has necessitated the mask industry to adapt to the added 
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process complexity of baking on thick glass plates and environmental con-

trol issues that come with these types of resists. 198  In addition, due to the 

potential variation in the CA resist lithographic performance as a function 

of the time the coated mask blank is stored, the mask industry could no 

longer keep a large inventory of these coated blanks. A number of high- 

and low-activation energy CA resists for mask making were provided for 

fabricating <0.50  μ m dense lines at doses <5  μ C/cm 2  at 50 keV and >1:1 

selectivity in the Cr dry etching process. Figure 7.45 provides results in 

TOK REAP 200 positive acting CA e-beam resist, which supports these 

performance characteristics. 187        

  7.6.3      Positive acting resists for high resolution and 
throughput electron beam lithography 

 Electron beam sensitive positive acting resists based on chemical amplifi -

cation are the platform of choice for projection electron and multi e-beam 

lithography technologies developed for high throughput and resolution appli-

cations. 170,172,199  Resist performance requirements for the  ≤ 80 nm device gen-

erations are comparable to what is needed in advanced high wafer throughput 

optical lithography technologies. Table 7.5 provides requirements of a resist 

for use in a high throughput electron lithography technology system.      

 7.44      SEM micrograph of coded 0.15  μ m line and space patterns in 

a PMPS/novolac blended positive acting electron beam resist. Initial 

resist fi lm thickness = 0.30  μ m.  
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 Identifi cation of a highly sensitive resist allows for exposures to operate 

at lower beam currents, which reduces electron–electron interactions and 

beam blurring. This in turn improves resist resolution and process lati-

tude. 200  Figure 7.46 is an example of <100 nm isolated trench resist pat-

terns imaged at a dose of 5.4  μ C/cm 2  at 100 keV using the SCALPEL 

system. 201       

 A low resist process dose can also reduce exposure induced wafer heating 

and expansion, thereby decreasing overlay errors. 202  The potential for a rise 

 7.45      SEM micrograph of profi les of coded 300 nm line and space 

patterns in 70 nm thick Cr mask layer using TOK REAP 200 CA resist and 

a Cl 2 -O 2  plasma dry etch pattern transfer process.  

 Table 7.5     Property vs performance requirements 

for resists use in a high throughput electron beam 

lithography exposure technologies 

 Property  Requirement 

 Nominal L/S feature size(nm)  80–35 

 Process/type  SLR/CA 

 Image tone  + 

 Process stability  No outgassing 

 Aspect ratio/profi le (°)  3–4/87–90 

 Process dose ( μ C/cm 2 )@ 100 keV  5–10 

 Dose latitude (%range)  >10 

 Contrast  >5 

 LER (nm), 3  σ    <2 

 PED stability (h)  >3 

 PEB sensitivity (nm/°C)  <2 

 Dev. time sensitivity (nm/min)  <2 

 Etch selectivity  =PHS a  

     a PHS-Polyhydroxystyrene.    
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in substrate temperature during the high vacuum exposure environment of 

a high throughput e-beam lithography system puts a constraint on the type 

of CA resist that can be used. As in the case of CA resists that are com-

patible with the operation of optical lithography tools, the optimum e-beam 

resist formulation is one in which the exposure energy requirement is of a 

practical minimum, and the exposure solely results in the generation of the 

acid molecules, which do not volatize at the maximum wafer temperature 

( T  max ) realized from the absorption of the incident beam of electrons into 

the substrate. 203  

 As previously described, identifying a bulky/large molecule acid precur-

sor and radiation generated acidic product that can associate with the polar 

functionalities of the resin component of the resist represents a successful 

approach to eliminating acid loss. Figure 7.47 provides a measure of the 

thermal stability for a number of acids investigated for inclusion in CA 

resist formulations developed to be compatible with the operation of high 

throughput DWEBL systems. 204       

 In addition, to further eliminate volatile product evolution, the subsequent 

acid catalyzed reaction should ideally have a kinetic rate constant ( k   d  ) ~ 0 

at  T  max . Choice of the CA resist in the case of the acid catalyzing a thermally 

assisted deprotection reaction should have a high activation energy ( E   a  ). 

If  K   d   is not equal to zero, then the volatility of the acid catalyzed reaction 

 7.46      SEM micrograph of coded 80 nm isolated trench patterns formed 

in 360 nm thick experimental TOK positive acting CA resist using the 

electron beam projection lithography system (SCALPEL). Exposure 

dose = 5.4  μ C/cm 2 @ 100 keV.  
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products must be zero. Choice of the protecting group determines the level 

of  E   a   and Fig. 7.15 is a summary of where select protecting groups fall on 

the  E   a   scale. 

 Optimization of the compatibility of the CA resist with the operating 

conditions of the e-beam lithography tool enables the lC fabrication engi-

neer to exploit the additional advantages of the technology. This includes 

the ability to use:

   A true single resist layer process, thereby removing the need for an anti-• 

refl exive coating (ARC),  

  The large DOF to print <100 nm contact holes in thick resist, • 170   

  The printing of resist patterns over existing topography while maintain-• 

ing the required CD of those patterns. 205     

 Figure 7.48 provides examples of the last two described advantages. 

Further refi nements in e-beam sensitive CA resists have established this 

lithography technology as a candidate for use in <22 nm device gener-

ation. 188  However, in the case of direct e-beam write patterning of sub-

strates where resolution and process simplicity are key requirements, 

non-CA resists have also been widely exploited. These include self-

assembled monolayer materials, inorganic resists such as metal halides, 

and oxides, which all have been shown to provide pattern resolution 

below 10 nm. 9        
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 7.47      Fraction of the mass of the acid remaining vs heating (bake) 

time for a number of acids investigated for use in CA positive acting 

resist formulations. The chemical structure of camphorsulfonic acid 

is provided as an example of one acid species which meets the low 

volatility requirement when present in an e-beam exposure tool.  
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  7.6.4      Negative acting non-chemically amplifi ed electron 
beam resists 

 It has been previously stated that when the ratio of  G ( s )/ G ( x ) < 4, the 

predominant electron beam radiation induced reaction in the resist is 

inter-chain crosslinking and leads to negative tone resist formation. Early 

version electron beam resists used to fabricate  ‘ clear fi eld ’  optical masks 

 

(a)

(b)

 

 7.48      (a) SEM micrograph depicting a dense array of coded 80 nm 

contact holes patterned in a 750 nm thick positive acting CA resist 

and (b) coded 180 nm resist lines and spaces printed over 0.8  μ m 

wide Tungsten Silicide (WSi) lines which are 0.20  μ m in height. The 

measured deviation in resist line width on and off the underlying 

topography is 0.04 nm. Resist patterned was performed using the 

SCALPEL system.  

�� �� �� �� �� ��



250   Nanolithography

© Woodhead Publishing Limited, 2014

O

X

Epoxy

Vinyl(Allyl)

Halide

n

n

n

 7.49      Examples of side chain/pendent groups on an acrylate backbone 

polymer which are used as initiation sites for inter-chain crosslinking 

reactions in negative acting e-beam resists.  
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 7.50      Electron beam induced reaction pathway in PGMA negative acting 

resist.  
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and to pattern isolated line structures on silicon substrates were based on 

acrylate or methacrylate backbone polymers and copolymers. 206,207  These 

materials contained side chain/pendent groups that acted as sites through 

which intermolecular crosslinking between polymer chains and intramo-

lecular crosslinking on the same polymer chain could occur. Examples 

of side chain groups incorporated into negative resists to promote inter-

chain crosslinking reactions are shown in Fig. 7.49.      

 In the case of epoxy- and allyl-containing resists, negative tone forma-

tion occurs through the electron beam radiation induced reaction pathway, 

which initially forms radical and/or cationic species that reacts with like 

groups on adjacent polymer chains to form an inter-chain bond or cross-

link. For example, e-beam exposure of the epoxy-containing homopolymer 

PolyGlycidylMethacrylate (PGMA) leads to ring opening of the epoxide 

ring, which then reacts with an epoxy ring of an adjacent polymer molecule. 208  

This process continues via a chain reaction leading to the formation of an 

insoluble polymer network. This represents a form of amplifi cation process 

whereby one radiation induced event produces a cascade of ring opening, fol-

lowed by inter-chain bond formation, events. 209  Figure 7.50 details the e-beam 

induced reaction sequence in PGMA. This reaction process has resulted in 

epoxy-containing negative resists exhibiting high sensitivity of <1.0  μ C/cm 2  at 

10 keV. 206       

 A drawback to this type of resist is that the propagation of the radia-

tion generated reactive species continues in the vacuum environment of the 

e-beam exposure tool. This results in those patterns exposed at the onset 

having dimensions (greater) than the patterns exposed last. 210  This can 

result in diffi culties in meeting the required CD control for the device being 

produced. 

 Key materials properties of negative acting crosslinking polymeric resists 

that affect its sensitivity are:

   Weight average molecular weight • ( )Mw      

  Molecular weight distribution/polydispersity • ( )M Mw nM      

  Composition    • 

 In general, the higher the Mw   , the higher is the sensitivity, and the  narrower 

the ( )M Mw nM     distribution, the higher is the contrast of the resist. 175, 211  For 

copolymers, varying the composition offers the fl exibility of tuning the 

desired resist properties, such as high sensitivity and high dry etch resis-

tance, into a single material. 210,212,213  

 A classical methodology used to determine if a polymer will act as a 

negative acting resist is to subject powdered samples of the polymer pre-

sent in a degassed, sealed under vacuum, glass tube to Cobalt-60  γ  irradia-

tion followed by an exhaustive solvent soxhlet extraction process. 174,214  The 
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 7.51      Chemical structure of the repeat unit in poly(glycidyl 

methacrylate-co-3-chlorostyrene) (GMC) negative acting electron beam 

resist.  
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 7.52      (a) Plot of gel fraction vs absorbed dose for the GMC copolymer 

having a Mw  of 1.94  ×  10 5  g/mol and containing 46 mol% of the 

monomer glycidyl methacrylate (GMA). (b) Charlesby-Pinner Plot for 

GMC using the data shown in Fig. 7.52a.  
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amount of any insoluble material remaining after the extraction process has 

been completed is then used to calculate the gel/insoluble fraction remain-

ing from the starting material. Evidence of a gel fraction indicates that the 

G ( s )/ G ( x ) ratio <4 and the radiation induced inter-chain crosslinking reac-

tion predominates over the dose range the material was subjected to. 

 This methodology was used to investigate the suitability of the copolymer 

of glycidyl methacrylate and 3-chlorostyrene (GMC) as a sensitive negative 

acting e-beam resist. 173  The chemical structure of the repeat unit in GMC is 

provided in Fig. 7.51. The post-gamma-irradiation gel fraction as measured 

by the soxhlet extraction method vs absorbed dose for the GMC is plotted 

in Fig. 7.52a.      

 For polymers such as GMC, which have a random distribution, knowl-

edge of the soluble fraction as a function of absorbed dose allows one to 

make use of the Charlesby–Pinner relationship 215   
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 where  S  = soluble fraction,  G ( s ) =  G -value scission,  G (x) =  G -value cross-

linking, Mw   = weight average molecular weight (initial) in grams/mole, and 

 r  = absorbed dose in Mrads. 

 A resulting linear relationship between the soluble fraction term (S + S 1/2 ) 

and the reciprocal absorbed dose ( l/r ) is used to calculate the ratio of  G ( s )/ G ( x ), 

and the individual  G ( s ) and  G ( x ) values. Figure 7.52b makes use of the data in 

the plot above it to construct the Charlesby–Pinner plot for GMC.      

 From this plot, values of 1.13 and 0.65 are calculated for  G ( x ) and  G ( s ), 

respectively. The ratio of  G ( s )/ G ( x ) = 0.58 which is <<4, enabling one to con-

clude GMC as a sensitive negative acting e-beam resist.   Alternatively, the 

data from electron beam exposure response curves of known negative act-

ing resists can be used to produce a subsequent Charlesby–Pinner plot. This 

method 173,213  is useful as a relative comparison of the calculated  G -values, 

and in the determination of which radiation induced reaction pathway  G ( x ) 

or  G ( s ) predominates over the dose range applicable for lithography pat-

terning purposes. 

 Figure 7.53 shows the electron beam exposure response curves and cor-

responding Charlesby–Pinner plots for three negative acting resists; GMC, 

poly 3-chlorostyrene (PCLS), and polystyrene (PS). The resultant radiation 

chemical yields for the three negative acting resists are given in the table 

embedded in Fig. 7.53b.      

 From this relative comparison,  G ( s )/ G ( x ) is lowest for the chlorinated 

aromatic polymer PCLS. The e-beam induced radiation degradation mech-

anism for a chloromethylated aromatic polymer (PCMS) is outlined in 
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Fig. 7.54. The reaction pathway is characterized by the initially formed radi-

cals combining to become directly involved in the subsequent inter-chain 

crosslink reactions, thereby terminating any further propagation of chem-

ical events. 216  As shown in Fig. 7.54, the number of inter-chain crosslinking 

events substantially exceeds the singular reaction event resulting in main 

chain scission. This supports the relatively low calculated  G ( s )/ G ( x ) ratio 

for halogenated styrene based negative resists and higher contrast over 

vinyl- or epoxy-containing methacrylate-based resists. 217–219  The lack of any 

propagation of the radiation induced chemical events by the initially formed 

radicals also eliminates any variability in the size of the resist image while 

the exposed substrate remains in the vacuum environment of the e-beam 

lithography tool. 220       

 Table 7.6 lists a number of chlorinated styrene resists and select mate-

rial and lithographic properties. 184  The table also shows the strong depen-

dence of resist sensitivity on the Mw    of the material. Further enhancement 

in the performance of PCMS has been realized by preparing material with 

extremely narrow polydispersity. 221  Figure 7.55 shows the inverse relation-

ship between the contrast value of PCMS and the polydispersity of the 

polymer. This suggests that narrowing the polydispersity could improve the 

resolution capability of the resist. This fi gure also suggests that starting with 

lower molecular weight material improves contrast; however, this comes at 

the expense of resist sensitivity. Narrow MWD PCMS resist has found wide 

Polymer G(x) G(s) G(s)/G(x)

GMC 1.02 0.42 0.43

PCLS 0.61 0.16 0.26

PS 0.038 0.01 0.54
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 7.53      (a) E-beam exposure response curves for GMC, poly-3-

chlorostyrene (PCLS) and polystyrene (PS) resists. (b) Corresponding 

Charlesby-Pinner plots and  G  values using data from Fig. 7.53a.  
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utility in the production of clear-fi eld optical masks as well in direct write on 

Si wafer e-beam lithography applications. 183            

  G ( s ) values have also been used to determine the stability of a resist in 

an oxygen (O2) plasma etching environment. 222  Table 7.7 provides the rel-

ative O2 plasma etch rate of known positive acting electron beam resists to 

that of polystyrene. The data support the statement: the higher the value 
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 7.54      Electron beam induced reaction sequence occurring in the 

chlorinated aromatic negative acting resist: Poly m,p-chloromethyl 

styrene (PCMS).  
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 Table 7.6     Examples of chlorinated styrene resists, their molecular properties and 

corresponding electron beam sensitivity 

 Resist  Mw  E-beam sensitivity 

@ 20kV 

Poly(chloromethylstyrene) (PCMS)  2  ×  10 4    − 4.5  ×  10 5  7–0.35 

 Chloromethylated Poly (α -Methyl 

Styrene) (~95% Chloromethylated) 

 8  ×  10 3    − 1.9  ×  10 5  42–3 

 Poly(4-Chlorostyrene) (PCS)  3  ×  10 5    − 7  ×  10 5  2.5–1.5 

Mw ~ 20K

1.2
0.7

1.0

1.5

C
on

tr
as

t (
γ)

2.0

1.5

Molecular weight distribution (MWD)

2.0

Mw ~ 375K

 7.55      Plot of the contrast value for the e-beam sensitive PCMS resist vs 

the molecular properties of the starting polymer material.  

of  G ( s ), the higher is the O 2  plasma etch rate of the polymer. The correla-

tion of plasma etch resistance to the  G ( s ) value has been shown not to be 

a function of the type of main chain scission pathway, but dependent only 

on the magnitude of  G ( s ). This early study led to the pursuit of identify-

ing e-beam sensitive resists having low  G ( s ) and  G ( s )/ G ( x ) values, and to 

contain aromatic moieties to minimize fi lm erosion during the dry etch-

ing of the Cr layers of the photomask. 167,195,223,224  A follow-on generation 

of resists used in mask making further improved the O 2 –Cl 2  dry etching 

resistance, through the incorporation of silicon into the structure of the 
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material. 223,225  A representative resist is shown in Fig. 7.56, and is based on 

a copolymer of m,p-chloromethylstyrene and trimethylsilylmethyl meth-

acrylate P(SI-CMS). 226  This negative acting resist continues the usage of 

the chloromethylstyrene monomer for its promotion of electron beam sen-

sitivity, and the silicon methacrylate monomer for its improvement in dry 

etching resistance in an O 2 -Cl 2  plasma. P(SI-CMS) formulations having the 

molecular, compositional and thermal properties summarized in Table 7.8 

were used to fabricate optical masks. High sensitivity and vertical side wall 

photomask patterns could be achieved when using a P(SI-CMS) formula-

tion having an Mw     >  1.0  ×  10 5  g/mol and containing 90 mol% trimethylsilyl-

methyl methacrylate (SI). 225                           

 A Cr dry etch pattern transfer process using P(SI-CMS) resist and the 

corresponding etch selectivity values, as compared to novolac-based resists, 

are provided in Tables 7.9 and 7.10, respectively. A greater than fi ve-fold 

improvement in etch selectivity is realized through the use of the organo-

silicon resist vs a standard novolac material. Fig. 7.57 displays submicron 

CH3

CH2

CH3

SI

CH3CH3

C

C = O

x

O

Si

CH2 CH2 CH

CH2Cl

y
[ [] ]

e-beam exposure sensitive moiety
and is controlled by MW and CMS content

CMS
CI2–O2 plasma etch resistance moiety and

is controlled by SI content

7.56      The chemical structure of the repeat unit in P(SI-CMS) and 

description of the lithographic properties imparted by the highlighted 

functional groups present in the copolymer.  

Table 7.7     Oxygen plasma dry etch rate ratio (etch rate resist/etch rate polystyrene) 

and  G ( s ) values for PS and select positive acting electron beam resists 

 Polymer  O 2  Plasma dry etch 

rate ratio 

  G(s)  

 Poly(styrene)

Poly(methyl methacrylate)

Poly(methyl methacrylate-

co-methacrylonitrile) 94:6

Poly(1-butene sulfone) 

1.0

2.4

2.7

7.1

0.01

1.2

2.0

9.0
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 Table 7.8     Material properties of a range P(SI-CMS) 

formulations used in the fabrication of Cr-on-glass optical 

masks 

 Material property  Value for P(SI-CMS) 

 Weight average molecular weight  0.30–1.3  ×  10 5  g/mol 

 Molecular weight distribution  1.4–1.6 

 Composition  90 mol% SI 

 Glass transition temperature ( T   g  )  82–90°C 

 Thermal decomposition temp. ( T   d  )  >200°C 

 Table 7.9     Sequence of steps and conditions used 

in the P(SI-CMS) Cr dry etch optical mask pattern 

transfer process 

 Process step  Conditions 

 Post-develop bake  80–110°C/30 min 

 Descum  Fluorine based plasma 

 Oxidation  Oxygen plasma 

 Cr etch  Chlorine-Oxygen plasma 

 Table 7.10     Etch rate and selectivity values of P(SI-CMS), novolac 

vs the optical mask Chrome layer 

 Material  Etching rate 

 ( Å /min) 

 Etching rate ratio (Cr 

rate/P(SI-CMS) resist rate) 

 P(SI 0.90 –CMS 0.10 )  20  4.25 

 Novolac  280  0.30 

 Chrome  85  1.0 

0.25 μm Cr lines
and spaces

0.30 μm Cr lines
and spaces

Profile of a isolated
0.5 μm Cr line

 7.57      SEM micrographs of coded  ≤  0.50  μ m line and space and isolated 

line Cr patterns.  
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vertical Cr line profi les formed when using this resist, making this a suitable 

material for fabricating  ≤ 250 nm device generation optical masks.       

  7.6.5      Negative acting chemically amplifi ed 
electron beam resists 

 Consistent with non-CA electron beam resists, the predominant radia-

tion induced reaction mechanism to yield a negative image in CA resists 

is based on crosslinking. As described earlier, these CA resists undergo 

crosslinking via an acid catalyzed condensation reaction between a PHS 

based polymer and a melamine crosslinking agent or a ring opening reac-

tion followed by a series of subsequent reactions with the same ring moiety 

on an adjacent oligomeric or polymeric chain. The latter negative acting 

CA type resist was initially developed for thick ( ≥ 200  μ m) layer applica-

tions used in MEMS and LIGA x-ray lithography processes. 227,228  The resist 

referred to as SU-8 is based on a multi-functional epoxy novolac resin 229  

and commercialized versions of this two-component resist have been made 

available by MicroChem Corp. A representative chemical structure of the 

resin component of the resist is provided in Fig. 7.58. SU-8 has also been 

investigated for use in the fabrication of optical masks 230  and for high reso-

lution electron beam lithography processes. Exposure of this resist initially 

forms a Br ø nsted acid, which protonates an epoxide group present in the 

oligomer. The protonated oxonium sites react during the PEB step with 

O

O

O
O

O

O

O
O

O

O

O
O

O

O

O
O

 7.58      Chemical structure of the oligomeric resin component in SU-8 

resist. An acid generating species is added to the resin to effect the 

formation of negative tone resist images.  
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epoxide groups present on different oligomer chains to produce a highly 

crosslinked network. This renders the exposed regions of the fi lm insoluble 

in the organic based developer used to delineate the resist pattern. 231  The 

resist can be further  ‘ hardened ’  or more extensively crosslinked by subject-

ing the patterned fi lm to a high temperature (>150°C) post-development 

bake. Once hardened, the resist exhibits high thermal stability and excep-

tional dry etching resistance. Electron beam sensitivity in the 10–15  μ C/cm 2  

range at 100 keV, and sub-25 nm images in 100 nm thick SU-8 as shown in 

Fig. 7.59 have been reported when used in direct write substrate patterning 

applications. 232            

 Multi-component, aqueous base developable, negative acting electron 

beam sensitive CA resists containing an acid generating species, a multi-

functional melamine crosslinking agent, and a PHS based polymer or 

blend of resins of this type were utilized in various e-beam lithography 

approaches. 233,234  Figure 7.60 provides representative chemical structures 

for the components present in this resist, which, when exposed to e-beam 

radiation, generates an acid and initiates a condensation reaction between 

the PHS resin and the melamine crosslinking agent. These materials were 

commercially available from Shipley (SAL resist platform) and Sumitomo 

Chemical (NEB resist platform). Table 7.11 summarizes the lithographic 

performance of the NEB version 22A resist when exposed to 50 and 100 

keV electrons of a DWEBL or a PEL system. 235,236  The range in sensitivity 

of this resist was a function of the process baking conditions and high res-

olution, high aspect ratio patterns 236  are shown in the Fig. 7.61. Both SU-8 

and SAL/NEB negative CA resists provide for appreciable halogen-based 

plasma etch resistance over that observed with acrylate-based resists. 

These resists have been used as etch masks in deep Si trench patterning 

processes.  237,238                 

 7.59      SEM micrograph of sub-25 nm line patterns formed in a 100 nm 

thick SU-8 fi lm when exposed to 100 keV electron beam radiation.  
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 Table 7.11     Lithographic property vs performance results for Sumitomo NEB 22A 

negative acting resist when exposed to 100 keV electrons 

 Lithographic property  Performance 

 Film loss after exposure  ~0 

 Stability in exposure tool vacuum 

environment 

 >24 h 

 Sensitivity  15–30  μ C/cm 2  

 Contrast  5–7 

 Resolution  0.10  μ m isolated lines in 0.40  μ m thick 

resist (PEL), 0.03  μ m in 0.10  μ m thick 

resist (DWEBL) 

OH O
Rx

OH

ORx�

N

O

O

O S

O

O

R N

N

N

N

NN

R2R1

R3

R4R5

R6

Polymer A Polymer B

Photoacid generator Crosslinker

 7.60      Chemical structure of the components in a negative acting 

electron beam sensitive resist which can be developed in aqueous 

alkaline solution.  

 7.61      SEM micrographs of high aspect ratio (>6) sub-100 nm isolated 

lines imaged in NEB 22A resist when exposed using a 50 keV electron 

beam lithography system.  
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 The following sections describe non-CA negative acting electron beam 

resists such as calixarene and Hydrogen SilsesQuioxane (HSQ), which have 

been extensively investigated for use in direct write-on-silicon substrate 

applications when resolution capability is the overriding requirement.  

  7.6.6     Calixarenes 

 Calixarenes belong to a group of organic macrocyclic molecules involving 

the linking up a series of phenolic units through methylene bridges at the 

ortho-position to the hydroxyl group present on the aromatic moiety. 239  

Figure 7. 62 provides the generalized chemical structure of calix[n]arene, 

where in general the number of phenolic units ranges from 4–20. Calix[n]

arenes are characterized as having high thermal stability ( T   m   > 300°C) 

and do not degrade in a variety of chemical environments. Calix[n]arenes, 

however, possess limited solubility in organic solvents and only through 

derivatization of the parent molecule do improvements in solubility occur. 

An example of this is the work reported for (hexaacetate p-methylcalix[6]

arene). 240       

 Calix[n]arenes have a small molecular size compared to polymeric-based 

resists, which affords the ability to produce line patterns below 10 nm and 

dot arrays on the order of 15 nm. Figure 7.63 displays a 15 nm size dot array 

in a 30 nm thick calixarene resist. 241  However, electron beam dose require-

ments to produce images at this length scale are in the mC/cm 2  at 50 keV 

range.      

 Modifi cations to the structure to enhance the sensitivity to electron beam 

radiation have been shown for the calixarene derivative, hexachloromethyl-

hexacetoxycalix[6]arene. A dose of 0.7 mC/cm 2  at 50 keV was used for 

patterning of <50 nm sized features. 242  Simplifi cation in the processing of 

these materials has been realized using calixarene p-chloromethyl methoxy-

calix[4]arene, available from Tokuyama Corp under the commercial name 

OH

CH2

n

 7.62      Generalized chemical structure of calixarene. Molecules having 

 n  = 4,6 and 8 units have been most widely investigated for use as a 

high resolution negative acting electron beam resist.  
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TEBN-1. This calixarene acts as a thermally developable negative acting 

resist over a 250–400°C temperature range. 243  The lack of the use of an 

organic solvent developer improves the overall resist image quality result-

ing in the delineation of highly dense sub-30 nm half-pitch line and space 

patterns.  

  7.6.7     Hydrogen silsesquioxane 

 HSQ is an inorganic oligomeric material belonging to the family of 

spherosiloxanes. It is characterized as having a low dielectric constant 

(~2.8), and spin coated fi lms can act as a planarizing interlayer dielectric 

fi lm layer of an IC device. 244  HSQ possesses good mechanical stability, 

and the relatively compact nature of the molecule affords the ability to 

fabricate ~10 nm line pattern features having smooth edge profi les when 

exposed in a DWEBLS. 

 HSQ has been made commercially available by Dow Corning and is pro-

moted as a fl ow on oxide. Solutions of HSQ in methyl isobutyl ketone, when 

stored at 5°C, are expected to have a shelf life of ~6 months. Maintaining 

solutions at higher temperatures can increase the Mw    and MWD of the dis-

solved HSQ, resulting in its e-beam lithographic performance being tied to 

solution storage conditions. 245  

 Namastu  et al.  246  have postulated an e-beam induced radiation degra-

dation pathway for HSQ, whereby the initial event involves cleavage of 

a Si–H bond in the material. At this cleavage site, radical species reacts 

with water present in the spin coated fi lm to produce highly reactive 

silanol groups. The silanol groups undergo condensation reactions to 

 7.63      SEM micrograph of a coded 15 nm dot array in a calixarene resist 

patterned using a direct write e-beam lithography system.  
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form Si–O–Si linkages, which convert HSQ from a cage structure into a 

network form. Representative chemical structures of the cage and net-

work forms of HSQ are shown in Fig. 7.64. An alternative HSQ crosslink-

ing mechanism has been reported 247  using data collected from obtaining 

vibrational and electron beam induced desorption spectra of the irradi-

ated material.      

 Ultra-high resolution ( ≤ 30 nm) patterning in thin single layer HSQ resists 

can be achieved using moderate to high keV electron beam radiation and 

development in a 0.26 N TMAH solution. 248  

 The high silicon content of HSQ allows it to be highly resistant in an oxy-

gen plasma. The combination of high resolution and dry etch resistance has 
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 7.64      Chemical structure for the cage and network forms of HSQ 

inorganic resist.  

 7.65      SEM micrograph of orthogonal coded 50 nm equal lines and 

spaces formed in a bilayer resist stack comprised of a top 140 nm thick 

HSQ and a lower 660 nm thick hard bake novolac fi lm.  

�� �� �� �� �� ��



Chemistry and processing of resists for nanolithography   265

© Woodhead Publishing Limited, 2014

enabled the patterning as shown in Fig. 7.65 of sub-50 nm wide, high aspect 

ratio features when using a bilayer resist scheme. 249        

  7.6.8     Hafnium and zirconium based resists 

 The replacement of SiO  x   with HfO  x   as the gate dielectric layer of an IC device, 

and the goal to simplify the patterning process for this material has led to the 

development of a spin coatable resist containing HfO  x   and HfSO  x  . 
7,250  The pat-

terning of the HfO  x   layer can be simplifi ed by removing the etching step through 

direct exposure of that spun on resist layer. A sol-gel based spin coatable HfO  x   

resist derived from reacting hafnium  tert -butoxide with benzoyl acetone has 

been shown to be sensitive to optical and electron beam radiation. 251  Exposure 

leads to a reduction in the overall organic component of the exposed regions of 

the resist fi lm, and development in ethanol leads to negative pattern formation. 

An electron beam dose of 115 mC/cm 2  at 100 keV is required to insolubilize 

50% of a 130 nm thick fi lm. Use of higher exposure doses has resulted in the 

patterning of ~10 nm wide lines having very low line edge roughness (LER). 

 Inorganic resists based on hafnium and zirconium oxide sulfates (HfOS  x  , 

ZrOS  x  ) improve the e-beam sensitivity of this class of materials. This can 

be achieved without scarifying the ability to pattern nanoscale size features 

and development in an aqueous alkaline solution. 

 Insolubilization of the exposed fi lm areas is a result of the decomposition 

and elimination of peroxide, which promotes crosslinking through metal–

oxo bridges and the formation of 3D framework structures. Sub-30 nm 

wide features have been formed in a ZrOS  x   negative acting resist using a 

50  μ C/cm 2  at 30 keV exposure dose and aqueous base developer. 252  These 

metal oxides resists also exhibit CHF 3  plasma etch rates which are a factor 

 > 7 times lower than thermally grown oxide.   

  7.7     Resists for selected forward looking 
lithographic technologies 

 To push resolution to a smaller scale, new lithography technologies have 

been proposed for 16 nm (and beyond) device generations. Resist materials 

in these forward looking lithographic technologies can signifi cantly devi-

ate from the CA resists used in DUV lithography, and many of them are 

being developed for use beyond the electronics industry. Three lithographic 

technologies of particular interest are nanoimprint, dip-pen/polymer pen, 

and directed self-assembly. The last technology is the topic of discussion in 

Chapter 8, and readers are referred to that chapter for a comprehensive dis-

cussion on this forward looking technology. 
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  7.7.1     Nanoimprint lithography 

  Thermal nanoimprint lithography (T-NIL) 

 In the T-NIL (see Section 9.4 of Chapter 9) process, a relief pattern is gen-

erated by applying pressure to a rigid patterned mold/stamp located in con-

tact with the top of a thermal plastic polymer fi lm heated to a temperature 

above the  T   g   of the polymer. The mold replicated relief pattern initially pre-

sent in the rubbery state of the polymer is preserved when the polymer fi lm 

is cooled to room temperature, and the stamp is released from the fi lm. 

 T-NIL resist materials need to have a  T   g   below the temperature used dur-

ing the molding process, and mechanical strength/high Young’s modulus to 

withstand the room temperature (RT) mold release process. Commercial 

versions of varying MW (25–950 k g/mol) PMMA having a  T   g    ≥  100°C were 

used as the resist material in the T-NIL process. PMMA enables modest 

molding temperatures to be used, and exhibits acceptable dry etch resis-

tance during the fi nal step of the pattern formation process. 253  Polystyrene, 

polycarbonates, and cyclo-olefi n copolymers exhibit desirable mechanical 

and dry etch resolution properties, and have also been explored as the resist 

medium in the T-NIL process.  

  UV nanoimprint lithography (UV-NIL) 

 In UV-NIL (see Sections 9.6–9.7 of Chapter 9), a UV light transparent pat-

terned stamp presses and passes light into selected areas of a photo-curable 

liquid resist, which undergoes a crosslinking reaction in the material. After 

the exposure induced crosslinking reaction is completed, the mold is released 

and the mechanical structure of the mold is preserved in the resist. The RT 

resist curing process eliminates the lengthy thermal cycle experienced in 

T-NIL. The initial liquid state of the UV curable resist also prevents thermal 

distortion and mismatch of thermal expansion coeffi cients between mold 

and substrate (which can occur in T-NIL), thereby enabling good overlay 

and alignment. 

 An ideal UV-NIL material should exhibit low viscosity for optimizing 

the material dispensing and spreading process, high UV photo-crosslink-

ing effi ciency, ease of release from the stamp, and appreciable etch resis-

tance after it is crosslinked. Typical UV-NIL resist formulations consist of 

a bulk photo-polymerizable monomer, such as an acrylate or vinyl ether, 

a silane/siloxane-containing monomer to promote oxygen etch resistance, 

and a crosslinking agent to provide mechanical strength and thermal sta-

bility of the imprinted structure. Figure 7.66 illustrates a few examples and 

corresponding chemical structures of the components of UV-NIL resist 

formulations. 254–256         
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  7.7.2     Dip-pen/polymer pen nanolithography 

 Dip-pen nanolithography (DPN) is a scanning probe-based molecular level 

printing lithography technology 257  that applies an atomic force microscopy 

(AFM) tip to directly form both soft and hard (<50 nm) resist patterns. 258  

DPN deviates from conventional photolithography in that it does not 

require an exposure tool and a mask, and has been developed as a unique 

and complementary lithographic tool for the fabrication of biological based 

devices. Early demonstrations of DPN consisted of depositing 15 nm wide 

features of an alkylthiol such as 1-octadecanethiol (ODT) onto an Au sub-

strate. DPN technology has evolved to generate high resolution patterns 

in soft materials, such as DNA and proteins, small organic molecules, and 

polymers, and in hard materials, such as sol-gels, semiconductors, and metal 

oxide nanoparticles. 259  

 DPN, however, can suffer from an intrinsic throughput limitation typi-

cal for AFM tip based delivery and deposition technologies. To overcome 

the throughput issue, a cantilever based multi-million-array nanolithogra-

phy technology was introduced to print a massively parallel array in two-

dimensions. 260  Later, a cantilever-free scanning probe molecular printing 
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 7.66      Chemical structures of select monomers, photoinitiator and 

crosslinking species incorporated into UV-NIL resists.  
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technology, referred to as polymer pen nanolithography (PPL), was intro-

duced to overcome the throughput limitation of DPN and the use of com-

plicated pen arrays. 261  Through a combination of microcontact printing and 

a scanning probe approach, a soft poly(dimethylsiloxane) (PDMS)-based 

elastomeric pyramid is used as a multi-million-array lithography tip to 

deliver and deposit resist materials on a substrate. Materials such as alkyl-

thiols 262  and proteins 263  have been reported for use in the PPL technology.   

  7.8     Resist resolution limitations 

 Upon closer review of Fig. 7.1, the IC manufacturer is seen to be well along 

the way of introducing into production IC devices having minimum CDs of 

 ≤ 22 nm. Concurrent with this shrinking of the CD is the need for the resist 

to exhibit high exposure sensitivity (Table 7.2) and performance reproduc-

ibility across 450 mm diameter Si substrates. There are, however, limita-

tions to what can be achieved with commercial CA resist formulations that 

currently must be used to meet the IC manufacturer’s product throughput 

requirements. 

 Three main factors affecting how far these resists can be used are resist 

LER, resist pattern collapse, and resist blur. LER is a main topic covered 

in Chapter 16, whereas the latter two factors are discussed in the following 

sections. 

  7.8.1     Resist pattern collapse 

 An issue preventing high resolution resist pattern images is the collapsing 

of adjacent features after the wet process development and drying steps. 264  

Pattern collapse occurs when unbalanced capillary forces generate from 

outside to inside the pattern during the drying step of the resist. Factors 

infl uencing the resist pattern to collapse or not, include the Young’s mod-

ulus of the resist material, stress in the spun on fi lm, and adhesion of the 

resist-coated fi lm onto the substrate. 

 The resist image collapse process is pictorially described in Fig. 7.67 265  and 

the following equations are used to derive the pressure difference within the 

resist ( P ) and the force on the resist pattern ( F ):   

    P
d

=
2γ θ

         

    F PDh
Dh

d
=PDh

2 γ θ
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 where  D  is the length of the resist line,  h  is the resist height,  d  is the spacing dis-

tance between adjacent resist lines,  e  as depicted in Fig. 7.68 is the resist feature 

width,   γ   is the surface tension, and   θ   is the meniscus angle along resist wall.      

 In other words, during development, capillary forces form inside the con-

fi ned areas between adjacent line features as a consequence of the surface 

tension of the meniscus of the liquid present within that area. Pattern col-

lapse occurs when horizontal forces overcome the mechanical forces of 

resist. Practical solutions for reducing resist pattern collapse include adding 

surfactant into the rinse liquid 266  and reducing the aspect ratio ( h/e ) of the 

resist line to 2 or less.  

  7.8.2     Resist blur 

 During the photo exposure process, the aerial image transfers into the 

resist as a latent image of the photo generated acid. This in turn cre-

ates an acid gradient between the exposed and unexposed areas of the 

resist fi lm. In the subsequent PEB step, the kinetics of the diffusion of 

the acid molecules originating from such a gradient competes with that 

 7.67      SEM cross sectional image of a resist pattern after completion 

of the wet development and drying steps. Note the collapsing of the 

terminal line patterns onto the adjacent interior lines.  

D
e

d

θ

hR

P

 7.68      Diagrammatic representation of the resist pattern collapse 

process.  
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of the acid deprotection reaction of the polymer. Once the acid at the 

boundary of exposed and unexposed area diffuses, the deprotection reac-

tion continues to an undesirable extent, thereby deteriorating the latent 

image contrast and increasing the observance of the blurring of the resist 

image. Figure 7.69a illustrates a model for these processes in a CA resist 

when compared with the initial acid profi le; Figure 7.69b shows a broad-

ened acid distribution that is caused by acid diffusion upon PEB process. 

The resulting developable latent acid profi le can be modeled as a trun-

cated Lorentzian function with a full width at half maximum height of 

50.9 nm. 267  A further modeling effort to compare the effect of acid dif-

fusion and deprotection on overall resist blur has shown that acid diffu-

sion becomes the dominant component in resist blur when the line width 

shrinks to 50 nm or less. At this dimension, additional steps must be taken 

in the design of resists which exhibit  ‘ less blur. ’  267         

  7.9     Conclusion 

 This chapter has provided the fundamental lithography technology node-

specifi c approaches to designing and synthesizing resist materials and their 

associated patterning processes. These approaches have been challenged by 

the requirement of addressing the concomitant demands of shrinking the 

critical dimension of the IC device and increasing the density of those ele-

ments in the device. 
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 Current thrusts in developing double patterning and double exposure 

resist processes have pushed the envelope of what can be done with the 

most advanced 193 nm lithography tools. Continued refi nement of EUVL 

and development of non-radiation-based lithography technologies offer 

options to meeting the next generation nanolithography requirements. 

However, future disruptive changes to the makeup of the resist medium 

may be required to sustain the ever-vanishing CD size and tolerance ranges 

demanded by the IC manufacturers.  
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  Abstract : Directed assembly is a promising nanolithography to produce 
a complex structure with small feature size. The chapter fi rst discusses 
block copolymer lithography to realize the full potential of self-assembled 
structure. Secondly, programmable three-dimensional lithography using 
focused-ion-beam and electron-beam chemical-vapor-deposition is 
described. 

  Key words : directed assembly, directed self-assembly, block copolymer, 
three-dimensional lithography. 

    8.1     Introduction 

 The use of directed assembly for nanolithography has received much atten-

tion for organizing materials on the nanoscale into ordered structures 

and producing complex structures with small feature sizes. These directed 

assembly structures promise new opportunities for developing miniatur-

ized optical, electronic devices and magnetic devices. So far, self-assembly 

using block copolymer and nanoparticles, sphere lithography, edge lithog-

raphy, programmable three-dimensional lithography, and so on have been 

described as directed assembly lithography. In this chapter, we will fi rst 

describe block copolymer lithography to realize the full potential of self-

assembled structures and to utilize them in more demanding applications 

such as magnetic storage or semiconductor devices. Next, we will describe 

programmable three-dimensional lithography using focused-ion-beam 

(FIB) and electron-beam (EB) chemical-vapor-deposition (CVD).  

  8.2 Block copolymers in lithography 

 Block copolymers are promising materials for lithography to attain smaller 

dimensions, overcoming some of the limitations of current top-down fab-

rication processes. In this section we will fi rst describe the physics of block 
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copolymer self-assembly in bulk and in thin fi lms, followed by a discussion 

of the methods to control self-assembly of block copolymer for nanoscale 

lithography. 

  8.2.1      Microphase separation of block copolymers 
in bulk and in thin fi lms 

 Block copolymers are composed of two or more kinds of chemically dis-

tinct polymers linked by a covalent bond. A variety of architectures of block 

copolymers with signifi cantly small molecular weight distribution, such as 

diblock, triblock, multi-block, star-block, and graft copolymer have been 

synthesized by living polymerization techniques. The simplest block copoly-

mer is the linear type AB diblock copolymer, which still can self-assemble 

into various periodic microdomain structures via microphase separation, as 

shown in Fig. 8.1 (Hamley1998). The morphologies of diblock copolymers 

depend on several parameters, such as the volume fraction of one block in 

diblock copolymer ( f ), the Flory-Huggins interaction parameter between 

two block chains (  χ  ), which represents the energy cost of two spices mixed 

homogeneously and is inversely proportional to temperature, and the poly-

merization index or the total number of monomers per polymer chain of 

(a) (b)

(c)

(e)

A polymer    B polymer

A polymer

A polymer

C polymer

B polymer
B polymer

Sphere Cylinder Bicontinuous Lamella

A polymer    B polymer     C polymer

(d)

fA

 8.1      Depictions of various architectures of block copolymers: (a) Diblock 

copolymer, (b) ABC linear triblock terpolymer, (c) (AB)A(AB)   π  -shaped 

graft copolymer, (d) ABC star triblock terpolymer, and (e) four ordered 

morphologies in AB diblock copolymer.  
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the diblock copolymer ( N =   N   A    +   N   B  ), where subscripts  A  and  B  represent 

the two distinct block chains and  N   i   is total number of monomers in the  i th 

chain. The strength of the segregation of diblock copolymer is expressed 

by the reduced parameter,   χ N . When   χ N  does not exceed a critical value, 

 ( χ N)  ODT  (ODT: order–disorder transition), A and B block chains are mixed 

in the molecular level (disordered state), which is similar to the case of a 

blend of A and B homopolymer chains. In contrast, when   χ N  exceeds a crit-

ical value,  ( χ N)  ODT , A and B block chains segregate into A and B rich phases, 

respectively, (ordered state). Because the chemical junctions of A and B 

block chains are located at the interface between two domains, the phase 

separation occurs in microscopic scale, not in macroscopic scale (larger than 

1  μ m) as is commonly the case for the blend of A and B polymer chains. The 

dimensions of domains formed by microphase separation are therefore on 

the order of the radius of the gyration,  R   g  , of each block chain: ~5–100 nm. 

For this reason, diblock copolymers form  ‘ microdomain structures’ via 

 ‘ microphase separation, ’  such as lamellae ( L ), gyroid ( G ), hexagonally-

packed cylinders ( C ), and spheres in a body-centered lattice ( S ) as equilib-

rium structures depicted in Fig. 8.1e.      

 The phase diagram of diblock copolymer melts in bulk state has been 

investigated over several decades, both theoretically and experimentally, 

and can be controlled by  f  and   χ N  (Hamley, 1998). Matsen and Schick exam-

ined the phase diagram of diblock copolymer by using self-consistent fi eld 

theory (SCFT) and found four morphologies mentioned above:  L ,  G ,  C , 

and  S . Khandpur  et al . (1995) studied the phase diagram of polystyrene-

 block -polyisoprene (SI) diblock copolymer near the ODT experimentally 

and observed the  S ,  C ,  L , and  G  morphologies, as shown in Fig. 8.2 (Hamley, 

1998). Additionally, a fi fth morphology, F ddd , which is an interconnected 

but uniaxial structure, has been found as an equilibrium phase between  L  

and  G  phases (Takenaka  et al.,  2007).      

 In thin fi lms, where the block copolymers are confi ned by a fi lm thickness 

comparable to the dimension of the individual polymer domains, the sur-

face area per volume in thin fi lm is much larger than that in the bulk state 

(Fasolka and Mayes, 2001; Hamley, 2009). Therefore, the morphologies and 

orientation of the microdomains strongly depend on the chain conforma-

tions of diblock copolymers in confi ned space and on the interactions at the 

free (air–fi lm) and substrate (substrate–fi lm) interfaces. If the free and sub-

strate surfaces have a preferential affi nity for one component in the block 

copolymer, the component wets the preferential surface. The existence of 

preferential affi nity by the surfaces induces the microdomains to orient 

parallel (in-plane) to substrate. On the other hand, when the constituent 

polymers in diblock copolymers do not show any preferential affi nity to 

the surfaces, i.e. when the surface is  ‘ neutral ’  to both components of block 

copolymer, the microdomains prefer to orient perpendicular (out-plane) to 
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the substrate to attain an energetically favorable state of the chain confor-

mations (Fasolka and Mayes, 2001). 

 For in-plane orientation, morphology as well as macroscopic fi lm struc-

ture is controlled by commensurability between domain spacing and fi lm 

thickness, where domain spacing is the distance between nearest neighbor 

domains. In the case of the thin fi lm of diblock copolymers forming lamel-

lar structures, the preferential affi nity quantizes the fi lm thickness, as shown 

in Fig. 8.3. For symmetric wetting condition, where the same component 

wets both surfaces, the thickness becomes integer multiples of the domain 

spacing  d  0  or  t = n · d  0 , where  t  is the fi lm thickness and  n  is an integer. For 

asymmetric wetting condition, half-integer thicknesses or  t  = ( n  + 1/2)  d  0 , 

is stable. If the thickness of uniform fi lms of the block copolymer does not 

conform to the discretized values, the fi lms form terrace structures (islands 

or holes) in the surface of the fi lms. The formation of the terrace is due to 

the fact that the energetic penalty caused by the terrace structures is less 

than that caused by the chain stretching or compression in microdomains 

with unfavored domain spacing.      

 Similar to the case of the lamellar structure, for the diblock copoly-

mers forming cylindrical structures, the orientation parallel to the surface 

is induced when one component in diblock copolymers has a preferential 

G

CC40
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0 0.1 0.2 0.3 0.4 0.5
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χ
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 8.2      Experimental phase diagram of polystyrene- block -polyisoprene 

diblock copolymer melts by Khandpur  et al . (1995), where  f  PI  represents 

the volume fraction of polyisoprene. Note that  L  is lamellar,  G  is gyroid, 

H is hexagonally-packed cylinders,  C  is spheres on the body-centered 

lattice, D is disordered state, and HPL is hexagonally perforated layer.  
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affi nity to the substrate or free interfaces. However, since the composition 

( f ) of diblock copolymer forming cylinder structures is asymmetric, the pref-

erential affi nity for a given surface induces interesting morphologies. If a 

surface has a preferential affi nity to the minor component with volume frac-

tion being less than in the block copolymers, the minor component covers 

the surface entirely and a brush layer along the surface is formed (Park 

 et al.,  2008a). If there is no preferential affi nity by any block at the free sur-

face, a layer of half cylinders is formed at  t  = ( n  + 1/2)  d  0  (Harrison  et al.,  
2000). When the terrace structures are formed, perpendicularly oriented 

cylinders and perforated lamellar structures (Harrison  et al.,  1998; Zhang 

 et al ., 2008) are observed at the edge of the terrace steps.  

  8.2.2     Block copolymer lithography 

 Periodic microdomain structures of block copolymers assembled in thin 

fi lms can be applied as masks for nanoscale lithography. Mansky  et al . (1995, 

1996) fi rst demonstrated that monolayer fi lms of diblock copolymer micro-

domains could potentially be used as masks on the scale of a few tens of 

nanometers. Park  et al . (1997) demonstrated pattern transfer of spherical 

or cylindrical microdomain structures to substrates by using self-assembled 

block copolymer thin fi lms as etching masks. 

 Figure 8.4 illustrates typical process of block copolymer lithography. First, 

block copolymer thin fi lm is deposited on the substrate by spin coating from 

Symmetric wetting

Symmetric wetting

Terrace structure

Asymmetric wetting

Neutral surface

Asymmetric wetting

t = (n +1/2) d0

t = n d0

 8.3      Orientation of lamellar structures under various interfacial affi nities 

in thin fi lms.  
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the solution. The structures as spun block copolymers are frozen in the very 

early stage of microphase separation due to rapid solvent evaporation in the 

spin- coating process. Therefore, to attain equilibrium microdomain struc-

tures, the samples are annealed by thermal treatment or exposure to solvent 

vapor to apply mobility to the block copolymer chains to promote micro-

phase separation. After forming well-defi ned microdomain structures, one 

of the domains in the microphase separated block copolymer is selectively 

removed by etching. The porous fi lm thus obtained can be used as a mask to 

etch the substrate or a scaffold to transfer the pattern to various materials.      

 For a block copolymer fi lm to be able to form a lithographic mask, the 

following requirements have to be met. First, the constituent blocks of the 

block copolymer need to display enough etching contrast to selectively 

remove one of the domains. For example, polystyrene (PS) has higher resis-

tance against O 2  RIE and UV radiation compared to polymethylmethacry-

late (PMMA). Therefore, polystyrene- block -polymethylmethacrylate 

(PS- b -PMMA) is one of the most commonly applied materials for block 

copolymer lithography. After forming microdomain structures in thin fi lms 

on the substrate, PMMA domains can be selectively removed by applying a 

dry process using O 2  RIE or by a wet process with UV treatment followed 

by immersion in acetic acid. 

 Another important point to be considered is the microstructure of the 

domains to be applied. As illustrated in Fig. 8.5, line and stripe (L&S) pat-

terns can be transferred to the substrate applying either perpendicularly 

AB diblock copolymer film

Substrate surface

A microdomain 
(cylindrical)

B matrix

Cylindrical pore
Polymer chain A

Polymer chain B

 8.4      Schematic illustration demonstrating block copolymer lithography 

process taking vertically oriented cylindrical microdomain as an 

example of block copolymer microphase separated structure.  
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oriented lamellae or a single layer of parallel-oriented cylinders. Similarly, 

dot or hole patterns can be obtained by applying perpendicularly oriented 

cylinders or a single layer of spheres. As can be easily imagined, the perpen-

dicularly oriented domains are preferable as masks for pattern transfer, 

because the cross-section of the domains is straight and oriented perpen-

dicular to the substrate. Moreover, as discussed in Section 8.2.1, spheres and 

parallel-oriented cylinders tend to form terrace structures when the thick-

ness of the block copolymer does not completely match the commensura-

bility condition. Therefore, the thickness of the block copolymer for forming 

a homogeneous single layer is limited to a narrow window, which may be 

diffi cult to attain in largescale applications.      

 The orientations of microdomains in thin fi lms are basically governed by 

the boundary condition between the block copolymer and the substrate or 

free surfaces, as described in the previous section. To obtain perpendicularly 

oriented microdomains, both substrate and free surfaces should be neutral to 

the polymer chains composing the block copolymer. In general, fulfi llment 

of this condition cannot be attained spontaneously, and the following meth-

ods have been developed to orient the microdomains perpendicularly to the 

substrate. First, to control the interactions at the substrate interface, chemi-

cal modifi cation of substrate surface is an effective way to achieve a neutral 

condition. Especially, polymer brush is widely applied. Brush polymers are 

a class of polymers that are adhered to a solid surface. By applying polymer 

brush composed of the same components as the block copolymer fi lm, the 

surface becomes neutral for both of the blocks. For example, when using 

PS- b -PMMA block copolymer fi lms, a monolayer of hydroxyl-terminated 

Perpendicular orientation
(out-plane)

Parallel orientation
(in-plane)

Line and space

Dots / holes

 8.5      Domain structures and their orientation for forming line-and-space 

and dots/holes patterns.  
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PS- random -PMMA copolymer is attached on the substrate surface (Mansky 

 et al ., 1997a; Huang  et al ., 1998; In 2006; Han  et al.,  2008). To attain neutral 

condition, the fraction of PS and PMMA in the random co polymer should 

be tuned to match the composition of the block co polymer (In  et al.,  2006; 

Han  et al.,  2008). 

 On the other hand, attaining neutral condition for the interface at the free 

surface is rather diffi cult. In general, samples are annealed under vacuum or 

inert atmosphere to undergo microphase separation. Therefore, the param-

eter to control surface energy at the free surface is limited. PS and PMMA 

are a unique pair of polymers with very similar surface energy against air 

or vacuum, and can naturally satisfy a neutral condition at the free inter-

face with thermal annealing (Mansky  et al ., 1997b). This characteristic of 

PS and PMMA, in addition to the merit of etching selectivity as mentioned 

above, makes PS- b -PMMA one of the most appropriate materials for block 

copolymer lithography. Alternatively, annealing under a controlled solvent 

atmosphere can potentially provide a method to achieve a neutral con-

dition at the free surface. In solvent annealing, the block copolymer thin 

fi lm is exposed to solvent vapor to promote microphase separation. It has 

been reported that by choosing appropriate solvents and vapor pressures, 

an effective neutral condition can be achieved (Kim and Libera 1998; Kim 

 et al.,  2004; Tokarev  et al.,  2005).  

  8.3     Directed self-assembly of block copolymers 

 The spontaneous process of microphase separation of block copolymers 

leads to the formation of polycrystalline microdomain arrays with grains 

consisting of randomly oriented localized order, as demonstrated in Fig. 8.6. 

For this reason, the fi rst demonstrations of block copolymer fi lms in lith-

ographic applications focused on the high pattern densities that could be 

attained, and ignored the issues of pattern registration and long-range order 

(Mansky  et al ., 1995, 1996; Park  et al.,  1997). However, to realize the full 

potential of self-assembled structures and to utilize them in more demand-

ing applications such as magnetic storage or semiconductor devices, it is 

required to attain long-range ordering, good feature registration, and accu-

rate placement with a very low number of defects. In the following section, 

we discuss methods to artifi cially direct the assembly of block copolymers 

to achieve long-range order in a predefi ned direction and to control feature 

placement in desired locations.      

 To control orientation and placement on block copolymer thin fi lms, some 

type of guidance during the microdomain formation process is required. 

Several methods have been proposed for this purpose, including methods 

utilizing external fi elds such as share fi eld (Angelescu  et al ., 2004), electrical 

fi eld (Morkved  et al.,  1996) and methods utilizing lithographically predefi ned 
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templates. The latter, which combines top-down conventional lithographic 

technology with bottom-up self-assembly, is a promising route to artifi cially 

and precisely direct self-assembly to achieve ordered patterns. In the following 

section, graphoepitaxy and chemical heteroepitaxy, which utilize topograph-

ically and chemically pre-patterned templates, respectively, are discussed as 

typical methods of directed self-assembly of block copolymer thin fi lms. 

 Graphoepitaxy employs topographically patterned template to control 

orientation of crystal growth in thin fi lms. The method was fi rst reported to 

manipulate the orientation of inorganic crystals (Smith and Flanders 1978; 

Geis  et al.,  1979). The application of graphoepitaxy to control ordering of 

block copolymers was demonstrated by Segalman  et al . to align spherical 

microdomain formed by polystyrene- block -poly vinylpyridine (PS- b -PVP) 

(Segalman  et al.,  2001). 

 As illustrated in Fig. 8.7, the graphoepitaxy of block copolymer typically 

employs templates with trenches. The trench width is generally designed in 

the range of a few times the natural domain spacing,  d  0 , of ordered block 

copolymers. The template is coated with a block copolymer fi lm so that the 

block polymer material fl ows into the trench. As the block copolymer under-

goes microphase separation by annealing, domains are aligned against the 

wall surface. Scanning electron microscope (SEM) photographs presented 

in Fig. 8.8a and 8.8b demonstrate the patterns obtained by self-assembling 

PS- b -PMMA to form a single layer of PMMA spheres and a layer of in-

plane oriented PMMA cylinders in the grooves, respectively. Both results 

show that the block copolymer lattice aligns against the wall of the trench 

and forms a pattern with a single orientation in the confi ned space. A similar 

(a) (b)

 8.6      Top-view scanning electron micrographs of (a) cylindrical and 

(b) lamellar microdomain structures self-assembled by PS- b -PMMA. 

Scanning electron microscopy was carried out after etching PMMA 

phase by O 2  RIE. Without guidance, microdomains form poly-grain 

structure with short-range order.  
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effect was reported by employing perpendicularly oriented lamellae and 

cylindrical domains (Xiao  et al.,  2005; Chen  et al ., 2007; Park  et al.,  2007b). 

The topological pattern can be also varied to include circular, rectangular, 

and triangular wells (Chai and Buriak, 2008), as well as cylindrical posts 

(Bita  et al.,  2008).           

 8.7      Schematic illustration demonstrating concept of graphoepitaxiay. 

Block copolymer are self-assembled in trenches prepared by 

conventional lithography.  

(a) (b)

 8.8      Top-view scanning electron micrographs of (a) spherical and (b) 

cylindrical microdomains self-assembled by PS- b -PMMA in trenches 

prepared on the Si substrate. Scanning electron microscopy was 

carried out after etching PMMA phase by O 2  RIE. Width and depth of the 

trench pattern: 275 and 50 nm, respectively.  
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 The effect of the wall on the arrangement of microdomains can be dis-

cussed primarily in terms of packing of domains in confi ned space with 

excluded-volume interaction. However, in block copolymer systems, prefer-

ential wetting of block copolymer chains to the wall surface has a signifi cant 

effect. This effect becomes prominent when in-plain cylinders or perpen-

dicularly oriented lamellae are assembled in the groove. When the wall sur-

face is preferentially wet by one of the components of the block copolymer, 

the cylinders/lamellae are aligned parallel to the wall surface. On the other 

hand, when the wall surface is neutral to both of the components, cylinders/

lamellae are reported to orient perpendicularly to the wall (Xiao  et al.,  2005; 

Park  et al.,  2007b). 

 Chemical heteroepitaxy, or chemical registration, of block copolymer thin 

fi lms utilizes chemically pre-patterned templates with surface energy con-

trast that directs the registration of the block copolymer microdomains. The 

effect of a chemically patterned surface on the orientation of block copoly-

mer microdomains was fi rst reported by Rockford  et al.  (1999). The surface 

prepared by Rockford consisted of alternating stripes of silicon oxide and 

Au. The chemical difference in surface pattern directed the phase separated 

structure of PS- b -PMMA. Then, Nealey  et al.  have successfully directed 

lamellar- (Kim  et al.,  2003) and cylinder-forming (Edwards  et al.,  2006; Park 

 et al.,  2007a) block copolymer self-assembly in registration with the litho-

graphic pattern defi ned in the chemically modifi ed surfaces with a one-to-

one correspondence. 

 Figure 8.9 schematically illustrates the concept of the technique consider-

ing PS- b -PMMA with perpendicularly oriented PMMA cylindrical microdo-

main as an example. The chemical contrast template is prepared by patterning 

the surface of a substrate in the circular regions with a hexagonal closed pack 

(hcp) arrangement. The surface of these circular regions are designed to have 

higher affi nity, i.e. lower surface energy to PMMA, while the surrounding 

matrix is tuned for preferential wetting by PS. The lattice constant of the hcp 

lattice of the template,  d  sub , is designed to be the same as, or to be a multiple of, 

that of the natural spacing  d  0  of PS- b -PMMA. When PS- b -PMMA is applied 

on the template and microphase separates to form PMMA cylinders with an 

 8.9      Schematic illustration demonstrating concept of chemical 

heteroepitaxy of block copolymer self-assembly.  
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hcp lattice, the PMMA cylinders are registered on the circular regions. The 

registration is promoted by minimizing the free energy of the fi lm by placing 

the PMMA cylinder on the circular regions and PS matrix on the surround-

ing area. Figure 8.10a demonstrates the effect of chemical heteroepitaxy. This 

SEM shows a top-down view of PS- b -PMMA thin fi lm self-assembled on 

a chemical contrast template to form perpendicular cylinders with a lattice 

constant  d  = 32 nm (full pitch). Underlying substrate is chemically patterned 

with  d  sub  =  d  0  = 32 nm. The PMMA cylindrical microdomains are perfectly 

arranged in hcp lattice, which can also be confi rmed by Fast Fourier Tranform 

(FFT) power spectrum of the SEM (Fig. 8.10b).      

 A typical procedure to prepare the chemical template for PS- b -PMMA 

is described in Fig. 8.11. First, PS is adhered to a Si substrate to form a thin 

layer of PS, i.e. PS-brush. This can be conveniently processed by spin coating 

a hydroxyl-terminated PS (PS-OH) on the fresh surface of the oxidized Si. 

The PS fi lm is then thermally annealed to bond the PS-OH to the Si surface. 

Lastly, the excess of non-bonded PS-OH is removed by rinsing the substrate 

with a suitable solvent. The next step is to pattern the PS-brush monolayer. 

Conventional top-down type lithography can be applied for this purpose, 

including photolithography and e-beam lithography. A resist material is 

coated on the PS-brush surface, exposed, and developed to form circular 

holes in the resist fi lm, which can be used as a mask for a subsequent O 2  

RIE of PS-brush. The template is ready after stripping the resist material. 

The template prepared by this method has chemical pattern composed of 

circular regions with oxidized Si or oxidized PS-brush surface surrounded 

(a) (b)

 8.10      (a) A top-view scanning electron micrograph of cylindrical 

microdomain structure of PS- b -PMMA with  d  0  = 32 nm self-assembled 

perpendicularly on a chemically patterned substrate with  d   sub   = 32 nm 

with 1:1 correspondence, and (b) a corresponding 2D-FFT image. The 

weight averaged molecular weight of PS-b-PMMA and weight fraction 

of its PS block were 6.7  ×  10 4  and 0.69, respectively.  
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by PS-brush surface. The former regions, which have higher hydrophobicity 

than the surrounding, are expected to have higher affi nity to PMMA, while 

surrounding PS-brush surface has higher affi nity to PS. 

 Surface treatment/modifi cation has to be tuned so that the chemical con-

trast of the template matches the components of block copolymer. Besides 

polymer brushes, a wide variety of surface modifi cation techniques and/or 

substrates can be employed for preparing the chemical template, including 

self-assembled monolayers (Kim  et al.,  2003), cross-linkable polymers (Liu 

 et al.,  2011) and organosilicate layers cured at controlled temperatures (Suh 

 et al.,  2010). 

 As demonstrated in Fig. 8.10, single grain structures with long-range 

order and fewer defects can be attained by applying chemical registration. 

Moreover, the method provides two characteristics especially appealing for 

lithographic applications: pattern rectifi cation, i.e. pattern clean-up or pat-

tern healing, and pattern feature density multiplication.           

 The structure and dimensions of self-assembled block copolymer domains 

are primarily determined by the characteristics of block copolymer mol-

ecules including composition, molecular weight and segregation strength. 

Block copolymers with suffi ciently small molecular weight distribution form 

domains with homogeneous dimension and fl at interface. These characteris-

tics can be applied to rectify the short-range errors in pattern prepared by 

conventional lithography. An example of the pattern rectifi cation effect is 

demonstrated in Fig. 8.12. Top-down SEMs presented on the top row (Fig. 8.12 

(a-1), (a-2) and (a-3)) present the resist patterns prepared by e-beam lithog-

raphy that have been employed to pattern chemical templates. The SEMs 

on the bottom low (Fig. 8.12 (b-1), (b-2) and (b-3)) demonstrate the patterns 

obtained by self-assembling PS- b -PMMA to form PMMA cylinders on the 

PS-brush layer PS selective

Patterning
(conventional
lithography)

PMMA selective

d

AnnealingSpin coat PS-b-PMMA

Si wafer

PS grafting

dsub

 8.11      Schematically illustrated chemical heteroepitaxy process of 

PS- b -PMMA with chemically pre-patterned template utilizing PS-brush 

surface.  
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chemical templates in perpendicular orientation. In this particular experi-

ment, the resist patterns were artifi cially designed so that the pattern quality 

changes in short-range. In spite of the existence of signifi cant defects in some 

of the resist patterns, the pattern obtained by self-assembling PS- b -PMMA 

showed a more uniform pattern quality. A comparison of Fig. 8.12 (a-3) and 

(b-3) reveals that variations in pattern position and point defects in the resist 

pattern can be corrected by the block copolymer self-assembly. This pat-

tern rectifi cation effect has also been reported to be effective at reducing 

line-edge roughness in resist patterns (Daoulas  et al.,  2008; Stoykovich  et al.,  
2010) and at correcting width variations of line-and-space patterns (Edwards 

 et al.,  2007). As critical dimensions reach smaller dimensions, conventional 

lithographic techniques are approaching their resolution limits. In such cases, 

the pattern may contain a signifi cant number of errors and variations. The 

pattern rectifi cation aspect of DSA can be regarded as an effective way to 

correct the pattern in such cases.      
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 8.12      (a-1) to (a-3) Top-view scanning electron micrographs of EB resist 

with different degree of defects contents, which were employed to 

pattern PS graft layer on Si wafer surface for chemically pre-patterned 

templates with  d   sub   = 32 nm. (b-1) to (b-3) Top-view scanning electron 

micrographs of cylinder structures of PS- b -PMMA with  d  0  = 32 nm self-

assembled perpendicularly on the chemically pre-patterned templates 

prepared by applying EB resist patterns presented in (a-1) to (a-3), 

respectively. The weight averaged molecular weight of PS- b -PMMA and 

weight fraction of its PS block were 6.7  ×  10 4  and 0.69, respectively.  
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 It is also possible to extend the use of chemical contrast patterns to 

achieve feature density multiplication or, in another word, frequency mul-

tiplication of sparse chemical template patterns (Ruiz  et al.,  2008; Tada 

 et al.,  2008). Figure 8.13 demonstrates a nine-fold pattern density multi-

plication of a hexagonal lattice pattern. Figure 8.13a shows a SEM of the 

EB resist pattern employed to prepare the chemical template with  d  sub  = 

72 nm. Figure 8.13b shows a SEM of a thin fi lm of PS- b -PMMA with the 

natural domain spacing of  d  0  = 24 nm, self-assembled on the pre-patterned 

chemical template. The self-assembled fi lm is well-aligned to the template 

pattern with long-range order. The lattice spacing of the self-assembled 

PMMA cylindrical microdomain was measured to be  d  = 24 nm, which was 

a third of the value of the lattice spacing,  d  sub  = 72 nm, of the chemically pre-

patterned substrate. The block copolymer features interpolated the chemi-

cal contrast features to achieve a nine-fold density multiplication. Needless 

to point out, feature density multiplication can be a promising route to 

extend the limitations in current lithographic techniques to reach smaller 

dimensions.      

 In the above section, chemical heteroepitaxy of block copolymer was 

discussed considering mainly hcp patterns with perpendicularly oriented 

cylindrical domains. However, chemical heteroepitaxy can be applied to 

form hcp pattern by arranging sphere-forming materials (Park  et al.,  2008b; 

Xiao  et al.,  2009; Tada  et al.,  2012). Furthermore, chemical heteroepitaxy 

(a) (b)

 8.13      (a) A top-view scanning electron micrograph of EB resist 

employed to pattern PS graft layer on Si wafer surface for a chemically 

pre-patterned template with  d   sub   = 72 nm. (b) A top-view scanning 

electron micrograph of cylinder structures of PS- b -PMMA with  d  0  = 

24 nm self-assembled perpendicularly on the chemically pre-patterned 

template. The weight averaged molecular weight of PS- b -PMMA and 

weight fraction of its PS block were 4.8  ×  10 4  and 0.75, respectively.  
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can also be used to form line-and-space patterns employing perpendicu-

larly oriented lamellae (Kim  et al.,  2003; Edwards  et al.,  2007; Cheng  et al.,  
2008; Stoykovich  et al.,  2010; Liu  et al.,  2011) or in-plane oriented cylindri-

cal domains (Edwards  et al.,  2006). Additionally, it has been reported that 

changes in morphology can be induced by chemical heteroepitaxy (La  et al ., 
2005). Moreover, chemical heteroepitaxy has also been successfully applied 

to complex patterns, such as bended lines, isolated lines, and junctions, which 

basically demonstrates that the method can be applicable in semiconductor 

logic patterning (Stoykovich  et al.,  2007; Kang  et al.,  2008; Liu  et al.,  2010; 

Ruiz  et al.,  2011).   

  8.4     Programmable three-dimensional lithography 

 Two-dimensional nanolithography using EB and FIB is described in Chapters 

3 and 4. In this section we will describe three-dimensional (3D) fabrication 

by FIB chemical-vapor-deposition (FIB-CVD) using a 3D pattern degen-

eration system. Next, 3D nanostructure fabrication will be described by 

EB-CVD using a SEM with a beam control system. 

  8.4.1     Three-dimensional lithography using FIB-CVD 

 Matsui  et al . (2000) demonstrated 3D nanostructure fabrication by FIB-

CVD. In this experiment, two commercially available FIB systems (SMI9200, 

SMI2050, SII Nanotechnology Inc., Tokyo, Japan) with a Ga +  ion beam oper-

ating at 30 keV were used. The FIB-CVD used a precursor of  phenanthrene  

(C 14 H 10 ) as the carbon source material. The beam diameter of SMI9200 was 

about 7 nm and that of SMI2050 was about 5 nm. The SMI9200 system was 

equipped with two gas sources in order to increase the gas pressure. The top 

of the gas nozzles faced each other and was directed at the beam point. The 

nozzles faced each other and were directed at the beam point. The nozzles 

were set a distance of 40  μ m from each other and positioned about 300  μ m 

above the substrate surface. The inside diameter of a nozzle was 0.3 mm. 

The  phenanthrene  gas pressure during pillar growth was typically 5  ×  10 −5  Pa 

in the specimen chamber, but the local gas pressure at the beam point was 

expected to be much higher. The crucible of the source was heated to 85°C. 

The SMI2050 system, on the other hand, was equipped with a single gas 

nozzle. The FIB was scanned in order to be able to write the desired pattern 

via computer control, and the ion dose was adjusted to deposit a fi lm of the 

desired thickness. The experiments were carried out at room temperature 

on a silicon substrate. 

 The deposited fi lm was characterized by observing it with a transmis-

sion electron microscope (TEM). A thin fi lm of carbon (200 nm thick) was 

�� �� �� �� �� ��



Directed assembly nanolithography   303

© Woodhead Publishing Limited, 2014

deposited on a silicon substrate by 30 keV Ga +  FIB using  phenanthrene  pre-

cursor gas. The cross-sections of the structures created and their electron 

diffraction patterns were observed by using a 300 kV TEM. There were no 

crystal structures in the TEM images and diffraction patterns. It was there-

fore concluded that the deposited fi lm was amorphous carbon (a-C). Raman 

spectra of the a-C fi lms were measured at room temperature with 514.5 nm 

line of an argon ion laser. The Raman spectra were recorded using a mono-

chromator equipped with a Charge Coupled Device (CCD) multi-channel 

detector. Raman spectra were measured at 0.1–1.0 mW to avoid thermal 

decomposition of the samples. A relatively sharp Raman band at 1550 cm −1  

and a broad-shouldered band at around 1400 cm −1  were observed in the 

spectra excited by the 514.5 nm line. Two Raman bands were plotted after 

Gaussian line shape analysis. These Raman bands, located at 1550 cm −1  and 

1400 cm −1 , originate from the trigonal (sp 2 ) bonding structure of graphite and 

tetrahedral (sp 3 ) bonding structure of diamond. This result suggests that the 

a-C fi lm deposited by FIB-CVD is diamond-like amorphous carbon (DLC), 

which has attracted attention due to its hardness, chemical inertness, and 

optical transparency. The coordination of carbon atoms in the carbon-based 

material formed by CVD of  phenanthrene  assisted by Ga FIB was inves-

tigated by the measurement of near-edge X-ray absorption fi ne-structure 

spectra of the carbon  K -edge over the excitation energy range 275–320 eV 

(Kanda  et al.,  2006). The novel peak observed at 289.0 eV was assigned 

to the 1s →   σ  * transition of carbon neighboring to the residue gallium. The 

material formed by this method was found to be Ga-doped diamond-like-

carbon, which consists of a high sp 3  hybridized carbon. The atomic fraction 

of the FIB-CVD DLC fi lm has been determined as C: Ga: H = 87.4 at%: 

3.6 at%: 9.0 at% using Rutherford backscattering spectrometry (RBS) and 

elastic recoil detection analysis (ERDA) (Igaki  et al ., 2007). Hydrogen con-

tent of FIB-CVD DLC fi lm was relatively lower than that of DLC fi lms 

formed by other CVD methods. 

 The key issue in realizing such 3-D nanostructures is the short penetration 

depth of the ions (a few tens of nm) into the target material, where the pene-

tration depth of the ions is much shorter than that of electrons (several hun-

dreds of nm). This short penetration depth reduces the dispersion area of the 

secondary electrons, and so the deposition area is restricted to roughly sev-

eral tens nanometers. A 3-D structure usually contains overhang structures 

and hollows. Gradual position scanning of the ion beam during the CVD 

process causes the position of the growth region around the beam point to 

shift. When the beam point reaches the edge of the wall, secondary electrons 

appear at the side of the wall and just below the top surface. The DLC then 

starts to grow laterally; the width of the vertical growth is also about 80 nm. 

Therefore, combining the lateral growth mode with rotating beam scanning, 

it is possible to obtain 3-D structures with rotational symmetry like a wine 

�� �� �� �� �� ��



304   Nanolithography

© Woodhead Publishing Limited, 2014

glass. The process of fabricating three-dimensional structures by FIB-CVD 

is illustrated in Fig. 8.14 (Matsui  et al.,  2000). In FIB-CVD processes, the 

beam is scanned in digital mode. First, a pillar is formed on the substrate by 

fi xing the beam position (Position 1). After that, the beam position is moved 

to within a diameter of the pillar (Position 2) and then fi xed until the depos-

ited terrace thickness exceeds the range of the ions (a few tens of nm). This 

process is repeated to make three-dimensional structures. The key point to 

making three-dimensional structures is to adjust the beam-scan-speed so 

that the ion beam remains within the deposited terrace, which means that 

the terrace thickness always exceeds the range of the ions. The growth in 

the x and y- directions is controlled by both beam-defl ectors. The growth 

in the z-direction is determined by the deposition rate; that is, the height of 

the structure is proportional to an irradiation-time when a deposition rate 

is constant.      

 To demonstrate the possibilities of this fi eld, a  ‘ micro-wine-glass ’  was cre-

ated on a Si substrate and a human hair as a work of microstructure plastic 

arts, as shown in Fig. 8.15a and 8.15b. A micro-wine glass with an external 

diameter 2.75  μ m and a height of 12  μ m was formed. The fabrication time 

was 600 s at a beam current 16 pA. This beautiful micro-wine glass shows 

the potential of the fi eld of microstructure plastic art. A  ‘ micro leaning 

tower of Pisa ’  was also fabricated on an Si substrate, as shown in Fig. 8.16a. 

Figure 8.16b shows a microcoil with a coil diameter of 0.6  μ m, a coil pitch of 

0.7  μ m coil pitch, and a linewidth 0.08  μ m. The exposure time was 40 s at a 

beam current 0.4 pA. The results show that FIB-CVD is a highly promising 

technique for realizing parts of a microsystem.           

Phenanthrene (C14H10)

1 2
3

Ga+ (30 keV)

Primary ion

Secondary
electron

DLC

Si

Dissociation
of adsorbed molecules

 8.14      Fabrication process for three-dimensional nanostructure by FIB-

CVD.  
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(a) (b)

 8.15      Micro-wine glass with an external diameter of 2.75  μ m and a 

height of 12  μ m on (a) a Si substrate and (b) a human hair.  

(a) (b)

 8.16      (a)  ‘ Micro Leaning Tower of Pisa.’ (b) Microcoil with a coil diameter 

of 0.6  μ m, a coil pitch of 0.7  μ m, and a linewidth of 0.08  μ m.  
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 The 3-D structure is builtup as a multilayer structure. In the fi rst step of 

this 3-D pattern-generating system, a 3-D model of the structure, designed 

using a 3-D Computer Aided Design (CAD) system (3-D DXF format), 

is needed. In this case, a structure shaped like a pendulum was realized. 

The 3-D CAD model, which is a surface model, is cut into several slices, as 

shown in Fig. 8.17. The thickness of the slices depends upon the resolution 

in the z -  direction (the vertical direction). The x and y coordinates of the 

slices are then used to create the scan data (voxel data). To fabricate the 

overhanging structure, the ion beam must irradiate the correct positions 

in the correct order. If the ion beam irradiates a voxel located in mid-air 

without a support layer, the ions intended for the voxel will be deposited 

on the substrate. Therefore, the sequence of irradiation is determined, as 

shown in Fig. 8.17. The scan data and blanking signal therefore include the 

scan sequence, the dwell time, the interval time, and the irradiation pitch. 

These parameters are calculated from the beam diameter, x-y resolution, 

and z resolution of fabrication. The  z  resolution is proportional to the dwell 

time and inversely proportional to the square of the irradiation pitch. The 

scan data are passed to the beam-defl ector of the FIB-CVD as the blank-

ing data. The blanking signal controls the dwell time and interval time of 

the ion beam.      

 Figure 8.18 shows a 3-D CAD model and a scanning ion microscope 

(SIM) image of the Starship Enterprise NCC-1701D (from the television 

series  Star Trek ), which was fabricated by FIB-CVD at 10~20 pA (Hoshino 

 et al.,  2003). The nano-spaceship is 8.8  μ m long and was realized at about a 

1:100 000 000 scale on silicon substrate. The dwell time ( t   d  ), interval time ( t   i  ), 

irradiation pitch ( p ), and total process time ( t   p  ), were 80  μ s, 150  μ s, 2.4 nm, 

and 2.5 h, respectively. The horizontal overhang structure was fabricated 

3D-CAD model

3D - pattern
generator

Scan

Slice data Voxel data

Establish
priority

Side view
Blanking
data

Blanking

Scan data

 8.17      Data fl ow of 3-D pattern-generating system for FIB-CVD.  
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successfully. Figure 8.19 shows a  ‘ nano-T-4 bacteriophage, ’  which is an artifi -

cial version of the virus fabricated by FIB-CVD on silicon surface. The size 

of the artifi cial nano  ‘ T-4 bacteriophage ’  is about ten times as that of the 

real virus.            

  8.4.2     Three-dimensional lithography using EB-CVD 

 Broers  et al.  (1976) were able to deposit nanometer scale carbon contam-

ination structures in a scanning TEM with electrons of 45 keV energy. 

Matsui and Mori (1984) obtained the fi rst metal-containing deposits 

by introducing a metal–organic gas (Cr(C 6 H 6 ) 2 ) vapor in the vacuum 

(a) (b)

1 μm

 8.18       ‘ Micro Starship Enterprise NCC-1701D,’ 8.8  μ m long. (a) 3-D CAD 

model, (b) SIM image (tilt 45°).  

 8.19      T-4 bacteriophage.  �� �� �� �� �� ��
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chamber of a scanning electron microscope. Since the fi rst experiments, 

many EB-CVD metal-containing structures have been deposited under 

a wide range of experimental conditions during the past 30 years (Matsui 

and Mori 1986; Matsui and Ichihasi 1988; Matsui  et al.,  1989; Koops  et al.,  
1988, 2001a, 2001b). The fi rst metal-containing three-dimensional nano-

structures were deposited by Koops  et al . (1998), using the focused EB of 

a conventional SEM. 

 Koops  et al . (2001b) reported the experiments using three-dimensional 

EB-CVD. This technique is very well suited for rapid prototyping of photonic 

crystals. It is used to grow arrays of rods from nanocrystalline material hav-

ing a very high aspect ratio over 15 under computer control. The nanolithog-

raphy tool in use is based on a scanning electron microscope Jeol JSM 6300 

F with beam control system. All possible precautions have been taken to 

compensate for thermal drifts, mechanical vibrations, and magnetic inter-

ference by external compensating systems. These measures allow the high 

precision fabrication of two-dimensional arrays of dielectric rods with the 

dimensions required for photonic crystals. For the precursor material sup-

ply to the waveguide sample, a specially designed environmental chamber is 

used (Koops  et al.,  2001a). The EB-CVD process renders 2 nm edge rough-

ness of the deposited rods. This is a surface quality unreachable by standard 

lithography or beam-assisted etching techniques. It allows for minimizing 

 8.20      The high resolution TEM image proves the wall roughness being < 

2 nm of the deposited rod if a platinum containing precursor material 

is used.  
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the scattering of photons. Figure 8.20 proves with a high resolution TEM 

image the wall roughness being < 2 nm of the rod grown by EB-CVD using 

cyclopentadienyl-platinum-trimethyl as a precursor material. EB-CVD con-

structs the rods from nanocrystals of 2 nm diameter embedded into a carbo-

naceous matrix. This results in an edge roughness of below 2 nm, which is an 

outstanding feature of this process.      

 Photonic crystals with cubic, hexagonal, or honeycomb elementary cells 

are fabricated under computer control. Using 25 keV electrons and 20 pA 

current, a crystal of 100 rods is grown in 40 min. For this time, the sample in 

the microscope is not allowed to drift more than 20 nm. Figure 8.21 shows 

a cubic photonic crystal, which is constructed into a prefabricated gap in a 

PMMA waveguide for investigation of the transmission properties of the 

photonic crystal. The pitch is 580  μ m, the rod diameter is 150nm, and the 

height is 2.5  μ m. Characterization of photonic crystals and related devices 

is a very challenging task. This is due to the small size of the devices, having 

diameters of 3–6   λ  , which is 4.5–9  μ m at   λ   = 1.5  μ m. Monomode fi bers have a 

core diameter of 9  μ m. Therefore, a well-designed optical beam converter is 

required to couple light into photonic crystals. To measure the polarization-

dependent transmission of photonic crystals, a sophisticated metrology set-

up was used. The transmission measurement did prove a band gap fi lter in 

the regime from1250 to 1650 nm.      

 EB-CVD is a rapid prototyping technology with a very high resolution 

and accuracy to investigate the activity and characteristics of photonic crys-

tals and devices. The initial promising results prove the applicability of the 

technology and the optical action of the devices. EB-CVD can build similar 

 8.21      A cubic photonic crystal is constructed in a prefabricated gap in 

a PMMA waveguide for investigation of the transmission properties of 

the phonic crystal.  

�� �� �� �� �� ��



310   Nanolithography

© Woodhead Publishing Limited, 2014

structures in the sub- μ m dimensions with wires of 80–200 nm. Figure 8.22 

shows a three-dimensional build-up with conducting material resembling a 

fi eld emission electron source, having an emitter tip and an extractor ring 

around it (Floreani  et al ., 2001). The structure has a capacitance of 24 aF 

between the tip and the ring.        

  8.5     Conclusion 

 In this chapter, we reviewed directed assembly lithography using self-assem-

bly of block copolymer and programmable 3D lithography using FIB- and 

EB-CVD. In directed self-assembly of block copolymer, we have discussed 

microphase separation of block copolymers in the bulk and in thin fi lm, 

block copolymer lithography, and directed self-assembly of block copoly-

mer utilizing lithographically predefi ned templates, which combined top-

down conventional lithographic technology with bottom-up self-assembly. 

In programmable three-dimensional lithography using FIB- and EB-CVD, 

3D nanostructure fabrication has been demonstrated by 30 keV Ga +  FIB-

CVD and a  phenanthrene  (C 14 H 10 ) source as a precursor. The fi lm deposited 

on a silicon substrate was characterized using a transmission microscope 

and Raman spectra. This characterization indicated that the deposited fi lm 

is DLC, which has attracted attention due to its hardness, chemical inertness, 

and optical transparency. As an application of three dimension by EB-CVD 

using a 10 keV SEM, nano-optics with the rapid prototyping of photonic 

crystals and nano-electronics with micro-triodes have been described. These 

results demonstrate that FIB- and EB-CVD are one of the key technologies 

 8.22      Smith-Purcell electron optics realized with EB-CVD.  
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needed to make 3-D nanodevices that can be used in the fi eld of electronics, 

mechanics, optics and biology.  
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  Abstract : Imprint lithography is essentially a micromolding process in 
which the topography of a template defi nes the patterns created on a 
substrate. When the printing is done at the nanoscale the various imprint 
methods are generally referred to as nanoimprint lithography (NIL). There 
are three basic approaches to imprint lithography: soft lithography (SL), 
thermal nanoimprint lithography (T-NIL), and ultraviolet nanoimprint 
lithography (UV-NIL). In addition, there is growing interest in a roll to 
roll (R2R) imprint process for large area substrates such as fl at panels. 
Each approach is described in the following sections. Following this is a 
discussion devoted to defectivity mechanisms and defect reduction. 

  Key words : nanoimprint lithography, NIL, thermal nanoimprint 
lithography, jet and fl ash imprint lithography, templates. 

   9.1     Introduction 

 Imprint lithography has a long history, and implementation of the tech-

nology is now being developed at the nanoscale. Unlike many other lith-

ographic techniques, imprint lithography can be applied cost effectively to 

address the patterning needs of a diverse number of applications. 

  9.1.1     The history of imprint lithography 

 Relative to some of the other lithographic techniques discussed in this 

book, imprint lithography is a very old and established technology. While 

Johannes Gutenberg is generally credited with the invention of modern 

printing, imprinting was already being practiced for centuries in China. As 

early as 500  bc , there is evidence of carved characters in stone and ceramic. 

With the invention of paper in approximately 200  bc , it became possible to 

reproduce works on large writing surfaces. Important work was etched into 

stone slab and transferred onto materials such as hemp, silk rags, or bark. In 

the seventh century, stone gave way to woodblock, a technique that was also 

used in Europe during the Middle Ages. To form a printed image, a sheet of 

paper was placed over the block, and the image was transferred either by 

rubbing, or by inking the block and abrading the paper. 
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 Wood block remained the primary means of imprinting well into the nine-

teenth century in China. However, in 1040, Bi Sheng began to experiment 

with movable type made from either clay or ceramics. The individual type was 

arranged on an iron plate, and held in place with wax and resin. By melting the 

wax, the type could be removed and then rearranged as necessary. Eventually, 

clay gave way to wood, and later to more durable materials such as copper and 

brass. The technology never became popular in China, because of the thousands 

of characters that were needed to convey information in the Chinese language. 

 Johannes Gutenberg began his work in the town of Mainz in 1436. His 

invention was a combination of the formation of easily cast characters com-

bined with a screw type press, which was a takeoff of machines that were 

used to produce wine in the Rhine valley. By splitting individual components 

of language such as letters, numbers, and punctuation into individual units, 

it was now possible to quickly form different sentences and paragraphs. The 

press was completed in 1440, and in 1455 printed versions of a 42 Line Bible 

(42 lines per page) appeared. Two hundred copies of this Bible were printed, 

and forty-eight copies are known to exist today. A picture of the press, along 

with a page from the Bible, is shown in Fig. 9.1.    

 Not unlike start-ups today, Gutenberg’s work required venture capital, 

and a moneylender by the name of Johannes Fust realized the potential of 

Gutenberg’s work. In 1449, Fust loaned Gutenberg 800 fl orins, which was 

used for the preparation of the imprinting tool (http://www.uh.edu/engines/

epi753.htm). Prior to the release of the Bible, several books and treatises 

were published, and the impact of the technology began to blossom. By 

the time of the printing of the Bible, however, the relationship between 

(a) (b)

 9.1      (a) The Gutenberg press. (b) A page from the 42 Line Bible.  
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Gutenberg and Fust had become strained, and Fust took Gutenberg to 

court, claiming, among other things, embezzlement of funds. The archbish-

op’s court of worldly justice ruled primarily in favor of Fust, and in the same 

year that the 42 Line Bible was printed, Gutenberg lost his printing work-

shop, and was effectively bankrupt. 

 Gutenberg continued his work, along with other printers, up until 1462, 

when the Archbishop of Nassau attacked the city of Mainz. Once the city 

was under control, the surviving citizens, including Gutenberg, were forced 

to leave. When printers and compositors settled in new towns, the knowl-

edge of the printing process was spread beyond the immediate vicinity of 

Mainz. By 1477, William Caxton published the fi rst book in England. By the 

end of the century, printing technology was established in over 250 cities 

across Europe. Roman type was introduced in 1572, and Oxford University 

started a printing operation in 1587. In 1593 Shakespeare’s  Venus and Adonis  

appeared in print and began a new era in literature. 

 It should also be noted that although movable type is generally thought 

of as a European invention, a common use of movable type began in Korea 

around the same time as Gutenberg’s innovative work. An alphabetical 

script known as  ‘ Han’gul, ’  originally consisting of 28 characters, was offi -

cially presented in 1444.  

  9.1.2     The rising cost of lithography 

 High-density semiconductor circuits are now being mass produced with criti-

cal dimensions (CD) less than 30 nm. In the fi elds of micro- and nano-lithog-

raphy, major advancements in resolution have historically been achieved 

through use of shorter wavelengths of light. Using phase shift mask tech-

nology, it has already been demonstrated that 193 nm photolithography can 

produce sub-100 nm features. By applying double patterning processes to 

immersion-based 193 nm systems, devices such as NAND Flash memory are 

in production at half pitches as small as 19 nm. Along this path, such improve-

ments come with an ever-increasing cost for photolithographic tools. It is 

interesting to note that the cost of photo-tools has kept pace with data den-

sity, as depicted in Fig. 9.2. 1  As conventional projection lithography reaches 

its limits, next generation lithography (NGL) tools, such as extreme ultravi-

olet lithography (EUVL), may provide a means for further pattern shrinks, 

but are expected to have a price tag that is prohibitive for many companies.    

 The development of both light sources and optics to support the sources 

is primarily responsible for the rise in the cost of an NGL tool. 157 nm 

lithography (a technology that never made it to production), for example, 

required the use of CaF 2  as a lens material. In the case of EUVL, no source 

with suffi cient output has yet been identifi ed that will meet the industry’s 

throughput requirements. 
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 Several models exist that can estimate the cost of ownership (or cost 

per wafer level). Two key ingredients in the model are tool cost and mask 

cost. Figure 9.3 is a plot of cost of ownership for competing lithographic 

processes for 22 nm at a throughput of 20 000 wafers per month. 2  Clearly, 
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an imprint technology that can reduce the tool cost by an order of mag-

nitude will have a signifi cant effect on the economics of the fabrication 

process.    

 The unique physical and chemical phenomena at the nanoscale can 

lead to other types of novel devices that have signifi cant practical value. 

Emerging nano-resolution applications include sub-wavelength optical 

components, biochemical analysis devices, high-speed compound semi-

conductor chips, distributed feedback lasers, photonic crystals, and high-

density patterned magnetic media for storage. To take advantage of these 

opportunities, it is necessary to be able to cost effectively image features 

well below 100 nm. 

 It is interesting to compare the cost of lithography for a high-density semi-

conductor device, such as NAND Flash memory, with some of the applications 

mentioned in the previous paragraph. As illustrated in Fig. 9.4, the lithogra-

phy cost per wafer level for a complementary metal- oxide semiconductor 

(CMOS) NAND Flash critical layer is somewhere between $25 and $50. 

Other markets, including patterned media for hard drives, clean energy, dis-

plays, and bio-medicine have comparable patterning needs, but require reduc-

tions in lithography costs by as much as three orders of magnitude. 3  This can 

be accomplished only with high resolution patterning tools that deliver both 
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litho step

 9.4      Cost of ownership for several markets requiring high resolution 

patterning. Relative to semiconductor, the other markets have much 

smaller lithography budgets.  

�� �� �� �� �� ��



320   Nanolithography

© Woodhead Publishing Limited, 2014

lithographic performance and throughput, as well as minimizing the material 

costs of the process. This is one of the unique benefi ts of imprint lithography.      

  9.2     An overview of imprint lithography 

 Imprint lithography is essentially a micromolding process in which the 

topography of a template defi nes the patterns created on a substrate. When 

the printing is done at the nanoscale the various imprint methods are gen-

erally referred to as NIL. Investigations by several researchers indicate 

that imprint lithography resolution is limited only by the resolution of the 

template fabrication process. The most famous example of this capability is 

the reproduction of a 2 nm carbon nanotube by the John Rogers Research 

group at the University of Illinois (Fig. 9.5). 4  NIL possesses other important 

advantages over conventional photolithography and other NGL techniques, 

since it does not require expensive projection optics, advanced illumination 

sources, or specialized resist materials that are central to the operation of 

these technologies.    

 There are three basic approaches to imprint lithography: soft lithography 

(SL), thermal nanoimprint lithography (T-NIL), and UV-NIL. In addition, 

there is growing interest in an R2R imprint process for large area substrates, 

such as fl at panels. Although the imprint process is not unique in itself, the 

techniques used to create nanopatterns from a roller are different enough to 

warrant a separate discussion. Each approach is described in the following 

sections. Following this is a discussion devoted to defectivity mechanisms and 

defect reduction.  

 9.5      (a) A master mask consisting of deposited 2.4 nm diameter carbon 

nanotube. (b) An imprint of the carbon nanotube.  
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  9.3     Soft lithography 

 SL, also known as microcontact printing ( μ CP), generally refers to the pro-

cess of transferring a self-assembled monolayer using a fl exible template. 

The invention of the technology dates back to 1994, and is the result of work 

from the laboratory of George Whitesides at Harvard. 5,6  The technology sur-

faced mainly as a quick and easy way for students to print small geometries 

in a laboratory environment. Whitesides  et al . formed a template by applying 

a liquid precursor to polydimethylsiloxane (PDMS) over a master mask pro-

duced using either electron beam or optical lithography. The liquid is cured, 

and the PDMS solid is peeled away from the original mask. The PDMS is 

essentially an elastomeric material, consisting of a polymer chain of silicon 

containing oils. Typical mechanical properties include a tensile strength of 7.1 

MPa, an elongation at break of 140%, and a tear strength of 2.6 kN/m. As a 

result, relative to either silicon or fused silica, it is quite pliant. 

 Once prepared, the PDMS template can then be coated with a thiol ink 

solution, such as an alkanethiol. The imprint process is depicted in Fig. 9.6. 

1. PDMS template with thiol

2. Imprint stamp

3. Transfer molecules

4. Pattern transfer

 9.6      Process schematic for SL.  
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The thiol molecules are subsequently transferred to a substrate, coated with 

a thin layer of gold, thereby forming a self-assembled monolayer (SAM) on 

the gold surface. The nature of the gold-sulfur bond is still not completely 

understood. R. S. Kane  et al . postulate that the species present at the surface 

of the gold is a gold thiolate 6 :

    R-SH Au(0) Au (I)Au (0) H-1+ Au(0) +Au (I)Au (0) 1 →↑ →↑nAu ( ) u (0)Au (I)Au (0)
1

2
2     [9.1]  

To prevent adhesion between the master and daughter masks, the master 

surface is passivated by the gas phase deposition of a long-chain, fl uorinated 

alkylchlorosilane (CF 3 (CF 2 ) 6 (CH 2 ) 2 SiCl 3 ). The fl uorosilane reacts with the 

free silanol groups on the surface of the master to form a Tefl on-like surface 

with a low interfacial free energy. The passivated surface acts as a release 

layer that facilitates the removal of the PDMS stamp from the master.    

 The pattern transfer process starts with a wet etch of the thin gold fi lm. 

A wet etch is typically used, since gold is not readily reactively ion etched. 

Although it is possible to sputter etch gold, the thin thiol layer would not 

hold up to such a process. The gold fi lm then acts as an etch mask for any 

underlying materials. Because gold is a soft metal, it is often necessary to 

include a second hard mask beneath the gold. 

 The range of feature sizes that can be imprinted with this technology is 

quite broad. While squares and lines with geometries of several microns are 

easily achieved, smaller circular features with dimensions as small as 30 nm 

have also been demonstrated (Fig. 9.7).    

 Although the technology has been used to make working fi eld effect 

transistors, complex electronic devices are not likely to be the strength of 

this particular printing technology. Although the SAMs are easily trans-

ferred and tend to self-heal during deposition, the thickness of the molecule 

(~1 nm) makes it diffi cult for routine pattern transfer of the thicker fi lms 

typically required for semiconductor devices. Thinner fi lms are also subject 

to defects, and yield is critical in the semiconductor fi eld. In addition, the 

elastic nature of the PDMS template makes it impractical for the very pre-

cise layer-to-layer overlay tolerances required in the semiconductor indus-

try. Interestingly enough, however, the same feature that renders it diffi cult 

to align one level to another also allows printing on surfaces that are not 

planar. This attribute is unique to microcontact printing.  

  9.4     Thermal imprint lithography 

 Thermal imprint lithography was fi rst introduced by Dr. Stephen Chou 

from the University of Minnesota in 1996. 7  Chou introduced a mechanical 
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printing process that did not require any type of energetic beam. A schematic 

of the imprint process is depicted in Fig. 9.8. A resist, such as poly(methyl 

methacrylate) (PMMA), is spin coated and baked onto a substrate, such as 

silicon. The substrate and resist are then heated above the glass transition 

temperature of the resist. For PMMA, a typical imprint bake temperature 

is between 140°C and 180°C. The template is then pressed into the resist 

until the resist fl ows into the features of the mold. Typical imprinting pres-

sures for the initial experiments range from 600 to 1900 psi (40–129 atmo-

spheres!). Pressures of less than 30 atmospheres are more typical of today’s 

processes. The template and substrate are then cooled, and separated, leav-

ing a reverse tone image that has the potential to replicate precisely the 

features on the mold.    

 It is possible to use a variety of different resist materials, and several 

materials are now manufactured specifi cally for use with imprint lithogra-

phy. PMMA was initially chosen for its low thermal coeffi cient of expan-

sion and small shrinkage coeffi cient. Thermal imprint lithography is usually 

carried out in a vacuum environment in order to avoid trapping air in the 

 9.7      (a) A 30 nm ring created with  μ CP. (b) A working fi eld effect 

transistor.  
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template during the imprint process.  ‘ Sticking ’  issues are mitigated either by 

adding release agents to the resist or by treating the surface of the template 

with a low surface energy material such as a 1H, 1H, 2H, 2H-Perfl uoroocty-

trichlorosilane (FOTS) anti-adhesive monolayer. 8  

 The template used in the imprinting process is also a silicon substrate. 

This is a necessity, since the NIL takes place at elevated temperatures, and 

care must be taken to avoid thermal mismatches during imprinting. There 

are two common ways to pattern the silicon. The fi rst simply requires the 

use of a resist mask to etch the underlying silicon. For sub-100 nm feature 

defi nition, it is necessary to use a high resolution electron beam writing tool. 

These tools typically have one of two form factors: (1) For best resolution, 

Gaussian, or spot beam tools, can be used to form resist patterns as small as 

10 nm. Because all of the exposure area uses the same small spot size, write 

times for complex patterns can be as long as several days. (2) Fastest writing 

times are achieved with shaped beam tools, where the ultimate resolution is 

dictated by the size of the aperture and the electron beam blur from the aper-

ture. Dimensions as small as 22 nm have been demonstrated, with feature 

image placements as low as 3 nm. Alternatively, scanning electron micro-

scopes, equipped with customized e-beam writing packages, can provide 

excellent resolution. Typical high resolution electron beam resists include 

PMMA and ZEP520A. Where it is necessary to etch deep into the silicon, a 

hard mask may be employed in the pattern transfer process. Alternatively, 

a metal lift-off process may follow e-beam imaging. The remaining metal 

then serves as an etch mask for the underlying silicon. The silicon can be dry 

• Place template on
  dual layer substrate

• Apply pressure at
  elevated
  temperature

• Separate the
  template from the
  substrate

• Oxygen etch
  transfer

Template

Silicon thermoplastic
thermoset
substrate

 9.8      Schematic fl ow for a thermal imprint process.  
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etched with either chlorine- or bromine-containing gases. These chemistries 

can be quite aggressive on electron beam resists. As a result, some type of 

hardmask, as described above, may be required. 

 A second method for forming a silicon template involves the deposition 

of a thin oxide fi lm on the silicon, followed by electron beam imaging. The 

e-beam resist then serves as a mask for the oxide, and the silicon acts as 

an etch stop for the oxide. This is a very common method now used for 

defi ning thermal imprint templates. Very little data have been published on 

the specifi cs of this template fabrication process, but the oxide etch process 

itself is well known. Details on the etching characteristics of fused silica are 

discussed later in this chapter. 

 Agreement between the template image and the fi nal resist image can be 

quite remarkable. A comparison between 70 nm template and resist features 

is depicted in Fig. 9.9. In Chou’s fi rst work on the subject, 60 nm lines were 

imaged in PMMA resist. This is clearly not the limit of resolution of the tech-

nology, however. Subsequent work has demonstrated that it is possible to print 

holes smaller than 10 nm (see Fig. 9.10), again demonstrating that resolution 

of the technology is limited only by what can be achieved in the template. 9        

 The imprinted image is not useful until the pattern transfer process is 

completed. Any molding type of imprint process is typically accompanied 

by a residual layer after the imprint process, as shown in Fig. 9.7. The fi rst 

step in the pattern transfer process, therefore, involves a descum process to 

remove the residual layer. For PMMA, an oxygen descum works quite well; 

however, care must be taken to control this step, in order not to introduce 

a lateral etch component, thereby changing the CD of the feature of inter-

est. Once this step is complete, either a subtractive or additive process can 

 9.9      70 nm features in the mold (a), and in the imprinted resist (b).  
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occur. PMMA has notoriously poor etch selectivity. As a result, most of the 

early work tended to focus on lift-off processing. 

 Because the thermal imprint process requires no optics, it is easily imple-

mented in research labs and has been used to fabricate a variety of interest-

ing and useful devices. Two examples are discussed below. Interested readers 

are referred to References 10–14 for further examples of fabricated devices. 

Gratings are relatively easy to print using thermal imprint lithography, and 

may be used for a variety of interesting applications, such as extreme-ultravi-

olet and ultraviolet fi lters, transmission fi lters, visible and infrared polarizing 

optical elements, waveplates, and phase retarders. Yu  et al . formed 100 nm 

pitch grating in a silicon mold by fi rst patterning oxide features on a 200 nm 

pitch. 14  By depositing, silicon nitride, performing an etch back, removing the 

oxide, and using the nitride as an etch mask into the silicon, he was able to 

form large area 100 nm period gratings. The usefulness of the resultant grat-

ings was tested by measuring the ellipsometric parameters of the beam at 

a wavelength of 632.8 nm at different angles of incidence, with the gratings 

oriented either parallel or perpendicular to the plane of incidence. Good 

agreement is obtained with effective medium theory simulations, as shown 

in Fig. 9.11.    

 Microring resonator devices have been the focus of recent interest because 

of their potential for applications in photonic circuits. 15  A microring resona-

tor typically has the shape of a ring closely coupled to a waveguide, thereby 

offering capabilities such as narrow bandwidth fi ltering and compactness. 

Chao  et al . studied two methods for fabricating polymer-based microring 

resonators. 16  In one method, T-NIL was used to imprint a PMMA waveguide 

on top of thermal oxide. The PMMA was heated to a temperature of 175°C, 

10 nm

083034 5.0 K X258 K 120 na

 9.10      Sub-10 nm holes formed using T-NIL.  
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and the imprint was performed at a pressure of 75 kg/cm 2 . Figure 9.12a 

shows the oxide mold used for the imprint process. Figure 9.12b shows the 

output of a fabricated PS microring resonator     

  9.5     Alternative thermal imprint processes 

 All of the lithographic methods discussed upto this point, including the 

more conventional forms of photolithography, involve the use of an imaging 
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 9.11      (a) Parametric variance of the beam at a wavelength of 632.8 nm at 

different angles of incidence, with the gratings oriented either parallel or 

perpendicular to the plane of incidence. (b) Good agreement is obtained 

with effective medium theory simulations, shown as a solid line.  
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resist, which is then utilized as a mask to defi ne an image into an underly-

ing material. Any type of pattern transfer process is problematic, since it 

has the potential for adding defects and changing CDs. It would be very 

advantageous to be able to directly image the material of choice without 

the need of a resist. The development of functional materials is under way, 

and dielectric materials, such as hydrogen silsesquioxane, have been proved 

to be both electron beam- and photo-sensitive. 17  Imprint lithography com-

bined with functional materials would be a very cost-effective way of pat-

terning features. 

 Chou  et al . have developed a variant of thermal imprinting to pattern sil-

icon directly. The technique is called laser-assisted direct imprint (LADI). 18  

A schematic of the LADI process is shown in Fig. 9.13. A quartz mold is 

used to form the features in the silicon. To image the silicon, a 20 ns XeCl 
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 9.12      (a) Microring resonator mold. (b) Output spectra response with 

a TM-polarized input.  
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laser pulse (at a wavelength of 308 nm) is applied through the quartz tem-

plate and onto the silicon surface. The energy imparted by the laser causes 

a thin layer on the surface of the silicon to melt. Because the viscosity of 

the silicon melt is extremely low, the quartz can then be pressed into the 

silicon, allowing the silicon melt to fi ll the mold. It was estimated that the 

silicon remains as a melt for approximately 220 ns and that the depth of the 

melt is roughly 280 nm. Once the silicon cools, the quartz and silicon can 

be separated.    

 As a demonstration, Chou patterned 300 nm grating structures, 110 nm 

deep into silicon. As with conventional NIL, the patterns were faithfully 

replicated. Scanning Electron Microscope (SEM) micrographs of both the 

mold and the replicated features are depicted in Fig. 9.14. Although the 

exact force of the imprint process could not be measured, it is estimated 

that the force used for the small demonstration pieces was approximately 17 

atmospheres. It is possible that the process, which was performed on 1.5 mm 

 ×  1.5 mm samples, could be scaled up to sizes comparable to those used in 

conventional NIL tools.    

 It should be noted that LADI is not limited only to patterning silicon. 

Polysilicon patterning has also been demonstrated, but it may be feasible to 

extend the technology to very different materials such as germanium, III-V 

compounds, and dielectrics. Three dimensional patterning should also be 

possible with the technique. Future development of this exciting technology 

will be interesting to monitor.  

Quartz mold and silicon Silicon solidification

Separate mold and silicon

1.

2.

4.

5.

3.

Excimer laser irradiation

Silicon embossing

Silicon

 9.13      Schematic representation of the LADI method for patterning 

silicon.  
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  9.6     Ultraviolet (UV) nanoimprint lithography 
overview 

 Devices that require several lithography steps and precise overlay will need 

an imprinting process capable of addressing registration issues. A deriva-

tive of NIL, ultraviolet nanoimprint lithography (or UV-NIL), addresses 

the issue of alignment by using a transparent template, thereby facilitat-

ing conventional overlay techniques. In addition, the imprint process is 

performed at low pressures and at room temperature, which minimizes 

magnifi cation and distortion errors. Two types of approaches are being con-

sidered for UV-NIL. The fi rst method uses conventional spin-on techniques 

to coat a wafer with a UV curable resist. 19  Although it is possible to coat 

the wafer uniformly, there are concerns that the viscosity of the resist will 

be too high to facilitate the formation of very thin residual layers. If the 

residual layer is too thick, the CD uniformity may suffer as a result of the 

subsequent pattern transfer process. In addition, a uniform coating of resist 

cannot account for variations in pattern densities on the template or mask, 

thereby leading to non-uniform residual layers. This problem is addressed 

by locally dispensing a low viscosity resist. This second approach was fi rst 

disclosed by Willson  et al . in 1999 and is generally referred to as step-and-

fl ash imprint lithography (S-FIL) (Fig. 9.15). 20  Advances in S-FIL have led 

to inkjet based dispensers with drop volumes as small as 1.0 picoliters. This 

inkjetting approach has been successfully employed for both semiconduc-

tor applications where a step and repeat approach is required, and to large 

area imprinting where throughput demands a process using a single-imprint 

step to pattern the entire substrate. Because both applications use inkjetting 

10 nm

140 nm

110 nm

200 nm200 nm
SiliconQuartz

(a) (b)

 9.14      SEM image of the template (a), and of the patterned silicon (b), 

using LADI.  
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to deposit the resist, the technology has been rebranded as jet and fl ash 

imprint lithography (J-FIL).     

  9.7     Jet and flash imprint lithography 

 The three primary building blocks that contribute to a UV imprint lithog-

raphy process are the imprint tool, imprint materials, and an imprint mask. 

Because the tool and material are so intimately connected during the imprint 

process, they are discussed as one subject in the next section. Following this 

discussion, imprint mask attributes and performance results are described. 

  9.7.1     The imprint tool 

 Imprint tools based on drop-on-demand UV nanoimprinting are broadly 

divided into wafer steppers for applications requiring nano-resolution over-

lay and mix-and-match with photolithography (such as silicon intergrated 

circuit (IC)s and thin fi lm heads for magnetic storage) wherein the fi eld size 

printing in one patterning step is the same as the industry standard advanced 

photolithography fi eld size (26 mm  ×  33 mm), and whole substrate tools for 

applications that do not require nano-resolution overlay (such as patterned 

media and photonic crystals for LEDs). Because the material is dispensed 

only where needed just prior to patterning, the basic drop-on-demand pro-

cess shown in Fig. 9.15 can be integrated into either tooling platform. 

Mask

Mask

Adhesion layer

Adhesion layer

Adhesion layer

Substrate

Substrate

Substrate

Step and repeat or
whole wafer imprinting

Mask
Adhesion layer
Substrate

Step 1: Dispense drops

Step 2: Lower imprint mask
            and fill pattern

Step 3: Polymerize fluid with
            UV exposure

Step 4: Separate mask
            from substrate

Fluid dispense

Mask filling

Flash UV cure

 9.15      Schematic illustration of the step and fl ash imprint lithography 

(S-FIL) process.  
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 The J-FIL process relies on photo-polymerization of a low viscosity, 

acrylate-based monomer solution. Acrylate polymerization is known to be 

accompanied by volumetric shrinkage, which is the result of chemical bond 

formation. Consequently, the size and shape of the replicated features may 

be affected. Volumetric shrinkage is found to be less than 10% (v/v) in most 

cases. 21  Most acrylate-based imprint fl uids that have been used to-date have 

a viscosity in the range of 4–12 cps. 22  

 Relative to the spin-on UV-NIL approach, the J-FIL stepper has unique 

cost advantages. In spin-on UV or thermal imprint processes, a separate 

spin coating tool is needed for resist deposition. Capital cost in a J-FIL tool 

is controlled by the inclusion of a self-contained material dispense mod-

ule. With respect to the cost of consumables, the drop–dispense approach 

has virtually no waste. It is estimated that the drop–dispense approach con-

sumes 1–0.1% of the volume that a spin coating process consumes. Because 

semiconductor fabrication requires highly purifi ed materials with ppb con-

tamination levels, the cost of these materials is high and is generally propor-

tional to the volume of the material used. 

 Figure 9.16 shows the schematic of a photolithography stepper and a 

UV imprint stepper based on drop–dispense of the imprint material. The 

imprint tools include precision self-leveling fl exure systems to passively 

align the imprint mask and substrate to be substantially parallel during the 

imprint process. 23  In addition, by using a drop–dispense approach that can 

Deep UV
light

Reticle

Lens

Wafer

Stage

Template

Stage

UV light

Wafer

UV curable
solution
dispensed
in droplets

Self-leveling
flexure

 9.16      Comparison between an optical projection stepper and a J-FIL 

stepper.  
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be tailored based on mask pattern variation, a highly uniform residual layer 

can be achieved. This fi lm needs to be thin and uniform to achieve a subse-

quent etch process with a high degree of long-range CD uniformity.    

 The stepper system has additional precision mechanical systems to 

achieve nano-resolution alignment and overlay. The alignment sub-system 

that aligns the imprint mask in x, y, and theta directions with respect to the 

wafer is based on a fi eld-to-fi eld moir é  detection alignment scheme, origi-

nally developed at Massachusetts Institute of Technology (MIT) for X-ray 

lithography. 24  In addition to alignment, magnifi cation and shape corrections 

are required to perform nano-resolution overlay, particularly when mixing-

and-matching to optical lithography projection tools. A precision mechani-

cal deformation system that deforms the imprint mask has been developed 

and implemented as part of the stepper system. 25,26  This is the key step that 

allows the stepper to achieve the overlay required for CMOS fabrication.  

  9.7. 2     The imprint mask 

 Early semiconductor mask fabrication schemes started with a 6″  ×  6″  ×  0.25″ 
(6025) conventional photomask plate and used established Cr and phase 

shift etch processes to defi ne features in the glass substrate. 27  Although 

sub-100 nm geometries were demonstrated, CD losses during the etching 

of the thick Cr layer etch make the fabrication scheme impractical for 1X 

templates. It was not unusual, for example, to see etch biases as high as 

100 nm. 28  

 More recently, a much thinner (<15 nm) layer of Cr has been used as a 

hard mask. Thinner layers still suppress charging during the e-beam expo-

sure of the template, and have the advantage that CD losses encountered 

during the pattern transfer through the Cr are minimized. Because the etch 

selectivity of glass to Cr is better than 18:1 in a fl uorine-based process, the 

Cr layer is also suffi cient as a hard mask during the etching of the glass 

substrate. Other mask fabrication schemes, including the incorporation of 

a conductive and transparent layer of indium tin oxide (ITO) on the glass 

substrate, have also been tested, but the process fl ow is not easily compati-

ble with the infrastructure available in commercial mask shops. The exper-

imental details of this alternative approach have been covered in previous 

publications. 29,30  

 An example of a patterned J-FIL imprint mask is shown in Fig. 9.17. A 

mesa defi nes the fi eld size and is set to have maximum dimensions of 26 mm 

 ×  33 mm, thereby making it compatible with existing optical projection 

lithography tools. Typical mesa heights are on the order of 15–30  μ m. The 

mesa height is critical, as it also provides an impediment to any liquid resist 

extruding at the edge of the fi eld.    
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 As previously discussed, imprint resolution is defi ned by the relief image 

in the mask. Early work at Motorola took advantage of the high resolution of 

a Gaussian beam writer and ZEP520A resist to produce imprinted features 

as small as 30 nm. 31  Resist patterning is followed by a descum step, a dry Cr 

etch (using chlorine and oxygen), and a reactive ion etch of the fused silica 

(with chemistries such as CHF 3  or CF 4 ). More recently, Dai Nippon Printing 

has demonstrated 14 nm half pitch patterns on a mask. Although impressive, 

Gaussian beam writers suffer from long write times. Commercial mask sup-

pliers typically prefer to limit write times to less than 24 h, and therefore use 

shaped beam systems in which an aperture is employed to defi ne minimum 

resolution. Dense 22 nm line patterns have been resolved using a NuFlare 

EBM7000. 32  Further refi nements in the electron optics, combined with a 

reduction in the Coulomb interaction, should result in sub-20 nm feature 

resolution. An example of Dai Nippon Printing (DNP)’s mask fabrication 

capability is shown in Fig. 9.18.    

 In addition to resist patterning and dry etch pattern transfer, the fi nal 

mask must go through inspection and repair steps in order to identify and 

eliminate defects. These steps are typically accomplished using electron 

beam inspection and repair equipment. References 33, 34, and 35 cover the 

work that has been done in this fi eld. 

 For patterning of hard drive media a 6 in. diameter fused silica wafer is 

used as the mask (template) blank. The blank is patterned in the same way 

as a semiconductor mask; however, rotary stage Gaussian beam writers are 

used for the exposure of the resist. 36  Bit patterns, typically referred to as 

bit patterned media (BPM), are required to achieve aerial densities greater 

than 1 Tb/in 2 , and have respective pitches of less than 25 nm. An example of 

a patterned media template and an image of a 1 Tb patterned disk is shown 

in Fig. 9.19.    

 Mask lifetime is dictated mainly by the interaction of particles with the 

mask. It is anticipated that lifetimes will fall somewhere between 10 000 and 

100 000 imprints, thereby creating a need for replica masks (or templates). 

 9.17      Photograph of a J-FIL mask.  
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Replicas can be fabricated using the same type of imprinting tools used for 

wafer or disk imprinting. 37,38  An example of a replicated mask pattern is 

shown in Fig. 9.20.     

  9.7.3     J-FIL performance results 

 Other than defectivity, the primary attributes that must be addressed are 

CD control, residual layer control, overlay, and throughput. 

 While CD uniformity control is required for any lithographic system, the 

CD is typically a function of mask resolution, and there is very little con-

tribution to the CD error budget as it relates to the actual printed feature. 

Examples of high resolution patterning are shown in Fig. 9.21. Residual 

layer thickness (RLT) control is critical, however, for a couple of reasons; 

Etched quartz images

L/S pattern

hp32 nm hp24 nm hp20 nmhp22 nm hp16 nmhp18 nm

 9.18      Top down and cross section SEM images of an imprint mask for 

half pitches ranging from 16 to 32 nm.  

 9.19      (a) Photograph of a full fi eld patterned media template. 

(b) Imprinted bit patterns with a pitch of 25 nm.  
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fi rst, it is important to minimize the RLT in order to minimize CD bias dur-

ing pattern transfer, and secondly it is critical to control the RLT uniformity, 

in order to avoid any signifi cant CD uniformity resulting from the descum 

of the residual layer itself. Residual layer control is affected by a variety of 

factors including:

    • alignment errors between the imprint mask and the substrate   

  fi eld fl atness of wafers, imprint masks, and chucks  • 

  Drop-on-demand resist placement relative to the pattern on the mask       • 

 In order to minimize CD biases and variations during the removal of 

the residual layer, a sub-32 nm pattern typically requires a process with 

a mean residual layer of less than 15 nm. Therefore, in the presence of 

pattern density variations within a fi eld, resist dispense that is uncorre-

lated with the mask pattern will require the liquid to travel distances over 

 9.20      Mask replication process showing the imprints from the master 

mask and the pattern transferred images on the replica mask.  

 9.21      J-FIL SEMs. From left to right: 38 nm NAND Flash gate layer, 

30 nm storage class memory cross section, 22 nm half pitch resist lines 

and 11 nm half pitch resist lines.  
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millimeters in nanoscale channels. In practice, this situation leads to very 

high localized pressures in the fl uid causing wafer or mask deformations, 

highly varying residual layers, and longer fi lling times. 39  In one demon-

stration, 6 picoliter drops were dispensed in correlation with the mask 

design, leading to several thousand drops per 26 mm  ×  32 mm fi eld. This 

process was automated, and was based on off-line volume computations 

using mask design information available in GDS-II format. By incorpo-

rating the three factors presented above into the tool, a residual layer 

variation of <5 nm, 3  σ  , was achieved over a 200 mm wafer, as shown in 

Fig. 9.22. 40     

 Alignment is defi ned as the accuracy with which an imprinted fi eld can be 

registered relative to a previously lithographed fi eld at the four corners of 

the patterned fi elds. Overlay refers to the accuracy with which an imprinted 

fi eld can be registered relative to the previous fi eld at the four corners and 

many points (typically ~100) over a fi eld. The imprint stepper has three key 

sub-systems that contribute to alignment and overlay:

    • Interferometric moir é  alignment technique (i-  MAT):  This is the 

approach used to obtain real-time relative overlay errors between points 

on the imprint mask and the corresponding points on the wafer. The 

system is capable of measuring alignment errors at a single point well 

below 1 nm.  

   • Magnifi cation actuator system:  The magnifi cation actuator works on the 

basis of imparting elastic deformations to fused silica over a small range 

of motion (typically on the order of a few ppm). The system incorporates 

an array of force feedback controlled actuators that are mounted around 

25

• Average residual layer thickness: 18.7 nm

• Standard deviation: 1.2 nm

• Data based on >200 randomized measurements on a 200 mm wafer
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 9.22      RLT uniformity across a 200 mm wafer.  
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the imprint mask. This strategy allows in-plane corrections in X and Y, 

orthogonality, and to some extent higher order distortion corrections as 

discussed in Reference 26.  

   • Wafer stage motion for rigid body corrections (X, Y, and Θ):  An air 

bearing wafer stepper stage is used to align the mask and the wafer. The 

stage needs to hold position with very low noise to maximize overlay 

performance. The low viscosity liquid resist, in turn, acts as a damping 

agent for any stage vibrations.    

 Overlay requirements for a NAND Flash memory device are typically 

on the order of 1/3 of the half pitch. As an example, for a 32 nm NAND 

Flash device, a mix-and-match overlay of approximately 10 nm is required. 

Figure 9.23 depicts a mix-and-match overlay of 10 nm across a 300 mm 

wafer. 41  Further improvements are likely to be found through thermal man-

agement, reduced noise from the magnifi cation actuators, and by reducing 

the image placement errors on the imprint mask itself.    

 The cost of any stepper is a function of the process throughput. A through-

put of 20 wafers per hour (WPH) is considered a reasonable production tar-

get for imprint lithography, and is based on the fact that imprint tools are 

signifi cantly lower in capital cost as compared to 193 nm immersion and 

Extreme Ultraviolet (EUV) tools. Based on this target, one shot has to be 

completed in about 1.6 s (see Table 9.1.). 40     

 Of all the steps presented in Table 9.1, only fl uid fi lling is believed to be 

a fundamental technical risk. The other targets can be met using extensions 

of known engineering approaches. Fluid fi lling in a drop-on-demand UV 

imprint process is affected by several factors, such as fl uid viscosity, dispense 

drop resolution, control of fl uid front dynamics, and targeting of drops rela-

tive to the mask design. Also, changes in pattern density in the mask design 

Number of fields measured: 32
Number of points per field: 30

X Y
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X mm
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Raw mean -0.10
9.40
9.5

-0.63
9.68

10.31
Raw 3sigma
Mean+3sigma

 9.23      Overlay on a 300 mm wafer using an advanced J-FIL tool. Overlay 

on the order of 10 nm is achieved across the wafer.  
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can cause regions where drop tailoring is sub-optimal due to limitations in 

drop resolution and drop placement. 

 By applying the fi lling guidelines described above, a test pattern consist-

ing of 24 nm device patterns, dummy fi ll, and metrology marks was printed 

and inspected for non-fi ll defects. 41  In this work, further optimization of the 

drop pattern was achieved by using gridded drop patterns in areas where 

the features were essentially parallel lines. In addition, the drop volume was 

set as low as 1.5 picoliters. The results are shown in Fig. 9.24. Figure 9.24a 

depicts the location of each defect within the printed mask fi eld for a fi ll 

time of 1.5 s. Although the defectivity (1.2/cm 2 ) was higher than the targeted 

value of 1.0/cm 2 , it should be noted that the defects are systematic. Two 

types of non-fi ll defects were observed. The fi rst were the non-fi ll defects 

within the printed moir é  align mark (see Fig. 9.24b.). The second defect 

always occurred in transition areas between a repeating structure in a die 

and another pattern type. Both defects can likely be addressed with specifi c 

imprint patterns designed to enhance fi lling in these areas, and by further 

reductions in drop volumes.      

 Table 9.1     Field by fi eld time budget for a throughput 

of 20 wph (assuming 100 fi elds/300 mm wafer; and 

a 20 s overhead for each wafer for loading, set-up 

and unloading) 

Field imprint steps Time allocation (s)

Stage move, fl uid dispense 0.20

Imprint mask down 0.10

Alignment, fl uid fi lling 1.00

UV cure 0.15

Separation 0.15

Total 1.60

Non-fill of defect
within a moiré
align mark

(a) (b)

 9.24      (a) Non-fi ll defects in a 26 mm  ×  33 mm fi eld for a resist spread 

time of only 1.5 s. (b) The non-fi ll defects were confi ned to transition 

regions and to the area near the moir é  align mark.  
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  9.8     Roll to roll imprint lithography 

 R2R printing, or web printing, involves the patterning of fl exible materials 

such as plastics or metal foils. The fl exible material, or web, is unwound 

from a core, processed, and then returned to a second core at the end 

of the sequence. Many R2R processes already exist for etch and depo-

sition, and several groups are now developing imprint R2R methods. If 

successful, the potential applications include thin fi lm transistors, fl exible 

displays, wire grid polarizers, color fi lters, and solar devices. The challenge, 

as always, is to create a process that meets both defectivity and throughput 

requirements. 

 The Hewlett-Packard Company has recently focused its efforts on fl ex-

ible displays and has created an active matrix backplane for driving a 

display using a R2R process and an imprint method referred to as self-

aligned imprint lithography (SAIL). The idea of the SAIL process is to 

create a three dimensional multi-level roller mask and print the 3-D relief 

image over a fi lm stack consisting of aluminum for the bottom gate metal, 

a dielectric, an undoped amorphous silicon layer, a microcrystalline sili-

con layer, and a fi nal layer of chromium, which is patterned to form both 

the data lines and pixel electrodes. 42,43  A schematic of the SAIL process is 

shown in Fig. 9.25.    

 The roller mask is fabricated by fi rst creating a master mask on a pla-

nar silicon substrate, and then transferring the pattern to either a PDMS 

Photopolymer mask
S/D metal (Cr)
N+ uC-Si
A-Si
Gate dielectric
Gate metal (Al)

Substrate

(a) (b) (c)

(d) (e) (f)

 9.25      Process sequence for HP’s SAIL process. (a) Blanket deposited TFT 

stack; (b) mask on stack with residual etched; (c) device isolated; (d) 

mask thinned one level, gate metal patterned (detail shows undercut); 

(e) mask thinned one more level to expose channel; (f) fi nished SAIL 

TFT.  
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or Tefl onAF fl exible fi lm. The fi lm is then peeled away from the silicon, 

attached to the roller, and used to print the 3-D structures. A photo of the 

prototype R2R imprint tool is shown in Fig. 9.26. Working color displays 

consisting of 160  ×  120 pixels with a pixel size of 480  μ m  ×  480  μ m have been 

successfully fabricated with this process.    

 Nanoscale applications include both color fi lters and wire grid polarizers, 

and Ahn and Guo have concentrated their efforts on high throughput/res-

olution R2R systems. Their initial tool focused on simple gratings, and they 

were able to demonstrate a 100 nm pitch grating using an epoxysilicone resist 

across a 10 mm width roll. 44  More recently, they have scaled their process and 

created a large area (6 in.) tool capable of printing a four inch wide fi lm. 45  

The system is capable of printing in both an R2R mode and a roll-to-plate 

(R2P) mode. A schematic and photo of the system is shown in Fig. 9.27. Web 

speeds of 1m/min were obtained and were limited by the motor used to drive 

the web.    

 The epoxysilicone resist was chosen for this study, since the material 

exhibits a cationic curing mechanism and is not subject to oxygen poisoning 

typical of acrylate-based resists. In addition, the shrinkage of the resist after 

curing is substantially smaller than acrylate resists. Typical sensitivity of the 

epoxysilicone resist is on the order of 100 mW/cm 2 . RLT was studied, and 

the key parameters affecting RLT were web speed and the force applied 

between the rollers. Not surprisingly, RLT decreases with decreasing web 

speed and increasing force. 

 It should be noted that the viscosity of the epoxysilicone resist prohib-

its the printing of very thin RLTs. Typical values of RLT ranged anywhere 

from 200 to 300 nm. Clearly, this is a limiting factor for device applications 

 9.26      Web based imprint tool used to create fl exible displays.  
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requiring pattern transfer through the underlying substrate, and low viscos-

ity resist materials and processes will need to be implemented in order to 

reduce RLTs to less than 20 nm.  

  9.9     Defectivity 

 Any lithographic approach needs to satisfy a defectivity specifi cation for a 

given application. Semiconductor applications typically strive for defect lev-

els less than 0.10 defect/cm 2 . For the hard drive industry, the fi nal media is 

expected to have an aerial defect ratio of less than 10 −4 . 

 Early work on step-and-fl ash imprint lithography indicated that the low 

surface energy monolayer applied to the template acted effectively as a self-

cleaning agent. This attribute has been reported in several publications. 20,27  

While the data clearly illustrate a self-cleaning effect, this does not provide a 

suffi cient criterion for taking the technology into manufacturing. Defectivity 

of the overall process must be considered, and defect sources must be bro-

ken down and analyzed into their various components. The mask, the resist, 

and the imprint tool all must work hand in hand to create a process that is 

sustainable for many thousands of imprints. As an example, several papers 

have been published on the use of 1H, 1H, 2H, 2H-FOTS anti-adhesive 

monolayer. The FOTS is successful at lowering surface energy and enabling 

separation of the mask and substrate. It is well known, however, that the 

monolayer has a limited lifetime, and that defects are readily observed after 

only tens of imprints. 8  

Coating
roller

Liquid resist

Flexible substrate
Backup
roller

Backup
roller

UV source

UV source

Hard substrate

ETFE mold

(a) (c)

(b)

 9.27      Schematic of (a) roll to roll and (b) roll-to-plate imprinter. 

(c) Photograph of the tool. Maximum throughput is 1 m/s.  
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 The imprint process always starts with the fabrication of a mask. Defects 

created in the mask during the fabrication process must be inspected and 

repaired as required to meet defect tolerances. Cleaning of the mask is 

critical to remove particulates and contamination on the surface that may 

impede fi lling. The resist must be designed to adhere to the substrate sur-

face, release from the mask surface, and be fi ltered so that the material itself 

is not a defect source. The imprint process must result in fast fi lling and 

avoid non-fi ll defects (as discussed in Section 9.7). In addition, the process, 

including fi lling and separation, must be robust and immune to defects such 

as line collapse and feature shearing. Finally, and most importantly, particu-

lates must be well controlled, as they have the potential to damage the mask, 

thereby creating a permanent defect in the mask. Some defect examples are 

shown in Fig. 9.28.    

 Defects are generally placed into two categories: random and repeating. 

Random defects include non-fi ll defects, and are typically controlled through 

process optimization. Imprint defects caused by particles can become 

repeater defects and are therefore the key to minimizing overall defectivity. 

In a recent study by Singh  et al ., repeater defectivity was studied by printing 

2000 fi elds using a 120 nm NAND Flash-like layout. 41  To eliminate wafer 

related particles, only fi elds that were confi rmed to have particles smaller 

than 70 nm (as measured using a KLA-T SP1 blank wafer inspection system) 

were printed. The patterned wafers were inspected using the KLA-T 2132 

and the repeater defects locations were identifi ed. Composition of the defect 

was then determined by placing the wafer in an SEM, driving to the loca-

tion where the repeater defect was fi rst reported, and performing an Energy-

dispersive X-ray spectroscopy (EDX) measurement at the defect site. 

 All but one of the defects were confi rmed to contain nickel. Figure 9.29 

shows both a picture of the particle and the EDX measurements. Figure 9.29a 

shows the EDX signal within the defective area. Figure 9.29b is a scan of a 

clean pattern. The nickel peak was clearly observed, and every defect con-

taining nickel showed a comparable signal intensity. It was noted that both 

 9.28      From left to right: non-fi ll defect, plug defect, and a transition 

region defect.  
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the inkjet dispenser and the fi lter unit contained within the imprint tool 

contain nickel parts.    

 In a similar study, using more state-of-the-art processing tools, Malloy and 

Lloyd were able to demonstrate defect densities as low as 0.09 defects/cm 2  

across a 300 mm silicon wafer. 46  The next step is to confi rm low defectivity for 

long runs consisting of as many as 50 000 imprints. Passage through this gate 

is critical to introducing the technology into high volume manufacturing.  

  9.10     Conclusions 

 Imprint lithography has come a long way in a very short period of time. 

Resolution seems limited to the ability to form a relief image in the template 

and sub-10 nm printing has already been demonstrated. The technology is 

cost effective, and applications will continue to grow as emerging markets in 

the fi eld of nanotechnology continue to blossom. 

 To be considered a method for fabricating silicon integrated circuits, sev-

eral concerns including overlay, throughput and, most critically, defectiv-

ity need to be addressed. UV-NIL and, in particular, J-FIL seems the best 

imprinting option for meeting the stringent requirements of future genera-

tions of silicon-based circuitry. Tools, templates, and resists are readily avail-

able to start exercising the technology and will be used to answer the open 

issues. If these issues can be solved, imprint lithography may be the right 
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 9.29      Results for an extended imprint run. The particles that created 

printing defects (see for example the defect in the center of the SEM 

image just above the scan in Figure 9.29a) were found to contain nickel.  
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NGL, since extendibility beyond 10 nm has already been demonstrated. The 

last consideration then becomes the supporting infrastructure. Projection 

lithography has been in the mainstream now for over 30 years, and the abil-

ity to write, inspect, and correct a 1X template will need to be developed. 

Electron-based inspection and repair tools, as well as faster high resolution 

electron beam writing systems, may provide the pathway for template fabri-

cation in the very near future. 

 With respect to emerging markets, the application of imprint lithogra-

phy is enabling. No other lithographic technology is capable of meeting the 

stringent cost of ownership demands necessary to bring products to market. 

Patterned media is already one promising application. It will be interesting 

to see where imprint technology is eventually applied to address the power, 

energy and biomedical markets.  
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  Abstract : Nanostructures refer to materials or structures that have at 
least one dimension between 1 and 100 nm. The various sub-fi elds of 
nanotechnology focus on the creation, characterization, and application of 
nanostructures. In this chapter, we discuss the fabrication and application 
of nanostructures commonly studied and used in nanotechnology. 
Nanostructures are fabricated by methods as simple as solution 
processing, and as complicated as advanced lithography. In addition to 
extensive efforts in the fabrication of nanostructures, current research 
and development of nanostructures also focus on the investigation 
of fundamental material properties, including mechanical, electrical, 
and optical properties at the nanoscale, and the development of novel 
applications in a broad range of engineering fi elds. In this chapter, we 
review some unique properties of nanostructures and discuss the most 
actively pursued applications. 

  Key words : nanostructure, quantum dot, quantum well, lithography, 
plasmonic. 

   10.1     Introduction 

 Nanostructures are materials with nanometer scale sizes in one, two, or three 

dimensions. The term  ‘ nanostructure ’  is loosely defi ned, but typically the 

dimensions of nanostructures are between 1 and 100 nm. Nanostructures 

in recent years have generated a great deal of interest, from basic scien-

tifi c research to commercial development. Nanostructures bring forth novel 

material properties and superior performance in certain areas, which has 

sparked much enthusiasm in this emerging area. Today the study of nano-

structures, broadly known as nanotechnology, has evolved into a truly mul-

tidisciplinary effort made by experts from almost every traditional science 

and engineering fi eld. 

 In general, nanostructures can be divided into surface and bulk nano-

structures. Surface nanostructures are nanoscale patterns created on the 

surface of a substrate. The most prominent example is the nanoscale elec-

tronic structures fabricated on silicon wafer surface using advanced micro-

electronic fabrication techniques. Bulk nanostructures refer to individual 
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nanomaterials, or an assembly of nanomaterials. For example, colloidal 

nanostructures are nanoparticles or nanowires dispersed in a liquid with the 

help of surfactants, and nanocomposites are ordered or disordered distribu-

tions of nanomaterials in another phase. 

 The most commonly studied nanomaterials include carbon-based nano-

structures, quantum dots, metallic nanomaterials, and biological nanostruc-

tures. Among all nanostructures, carbon nanotubes (CNT) and graphene are 

probably the best known and most widely studied. The widespread interest 

in carbon-based nanostructures originates from their superior, sometimes 

unique, physical properties, providing the prospect of breakthroughs in many 

important engineering applications (Avouris  et al ., 2007). Nanostructures 

based on traditional compound semiconductors, such as quantum dots and 

quantum wells, have been well developed during the last three decades. The 

quantum confi nement in those nanostructures provides superior optoelec-

tronic properties, such as electronic structure engineering and density of 

states tuning. The maturity of those nanostructures has led to many impor-

tant commercial applications such as LEDs, solid-state lasers and photode-

tectors. Plasmonic excitation in metallic nanostructures has also generated 

a lot of excitement for its ability to strongly focus electromagnetic radia-

tion at the infrared and visible wavelengths. A prominent example is sur-

face-enhanced Raman spectroscopy, where metallic nanostructures greatly 

enhance the usually-weak Raman scattering signal for exceptionally sensi-

tive molecule detection and identifi cation. The plasmonic modes on metal-

lic nanostructures have extremely small spatial distribution, enabling them 

for high-resolution imaging and lithography. Nanostructures also come with 

novel thermal and magnetic properties, which are gradually being exploited 

in certain applications. In this chapter, we attempt to provide only a broad 

description of the most common aspects of nanostructure fabrication and 

application. More detailed information on each topic can be found in many 

review papers and book chapters cited in this chapter. 

 It is worth mentioning that, despite the defi nition, there are structures 

and materials that have nanoscale dimensions that are not usually discussed 

in the context of nanotechnology. For example, individual linear polymer 

chains can be regarded as one-dimensional  ‘ nanowires, ’  but the study of 

polymers is usually not regarded as nanotechnology, unless the polymers are 

mixed with other nanomaterials to form nanocomposites. In the microelec-

tronic fabrication process, thin fi lm deposition is an important and widely 

used technique. The metallic and dielectric thin fi lms can have a thickness 

in the range of a few nanometers to 100 nm. However, those thin fi lms are 

used for their bulk properties (e.g., electrodes for current conduction or 

gate dielectric for the insulation of carrier transport), not for the unique 

properties brought forth by their nanoscale dimensions. Similar examples 

can be found in organic electronics, where most of the layers used in organic 
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light-emitting device and organic thin fi lm transistors typically have a thick-

ness of less than 100 nm.  

  10.2     Characterization of nanostructures 

 Due to their extremely small dimensions, the characterization of nano-

structures usually requires dedicated tools and special techniques. The 

most common characterization of nanostructures is in terms of shape and 

morphology. This information is usually obtained by various imaging tech-

niques. Most high-resolution imaging techniques share the same principles 

as high-resolution lithography techniques, because these two techniques 

complement each other. In high-resolution imaging, tightly focused pho-

ton or electron beams scan the nanostructures to construct an image. 

Techniques such as scanning electron microscope (SEM), near-fi eld scan-

ning optical microscope (NSOM), and plasmonic imaging are based on this 

principle. If a sharp mechanical tip is used, high-resolution imaging can also 

be obtained, such as the atomic-force microscope (AFM), the scanning-

tunneling microscope (STM), and their variations. Electron transmission 

can also be used to probe and image nanostructures. This feature has been 

adopted in the transmission electron microscope (TEM) to achieve atomic-

level resolution when a high-energy electron-beam shoots through a thin 

layer of nanostructures. 

 In the characterization of individual nanostructures, often a dedicated 

device structure needs to be fabricated to interface between the nano-

structure and the macroscopic measurement system. For example, electri-

cal characterization of individual nanoparticles or nanowires requires the 

patterning of contact electrodes. This is very challenging because of the 

extremely small size of the nanostructures. Other factors, such as very low 

signal level, can add to measurement complexity. Highly sensitive electronic 

systems and sophisticated environmental chambers are usually needed in 

the probe station for nanostructure characterization.  

  10.3     Methods to create nanostructures: top-down 
fabrication of nanostructures 

 Nanostructures can be generated by a wide variety of techniques. In gen-

eral, surface nanostructures are often defi ned and fabricated by techniques 

developed in microelectronic processing. Those methods start from a large 

(in relation to the nanostructures to be created) substrate. Nanoscale pat-

terns are defi ned by advanced lithography techniques, followed by material 

removal (etching) or material deposition techniques. This approach is gen-

erally known as the  ‘ top-down ’  fabrication of nanostructures. Alternatively, 

�� �� �� �� �� ��



Nanostructures   351

© Woodhead Publishing Limited, 2014

nanostructured materials are often created by chemical synthesis. The 

assembly of atoms or molecules, with the help of autonomous or carefully 

designed size limiting mechanisms, can result in materials with one, two, or 

three dimensions at the nanoscale. Those synthesized nanomaterials can 

then be further assembled into larger structures, such as super-lattices. This 

approach of building nanostructures and nanomaterials from atoms and 

molecules is generally referred to as the  ‘ bottom-up ’  fabrication of nano-

structures. As shown in Fig. 10.1, nanostructures are becoming the converg-

ing spot for  ‘ top-down ’  and  ‘ bottom-up ’  approaches, thus bringing scientists 

and engineers from all disciplines into the exciting fi eld of nanotechnology.    

 The process of creating pre-designed patterns on a surface is called 

lithography. Lithography has evolved with the microelectronic industry. The 

demand for fabrication of ever-smaller electronic devices has stimulated the 

development of many advanced lithography techniques to fabricate nano-

scale structures. 

 In terms of their working principles and operating schemes, nanoscale 

lithography techniques can be categorized into energy-beam-based lithogra-

phy, tip-based lithography, and mechanical forming. In terms of their applica-

tion objectives, those lithography techniques can be divided into two types: 

Self-assembly

Lithography‘Bottom-up’ fabrication

‘Top-down’ fabrication

22 nm
Intel 2011

65 nm
Intel 2005 Photonic crystal

Patterned
magnetic media

Graphene Nanotube

Molecule

1 Å 1 nm 10 nm 100 nm

Hard X-ray Soft X-ray EUV

(13.5 nm)

UV visible

(400 –
700 nm)

Wavelength

Electromagnetic

1 μm
0.1 μm

Nanoparticle

5 nm

50 nm

MicroscaleNanoscale

 10.1      The  ‘ top-down ’  and  ‘ bottom-up ’  routes to create nanostructures 

and their characteristic lengths scales.  
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initial pattern generation and pattern replication. Initial pattern generation 

at the nanoscale usually requires sophisticated and expensive equipment. It 

is usually featured by very high resolution, but high cost and low throughput 

are the main issues associated with the initial pattern generation. To meet 

the low cost and high throughput demand for practical applications, pattern 

replication techniques are indispensable. Pattern replication techniques use 

master copies produced from initial pattern generation techniques, and pro-

duce duplicate copies with low cost and high throughput. 

  10.3.1      Energy-beam-based lithography: photolithography, 
electron-beam lithography, and holographic 
lithography 

 Energy-beam-based lithography techniques exploit the interaction of an 

energy beam, such as a photon, electron, or ion-beam, with a thin fi lm active 

material called a resist. In energy-beam-based lithography techniques, the 

energy beam is focused into a very tight spot or projected onto a resist layer. 

The interaction between the energy beam and the resist layer changes the 

properties of the resist material. Pattern can be generated by scanning the 

energy beam over the resist surface, like drawing a graph with a pencil. The 

different properties in exposed and unexposed areas in the resist layer result 

in selective resist removal in a subsequent  ‘ developing ’  step. 

 Photolithography is currently the mainstream technology used in mod-

ern microelectronic fabrication. The objective of photolithography is to cre-

ate light intensity pattern in light-sensitive photoresist thin fi lm on wafer 

surface. The light intensity pattern is defi ned by the photomask, which 

contains the layout structures to be  ‘ printed ’  on the surface of a wafer. In 

general, there are two modes of photolithography: projection mode and 

contact mode. In projection mode (Chapter 1), the image on the photo-

mask is projected onto the surface of photoresist. This process is in fact 

equivalent to a camera action recording the image of the photomask on a 

recording medium, which is the photoresist. The projection photolithogra-

phy tool can be viewed as a  ‘ camera ’  that uses UV wavelength as a light 

source and photoresist as an image recording medium; thus, many features 

of projection lithography can be understood using the concepts of tra-

ditional photography. 

 The resolution of photolithography is described by a simple equation: 

l k1kk / NAλ , where  k  1  is the process parameter whose value is determined 

by the properties of the photoresist and the photoresist processing param-

eters,   λ   is the wavelength of the light source, and NA is the numerical aper-

ture of the projection lens. For sub-100 nm nanoscale patterning, it requires 

the projection tool to use short wavelengths. Currently, 193 nm deep-UV 
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light is used in popular photolithography systems. Active research is going 

on to further reduce this wavelength into extreme UV, even to X-ray range, 

in spite of the tremendous technical challenges. In addition to reducing 

exposure wavelength, increasing the NA can also improve pattern resolu-

tion. A simple technique to increase the NA is by immersing the projection 

lens in a liquid with a higher refractive index than air. Those techniques 

have enabled the 193 nm immersion photolithography to be widely used 

in sub-100 nm microelectronic patterning. In addition to decreasing the 

exposure wavelength and increasing the NA, many other techniques have 

been developed for photolithography to further enhance pattern resolution. 

A few well-known examples are double patterning, double exposure, and 

spacer double patterning (Willson and Roman, 2008). 

 The second mode of photolithography is contact mode, whereby the shad-

ows of photomask patterns are directly cast on a photoresist layer that is in 

contact with, or in close proximity to, the photomask. This technique is very 

simple and low cost. The issue is the contact between the photomask and 

photoresist, which causes defects, and potentially contamination and dam-

age, to the photomask. Contact mode photolithography is primarily used in 

research or a small-scale fabrication environment. 

 Photolithography is a pattern replication process. The master copy used 

in photolithography, the photomask, has to be created by high-resolution 

pattern generation techniques (Chapter 5). Currently, the most common 

techniques are laser direct writing and electron- or ion-beam lithography. 

Electron- and ion-beam lithography techniques use electrooptics to focus 

a beam of electrons or ions into a small spot, then scanning the resist layer 

by directing the beam with electronic defl ectors and shutters. High acceler-

ation voltage enables the charged beams to be focused down to 1 or 2 nm, 

which is ideal for very high-resolution pattern generation. However, the 

serial scanning in charge beam lithography techniques seriously limits their 

throughput. Thus, those techniques are mainly used in the fabrication of 

master copies, such as photomasks and nanoimprint templates, that are used 

in other high throughput pattern replication techniques. There are also sev-

eral attempts to develop parallel writing or projection electron-beam tech-

niques, although great technical challenges exist. 

 Another important patterning technique for creating large area periodic 

structures is holographic lithography (Schattenberg  et al ., 1990; Brueck 

2005), sometimes called interference lithography. The interference of two 

or multiple coherent optical beams creates a periodic spatial modulation 

of light intensity, which can be imaged by a resist layer to generate periodic 

structures. Due to the nature of interference, subwavelength features can be 

generated over a large area in a single exposure. The high-resolution, high-

speed and large area features are attractive in the fabrication of periodic 

nanostructures.  
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  10.3.2      Tip-based lithography – near-fi eld tip lithography 
and dip-pen lithography 

 Commercial photolithography and electron-beam lithography systems are 

complicated and expensive. To enable low cost patterning of nanostructures, 

many tip-based lithography techniques have been developed (Sun  et al ., 
2002). Instead of using a tightly focused energy beam, a sharp mechanical 

tip is used for nanofabrication .The pattern formation mechanisms can vary 

greatly with different tip-based lithography techniques, as shown in Fig. 10.2. 

Tapered optical fi bers have the capability to focus light into a very small area. 

When the tip surface is coated with noble metal such as gold and silver, the 

excitation of surface plasmon (SP) polaritons can lead to exceptionally high 

intensity and close spatial confi nement, as discussed below in the plasmonic 

section. If the substrate is placed within the near-fi eld of the tip, the tight 

optical energy spot can achieve pattern writing with deep subwavelength res-

olution. The biggest advantage of tip-based lithography techniques is their 

simple construction and low cost, as compared to much more complicated 

and expensive photolithography and electron-beam lithography systems. 

Thus, the tip-based lithography system is ideal for writing nanostructures for 

basic research or prototype development in research labs.    

(a) (b) (c) (d)

(e)

d
θ

d

AFM tip

Molecular
transport

Writing
direction

Wafer mosiscus

Ag substance

d d

 10.2      Schematics of tip-based imaging and lithography system: (a) 

traditional far-fi eld lens for imaging and projection photolithography 

(b) NSOM tip (c) tip-enhanced imaging and lithography based on 

the excitation of plasmonics (d) tip-on-aperture (TOA) structure for 

plasmonic lithography. ( Source:  Reprinted with permission from 

(Hartschuh 2008). Copyright: Wiley-VCH Verlag GmbH & Co. (2008).) 

(e) dip-pen lithography for chemical and biological pattern writing. 

( Source:  Reprinted with permission from (Piner, Zhu  et al . 1999). 

Copyright: AAAS (1999).)  
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 In many cases, patterning chemical and biological entities are desired for 

chemical, biological, and biomedical engineering applications. Although such 

functional patterns can be generated by multiple steps of lithography and 

pattern transfer, the chemicals and energy radiation are often incompatible 

with the desired functional patterns. Dip-pen lithography has been devel-

oped to address this issue (Piner  et al ., 1999; Ginger  et al ., 2004). Instead of 

using optical energy, the tip in dip-pen lithography can be soaked in a chem-

ical  ‘ ink ’  and then the  ‘ ink ’  can be transferred to a substrate surface, much 

like writing on a paper using a quill pen. The ink is formulated to contain 

the functional chemicals, or biological molecules such as oligonucleotides 

and protein to be patterned (Salaita  et al ., 2007). Dip-pen lithography allows 

quick patterning of nanoscale chemical and biological patterns without the 

characteristically tedious and potentially detrimental fabrication steps. 

 In all tip-based lithography, there are two major challenges. The fi rst is 

the low writing throughput. Since the pattern writing is done using a very 

sharp tip, and the writing is done in serial scanning, the surface area that can 

be written is very limited. Although electron-beam lithography also uses a 

sharp electron beam, the beam scanning is done electronically. In tip-based 

lithography, the tip scanning is achieved with mechanical actuation, which is 

inherently much slower than electronic beam scanning. To address this lim-

itation, current research aims at developing a tip-based lithography system 

with massive parallel tips (Hong and Mirkin, 2000). A large area pattern can 

be divided into many sub-areas, each of which would be written by a tip. 

 The second major challenge in tip-based lithography is the need to main-

tain the distance between the tip and the substrate. In scanning probe lithog-

raphy, the substrate should be within the near-fi eld distance of the tip, which 

is usually less than the wavelength of the light. In dip-pen lithography, the tip 

is expected to make mechanical contact with the substrate. Maintaining accu-

rate tip-substrate separation is important not only for high-resolution pattern 

writing, but also for protecting the fragile tip. Considering the non-fl atness of 

a large substrate and potential pre-existing surface patterns, it is imperative 

to include a live feedback mechanism to maintain tip-substrate distance in 

the tip-based lithography system. In dip-pen lithography, using more fl exi-

ble materials such as PDMS, to fabricate the tip (Huo  et al ., 2008) or to add 

a PDMS cushion layer between the tip and its base, can mitigate the contact 

damage to both the tip and the substrate surface(Shim  et al ., 2011).  

  10.3.3     Mechanical forming: nanoimprint lithography 

 Although it is critically important to have the capability to fabricate nano-

structures in the fi rst place, it is equally important that the nanostructures 

are replicated with low cost and high throughput for nanotechnology to 

�� �� �� �� �� ��



356   Nanolithography

© Woodhead Publishing Limited, 2014

make a signifi cant impact on society. A great example of the combination of 

the initial pattern generation and the pattern replication is electron-beam 

lithography and photolithography. Electron-beam lithography is indispens-

able for creating the high-resolution and high-accuracy master copy, the 

photomask, to be used by photolithography to reproduce the nanostruc-

tures in large scale for commercial microelectronic fabrication. 

 As the feature sizes move into deep submicron and into the sub-20 nm 

range, pattern replication with photolithography becomes increasingly com-

plex and expensive. In recent years, a new pattern replication technique, 

widely known as nanoimprint lithography (NIL) (Chapter 9), has emerged 

(Chou  et al ., 1996). NIL is based on mechanical forming of soft or liquid 

materials at the nanoscale, as shown in Fig. 10.3. Since its inception, NIL has 

attracted widespread interest due to its ultra-high resolution (Chou  et al ., 
1997; Hua  et al ., 2004), low cost, and simple equipment set-up and process-

ing steps. Similar to photolithography, NIL requires a master copy that has 

to be fabricated by initial pattern generation techniques such as electron-

beam lithography or focused-ion beam milling.    

 Many different versions of nanoimprint techniques have been developed 

over the last 15 years. UV-curable nanoimprint uses a UV-transparent tem-

plate (e.g., SiO 2 ) to mold liquid polymer precursor and then convert the 

precursor into a cured polymer solid by fl ood UV exposure (Haisma  et al ., 
1996; Colburn  et al ., 1999). To improve process throughput, a step-and-fl ash 

imprint lithography has been developed (Colburn  et al ., 1999). Other varia-

tions of UV-nanoimprint schemes include combined-nanoimprint-and-pho-

tolithography (CNP) (Cheng and Jay Guo, 2004a) and hybrid-mask-mode 

Silicon or silicon oxide mold Transparent quartz
mold (UV)

Liquid polymer precursor

Substrate

Low pressure and
UV light

Thermoplastic polymer film

Substrate

Heat to melt polymer and
apply high pressure

Mold-substrate separation
after cool down Mold-substrate separation

Micro- and nanostructure
in polymer film

Micro- and nanostructure
in cured polymer film

 10.3      Schematics of NIL. Left: thermal nanoimprint; Right: UV-curable 

nanoimprint.  
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(HMM) technique (Cheng and Jay Guo, 2004b). The CNP technique 

addresses the issues of the residual layers in conventional nanoimprint, and 

the HMM technique eliminates the diffi culty in patterning structures with 

large size variations by nanoimprint. Due to its low pressure (~0.1 atm) and 

room temperature processing, UV nanoimprint is more compatible with 

microelectronic fabrication. Large area patterning of metal interconnect in 

microelectronic back-end processing has been successfully demonstrated 

(Chao  et al ., 2008). 

 Thermal nanoimprint is mainly used to pattern thermoplastic polymer 

thin fi lms. It requires heating the polymer thin fi lm to above its glass tran-

sition temperature, and a large pressure is applied to emboss the polymer 

into mold shapes due to the viscous nature of polymer melt. Due to higher 

pressure, high temperature, and long thermal cycling time, thermal nano-

imprint is not suitable for microelectronic fabrication. However, thermal 

nanoimprint is indispensable in many applications; for example, surface pat-

terning of polymer fi lms or sheets by thermal nanoimprint render unique 

surface properties such as anti-refl ection and superhydrophobicity (Roach 

 et al ., 2008). Polymer-based microfl uidics and nanofl uidic devices can be 

easily made by thermal nanoimprint for biomedical applications (Truskett 

and Watts, 2006). And last but not least, thermal nanoimprint is ideal for 

nondestructive functional polymer patterning, such as direct patterning of 

conjugated polymers for organic electronics (Cui  et al ., 2008). 

 Despite the fast development of nanoimprint technique in the past 

decade, issues remain for both UV and thermal nanoimprint for industrial 

adoption. Challenges for commercial manufacturing include throughput 

improvement, defect mitigation, high-resolution template fabrication, and 

high-accuracy pattern alignment, to name just a few. Adhesion between the 

template and the resist layer remains a key issue that limits process through-

put and affects defect reduction, particularly for UV nanoimprint. For 

thermal nanoimprint, both pattern instability caused by residue stress and 

imprint-induced optical birefringence are additional problems. Ubiquitous 

chain orientation in polymer nanostructures enforced by nanoimprint is not 

thermodynamically stable, and the relaxation of the polymer chain can lead 

to pattern degradation over time. Optical birefringence in polymer nano-

structures due to fl ow-induced chain orientation and the residue stress may 

also affect certain applications in photonics. 

 Another useful nanoscale mechanical forming technique is nanoindenta-

tion. Using a hard and sharp tip, nanoscale holes and lines can be drawn in 

both soft and hard materials. Nanoindentation is often used for the charac-

terization of mechanical properties at nanoscale. Particularly, heated AFM 

tips have been employed to write dot patterns in a fl at polymer thin fi lm, 

such as the famous IBM’s  ‘ Millipede ’  project (Vettiger  et al ., 2002). The 

mechanically formed hole pattern in poly(methyl methacrylate) (PMMA) 
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thin fi lm can be used as a platform for high-density information storage. 

However, similar to thermal nanoimprint, the polymer nanostructures are 

not stable and lead to long-term stability issues.   

  10.4     Methods to create nanostructures: bottom-up 
fabrication of nanostructures 

 The  ‘ top-down ’  fabrication of nanostructures enjoys the benefi ts of decades 

of intensive research and development in microelectronic industry. Those 

sophisticated tools enable ultra-high resolution (sub-10 nm) patterning with 

precise pattern placement and registration. However, the extremely high 

cost of those techniques reserves them for high-end applications only. In 

many engineering applications, large quantities of nanostructures and nano-

materials are desired. To address this need, many bottom-up techniques 

have been developed. Those techniques have the capability to produce 

materials and structures at the nanoscale in large quantities. Well-known 

bottom-up techniques include solution synthesis, and physical and chemical 

vapor deposition, among others. 

  10.4.1      Solution-based synthesis of colloidal 
nanomaterials 

 Colloidal science deals with the dispersion of small particles in liquid phase, 

most commonly water. It has long been an important area of study with 

diverse technical applications. Nanomaterials dispersed in solution are basi-

cally a colloidal system, and the popularity of nanotechnology has reinvigo-

rated research in colloidal science and engineering. 

 Solution-based synthesis of nanomaterials relies on the precipitation 

of nanometer-sized crystals from solution after reaction under controlled 

environment. For example, ZnO nanoparticles can be synthesized by mixing 

zinc acetate solution with melamine solution and heating to 95°C. However, 

nanocrystals have large surface areas and are inherently unstable. They can 

grow into microscale crystals or coagulate into larger aggregates, and even-

tually precipitate from the solution. Thus, a critical feature in solution-based 

synthesis is the use of surfactant to limit the growth of the nanomaterials. 

The surfactant also helps the dispersion of nanomaterials in solvent to form 

stable suspension. 

 Solution-base synthesis of nanomaterials is a very versatile technique. 

Many metallic, semiconducting, and magnetic nanomaterials can be syn-

thesized by this route (Cushing  et al ., 2004; Wang  et al ., 2005), as shown in 

Fig. 10.4. Also, the processing conditions and the choice of different surfac-

tants enable fi ne-control of the synthesis. There have been enormous efforts 
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in chemistry and chemical engineering to develop appropriate reaction sys-

tems for nanocrystal synthesis. The progress in solution-based production 

of nanocrystals has enabled the synthesis of nanomaterials of various sizes, 

shapes, crystal orientations, and compositions (Cushing  et al ., 2004). The 

morphologies of the nanomaterials can be uniform, or have a controlled 

distribution range (Murray  et al ., 2000). For certain nanomaterials, nano-

scale morphologies can be obtained in solution by simply dispersing the 

bulk materials, such as graphene (Park and Ruoff, 2009) and clay (M ö ller 

 et al ., 2010) nanoplatelets.    

 The biggest advantage of solution-base synthesis is its low cost. This is 

particularly important for applications that require a large amount of nano-

material or large substrate surface areas. Solution-based nanomaterials can 

be easily applied to large substrate area by techniques such as dip coating 

or spray coating. Various types of printing techniques, such as inkjet print-

ing, can also be employed for patterning the nanomaterials. It is for those 

reasons that solution-based colloidal nanomaterials are avidly pursued for 

applications such as photovoltaic panels and low cost fl exible electronics 

(Talapin  et al ., 2009). 
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 10.4      TEM images of solution-synthesized nanoparticles and nanorods. 

(a) metallic nanocrystals; (b) compound semiconductor nanocrystals; 

(c) magnetic and dielectric nanocrystals; (d) rare earth fl uorescent 

nanocrystals; and (e) phosphate and organic nanocrystals. ( Source:  

Reprinted with permission from (Wang, Zhuang  et al . 2005). Copyright: 

Nature Publishing Group (2005).)  
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 Core-shell structures are often employed to enable stable and low-defect 

nanomaterials to improve their electrical and optical properties (Caruso, 

2001). Nanomaterials have large surface areas, on which dangling bonds 

are abundant. The surface of nanomaterial often needs passivation, forming 

the well-known core–shell structure. The core is typically a semiconducting 

nanomaterial, while the shell can be another semiconducting material or 

ligand groups. The shell helps improve the electrical and optical properties 

of the nanomaterials by lowering the density of surface chemical bonding 

defects, which often contribute to unwanted defect electronic states within 

the energy bandgap. Semiconducting nanocrystals with surface passivation 

have achieved very high fl uorescent quantum effi ciency. One of the most 

attractive applications of semiconducting nanoparticles is using them as 

highly effi cient and stable fl uorescent tracers in live cells for  in vivo  imag-

ing and diagnostics (Michalet  et al ., 2005). However, the introduction of the 

shell may impede the transport of electrons and holes among neighboring 

nanomaterials, resulting in low carrier mobility and hampering the perfor-

mance of solid-state devices made from those  ‘ capped ’  nanomaterials. This 

has been one of the major factors that has limited the practical applications 

of semiconducting nanomaterials in electronic and optoelectronic devices. 

Also, low temperature processing often leads to crystalline structural defects, 

and solution processing leads to the incorporation of impurities, both pre-

senting a negative impact on material performance.  

  10.4.2      Nanomaterials from vapor deposition 

 Not all nanomaterials can be synthesized from solution processing. Physical 

and chemical vapor deposition techniques are another group of important 

techniques to form nanostructured materials (Fang and Zhang, 2006). In 

 physical vapor deposition, source materials to be deposited are fi rst vaporized 

at high temperature and then condensed on a substrate. During condensa-

tion, nanoscale particles, wires, or fi lms can be formed by the vapor–liquid–

solid nucleation process. Many elemental and compound semiconductor 

nanostructures can be easily grown by physical vapor deposition. In chem-

ical vapor deposition, gas precursors are decomposed, or react with other 

molecules, to produce nanocrystals. The substrate is usually held at elevated 

temperature to facilitate the chemical reaction and the crystal growth. In 

many cases, catalyst needs to be deposited onto the substrate fi rst in order 

to grow the nanomaterials. Chemical vapor deposition is an important tech-

nique in the synthesis of the most popular carbon-based nanomaterials, such 

as fullerene, CNTs, and graphene. 

 In vapor phase deposition, new morphologies such as nanobelts, nanorib-

bons and branched nanostructures can also be obtained (Wang, 2004). For 
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nanowires, vapor phase deposition usually ends up with highly directional 

growth. In most cases, the growth is perpendicular to the substrate surface, 

although process control such as gas fl ow direction (Dai and Huang, 2004) or 

applied electric fi eld (Zhang  et al ., 2001) can yield lateral growth patterns. 

The dense vertical nanowire array is an interesting and useful morphology 

in many device applications. For graphene, the current main objective is to 

fabricate large area, uniform, and defect-free single-layer graphene sheet on 

a substrate for device applications (Li  et al ., 2009). 

 Vapor phase deposition produces nanomaterials with high quality because 

high temperature is conducive to the formation of high quality crystals, and 

the gas sources can be easily purifi ed to achieve high purity. The high tem-

perature processing, however, makes vapor deposition incompatible with 

plastic fl exible substrates. Also, the need to control vacuum or gas environ-

ment lowers the fabrication throughput. 

 In addition to the controlled synthesis of nanomaterials, there have 

been tremendous research activities in arranging those nanomaterials 

into ordered structures for device applications. In chemical vapor deposi-

tion, ordered assembly of nanomaterials can be achieved through careful 

manipulation of growth parameters. The placement of the nanomaterials on 

the substrate is usually achieved by lithography-defi ned template patterns. 

For nanomaterials dispersed in solution, ordered assembly or super-lattice 

is usually achieved by placing nanomaterials into prefabricated templates 

with the help of various forces, such as electric fi eld, magnetic fi eld, and 

fl ow-induced orientation. Assembly of nanomaterials using DNA has also 

been extensively experimented with to achieve higher order structures 

(Ding  et al ., 2010).  

  10.4.3      Miscellaneous bottom-up fabrication 
techniques 

 Solution-based synthesis of nanomaterials and vapor deposition of nano-

materials are the two most common techniques in bottom-up fabrication of 

nanostructures, particularly for semiconducting and metallic nanocrystals. 

There are a few other very interesting techniques that are capable of forming 

highly regular nanostructures without elaborate lithographic processes. Two 

of the most well-known techniques are anodized aluminum oxide (AAO) 

and block-copolymer (BCP) self-assembly (Chapter 8). Both techniques 

have been extensively experimented with to achieve highly ordered nano-

scale structures, which can be used as sacrifi cial template towards highly 

ordered nanostructures in other materials. 

 When an aluminum thin fi lm is soaked in an acid solution with a suitable 

substrate bias, its surface will be anodized to form oxide. Due to the electric 

�� �� �� �� �� ��



362   Nanolithography

© Woodhead Publishing Limited, 2014

fi eld produced by substrate bias and the competition for aluminum con-

sumption from adjacent oxidation sites, highly ordered holes are typically 

formed in 2D hexagonal arrangement (Li  et al ., 1998), as shown in Fig. 10.5. 

The holes will grow perpendicularly to the surface without widening, due to 

the self-limited hole growth mechanism, and the hole depth can vary from 

hundreds of nanometers to hundreds of microns. The diameter of the holes 

and the periodicity of the hole array can be tuned by acid composition, con-

centration, solution temperature, and substrate voltage. AAO is unique in its 

ability to form nanoscale hole arrays with exceptionally large aspect ratios, 

which could not be achieved otherwise using conventional lithography and 

dry etching techniques.    

 There are many applications for AAO thin fi lms. The AAO membranes 

are typically used as fi lters to remove particles from solutions. More impor-

tantly, AAO membrane can be used as sacrifi cial template in the fabrica-

tion of periodic nanostructures in other functional materials. For example, 

AAO template has been fi lled with metals, magnetic alloys, CNT, TiO 2 , and 

ZnO. After removing the AAO template by chemical etching, the magnetic 

nanodots can be used as high-density bit-patterned media and the CNT, 

TiO 2  or ZnO nanowires can be used as porous electrodes to enhance the 

performance of many devices, such as dye-sensitized solar cells, micro fuel 

cells, and batteries. 

 Another technique to achieve highly ordered periodic nanostructures is 

the self-assembly of BCP (Rachel, 2005; S.B, 2007) (Fig. 10.6). BCP is usu-

ally synthesized to have two or three incompatible segments that would 

form phase-segregated structures after thermal or solvent annealing. The 

annealing provides polymer chain mobility to allow the formation of well-

separated phase domains. The size of the domain can be controlled by the 

length of BCP chain. Unlike the AAO technique, where only a periodic 

hole pattern can be formed, the fi nal periodic pattern of the anneal BCP 

thin fi lm varies from periodic dot arrays to well-defi ned nanoscale gratings. 
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 10.5      (a) Top and (b) side view of an AAO template. ( Source:  Reprinted 

with permission from (Chik and Xu 2004). Copyright: Elsevier (2004).) 

(c) A schematic of the highly ordered AAO template. ( Source:  Reprinted 

with permission from (Li, Zhang  et al . 1998). Copyright: ACS (1998).)  
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The desired pattern can be tuned by the ratio of the two segments in the 

BCP main chain, the surface pattern of the substrate and the surface chem-

istry of the substrate (Rachel, 2005; S.B. 2007). One of the issues for BCP 

self-assembly is the high density of defects when a large area is needed. To 

address this issue, extensive study of BCP chain structure, substrate surface 

pattern, and substrate chemistry (Ouk Kim  et al ., 2003; Bita  et al ., 2008; 

Ruiz  et al ., 2008) has led to the capability to form sub-20 nm structures 

over a few centimeters to even a whole-wafer substrate in recent years. This 

achievement shows the great promise of BCP in future fabrication of high-
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 10.6      (a) An SEM micrograph of disordered dot array obtained by BCP 

phase segregation and self-assembly (left) and the BCP pattern is 

transferred into silicon nitride layer by RIE (right). ( Source:  Reprinted 

with permission from (Park, Harrison  et al . 1997). Copyright: AAAS 

(1997).) (b) A schematic of BCP self-assembly on lithographically 

defi ned patterns. (c) Highly ordered dot array achieved by the 

graphoepitaxy technique outlined in (b). ( Source:  Reprinted with 

permission from (Ruiz, Kang  et al . 2008) Copyright: AAAS (2008).) (d) 

Perfectly ordered nanogratings obtained by graphoepitaxy of BCP thin 

fi lm in lithographically defi ned 5  μ m surface chemical pattern. ( Source:  

Reprinted with permission from (Ouk Kim, Solak  et al . 2003). Copyright: 

Nature Publishing Group (2003).)  
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density and large area periodic nanostructures for integrated circuits and 

bit-patterned media fabrications. The self-assembly of BCP can be used to 

fabricate nanoimprint templates, which can then be used to replicate the 

nanostructures in wafers or substrates in volume production using NIL. 

Similar to AAO, the high-density BCP nanostructures will be used as tem-

plate towards the fabrication of metallic, semiconducting, and magnetic 

nanostructures.      

  10.5     Properties of nanostructures 

 Nanostructures have attracted enormous attention in recent years, not 

only because of their small dimensions for high-density integration but 

also because of their novel physical properties that are not present in 

bulk materials. Thus, nanostructures are important for both fundamental 

research and practical application. The most obvious difference between 

nanostructures and bulk materials is their surface-to-volume ratio. As the 

size of a particle reduces, the surface-to-volume ratio increases because 

this ratio is inversely proportional to the characteristic length of the parti-

cle. More atoms reside at the surfaces of the nanostructures than those of 

bulk materials, so the surface properties become much more pronounced 

than the bulk properties in nanostructures. For example, nanostructures 

have a much lower melting point than bulk materials. The large surface-

to-volume ratio of nanostructures is attractive in many engineering appli-

cations where large surface area is desired, such as surface absorption and 

catalysis. 

 Another major difference between nanostructures and bulk materials is 

the strong confi nement of electrons in nanostructures. Such confi nement 

dramatically changes the electronic structure, the transport behavior of the 

electrons, and the electron–electron interaction. Novel properties arise due 

to the confi nement effects. Detailed analysis of the electrical, optical, ther-

mal, and magnetic properties of the nanostructures can be found in many 

review articles and textbook chapters (Kittel and McEuen, 2005; Madou, 

2011). A few key properties of nanostructures are briefl y summarized 

here. 

  10.5.1      Electrical and optoelectronic properties of 
nanostructures 

  Quantum confi nement, electronic structure and density of states 

 In a crystalline material, the electronic structure is determined by the elec-

tronic structure (or atomic orbitals) of the constituent atoms, the crystal sym-

metry, and the lattice constant. Electrons in conduction band are delocalized 
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in infi nite periodic potentials. In nanostructures, one or more dimensions 

have limited sizes, forming confi nement for electrons along those directions 

(Table 10.1). In nanowell structures, electrons are confi ned in one dimen-

sion and free in the other two dimensions. Such a structure is called a two-

dimensional (2D) nanostructure. In one-dimensional (1D) nanostructures, 

such as nanowires, electrons are confi ned in two dimensions but free in one 

dimension. In zero-dimensional (0D) nanoparticles, electrons are confi ned 

in all three dimensions. At the extreme end, further confi nement of electrons 

in even smaller dimensions enters the realms of molecules and atoms. The 

trend in electron confi nement or delocalization from atoms and molecules 

to nanostructures and bulk materials is schematically shown in Fig. 10.7.       

 In bulk materials, there are a large number of allowed electron wave-

functions (also called energy states or crystal orbitals) in the valence and 
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10.7      A schematic of electron confi nement or delocalization from atom 

to bulk materials.  

 Table 10.1     Comparison of nanostructures and bulk materials 

Material Dimensions of 

confi nement

Dimensions of 

material

Density of states

Nanoparticle 3 0D 2

Nanowire 2 1D  

1 2

1 2

h
E

( )2πmππ ∗ −
/

/  

Nanowell 1 2D  
4

2

π
h

m ∗  

Bulk 0 3D  
8 2

3

3 2π
h

E3 2( )m / /2 1E2  

     E  is the energy above the band-edge or ground energy level;  m*  is 

the effective mass of the electrons.    
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conduction bands. The energy distribution of those energy states is contin-

uous within those bands. The electron confi nement in nanomaterials, how-

ever, results in a very limited number of available energy states for electrons 

to occupy. More importantly, the corresponding energies of those states in 

nanomaterials are no longer continuous as those in bulk materials. The elec-

tronic structures of those reduced-dimension nanostructures can be solved 

using the simple 1D, 2D, and 3D  ‘ particle-in-a-box ’  models for quantum 

wells, nanowires, and quantum dots, respectively. The density of states for 

those nanostructures has very different energy dependency from bulk mate-

rials, due to different level of confi nement, as shown in Table 10.1. 

 In 0D nanoparticles, the electronic states have discrete energy levels, and 

each can accommodate a fi nite number of electrons, determined by the 

Pauli’s exclusion principle and the degeneracy of the energy states. The den-

sity of states of 0D nanoparticles, therefore, are sharp peaks centered at 

the allowed energy levels. Thus, the electronic structure of a quantum dot 

is very similar to an atom or a molecule. In this sense, a quantum dot can 

be regarded as either an artifi cial  ‘ atom ’  or a large  ‘ molecule. ’  Advanced 

quantum dot nanostructures, such as core-shell structures, can be fabri-

cated to further manipulate energy states in those artifi cially engineering 

nanomaterials.  

  Electronic transport in nanostructures 

 Due to their unique electronic structures and density of states, nanostruc-

tures have new properties that are not present in bulk materials. Novel elec-

tronic and optoelectronic devices can be fabricated to take advantage of the 

unique properties of the nanostructures. 

 In all nanostructures, 2D quantum well structure is the easiest to fabri-

cate. This is because there is only one confi ned dimension at the nanoscale 

and it can be the thickness of a thin fi lm, which can be precisely controlled 

with mature thin fi lm deposition techniques such as molecular beam epitaxy 

or chemical vapor deposition. By growing nanometer-thick narrower band-

gap semiconductors between wider bandgap semiconductor layers, a quan-

tum well structure can be easily formed. The confi nement in the fi lm growth 

direction leads to the appearance of discrete energy sub-bands in the con-

duction and valence bands of the narrower bandgap semiconductors. 

 Electron transport through stacked quantum well structures is dictated by 

the tunneling process. The alignment of the electron energy levels between 

neighboring quantum wells dramatically changes the tunneling probability. 

By applying a voltage to tilt the electronic bands in serial quantum wells, res-

onant tunneling can occur at several voltage levels. The current-voltage char-

acteristic of such resonant tunneling diode has a unique negative differential 

resistance region, which is useful for high-frequency microwave devices. 
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 In 1D nanowire, electron transport also has a new feature – the quantiza-

tion of conductance. The total current fl owing through a nanowire biased 

at voltage V is given as: I e V h2 2 , where e is electron charge and h is the 

Planck’s constant. This I–V characteristic is a consequence of inverse depen-

dence of density of states on electron velocity. The term 2 e  2 / h  is called the 

conductance quantum. The inverse of the conductance quantum is called the 

resistance quantum, and its value can be calculated as 12.906 k Ω . This result 

indicates that, even without any scattering events, a 1D nanowire always has 

fi nite conductance. The quantization of conductance has been well observed 

in experiments (van Wees  et al ., 1988). 

 In 0D quantum dots, the atom-like electronic structure presents a unique 

feature. Electrons can be individually added to the quantum dots, in a way 

similar to the electron fi lling of atomic orbitals in an atom. For the extra 

electron to be added into the nanoparticle, it must overcome the required 

charging energy. This charging energy is determined by both the electron–

electron repulsion and the next available energy state for the extra elec-

tron to occupy. When a nanoparticle is sandwiched between two contacts, 

electrons can tunnel through the nanoparticle if the energy state of the 

nanoparticle is lowered through a gate contact. Otherwise electrons will not 

be able to tunnel through the nanoparticle, due to the Coulomb blockade 

effect. Such a device is called a single-electron transistor (SET) and it is very 

attractive because the current comes from the movement of one electron 

at a time. For SET to operate at room temperature, the electron charging 

energy must be greater than the thermal energy. This requires extremely 

small nanoparticles, typically in the range of a few nanometers. Despite 

extremely challenging fabrication, SET still attracts a lot of interest in the 

microelectronic community, because it enables the processing of electronic 

signal using individual electrons instead of an assembly of a large number 

of electrons in current MOSFET devices. In principle, extremely power-

effi cient SETs can be constructed for future high-density and low-power 

integrated circuits.  

  Optoelectronic properties of nanostructures 

 Many optical processes, such as light absorption and emission, in materials 

are directly related to the electronic structure of the material. Since nano-

structures have unique electronic structure and density of states, their opti-

cal properties are also dramatically different from bulk materials, enabling a 

range of novel devices or improved devices for optoelectronic applications. 

 In 2D quantum well structures, the appearance of discrete energy lev-

els along the confi nement direction enables new intra-band and inter-band 

electronic transitions, leading to modifi ed optical absorption and emission 

spectra. A very attractive application is for the emission of longer infrared 
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wavelengths (intra-band transition) and shorter wavelengths (inter-band 

transitions other than band-edge transitions). Quantum well structures are 

also very useful in infrared detection by taking advantage of the intra-band 

transitions. When multiple quantum wells are stacked together, quantum 

cascade light emission that results in high-power mid-infrared lasing is 

achieved (Faist  et al ., 1994; Claire  et al ., 2001). Currently, 2D quantum well 

structures are widely used in optoelectronic devices such as LEDs, solid-

state lasers, and photodetectors (Levine, 1993; Morkoc  et al ., 1994). 

 Semiconducting 1D nanostructures, such as ZnO nanowires prepared by 

vapor phase epitaxial growth, can function as an ultra-compact waveguide. 

The two ends of the nanowire are fl at crystalline facets, which can act as 

two dielectric mirrors to form a built-in Fabry–P é rot resonator. This feature 

allows the single nanowire to function as an ultra-compact laser (Huang 

 et al ., 2001), which may fi nd many applications in lithography, data storage, 

and optical information processing. 

 In 0D quantum dots, the diffi culty for carriers, electrons, and holes to hop 

onto neighboring dots provides strong localization of electron-and-hole 

pairs within the quantum dot. Because of the small size of the nanoparticle, 

the exciton formed by the electron-and-hole pair has very large binding 

energy, and thus a very high recombination effi ciency. This feature renders 

quantum dots effi cient fl uorescent materials with very high quantum effi -

ciency. In solid-state devices, highly effi cient light emission leads to quantum 

dot lasers with low threshold current (Huffaker  et al ., 1998). In solution-

processed quantum dots, those quantum dots can be used as fl uorescent tags 

for bio-applications and light emitters in solution-processed electrolumines-

cent devices.   

  10.5.2      Optical properties of metallic nanostructures 

 Metallic nanostructures have the capability to strongly couple incident elec-

tromagnetic radiation into SP modes (Ritchie, 1957; Raether, 1988). SPs are 

collective electron oscillations at certain metal–dielectric interfaces. Surface 

plasmon polaritons (SPP) can be formed when SPs are excited by incident 

electromagnetic waves and coupled with photons. The two most signifi cant 

features of the SP modes are (1) exceptionally large fi eld enhancement, 

and (2) extremely tight spatial confi nement of light energy. These distinc-

tive characteristics of SPs have spurred the research in plasmonics for a 

broad range of applications (Gramotnev and Bozhevolnyi, 2010; Schuller 

 et al ., 2010). Plasmonic resonance in metallic nanostructures at the visible 

and near-IR wavelengths can lead to dramatic fi eld enhancement due to 

their small structures. The amplifi ed light–matter interaction is benefi cial to 

applications where strong light intensity is desired, such as chemical and bio-

detection with optical techniques for trace level chemicals, photodetectors, 

�� �� �� �� �� ��



Nanostructures   369

© Woodhead Publishing Limited, 2014

and solar cells. The extremely small mode volume of the SPs is ideal for 

scanning-based ultra-high-resolution imaging and lithography to overcome 

the resolution limitation introduced by diffraction in conventional optical 

components. 

 Depending on their spatial distribution, there are localized surface plas-

mons (LSP) and propagating surface plasmons (PSP), as shown in Fig. 10.8. 

LSPs usually exist on isolated metallic nanostructures that are much smaller 

than the wavelength of the excitation. They are strongly confi ned electron 

oscillations that cannot propagate. The resonant wavelength of the LSPs 

strongly depends on the shape, size, and dielectric functions of both the 

metal and the dielectric surroundings (Chen  et al ., 2007; Jain  et al ., 2008). 

Active research in this area involves the design and fabrication of various 

LSP structures at different resonant wavelengths and with maximum fi eld 

enhancement. The strongly confi ned optical energy at the sharp tip, edge, 

or corner of the nanostructures can be used for nonlinear spectroscopy 

and nanolithography. The most prominent applications are substrates for 
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 10.8      Schematics of surface plasmon polaritons excited by light: (a) 

propagating surface plasmon at a smooth metal–dielectric interface, 

and (b) localized surface plasmon on metal nanoparticle surface. 

The + and – signs represent low and high electron densities. ( Source:  

Reprinted with permission from (Willets and Van Duyne 2007). 

Copyright: Annual Reviews (2007).)  
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surface-enhanced Raman spectroscopy and scanning probe tips for optical 

lithography at the deep subwavelength scale.    

 PSPs usually reside on continuous or coupled metallic nanostructures. 

The propagation of PSPs along the metal–dielectric interface guide the 

transport of optical energies; thus an attractive application of the PSPs is the 

highly compact optical waveguide. However, the propagation of the PSPs 

is accompanied by signifi cant energy loss, resulting in limited propagation 

lengths. Novel design is still desired to minimize propagation loss for practi-

cal waveguide applications. 

 Plasmonic structures greatly reduce the dimensions of photonic inte-

grated circuits through their ability to manipulate electromagnetic waves 

at the nanoscale. They have the potential to realize optical interconnects 

for electronic devices and ultra-compact plasmonic chips for information 

processing (Ozbay, 2006). The combination of plasmonic nanostructures 

with conventional electronic devices presents new paradigms of mono-

lithic integration of photonic and electronic components. For these rea-

sons, many exciting novel applications of plasmonics are expected in the 

near future.   

  10.6     Applications of nanostructures 

 The unique features in nanostructures, such as large surface area, energy 

level discretization due to quantum confi nement, novel density of states 

and phonon coupling, and capability of exciting surface plasmonic modes, 

have given nanostructures distinctive properties that are usually absent in 

their bulk counterparts. More importantly, many of those unique proper-

ties can be fi ne-tuned through structural design, providing fl exibility in tai-

loring specifi c properties for target applications. The potential application 

areas for nanostructures are extremely broad, from the microelectronics 

industry to bioengineering, because nanostructures are truly a multidisci-

plinary topic. 

 In each section, we have discussed specifi c applications for each nano-

structure and for each unique property. Some of those applications are 

already seen in commercial products, while others remain in the lab. 

Due to the maturity of top-down fabrication techniques, lithographically 

defi ned nanostructures have been widely used in nanoelectronics for 

achieving better device, circuit, and system performance, as demonstrated 

in modern day CPUs and memory devices. For optoelectronic devices, 

quantum dots and quantum wells grown by MBE or MOCVD techniques 

have led to a series of breakthroughs in solid-state lasers, photodetectors, 

and high-frequency resonant tunneling devices. Other areas, such as high-

density magnetic information storage, are being hotly pursued, with the 

main focus on the perfection of fabricating large area and high-density 
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bit-patterned media with extremely low defect density and high fabrica-

tion throughput. 

 Photonic nanostructures also show great potential in practical applica-

tions. Surface-enhanced Raman scattering (SERS) based on metallic nano-

structures are becoming a standard technique for detecting trace level 

molecules. The strong fi eld enhancement and tight spatial confi nement of 

optical energy are promising for nonlinear optics, high-resolution imaging, 

deep subwavelength optical lithography, and energy focusing. In additional 

to fundamental research, current efforts in these areas include developing 

an easy-to-use plasmonic platform for commercial applications. 

 Nanoparticles and nanowires synthesized in solution or deposited by 

vapor deposition have attracted great interest for their easy processing, low 

cost, and high throughput. Those carbon-based and compound semiconduc-

tor nanomaterials are currently being explored for energy harvesting, bio-

medical engineering, catalysts, and new nanocomposite materials. However, 

other issues, such as the limitations informing higher order nanostructures, 

have seriously limited their real potential. Particularly for electronic appli-

cations, there exist several prominent challenges: the need for the alignment 

and placement of the nanomaterials for integrated circuit fabrication, the 

practical performance deterioration introduced by large density of defects, 

surface states and impurities, and the interference of charge transport by the 

often-needed surface passivation groups. There have been high hopes for 

those semiconducting nanostructures, but then the practical issues outlined 

above kill their chances, such as in the case of CNTs. Although there is a 

strong resurgence in another carbon-based nanomaterial – graphene – its 

real potential in the microelectronic industry may be very limited due to 

many practical issues. 

 It is interesting to investigate the new science in nanostructures, but the 

limitations of nanostructures in engineering applications should not be over-

looked. Often it is not enough to just show that nanostructures can be made 

into certain devices or can achieve certain functionalities; we also need to 

compare holistically between nanostructures and conventional techniques 

in terms of functionality and cost. For engineering applications, a superior 

material property is often not enough to deliver its success in commercial 

applications. Also, in recent years, the health and environmental impact of 

some nanomaterials have raised concerns. Thus, a candid and objective eval-

uation of the value of some nanostructures in practical applications should 

be followed, to make the best out of research efforts and resources.  
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  Abstract : This chapter reviews nanophotonic devices for manipulating 
light at the nanoscale. The chapter fi rst discusses wavelength-scale 
nanophotonic devices, such as photonic crystals and ring resonators. 
It then discusses several topics associated with manipulating light 
at subwavelength scales with nanometallic structures: extraordinary 
optical transmission through subwavelength apertures, optical 
nanoantennas, plasmonic focusing, near-fi eld optical microscopy, and 
plasmonic waveguides. Finally, the chapter discusses the application of 
nanophotonics in enhancement of nonlinear processes and photovoltaics. 

  Key words : plasmonics, nanophotonics, photonic crystals, ring resonators. 

   11.1     Introduction 

 Nanophotonics is the science and engineering of light–matter interactions 

at the nanoscale. Dielectric nanophotonic structures and devices, such as 

photonic crystal devices, enable wavelength-scale manipulation of light. In 

addition, light-guiding structures that allow subwavelength confi nement of 

the optical mode are important for achieving compact integrated photonic 

devices (Maier  et al ., 2003). However, the minimum confi nement of a guided 

optical mode in dielectric waveguides is set by the diffraction limit, and is of 

the order of   λ   0 / n , where   λ   0  is the wavelength in free space and  n  is the refrac-

tive index. As opposed to dielectric devices, plasmonic devices have shown 

the potential to guide subwavelength optical modes, the so-called surface 

plasmon polaritons, at metal–dielectric interfaces. 

 In this chapter we fi rst discuss wavelength-scale nanophotonic devices, 

such as photonic crystals (PhC) and ring resonators. We then discuss sev-

eral topics associated with manipulating light at subwavelength scales 

with nanometallic structures: extraordinary optical transmission through 

subwavelength apertures, optical nanoantennas, plasmonic focusing, near-

fi eld optical microscopy, and plasmonic waveguides. Finally, we discuss the 
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application of nanophotonics in enhancement of nonlinear processes and 

photovoltaics.  

  11.2     Photonic crystals 

 PhCs are periodic dielectric and metallic optical materials and structures 

designed to affect the propagation of electromagnetic (EM) waves. They 

have many analogies to solid-state crystals. Similar to the familiar crystals 

of atoms, PhCs have discrete translational symmetry. They have spatial peri-

odicity in their dielectric constant. 

 The most interesting property of PhCs is that they can support photonic 

band gaps (PBG), which are a range of frequencies where no propagat-

ing solutions of Maxwell’s equations exist. In other words, PBG in PhCs 

is a range of forbidden frequencies or wavelengths in which photons with 

frequency or wavelength lying in the PBG cannot propagate through the 

medium. Tremendous interest has been drawn to PhCs from both fundamen-

tal and practical viewpoints. Photonic crystal structures can be engineered 

accurately in order to meet the requirements of specifi c applications. 

 One-dimensional (1-D) PhCs consist of periodic multilayer struc-

tures. Their properties have been extensively investigated theoretically. 

Fabricating these structures was initially challenging. While 1-D PhCs are 

useful in many applications, the most interesting properties of PhCs arise 

once two-dimensional (2-D) and three-dimensional (3-D) structures are 

considered. As an example, 2-D photonic crystal slabs, which consist of a 

2-D periodic structure formed in a dielectric slab, have the capability of 

controlling photons much more strongly than 1-D crystals. In general, 2-D 

PhCs consist of periodic arrays with square or hexagonal lattice. These two 

lattice types usually lead to larger band gap in the band structure in com-

parison with other lattice types. A 2-D PhC structure consisting of a square 

lattice of dielectric rods with lattice constant of  a  and cylinder radius of 0.1 a  

is illustrated in Fig. 11.1a. Fabrication of 3-D PhCs is quite challenging, so 

most PhC applications involve 2-D photonic crystal slabs. Photonic crystal 

structures possess a variety of band dispersions and band gaps.    

  11.2.1     Photonic crystal band gap 

 The photonic band structure provides us information about the propagation 

properties of EM radiation within the photonic crystal. Solving Maxwell’s 

equations analytically for two- or three-dimensional periodic lattices is 

not possible. However, numerical computational techniques, such as the 

fi nite-difference time-domain (FDTD) method, fi nite-difference frequency-

domain (FDFD) method, fi nite integration technique (FIT), plane wave 
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method (PWM), and others can be used to calculate the dispersion of PhCs. 

The geometry of the chosen structure in 2-D PhCs plays an important role in 

obtaining PBG for transverse magnetic (TM) and transverse electric (TE) 

modes. The most challenging issue associated with 2-D PhCs is to design 

them to have large band gaps. When the PBGs for TM and TE modes over-

lap, or in other words the TM and TE PBGs are in the same spectral range, 

they form combined PBGs known as complete band gaps. The existence 

of a large complete PBG paves the way for designing waveguides, which 

can support propagating modes of both polarizations in the same frequency 

spectral range. There have been various attempts and suggestions for enlarg-

ing PBGs in PhCs. In a recent work, Proietti Zaccaria  et al . (2012) showed 

that metallic PhCs can provide complete PBGs, which is not possible with 

dielectric PhCs. This characteristic is related to the dispersive properties of 

the metallic parts of the crystal.  

  11.2.2     Defects and cavities in photonic crystals 

 Introducing disorders in the regular structure of PhCs, known as defects, 

creates highly localized EM modes in the band gap. A defect may result in 

allowed states for particular photon frequencies in the PBG. Point and line 

defects are used to achieve ultra-high quality microcavities and waveguides, 

respectively. Point defects in photonic crystal structures can be obtained by 

removing a rod (hole defect), and altering the radius or refractive index of 

the rod in comparison with the rest of the structure. Similarly, simply apply-

ing the above-mentioned modifi cations to a line of rods creates a line defect. 

In Fig. 11.1b the radius of one of the rods has been changed in comparison 

with the rest of the rods, and acts as a point defect. In addition, removing a 

line of rods, as in Fig. 11.1c, creates a line defect in a square PhC structure. 

The defect mode cannot propagate through the rest of the structure, because 

it is within the PBG spectral range. In other words, the light is trapped in 

this area encountering several total internal refl ections. Introducing a single 

point defect in a photonic crystal waveguide structure results in a photonic 

crystal-based bandpass optical fi lter (Veronis  et al ., 2004). The geometry of 

such a structure is shown in the inset of Fig. 11.1d. The distance between 

adjacent rods is  a , and their radius is 0.2 a . The radius of the central dielec-

tric rod is  r   d   = 0.4 a . The width of the dielectric waveguides is 0.35 a , and their 

distance from the center of the closest rod is 0.4 a . 

 Engineering the topology of the point defect can provide the required res-

onance frequency and quality factor ( Q ) of microcavities for various applica-

tions, where the cavity  Q -factor is determined from the spectral width (  Δ    λ  ) 

of the transmission spectrum ( Q  ≈   λ  /  Δ    λ  ) for the cavity mode resonance at 

  λ  . While this is valid for a low  Q -factor cavity, in general the cavity  Q -factor 
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 11.1      (a) Schematic of a 2-D square photonic crystal with lattice constant 

 a.  (b) Schematic of a point defect in a photonic crystal. (c) Schematic 

of a line defect in a photonic crystal. (d) Transmission spectrum of a 

photonic-crystal-based bandpass optical fi lter (Veronis  et al ., 2004).  

may be obtained by estimating the cavity photon lifetime ( τ ) from  Q  =  ω  0  

 τ , where  ω  0  is the resonant cavity mode frequency (Vahala, 2003). There 

have been several investigations by researchers on enhancing the  Q -factors 

of the resonant modes. Line defects, which can guide EM waves, are used 

in waveguide applications and are a crucial component in photonic crystal 

integrated circuit applications. A critical property of photonic crystal wave-

guides is that the group velocity of guided modes can be greatly decreased 

compared to conventional waveguides leading to slow-light applications.   

  11.3     Ring resonators 

 Ring resonators are ring-shaped waveguides coupled to one or two adjacent 

bus waveguides. The bus waveguides serve as Input and Output ports for the 

ring resonator, as shown in Fig. 11.2a.    
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 A fraction of the incident power in the Input port couples to the ring res-

onator and propagates around the ring, while the rest of the power gets to 

the Through port (Fig. 11.2a). When the wave propagating around the ring 

builds up a round trip phase shift that equals an integral multiple of 2  π  , con-

structive interference takes place and the ring is on resonance. When the 

ring resonator is on resonance, there is a large build-up of light power in the 

ring. If the internal loss in the ring is negligible and the coupling between the 

ring and the two bus waveguides is identical, there is full transfer of power 

from the Input port to the Drop port, and the transmission to the Through 

port drops to zero (Yariv, 2000) (Fig. 11.2a). Conversely, if one wishes to 

add a channel to the main bus waveguide, then this channel, which is inci-

dent from the secondary bus waveguide (Add port), has to be resonant with 

the mode of the ring resonator. The channel is then transferred to the main 

bus waveguide (Through port). Thus the ring resonator coupled to two bus 

waveguides serves as an add/drop fi lter. 

 Various parameters such as the refractive index of the waveguide, the dis-

tance between the bus waveguides, and the optical length of the ring deter-

mine the portion of the power coupled to and from the ring resonator. In 

addition to the above-mentioned parameters, another crucial factor that 

infl uences the coupling strength is the lithography and patterning proce-

dure to fabricate the gap. E-beam lithography is usually preferred in these 

procedures. 

Drop

Drop

(a)

(b)

Add

Input

Input

Through

Through

Au nanoparticle

 11.2      (a) Schematic of a four-port microring resonator. (b) Schematic 

of an on-chip four-port microring resonator confi guration in which 

a metallic nanoparticle is adsorbed on the microring resonator 

(Haddadpour  et al ., 2010).  
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  11.3.1     Optical fi lters based on ring resonators 

 Optical ring resonators have found many applications, and are therefore a 

key component for integrated optical circuits. One of the main applications 

of ring resonators in integrated optics is in optical fi lters. Optical fi lters are 

used for channel adding and dropping in optical fi ber-based communication 

systems. As an example, an optical drop fi lter is used to drop a specifi c wave-

length from a bunch of wavelengths in an optical fi ber. Numerous optical 

structures and devices such as arrayed waveguide gratings (AWG), thin-fi lm 

dielectric interference fi lters, and fi ber Bragg gratings have been previously 

used as optical fi lters. Compared to these optical fi lter devices, ring resona-

tor based optical fi lters have some important advantages. An optical fi lter 

must have a high quality factor  Q  in order to accommodate many channels. 

In ring resonators very high spectral selectivity can be achieved due to the 

high resonator quality factor  Q , and the ring’s intrinsic single mode nature. 

Recently, quality factors  Q  of ~760 000 have been reported (Griffi th  et al ., 
2012). In addition, ring resonators also have high modal confi nement and 

small size (radii as small as 0.9  μ m are possible using a silicon/silica platform 

(Lipson, 2005)).  

  11.3.2     Active optical devices using ring resonators 

 In order to control the fl ow of light, active devices such as modulators and 

switches need to be developed, in addition to passive devices. In active opti-

cal devices, typically a change in the refractive index of the material induces 

a change in the transmission properties of the device. For example, in silicon 

the most effective mechanism for changing the refractive index at a fast rate 

is the free-carrier plasma-dispersion effect, which also has the advantage 

of being polarization independent (Lipson, 2005). The induced refractive 

index changes are associated with changes in the free-carrier electron and 

hole concentrations. The free-carrier concentration can be varied by inject-

ing or generating carriers. In an electro-optic device, carriers are injected by 

applying an electric fi eld to the device. In an all-optical device, carriers are 

generated within the device using an optical pump source (Lipson, 2005). 

 Due to the weak changes in refractive index, optical modulators have 

relatively long lengths in the order of millimeters. The device dimensions 

can be drastically reduced using ring resonators. When the ring resonator 

is on resonance, light is trapped in the resonator. When the light circulates 

in the ring resonator at the resonance wavelength, the optical path length 

increases without increasing the physical length of the device. Thus, a small 

change in the refractive index can signifi cantly change the transmission near 

resonance, resulting in a strong intensity modulation of the signal transmit-

ted through the ring resonator (Lipson, 2005). Ring resonators can also be 
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used for building other compact active optical devices, such as photonic 

logic gates.  

  11.3.3     Biochemical sensors based on ring resonators 

 There are several different device confi gurations for optical biosensors. 

Optical ring resonators have many advantages when used as label-free bio-

chemical sensors, including their high sensitivity, small size, and low-cost 

fabrication. Thus, they have recently been used extensively as a new class of 

optical biosensors. As in most optical sensors, the detection mechanism in 

ring resonator sensors is based on refractive index changes. When molecules 

bind to the ring resonator surface, the effective refractive index on the ring 

resonator surface changes. This results in a spectral shift in the sensor optical 

transmission response. In this case the sensitivity of the sensor is defi ned as 

the amount of spectral shift in response to a given refractive index change. 

 The performance of microring resonators as biochemical sensors can 

be improved by using labels such as metallic nanoparticles (Haddadpour 

and Yi, 2010), as shown in Fig. 11.2b. Adding metallic nanoparticles on the 

ring surface leads to the creation of ‘hot spots,’ where the local fi eld, and 

therefore the sensitivity to refractive index variations, is greatly enhanced. 

Using such an approach may push the sensitivity towards single-molecule 

detection. 

 We fi nally note that a disadvantage of using ring resonators for modu-

lation or sensing is the high temperature sensitivity of the device. One 

approach to minimize the effect of the temperature variations is the use of 

strain in the waveguide structure to compensate for the effects of tempera-

ture variations on the index of refraction (Lipson, 2005). Another approach 

is to use materials with low temperature sensitivity, such as polymers. In a 

ring resonator based on polymer, the sensitivity of the device to tempera-

ture is greatly reduced (Wang  et al ., 2012). Polymer-based optical biosensors 

have some advantages, compared with those built on other material plat-

forms, such as low-cost, easy fabrication, and easy surface functionalization 

for the detection of biological molecules.   

  11.4     Extraordinary optical transmission through 
subwavelength apertures 

 The existence of 100 million similar holes on the surface of a gold fi lm 

was observed in the early 1990s by Thomas Ebbesen at the NEC Research 

Institute at Princeton, New Jersey, under an electronic microscope. Standard 

aperture theory predicts that the transmission effi ciency of a single subwave-

length cylindrical aperture scales as ( r /  λ  ) 4 , where  r  is the aperture radius, 
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and   λ   is the wavelength. Since the hole radius in the experiment was 150 nm, 

based on standard aperture theory less than 0.05% of the light incident on 

the holes could go through them for   λ   > 1000 nm. However, Ebbesen found 

that the transmission effi ciency exceeded unity (when normalized to the 

area of the holes) for specifi c wavelengths. Thus, the metal fi lm behaved as a 

funnel that steered the incoming light to the holes. At that time he could not 

fi nd any theoretical explanation for these phenomena, and did not publish 

his strange results (Schechter, 2003). 

 Later in 1998, Peter Wolff joined NEC and became interested in Ebbesen’s 

old experiments. He considered more deeply the behavior of the free elec-

trons in metals and showed that, because electrons can move freely in the 

surface of metals like a 2-D ocean, the incident light can interact with them. 

Furthermore, if the frequency of the light is the same as the resonant fre-

quency of the electrons, it will cause the phenomena observed by Ebbesen 

in his experiments. Wolff showed that electrons on a metal surface excited 

by the incoming light can vibrate and make waves called surface plasmons 

(Schechter, 2003). 

 Wolff and Ebbesen demonstrated that when the light and surface plas-

mons have the same energy and momentum, they can convert to each other. 

The reason for more than 100% transmission of light through the subwave-

length apertures in the gold fi lm is that for specifi c wavelengths the incident 

light after hitting the surface converts to surface plasmons and directs to the 

holes, where it can excite new surface plasmons on the other side of the foil 

and convert to light again (Ebbesen  et al ., 1998). 

 This observation, in addition to making the scientists reconsider their the-

ories, has opened the new fi eld of nanoplasmonics, dealing with the inter-

action of light with nanoscale metallic structures and devices, which could 

lead to truly novel photonic devices. Surface plasmons have been predicted 

since around 1900. However, it was only in recent years that fabrication of 

nanometallic structures made it possible to investigate the interaction of 

such structures with light. 

 Different nanostructures have been used around the apertures on the 

input side, such as corrugations, arrays of grooves, or gratings to excite the 

surface plasmons, as well as confi ne them and lead them through the aper-

tures (Fig. 11.3a). In addition, corrugated metal fi lms on the exit side of the 

apertures, where regenerated surface plasmons travel, can be used for beam-

ing of light (Carretero-Palacios, 2011). By accurate design of the geometri-

cal parameters of the grooves, the beam direction, width, and wavelength of 

the beaming light can be tuned.    

 The large number of potential applications for this enhancement of 

transmission led to a lot of interest in new fabrication methods and tech-

nologies with improved accuracy that could enable the realization of the 

designed nanostructures. A schematic of cylindrical grooves formed around 
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a subwavelength aperture, and a scanning electron microscope (SEM) image 

of the fabricated structure, are shown in Figs 11.3b and 11.3c, respectively. 

Several design parameters should be considered and accurately controlled 

during the fabrication process: the fi lm thickness, the depth and width of the 

grooves as well as the distance between consecutive grooves, the radius of 

the central hole, and the distance between the central hole and its nearest 

groove. The concentration and extraordinary transmission of light through 

small apertures can be used in various applications including photodetec-

tors, optical lenses, and solar cells.  

  11.5     Optical nanoantennas 

 For many years the diffraction limit was a fundamental limitation in minia-

turizing optical devices. By using metals in plasmonic devices, light confi ne-

ment in subwavelength areas became possible. In recent years, using metals 

in nanoantennas helped to concentrate free propagating radiated energy, 
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Outgoing light
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 11.3      (a) Enhancement of optical transmission through a subwavelength 

aperture by cylindrical grooves formed around the aperture. 

(b) Schematic of groove arrays around a subwavelength aperture. 

(c) SEM image of the fabricated structure designed to enhance optical 

transmission at a wavelength of 660 nm. The scale bar corresponds to 

2  μ m.  
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which holds promise for manipulation of optical fi elds at the nanometer 

scale. 

 While the motivation for the development of radiowave and microwave 

antennas was solving problems in communications, the motivation for the 

invention of optical antennas was microscopy. Similarly to their longer wave-

length counterparts, optical antennas convert free propagating radiated energy 

to localized energy, and vice versa. In general, they can be used either as trans-

mitters that radiate the localized energy, or as receivers that detect and localize 

the radiated energy in a specifi c direction (Novotny and Hulst, 2011). 

 The antenna effi ciency εrad  is the ratio of radiated power PraPP d  to total 

power  P :

    εrad
rad rad

rad loss

= =
Pr

P
Pr

P Prad l+
    [11.1]  

where  P  loss  is the power dissipated by absorption in the antenna or through 

other means. 

 The antenna directivity D ( )θ φ  is a measure of the antenna’s ability to 

concentrate the energy in a specifi c direction:

    D
P

( , ) (
P

p , )θ φ,, ))
π θ, ), )

4

raPP d

    [11.2]  

where p( )θ φ( , ) is the angular power density. 

 The antenna gain G ( )θ φφθθ  is the product of effi ciency and directivity:

    G
P
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P
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π

D θ( ,,φ))p
4

    [11.3]  

For the design of conventional radiowave or microwave antennas there are 

rules that relate the operating wavelength to the antenna dimensions. Since 

at optical frequencies the light penetration in metals or skin depth is compa-

rable to the dimensions of the antenna, these rules are not valid any more. In 

this case an effective wavelength can be defi ned, which is given by Novotny 

and Hulst (2011)  
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where  n  1  and  n  2  are geometric constants, and λp  is the plasma wavelength. 

 Many works and studies have been recently done on different appli-

cations of optical antennas (Fig. 11.4a). The main goal in photodetectors 

and photovoltaic devices is to convert light to electric current. By taking 

advantage of the ability of optical antennas to concentrate light into sub-

wavelength regions, more effective detectors can be designed. For example, 

as shown in Fig. 11.4b, by using an optical dipole antenna near the active 

area of a photodetector made of germanium, a measurable photocurrent 

in the subwavelength region was achieved (Tang  et al ., 2008). In addition, 

high concentration of light is achievable by using optical antennas shaped 

as nano-bowties. By placing nonlinear materials such as argon in this region 

it is possible to enhance nonlinear effects and generate extreme ultravio-

let radiation (Schuller  et al ., 2010). At optical frequencies metals are also 

highly nonlinear. This characteristic has led to many additional nonlinear 

optics applications of nanoantennas (Novotny and Hulst, 2011). Because 

of the fact that the properties of nanoparticle antennas, such as resonance 

frequency or scattering strength, depend on their environment, they can be 
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 11.4      (a) Various antennas with gap sizes down to ~ 10 nm fabricated by 

focused ion beam milling. (b) Top view of a photodetector consisting 

of a dipole antenna oriented in the y direction and two line electrodes 

(sleeves) in the x direction.  
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used as a local probe to measure some sample properties (Bharadwaj  et al ., 
2009).    

 Many other applications for optical antennas have been studied and hold 

promise in the future. For example, recently for the fi rst time a bright mol-

ecule emission with a lifetime of ~20 ps (super-bright single-photon) was 

observed in the gap of a bow-tie antenna, which could be useful in quan-

tum optics applications. Although many of these antennas have been fabri-

cated, there are still several challenges which should be considered. First, as 

mentioned above, the rules used for the design of conventional radiowave 

or microwave antennas do not apply to optical nanoantennas. Thus, new 

antenna concepts and designs are required. In addition, impedance match-

ing is a major challenge for optical nanoantennas, just as with any kind of 

antenna.  

  11.6     Plasmonic focusing 

 Focusing and localization of light is an interesting research topic, since there 

are many applications that need high concentration and high resolution of 

light, such as optical sensors, beaming, and imaging in optical microscopes. 

For many years the major obstacle in achieving this goal was the diffrac-

tion limit, which does not allow the concentration of EM waves in dielec-

tric media in a region much smaller than the wavelength. Surface plasmons 

and the propagation of light along the interface between a material with a 

negative real part of the dielectric constant (such as metals), and a material 

with a positive real part of the dielectric constant (such as dielectrics) could 

address this problem. The fi eld enhancement and confi nement of light in 

a small region is the most signifi cant characteristic of plasmonic devices. 

However, it should be pointed out that there is a tradeoff between the light 

confi nement and the propagation length of waveguide modes, since higher 

concentration results in increased losses. Although higher energy confi ne-

ment is accompanied by higher dissipation of light, proper design of plas-

monic devices can lead to substantial intensity enhancements that offset the 

power dissipation (Choi  et al ., 2009). There are different types of nanome-

tallic waveguides that can guide light in subwavelength regions, including 

V-groove (Fig. 11.5a) and wedge waveguides (Fig. 11.5b). In these structures 

the light can be highly localized in the two dimensions (x and y), and prop-

agate in the third dimension (z) (Yan and Qiu, 2007).    

 When such structures are tapered, they can be used for nanofocusing. 

It has been demonstrated that high fi eld enhancements can be obtained 

near the tip of such tapered metallic nanostructures. Various geometries 

were proposed and investigated theoretically and experimentally in recent 

years for plasmon focusing, such as tapered metallic rods, sharp metallic 

wedges, and tapered nanogaps between two metallic media (Nerkarayan, 
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1997; Stockman, 2004). A schematic of a tapered metallic rod is shown in 

Fig. 11.6. There are three key geometrical parameters that should be con-

sidered for practical applications and fabrication: the angle of the taper, the 

curvature of the tip, and the length of the taper. Each of these three param-

eters can affect the enhancement of light and also the energy confi nement 

(Gramotnev  et al ., 2008).    

 Depending on the angle of the tip, the focusing can happen in the adia-

batic or non-adiabatic regime. If the taper angle is small enough so that vari-

ation of the plasmon wave number within one wavelength distance from the 

tip is negligible, then the adiabatic or geometrical optics approximation can 

be used. For example, it was shown that this approximation is valid up to an 

angle of 35° for a gold tapered rod in vacuum at a wavelength of 632.8 nm. If 

the angle of the taper is larger than this, then variation of the plasmon wave 

number within one wavelength distance from the tip is non-negligible, and 

this is referred to as the non-adiabatic regime. In this case there is an opti-

mal length and also an optimal angle for achieving maximum enhancement 

of energy. For the optimized tapered metallic rod nanofocusing structure, a 
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 11.5      Schematics of (a) V-groove and (b) wedge plasmonic waveguides.  
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 11.6      Schematic of a metallic rod with taper angle   α  . The permittivities 

of the metal (rod) and surrounding dielectric are   ε    m   and   ε    d  , respectively, 

and  q  is the wave vector of the surface plasmon propagating towards 

the tip of the rod.  
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fi eld enhancement of ~2000 is achievable in regions of a few square nano-

meters (Gramotnev and Bozhevolnyi, 2010; Gramotnev  et al ., 2008). 

 The other critical parameter that should be considered in fabrication of 

tapered metallic rods is the curvature of the tip. For a gold tapered rod with 

an angle of ~35° and length of ~10  μ m, which are optimal at a wavelength of 

632.8 nm, it was shown that decreasing the tip radius from 10 to 2 nm improves 

the fi eld enhancement from ~200 to ~1600 (Gramotnev  et al ., 2008). So far 

the strongest enhancement was predicted to be in tapered metallic rods. The 

localization in a single wedge is smaller, about 10–20 nm. Although other 

structures, such as tapered nanogaps, can also lead to high confi nements in 

nanometer scale regions, their fi eld enhancement is up to ~100 with a tip of a 

few nanometers radius (Gramotnev and Bozhevolnyi, 2010). 

 Plasmonic nanofocusing is currently used in various applications. 

Scattering near-fi eld scanning optical microscopy (s-NSOM) is a technique 

that can use plasmonic focusing to achieve very high resolution for imaging. 

As shown in Fig. 11.7, sub-30 nm resolution imaging of metallic nanoparticles 
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 11.7      (a) Schematic of an adiabatic nanofocusing scattering-type optical 

microscope (s-NSOM). Light from a tunable Ti:sapphire laser at 780 nm 

passes through a polarizer (Pol.) and a half wave plate (HWP), and is 

focused by a high numerical aperture objective onto a nanoslit grating 

milled onto the shaft of a gold taper. Light scattered from the tip apex 

into the far fi eld is collected by a second high numerical aperture 

objective in refl ection geometry and imaged onto a photodetector. 

(b) Scanning electron micrograph of a conical gold tip with a 780 nm 

grating period prepared by focused ion beam milling. (c) Cross-

sections of the optical intensity along the y direction. The strong 

near-fi eld enhancement at the edges of the short axis of the elliptical 

gold nanoparticle (with 100  ×  40  ×  15 nm 3  dimensions) indicates that 

the component of the local electric fi eld oriented along the tip axis 

(z-direction) is imaged.  
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was recently reported using surface plasmons launched onto smooth gold 

tapers where they were adiabatically focused towards the nanometer-sized 

taper apex (Sadiq  et al ., 2011).     

  11.7     Near-field optical microscopy 

 By using near-fi eld scanning optical microscopy (NSOM), the diffraction limit 

of light in optical microscopes can be circumvented, and very high resolution 

can be achieved. In this section we discuss aperture and apertureless NSOM 

designs, as well as a new NSOM technique that combines these two designs. 

  11.7.1      Aperture probe near-fi eld scanning optical 
microscopy (NSOM) 

 One approach for near-fi eld optical microscopy is based on using subwave-

length apertures in metal-coated optical probes, and scanning a few nano-

meters above the sample. In such microscopes, the aperture size rather than 

the wavelength of light determines the resolution. However, decreasing 

the aperture size will also greatly decrease the optical throughput. As dis-

cussed in Section 11.4, for subwavelength apertures the power throughput, 

defi ned as the ratio of the total transmitted power to the incident power 

over the aperture area, scales as ( d /  λ  ) 4 , where  d  is the aperture size (Shi and 

Hesselink, 2002). Thus, the aperture size is a limitation for the performance of 

these systems. Choosing an appropriate shape design for the apertures, such 

as C-shaped or bow-tie, can lead to substantial enhancements in the power 

throughput. For C-shaped apertures the light is localized on the ridge at the 

exit surface of the aperture, and provides a very strong near-fi eld. Using such 

structures, an enhancement of power throughput of up to two or three orders 

of magnitude higher than square apertures is achievable. However, in prac-

tice the optical spot sizes for such C-shaped structures are around 40–70 nm, 

limited by present fabrication technology (Cheng  et al ., 2011).  

  11.7.2     Apertureless probe NSOM 

 An alternative technique to obtain higher resolution is based on using an 

apertureless probe in near-fi eld scanning optical microscopy (aNSOM). 

By using a sharp metallic nanotip, a very high concentration of light can 

be achieved. High resolution, with optical spot size of less than 10 nm, was 

reported using apertureless probes, due to the sharpness of the tip apex, 

which determines the optical spot size (Gerton  et al ., 2004). The problem that 

appears here is the background illumination. The light coming from the laser 

light source also illuminates a large area around the tip apex, and interferes 
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with the near-fi eld scattered from the sample. In spite of the very high con-

centration and enhancement of energy on the tip of the apertureless probe 

NSOM, background optical energy always exists, and therefore applying a 

modulation technique is necessary. When using such a technique, the detec-

tor is able to detect only the near-fi eld contribution, which is a modulated 

signal, and reject the unmodulated background light (Schuller  et al ., 2010).  

  11.7.3     CAN-tip probe NSOM 

 By taking advantage of the characteristics of both aperture probes for block-

ing the background signal, and apertureless probes for high energy concen-

tration and resolution, a new NSOM technique combining these two was 

fi rst proposed by Frey  et al . (2002). A metallic tip formed on the aperture 

of a conventional fi ber probe, which is referred to as tip-on-aperture probe, 

was introduced. In such a probe, the light passing through the aperture is 

concentrated by a sharp nanotip attached to the aperture. In a more recent 

NSOM experiment, a resolution of 16.1 nm was obtained by using a C-shaped 

aperture combined with a nanotip (CAN-Tip). The nanotip, which acts as a 

metallic nanoantenna, is extended from the ridge of the C-shaped metal-

lic nanoaperture (Cheng  et al ., 2011). When operating at the resonant fre-

quency, the charges concentrate at the corners of the ridge on the exit surface 

of the C-shaped aperture. In addition, surface charges concentrate on the tip 

of the nanoantenna due to the lightning-rod effect (electric fi elds are stron-

gest at the sharpest features of the object), and make a very-high-intensity 

ultra-small optical spot. Figure 11.8 shows the schematic and SEM image 

of a fabricated CAN-Tip. By designing the aperture and the nanoantenna 

α

α
α
α

2.2 α

(a) (b)

Au

Si3N4

h

500 nm
tm

td

 11.8      (a) Schematic design of the CAN-Tip. (b) 35° angled view SEM 

images of a CAN-Tip fabricated with focused ion beam milling.  
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to resonate at a wavelength of 980 nm, Cheng  et al . (2011) predicted high 

intensity (650 × ) and high optical resolution (~  λ  /60) for such a structure. In 

addition, no modulation technique is required due to the absence of back-

ground signal. Figure 11.9 shows the CAN-Tip NSOM response when scan-

ning across three Cr nanodisks with a probe set at different distances from 

the center of the disks. Optical resolution of 16.1 nm was demonstrated in 

this experiment.       

 CAN-Tip could potentially be used in several other near-fi eld technol-

ogies that require high optical intensity with nanoscale resolution, such as 

near-fi eld optical recording, heat-assisted magnetic recording (HAMR), tip-

enhanced Raman scattering (TERS), and nanoscale electron source gener-

ation (Cheng  et al ., 2011).   

  11.8     Plasmonic waveguides 

 As mentioned in Section 11.6, several different plasmonic waveguiding 

structures have been proposed to guide subwavelength optical modes, such 
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 11.9      (a) NSOM response when scanning across three Cr nanodisks with a 

CAN-Tip NSOM probe set different distances away from the center of the 

disks. The signal-to-noise ratio (SNR) is ~8.9. (b) Close-up of the fi rst disk 

scan from (a) (solid line). The overlaid dashed line shows the fi tted data. 

The narrowest transition at the left edge shows an equivalent 16.1 nm full 

width at half maximum (FWHM) Gaussian transition. This demonstrates 

the 16.1 nm optical resolution of the CAN-Tip NSOM probe.  
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as metallic nanowires and metallic nanoparticle arrays. Most of these struc-

tures support a highly-confi ned mode only near the surface plasmon fre-

quency. In this regime, the optical mode typically has low group velocity and 

short propagation length. It has been shown, however, that a metal–dielec-

tric–metal (MDM) structure with a dielectric region thickness of ~100 nm 

supports a propagating mode with a nanoscale modal size at a wavelength 

range extending from DC to visible. Thus, such a waveguide could be poten-

tially important in providing an interface between conventional optics and 

subwavelength electronic and optoelectronic devices. Because of the pre-

dicted attractive properties of MDM waveguides, their modal structure has 

been studied in great detail, and their structures have also been experimen-

tally explored (Dionne  et al ., 2006). Recent research work has focused on 

the development of functional plasmonic devices, including active devices, 

for nanoscale plasmonic integrated circuits. 

 The performance of bends and splitters in MDM subwavelength plas-

monic waveguides was investigated (Veronis and Fan, 2005). It was shown 

that bends and splitters with no additional loss over a very wide frequency 

range can be designed for MDM waveguides with center layer thickness 

small compared to the wavelength. The concept of characteristic impedance 

used in microwave engineering was introduced for such systems to account 

for their behavior. In addition, compact couplers between high-index con-

trast dielectric slab waveguides and MDM subwavelength plasmonic 

waveguides have been investigated. Couplers created by simply placing a 

dielectric waveguide terminated fl at at the exit end of a plasmonic wave-

guide can be designed to have high transmission effi ciencies at the optical 

communication wavelength. The transmission effi ciency of the couplers can 

be further increased by using optimized multisection tapers. In both cases 

the transmission response is broadband. 

 Switches for MDM plasmonic waveguides have also been introduced. An 

MDM waveguide directly coupled to a cavity fi lled with an active material 

with tunable absorption coeffi cient can act as an absorption switch, in which 

the on/off states correspond to the absence/presence of optical pumping. In 

addition, an MDM plasmonic waveguide side-coupled to a cavity fi lled with 

an active material can operate as an absorption switch, in which the on/off 

states correspond to the presence/absence of pumping. For a specifi c modu-

lation depth, the side-coupled-cavity switch results in more compact designs 

compared to the direct-coupled-cavity switch.  

  11.9     Enhancement of nonlinear processes 

 Nonlinearity in optics is introduced by alterations in the optical properties 

of a medium as the intensity of the applied fi eld is increased, or when one or 

more other fi elds are introduced. Nonlinear optical effects include: electro-
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optical effects (Pockels and Kerr effects); the Zeeman effect, in which spec-

tral lines are split by a magnetic fi eld; and the magneto-optical effect, which 

is magnetic-fi eld-induced double refraction (Cotton-Mouton and Faraday 

effects). Nonlinear optical processes have numerous applications in optics. 

These include wavelength conversion, fi eld-dependent propagation, optical 

limiters and multistable cavities, and nonlinear signal propagation. However, 

the nonlinear coeffi cients of naturally occurring optical materials are not 

suffi ciently large and, hence, a large interaction volume or high excitation 

power is required to generate acceptable levels of nonlinear signals. If the 

effective nonlinearity of existing materials could be increased, there would 

be numerous benefi ts. The small absolute scale of the nonlinear coeffi cients 

and phase mismatch effects are two signifi cant factors that restrict the effi -

ciency of the nonlinear processes. Nanophotonic structures and devices may 

offer a means to compensate for these limitations. 

 Second-harmonic generation (SHG) is the second order nonlinear pro-

cess for which two photons, with the same frequency  ω , interact simulta-

neously with matter to generate a photon of frequency 2 ω . In recent years 

the generation of second-harmonic radiation at metal surfaces has been 

studied extensively, because the intensity of the produced harmonic can be 

strongly enhanced due to localized surface plasmons. Similarly, metal nano-

particles arranged in ordered patterns give rise to a nonlinear response due 

to particle plasmons, which can be enhanced by introducing asymmetry in 

the local fi eld distribution (Canfi eld  et al ., 2007). SHG in a set of nanopar-

ticles with proper asymmetry, and plasmonic solitons in metal–dielectric 

structures, have been considered by Zheludev and coworkers (Zheludev 

and Emelyanov, 2004) and Samson and coworkers (Samson  et al ., 2011), 

respectively. 

 Surface enhanced Raman scattering (SERS) is a technique that may 

result in orders of magnitude increase in the Raman signal intensity, as high 

as 10 14 –10 15 . SERS is of interest for trace material analysis, fl ow cytome-

try, and other applications where the current sensitivity and/or speed of a 

Raman measurement are insuffi cient. The enhancement takes place at a 

metal surface, which has nanoscale roughness. SERS occurs when molecules 

are brought to the rough metal surface. The enhancement in the Raman sig-

nal is partially attributed to the large local electric fi eld enhancement in spe-

cifi c locations of the metal fi lm known as ‘hot spots.’ Smooth surfaces do not 

result in enhancement. Large enhancements are observed for silver, gold, 

and copper surfaces. In addition to rough metal fi lms, several other geome-

tries can be used for SERS, such as metal fi lms structured with hole arrays, 

metallic nanoparticles, as well as metallic nanowire arrays (Maier, 2007). 

 Nonlinear optical processes can also be enhanced with PhCs. Nonlinear 

photonic crystal microresonators can enhance a variety of nonlinear optical 

processes. It has been demonstrated that PhC microresonators can enhance 
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the performance of traditional nonlinear devices, such as optical switches 

and nonlinear Fabry-P é rot interferometers, by several orders of magnitude. 

In addition, due to their design versatility, PhC cavities can be used as the 

basis of completely new configurations performing all-optical functions, 

such as all-optical transistors (Yanik  et al ., 2003). Moreover, PhC resonators 

offer new fundamental ways of tailoring optical nonlinearities by using the 

so-called Purcell effect. Finally, in addition to strong enhancement of non-

linear phenomena through PhC resonators, nonlinear effects can also be 

enhanced by using the slow-light properties of PhCs, via the corresponding 

band edges (D’Aguanno  et al ., 2001) or by means of coupled-cavity wave-

guides (Soljacic  et al ., 2002). Some of the nonlinear optical phenomena that 

can be greatly enhanced by PhC resonators include harmonic generation 

and optical bistability (Bravo-Abad  et al ., 2007).  

  11.10     Application in photovoltaics 

 Solar cells can provide virtually unlimited amounts of energy by effectively 

converting sunlight into clean electrical power. Large-scale implementation 

of photovoltaic technology hinges on our ability to inexpensively produce 

high-effi ciency solar cells (Schuller  et al ., 2010). Thin-fi lm solar cells could 

provide a viable pathway towards this goal by offering low materials and 

processing costs. However, the energy conversion effi ciencies of such cells 

are fairly low, owing to the large mismatch between electronic and photonic 

length scales in these devices. For photon energies close to the bandgap, the 

absorption length of light in semiconductors is signifi cantly longer than the 

electronic diffusion length in most deposited thin-fi lm materials (Schuller 

 et al ., 2010). In other words, the thickness of the active region of these 

devices is limited to less than the electronic diffusion length. This, however, 

limits the photon absorption, since the light absorption length is signifi cantly 

longer than the active region thickness. 

 Plasmonic nanostructures may provide a strategy to solve the issue above 

by dramatically improving light absorption in thin-fi lm photovoltaic cells. 

Present research on using plasmonics to boost photovoltaic cell effi ciencies 

is focused on taking advantage of the high near-fi elds surrounding metal-

lic nanostructures close to their surface plasmon resonance frequency, and 

effective light trapping in the active semiconductor layer to boost light 

absorption (Schuller  et al ., 2010).  

  11.11     Conclusion 

 Nanophotonics is the science and engineering of light-matter interactions 

at the nanoscale. In this chapter we fi rst discussed wavelength-scale nano-

photonic devices, such as PhCs and ring resonators. We then discussed 

�� �� �� �� �� ��



396   Nanolithography

© Woodhead Publishing Limited, 2014

several topics associated with manipulating light at subwavelength scales 

with nanometallic structures: extraordinary optical transmission through 

subwavelength apertures, optical nanoantennas, plasmonic focusing, near-

fi eld optical microscopy, and plasmonic waveguides. Finally, we discussed 

the application of nanophotonics in enhancement of nonlinear processes 

and photovoltaics.  
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  Abstract : In the nano-realm, the line between where a  ‘ structure’ 
ends and a  ‘ device’ begins can at times be a thin one. More often than 
not, device  characteristics  may serve as the deciding boundary, albeit 
with the expected arguable interdisciplinary defi nitional differences. 
Nevertheless, taking its cues from the monumental breakthroughs in 
terms of devices and circuits, as these have come to be defi ned in the fi eld 
of microelectronics, this chapter provides a look into the progress toward 
this same level of 3D functionality for nanoscale electronic devices. 
Beginning with a brief overview of the historical steps that have led to 
modern-day nanodevice technology to select milestones illustrative of 
device operation, the narrative to follow is designed to offer a template 
for and a guide toward a more detailed study into this quite extensive 
topic. However, with allowance for a certain degree of author’s choice as 
to the devices themselves, this chapter pays homage to key discoveries in 
the fi eld – of both device components and the equipment used to create 
or characterize them – while describing some of the structures that have 
come to be state-of-the-art illustrations of nanodevices in this wide-
ranging, dynamic, and continually evolving fi eld. 

  Key words : nanodevices, single-electron transistors, nanowires, nanoarrays. 

   12.1     Introduction 

  ‘ Make it work!’ This catch phrase of a popular cable TV show would no less 

aptly describe the goal of device development in the nano-realm. Although 

 ‘ nano’ serves as the ubiquitous prefi x to a wide range of technical (and non-

technical) endeavors, this chapter will embrace the 1–100 nm range in terms 

of at least one dimension of the devices to be discussed. That being said, the 

umbrella of nanodevices encompasses an unusually wide range of technol-

ogies as far as  ‘ devices’ are concerned. One might consider work ranging 

from solid-state electronics to colloidal suspensions of nanoparticles with, in 

turn, applications ranging from traditional electronic circuits to drug deliv-

ery via biomedical implants. Thus, the  ‘ history’ to follow is indeed abbre-

viated, as the nanodevices of today can be associated with practically any 
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application whose technological impact depends upon metrics such as speed 

(i.e. computing), size (i.e. consumer products, iPod  ©  vs iPod Nano © ), or even 

sensitivity (i.e. biomarkers for cancer detection). With such far-reaching 

implications, one point of  ‘ agreement’ with respect to nanodevices is that 

among engineers, chemists, materials scientists, physicists, and biologists – 

and even this list of professions is not exhaustive in its description of  ‘ nano’ 

researchers! – there is only  minimal agreement  as to which nanostructures 

are signifi cant, or even worthy of the designation  ‘ device.’ Therefore, in an 

attempt to temporarily tame this unwieldy beast of a topic, we will discuss 

a select few milestones, so as to give you, the reader, a plausible overview 

and a springboard from which to launch your own more directed, or more 

comprehensive, study of nanodevices. 

 We begin with the work of the tenth century  ad  European artisans typ-

ically presented as one of the earliest illustrations of nanotechnology. The 

aforementioned used the natural changes in bulk vs nanoparticle sized gold 

embedded in glass to attain the various colors used to create stained glass win-

dows for medieval churches (Ratner and Ratner, 2003). However, this process 

traces back to techniques used in the decoration of pottery in ninth century 

Mesopotamia (Binns, 2010). Moreover, archeological fi ndings from Africa 

have revealed 4000-year-old techniques in lead based chemistry which, pre-

served through the ages, became the basis for the production of hair dyes 

including galena, or PbS nanocrystals. The latter have been identifi ed in cos-

metology recipes dating from the Greco-Roman period to the present day 

(Walter  et al. , 1999; Walter  et al. , 2006). Finally, the development of  ‘ India 

ink,’ presumed to have been invented in China around 2700  bc , involved a 

formulation consisting of what would today be described as carbon nano-

particles (Binns, 2010). In any case, and with all due respect to our nano-

technology forbearers, it is reasonable to assume that an understanding of 

the science behind these results was limited to the relative skill of the given 

artist or practitioner working at the time. 

 It was not until the 1930s that modern-day scientists and engineers 

began to seriously consider the nano-realm via the presentation of the fi rst 

transmission electron microscope (TEM) by Ernst Ruska and Max Knoll.

(http://www.microscopy.ethz.ch/history.htm). This breakthrough technol-

ogy allowed scientists to move beyond the limitations of light microscopes 

(~200 nm at the time). By 1959, the now famous talk,  ‘ There’s Plenty of 

Room at the Bottom,’ was delivered by Professor (and later Nobel laureate) 

Richard P. Feynman of the California Institute of Technology (Feynman, 

1960). Feynman, a theoretical physicist, described the potential for future 

research involving the manipulation of atoms and molecules to produce 

and control more macroscopic functionalities. Often mentioned as a start-

ing point for nanotechnology, in point of fact the scientifi c community 

did not really take notice of this one out of hundreds of Feynman talks 
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until over thirty years later, when K. Eric Drexler published  The Engines 
of Creation: The Coming Era of Nanotechnology  (Drexler, 1992). Drexler 

spoke to the essence of nanotechnology from the perspectives of both 

 ‘ bottom-up’ and  ‘ top-down’ technologies. With respect to the former, he dis-

cussed manufacturing beginning from the atomic and molecular levels. With 

respect to the latter he addressed issues of magnitudes and scaling and the 

considerations necessary to move beyond models based on the classical con-

tinuum. Nevertheless, the hope from which to truly consider the things of 

which Feynman and others had spoken did not begin to realistically emerge 

until the introduction of another breakthrough in 1981 from Gerd Binnig 

and Heinrich Rohrer of IBM Zurich (Binnig  et al. , 1982b). What came to 

be known as the scanning tunneling microscope (STM) earned these two 

researchers the 1986 Nobel Prize in Physics and opened the door to the 

nano-realm beyond that of prophetic predictions. 

 Finally, this brief history would be remiss without the mention of one more 

nanotechnology milestone and source of the 1996 Nobel Prize in Physics 

shared by Harry Kroto, Robert Curl, and the freshman chemistry teacher of 

this chapter’s author, Richard Smalley. These researchers are credited with the 

discovery of a new form of carbon (C 60 ) whose structural arrangement mim-

icked that of the geodesic dome design of American architect Buckminster 

Fuller.  ‘ Buckyballs’ or fullerenes, as this discovery came to be known, have 

led to the study of carbon nanotubes (CNT), for which researchers are claim-

ing and fi nding potential applications in areas ranging from consumer elec-

tronics to medicine (Tomanek  et al. , 2008; Gomez-Gualdron  et al. , 2011; Ahn 

and Je, 2012). Even construction engineers are considering the use of CNTs 

in cement and other materials, as this form of carbon has exhibited tensile 

strengths greater than steel (Wille and Loh, 2010). 

 Yet amidst all of these breakthroughs and materials in the nano-realm, 

where, one may ask, are the  devices , and how are they defi ned? The rest of 

this chapter will attempt to answer these questions. Again, the ubiquitous 

nature of the fi eld of nanotechnology automatically warrants some level 

of  ‘ author’s choice’ in terms of devices described and discussed. However, 

it is our hope that this chapter will not only inform, but will inspire the 

reader to further investigate this groundbreaking  ‘ realm of the small’ as 

it affects the biggest of phenomena and functions of our modern techno-

logical lives.  

  12.2     Motivation for nanodevices 

 Hopefully, the previous section has set the stage to answer these questions 

and maybe, in some sense, already has. Yet, as an introduction to nanode-

vices, the question of even  ‘ Why Bother?’ must be addressed. Therefore, a 

look at the motivation for this fi eld is in order. 
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 Since the introduction of  micro electronics into the technology land-

scape of the 1970s, the quest for higher speed, greater effi ciency, better 

performance and, of course, smaller dimensions has forged ahead at a 

practically exponential rate. Even the original  ‘ Moore’s Law’ of doubling 

the number of devices on an integrated circuit chip every year (or every 

18 months as has also been quoted) has proven to be almost eerily accu-

rate (Moore, 1998; Moore, 2005). Thus, as device densities increase, so 

must device size decrease while maintaining the metrics of speed and 

reliable performance. To begin to meet this challenge, electronic device 

engineers have defi ned two primary approaches –  ‘ top-down’ and  ‘ bot-

tom-up’ – fabrication techniques. This chapter will present devices inclu-

sive of both. In turn, researchers still debate as to whether or not the 

term  nanotechnology  applies to measurements and observations in the 

1–100 nm range, as opposed to the actual dimensions of a given struc-

ture. Yet, insomuch as this chapter deals with devices, we will focus on 

the latter of the two. Finally, categorizing devices is a topic of likewise 

vigorous discussion. To provide a point of some consensus, we will rely on 

Fig. 12.1 which emerged as the result of discussions initiated by Ortwin 

Renn’s and Mihail (Mike) Roco’s  ‘ Whitepaper no. 2’ presented to the 

2006 International Risk Governance Council in Geneva, Switzerland 

(Renn and Roco, 2006).    

 As shown, nanotechnological development can be divided into four gen-

erations as follows:

1st:  Passive nanostructures (1st generation products)
a. Dispersed and contact nanostructures. Ex: aerosols, colloids
b. Products incorporating nanostructures. Ex: coatings; nanoparticle
reinforced composites; nanostructured metals, polymers, ceramics

2nd:  Active nanostructures
a. Bio-active, health effects. Ex: targeted drugs, biodevices
b. Physico-chemical active. Ex: 3D transistors, amplifiers,
    actuators, adaptive structures

3rd:  Systems of nanosystems
Ex: guided assembling; 3D networking and new
hierarchical architectures, robotics, evolutionary

4th:  Molecular nanosystems
Ex: molecular devices ‘by design’,
atomic design, emerging functions
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 12.1      A representation of nanodevice development over the past decade 

and beyond as suggested by Renn and Roco to the International Risk 

Governance Council in 2006. ( Source : Reproduced with permission 

from M. Rocco.)  
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    • Passive nanostructures  – essentially materials designed for a single task  

   • Active nanostructures  – devices designed for multi-tasking, i.e. sensors, 

actuators, drug delivery  

   • Systems of nanosystems  – thousands of interacting devices and systems 

of devices  

   • Molecular nanosystems  – described by the  ‘ control and restructuring of 

matter at the nanoscale’ or the  ‘ engineering of functional systems at the 

molecular scale’    

 Clearly, these categories help to delineate functions, as opposed to the 

devices themselves. However, in the interest of contributing to this discus-

sion of  ‘ Why smaller? Why better?’ Fig. 12.1 is noteworthy in that it provides 

a timeline, not so much in terms of dates, but for the various stages of what 

has become nanoscale device development, particularly from the previously 

mentioned bottom-up perspective. Essentially mimicking the intention of 

Moore’s Law as far as decreasing size without sacrifi cing functionality, nano-

devices represent an  opportunity  through which both dimensions and the 

phenomenological behavior of materials and, ultimately, devices may be 

best exploited to achieve the next generation of technological goals. Here, 

while making it smaller and making it better we, unlike our ancestors of the 

ancient arts, now have both the tools (i.e. TEM, STM, atomic force micros-

copy (AFM)  et al .) and the foundational science upon which to  ‘ make it 

work’ in the quest for functional, practical, and effective nanodevices.  

  12.3     Nanofabrication: creating the building 
blocks for devices 

 There are as many means for the formation of nanoscale structures as there 

are types of structures and devices themselves. The basis for any nanode-

vice is the elemental or compound materials of which it is composed. In 

Chapter 10 Cheng provides detailed discussion on the subject of nanoma-

terials. Mention of the same here is simply to provide some context for the 

fabrication of the devices to be discussed in this chapter. To this end, a few of 

the primary methods and equipment which have historically contributed to 

 ‘ thin fi lm growth’ and later nanostructures and devices are discussed below. 

  12.3.1     The source: materials growth 

 Well before  ‘ nano’ became the buzzword for small scale structures, the 

equipment and methods necessary for the creation of thin fi lms (of a few 

microns) were being explored. For example, the 1970s saw the use of tech-

niques such as liquid phase epitaxy (LPE) and vapor phase epitaxy (VPE) 
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to  ‘ grow’ high quality crystalline layers that eventually led to the develop-

ment of complex devices such as the heterojunction semiconductor laser 

and compound semiconductor (i.e. GaAs)-based infrared light-emitting 

diodes (Mishurnyi  et al. , 2006). Chemical vapor deposition (CVD), whose 

origins can be traced as far back as the late 1800s, became a staple of silicon 

thin-fi lm technology, along with the exponential growth of the electronics 

industry (Allendorf, 1998). These thin-fi lm growth techniques and others 

evolved through a fairly natural progression from early twentieth century 

developments in crystal pulling from melts, associated with names such as 

Czochalski and Bridgman (Scheel and Fukuda, 2003). Today, more refi ned 

variations of LPE, VPE, CVD, and other methods are still in use for com-

mercial as well as specialized or custom processing steps in the production 

of semiconductor thin-fi lm based devices. 

 However, one materials growth technique has emerged as the  ‘ work-

horse’ of thin-fi lm and nanoscale structures and devices. Known as molecu-

lar beam epitaxy (MBE), it has been in use since its inception in 1970 (Cho, 

1999). Along with its  ‘ kissin’ cousin’ metal organic chemical vapor depo-

sition (MOCVD), MBE developed out of the early 1960s in the temper-

ature and vapor pressure control of molecular beams under vacuum and 

their interaction with solid surfaces. Although there are several variations 

on the theme (i.e. gas source MBE), in essence traditional MBE involves 

the use of solid source elemental species of materials which, under care-

fully controlled conditions of temperature and vacuum, sublime to become 

the source materials for epitaxial crystal growth. Effusion cells, also known 

as Knudsen cells or simply  ‘ furnaces,’ contain these source elements. By 

adjusting the cell temperatures, a corresponding beam equivalent pressure 

(BEP) is created, which, in turn, determines the amount of source material 

deposited on the target substrate. A series of shutters, in the form of non-

reactive metal barriers located in front of each cell, can be opened or closed 

as determined by the MBE operator to select which binary, ternary, or even 

quaternary combinations of materials become the layers of MBE thin-fi lm 

growth. Figure 12.2 illustrates the basic equipment confi guration necessary 

for crystal growth via MBE.    

 The unique and essential characteristic of the MBE technique (and sim-

ilar methods) is that it can produce both lattice-matched and strained (i.e. 

pseudomorphic) layers of materials beyond combinations of the same as 

found in nature. In fact, when parameters such as bandgap energy are taken 

into account, in addition to the crystalline lattice constants of the materials 

involved, nanoscale structures such as quantum dots (QD) or quantum wells 

can be created. The versatility of these and other parameters with respect to 

the ultimate development of nanodevices is well illustrated in the now com-

monplace plots of bandgap energy vs lattice constant – an example of which 

is shown for compound or III-V semiconductors (with reference to columns 
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III and V of the Periodic Table) in Fig. 12.3. From the device perspective, 

the mole fraction of each binary or higher combination can be selected to 

create  ‘ bandgap engineered’ epitaxial layers, in conjunction with materials 

of specifi c emission wavelengths, corresponding to, for example, a desired 

optoelectronic device functionality.    

 For this fi gure, the tie lines between each binary compound represent a 

ternary combination, as would be formed based on the mole fraction of 

the respective elements. Thus, Al  x  Ga 1- x  As, with  x  = 0.5, would lie half way 

between the AlAs and GaAs tie-line endpoints. Likewise, the plot position 

of AlAs, practically directly above GaAs, indicates that, in nature, these 

two binaries are closely lattice-matched, as would be any ternary formed 

along the line between the two. Quaternary combinations are represented 

in the areas bounded by the tie lines. For example, Ga  x  In 1- x  P  y  As 1- y   is the 

area bounded by GaP to GaAs and InAs to InP. With commercially and 

commonly available III-V single crystalline substrates, such as GaAs and 

InP, Fig. 12.3 can be used to determine the range of lattice-matched and 

pseudomorphic combinations of epitaxially grown materials available for 

compound semiconductor device fabrication. 

 The subject of nanodevices, as it pertains to methods such as MBE, brings 

to mind structures ranging from the aforementioned QDs to quantum wires 

and wells, which can be synthesized  in situ  as the natural result of bandgap 

engineering, lattice matching, and lattice mismatch or strain between the 
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 12.2      Schematic of an MBE growth chamber. (Shown with thanks to A. 

Sarkar for design and drafting).  
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combinations of materials selected. Here again, for the sake of managing 

a topic of such breadth in the discussion to come, we will later provide an 

author’s choice of select nanoscale device components that have evolved 

from, not only the  ‘ hard and dry’ materials growth techniques such as MBE, 

but also from other more recently developed vapor–liquid–solid (VLS) 

combinations of growth methods.  

  12.3.2     The structure: materials characterization 

 Since Binning and Roher’s realization of the means by which to  ‘ see’ atomic 

structure (Binnig  et al. , 1982a), a host of scanning probe microscopy (SPM) 

characterization methods have emerged to make nanodevice development 

a foreseeable (and currently realizable) process (Bonnell, 2001). Given that 

many techniques fall under the parent category of SPM, in the spirit of this 

chapter we briefl y mention yet another  ‘ workhorse’ of the fi eld, namely 

AFM. Instrumentation for AFM can be designed to operate in a variety 

of modes, involving contact, non-contact, and  ‘ tapping’ (intermittent con-

tact, oscillation). Other forms of AFM include magnetic force microscopy 

(MFM), lateral force microscopy (LFM), as well as related techniques such 
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as Kelvin-probe, conductive probe, and capacitance AFM, to name a few. 

However, these more exotic capabilities essentially evolved from the fun-

damental ability of AFM to accurately track the topography of a surface 

regardless of the surface property being measured. A wealth of review arti-

cles, textbooks, and even university courses are now available to research-

ers interested in everything from the origins of AFM to the wide variety of 

AFM techniques and their applications (Binnig  et al. , 1986; Hansma  et al. , 
1988; Cappella and Dietler, 1999; Giessibl, 2003; Butt  et al. , 2005; Muller 

and Dufrene, 2008; Eaton and West, 2010). In fact, the link www.nanohub.

org, as a project funded through the National Science Foundation’s Network 

for Computational Nanotechnology, provides (mostly free of charge) online 

access to a range instructional tutorials, simulations, and courses in practically 

all aspects of nanoscience and related fi elds and technologies. Therefore, in 

lieu of a detailed historical or technological treatment, we present a brief 

description of the AFM process to provide some context for materials char-

acterization as a step in the stages of nanodevice development. 

 Using the interaction of van der Waals forces present between a probe or 

 ‘ tip’ and a sample, AFM instrumentation is designed to translate this nano-

scale interaction into real-time 3-D images of the sample surface. Specifi cally, 

AFM instrumentation, inclusive of a set of fi nely tuned computer controlled 

electric motors (i.e.  ‘ inchworm’ electronics), allows placement of the afore-

mentioned tip just a few nanometers from the sample. The attractive–repul-

sive force interactions between the atoms on the surface and atoms at the 

end of the AFM tip result in defl ections of a cantilever to which the tip is 

attached, as shown in Fig. 12.4.    

Feedback electronics

Laser source

Detector
(photodiode)

Cantilever

Substrate

Tip

 12.4      Schematic representation of the main components used to scan 

a sample using AFM. (Shown with thanks to A. Sarkar for design and 

drafting.)  
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 Next, a laser focused on the cantilever, along with a mirror–photodetec-

tor combination, tracks the physical defl ections of the cantilever as the tip 

is scanned across the surface of the sample. These defl ections, as detected 

by the photodiode, are converted into an electrical signal that is sent to the 

feedback electronics of the AFM as shown. From this point, an electronic 

signal sent back to the cantilever-tip positioning electronics (not shown) will 

adjust parameters such as tip position or frequency of oscillation, depending 

on the imaging mode. 

 Finally, the resulting cantilever defl ection-to-electronic signal can be 

converted to an image of the sample’s relative atomic structure. The extent 

of resolution to which an AFM image portrays a given structure depends 

on everything from the shape of the tip, to tip–sample distance, to AFM 

mode of operation (i.e. contact vs intermittent or non-contact modes), to 

control of the natural vibrations in the room in which the instrument is 

located. Nonetheless, as an SPM technique, AFM, in the hands of a well-

trained operator, can serve as a relatively quick and non-destructive means 

of obtaining nanoscale structural information that can aid in the fabrication 

of nanodevices.   

  12.4     Prospects for low dimensional devices 

 Just as the growth of microelectronics involved breakthroughs and develop-

ments in multiple fi elds, nanoelectronics has been no less varied in terms 

of its range of constantly emerging new techniques for materials synthesis, 

characterization, and device fabrication. For the most part, microelectronic 

devices, particularly early-on the fi eld, can be associated with the realm of 

 ‘ hard and dry’ materials (i.e. semiconductors). On the other hand, the reali-

zation of nanoelectronic devices involves both these and other more hybrid 

methods involving combinations of VLS materials synthesis and processing 

techniques. With this variety in mind, it is not within the scope of this chap-

ter to discuss the full range of today’s nanodevices. However, the examples 

selected below will, we trust, be reasonably exemplary of the types of nano-

devices and their components that have come to fall under the umbrella of 

 ‘ low dimensional.’ 

  12.4.1        ’Dots’ to devices: 0th dimension 
to single-electron transistors 

 Some of the earliest structures in the nanoparticle regime (i.e. <100 nm in 

any dimension), known as ‘QDs,’ were synthesized (grown) via MBE. In 

general QDs, be they in the solid or colloidal form, are essentially nanoscale 

structures or particles whose size determines the optoelectronic properties 

of these entities. As such, electronic confi nement within a QD is considered 
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to be of the  ‘ zeroth dimension,’ whereas quantum wires and quantum wells 

scale up 1-D and 2-D electron confi nement, respectively. In the early 1990s 

and going forward, an area of intense research activity developed around the 

growth of, for example, InAs QDs on GaAs substrates (Brandt  et al. , 1992; 

Notzel, 1996; Yoffe, 2001; Joyce and Vvedensky, 2004; Wong  et al. , 2010). 

The natural lattice mismatch between these two materials allowed for the 

creation of nanoparticles in the form of QDs as the InAs deposited, under 

the previously discussed MBE-controlled conditions, would self-assemble 

into nanoscale island formations with potentially useful characteristics for 

electronic and optoelectronic devices. Within the next decade, research-

ers took the QD, as a device component, well beyond the aforementioned 

MBE-based work. Thus, variations on the theme, so to speak, of QD stud-

ies led to a fl urry of research, which, in turn, motivated the development 

of device prototypes for quantum-dot lasers (Shields, 2007; Bimberg and 

Pohl, 2011; Lee  et al. , 2012), sensors and detectors (Posani  et al. , 2006; Stiff-

Roberts, 2009; Li  et al. , 2011), and solar cells (Nozik, 2002; Tsakalakos, 2008; 

Pattantyus-Abraham  et al. , 2010; Jeltsch  et al. , 2012), to name a few. 

 However, one nanoparticle-based device that especially generated a great 

deal of interest was that of the single-electron transistor (SET). Theoretical 

considerations for single electron charging effects were introduced as early 

as 1951 (Gorter, 1951), but demonstration of the same did not emerge until 

the late 1980s to the early 1990s (Barner and Ruggiero, 1987; Kastner, 1992). 

Given that the  ‘ simple transistor’ is the fundamental building block from 

which the multi-billion dollar electronics industry has grown, it is not sur-

prising that the lion’s share of nanoelectronic  device  research has been 

focused on developing a new generation of transistors and/or transistor-like 

devices. Thus, built upon the traditional three-terminal source, drain, and 

gate concept of a fi eld effect transistor (FET), the SET integrates the nano-

scale considerations of the  quantum size effect  and  Coulomb blockade  phe-

nomena into its basis of operation. To understand the application of these 

concepts in an SET a brief explanation is in order. 

  Single electron transistor (SET): basics of operation 

 In its essence, quantum size effect describes the accepted theory of quan-

tum mechanics with respect to particle confi nement. As the dimensions in 

which the particle is confi ned are reduced, a critical limit is reached where 

the energy level separations normally experienced by this particle are effec-

tively spread even further apart. One may think of  ‘ squeezing’ the particle, 

as in the classic  ‘ particle in a box problem,’ but now to the extent where 

the particle is the size of the box itself. With respect to nanoparticles, this 

means that particle size now plays a signifi cant role in terms of the elec-

tronic characteristics. 

�� �� �� �� �� ��



410   Nanolithography

© Woodhead Publishing Limited, 2014

 Coulomb blockade is best examined in the context of the actual SET. 

To begin, the acronym SET refers to the actual control of electrons, one at 

a time, between the source and drain of a transistor structure. Figure 12.5 

schematically illustrates the confi guration of an SET. As shown, it consists 

of a nanoparticle confi ned between but separated from direct contact with 

source and drain by thin insulating (tunneling) barriers. A conductive gate 

electrode is placed within close proximity to the nanoparticle as well. The 

nanoparticle contains a total number of  N  electrons which, in turn, experi-

ence discrete energy levels due to the quantum size effect – (two electrons 

are allowed per energy level, as per Pauli exclusion). The size-controlled 

electronic confi guration is such that the topmost fi lled state almost aligns 

with the Fermi level of the source-drain electrodes. In the non-biased state 

of the SET, there exists a range of empty states available to the electrons of 

the nanoparticle but not available to any electron outside of the insulating 

barriers. Theory predicts that if one electron were added to the nanoparticle, 

such that the total number of electrons becomes  N  + 1, then particle energy 

would be increased by an amount  q  2 /2 C , where  C  represents the capaci-

tance of the SET. This  ‘ small’ change in energy now has a tremendous effect 

under the aforementioned conditions of quantum confi nement, where such 

a small  C  translates to a large shift in the available energy states shown in 

Fig. 12.5. Given this upward shift of available empty states, the opportunity 

for any quantum mechanical tunneling of electrons from the source elec-

trode is effectively  ‘ blocked’ and thus eliminated. However, the single-elec-

tron action of the SET comes into play if a voltage of  q /2 C  is applied to the 

gate electrode. This amount of applied voltage will, in fact, lower the lowest 

level of the upper empty available states into alignment with the Fermi level 

of the source electrode. In turn, bias applied across the source and drain 

electrodes (as per traditional transistor operation) provides the necessary 
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 12.5      Schematic of single-electron transistor. (Used with thanks to A. 

Sarkar for design and drafting.)  
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quantum electron conditions for a single electron to  ‘ hop’ from the source, 

to the nanoparticle, and then hop back out through the drain. Note that only 

one electron at a time can make this journey through the SET given prop-

erly applied gate voltage. On the other hand, if two electrons were to make 

their way onto the nanoparticle at the same time, there would be an increase 

in capacitance energy which would necessitate increasing the gate voltage 

even further in order to keep the available states created by the now  N  + 2 

electrons in position for the SET process to continue.     

  SET challenges 

 As one might imagine, beyond the fabrication challenges of constructing 

a device whose very operation is built upon the size control of nanopar-

ticles, the fundamental physics of thermal  vs  tunneling energies must be 

considered. For example, if the capacitance of an SET is too large, then 

the aforementioned energy shift of  q  2 /2 C  will not be large enough to over-

come thermal energy. The latter will contribute to the tunneling of electrons 

between source and drain, thus rendering the voltage controlled gate elec-

trode (i.e., the  ‘ on-off switch’ of the transistor) essentially useless. This is 

particularly an issue for room temperature operation, which is, of course, 

necessary for any practical transistor applications. However, since the mid 

1990s researchers have refi ned theories and reported on the fabrication of 

SETs and subsequent transistor performance with varying degrees of suc-

cess (Takahashi  et al. , 1995; Matsumoto  et al. , 1996; Feldheim and Keating, 

1998; Goldhaber-Gordon  et al. , 1998; Knobel and Cleland, 2003; LaHaye 

 et al. , 2004; Shekhter  et al. , 2007; Cheam  et al. , 2009; Khondaker  et al. , 2010; 

Maeda  et al. , 2012). Thus, the SET serves as a prime example of nanodevice 

operation via nanoparticle-based phenomena.   

  12.4.2     Nano(tubes)wires: from 1-D to circuits 

 As mentioned in Section 12.1, the breakthrough discovery of C 60  led to the 

likewise milestone observation of CNTs. First identifi ed via electron micros-

copy (Iijima, 1991), CNTs have captivated practically every realm of the 

scientifi c community with potential applications ranging from drug deliv-

ery to cancer cells to materials reinforcement as per their tensile  ‘ stronger 

than steel’ properties (Ji  et al. , 2010; Gomez-Gualdron  et al. , 2011; Jiang 

 et al. , 2011). However, as far as their use in electronic devices is concerned, 

CNTs provide a means by which to address the Moore’s Law dilemma faced 

by traditional semiconductor technologies in terms of increasing device 

density while decreasing device feature size. Even the  ‘ wiring’ as per inter-

connects between devices becomes a substantial factor of technological 

concern. Eventually one must face the challenges of physical phenomena 
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(i.e. quantum size effect) as well as economic considerations (i.e. cost of 

processing and fabrication technologies) which, in traditional semiconduc-

tor materials, may far outweigh the advantages of shrinking device dimen-

sions. Thus new nanoscale-based components for fabricating CNTs are 

being investigated for feasibility in next-generation nanoelectronic devices 

(Avouris  et al. , 2007; Naeemi and Meindl, 2009; Lee  et al. , 2010; Zhang  et al. , 
2012b). 

  Carbon nanotube (CNT): device integration 

 One early example of CNT nanowire technology was explored by Postma, 

 et al .  who essentially fabricated an SET but with the nanoparticle replaced 

by a CNT (Postma  et al. , 2001). (Given its structure and effective function, 

we will refer to this  ‘ tube’ as a CNT nanowire in the description to follow.) 

An AFM was used to strategically  ‘ kink’ the nanowire in such a way as to cre-

ate the tunneling barriers required for SET-type operation. The conductance 

measured for this structure could be modulated via an applied gate voltage. 

Likewise, the device itself exhibited a Coulomb gap of 120 meV, meaning 

that some measure of on–off threshold voltage control was achieved. 

 Another fi rst step in the use of CNTs for electronic devices was made by 

Bachtold  et al ., who used CNT nanowire based transistors, but now  ‘ inte-

grated,’ in a proof-of-concept for the development of circuits (Bachtold 

 et al. , 2001). In this work, a circuit consisting of up to three transistors was 

fabricated, such that each device was controlled by its own gate electrode. 

Unlike the particle-based SET, these devices were fabricated in the form of 

the traditional FET whose channel width was equal to the length of a single 

CNT between Au source and drain contacts. The voltage applied to each 

independent gate electrode could be used to shift the Fermi level of each 

device through its respective valence band, bandgap, or conduction band, so 

that any given transistor in this circuit would exhibit p-type (hole) or n-type 

(electron) conduction. Ultimately, one can imagine a logic operation where, 

for example, two CNT FETs are confi gured to act as a three-terminal device 

(two inputs, one output), as in a NOR gate. Given the independence in gate 

electrode control, as described previously, and using the applied voltages 

to act as the equivalent of a  ‘ logic 1’ or  ‘ logic 0,’ this CNT-based structure 

effectively achieved the same  ‘ universal gate’ performance as with micro-

electronic circuits where specifi cally confi gured sets of NOR gates can be 

used to replicate the behavior of any other type of digital logic gate.  

  CNT: challenges 

 Going forward, researchers have found that some of the major challenges 

for CNT-based devices were not so much with the CNTs themselves but 
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with the sources, drains, and interconnects used for transistor-to-circuit 

level development. In the above examples, even these groundbreaking CNT 

transistors and circuits required the use of traditional top-down technology 

as the overall structures were juxtaposed within the same scale as that of 

their microelectronic counterparts. Nonetheless, the past decade has seen 

tremendous progress in the integration of CNTs into circuit architectures 

(Chau  et al. , 2005; Graham  et al. , 2005; Chen  et al. , 2006; Kang  et al. , 2007; 

Cao  et al. , 2008; Yan  et al. , 2011; Ding  et al. , 2012). In fact, recent publica-

tions and reviews on CNT-based devices and circuits describe the ongoing 

work in the application of CNTs in a variety of electronic device areas, from 

thin-fi lm transistor circuits (Pribat and Bondavalli, 2012) to models for next-

generation very large-scale integration (VLSI) designs (Zhang  et al. , 2012a). 

As a result, CNTs have set the stage for future nanodevices where nanowire 

technology is being explored.    

  12.5     Beyond the bottom-up: hybrid nanoelectronics 

 With recognition of the seminal breakthroughs that have emerged from 

CNTs, as discussed above, a likewise exciting range of devices and circuits 

has been under study beyond this particular form of single element elec-

tronics. Specifi cally, investigations into the physics, chemistry, and electronic 

functionality of nanowires, nanobelts, and related nanostructures for devices 

have increased exponentially since the late 1990s (Hu  et al. , 1999; Pan  et al. , 
2001; Wang, 2004; Lieber and Wang, 2007; Fang  et al. , 2011). Moreover, as 

mentioned in Section 12.3.1, in addition to traditional epitaxial growth tech-

niques, the principles of vapor deposition have come full circle as combina-

tions of VLS growth techniques have been developed in the search for 1-D 

nanowires and other low-dimensional structures (Trentler  et al. , 1995; Yang 

 et al. , 2002; Law  et al. , 2004; Lieber and Wang, 2007; Tsivion  et al. , 2011). For 

example, in VLS growth, a nanodroplet sized catalyst is used as the basis for 

everything from preferentially directing the reactant species that ultimately 

forms the wire to determining the nanoscale diameter of the 1-D struc-

ture itself (Lieber and Wang, 2007). However, moving from the  ‘ interesting 

chemistry’ of the aforementioned to electronic devices and circuits opens up 

a range of device fabrication techniques – either top-down, bottom-up, or a 

hybrid of the two. A few examples of these next-generation low-dimension 

device components have been selected for discussion below. 

  12.5.1     Heterostructure nanowires: the building blocks 

 Once again the versatility of 1-D nanoelectronics provides a particularly 

promising range of device technologies in the form of  heterostructure 
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nanowires  (HNW). To fi rst order, one can divide HNWs into two types: 

axial (superlattice) and radial (core–shell) formations. Several examples 

of both are detailed in the literature, but briefl y, both structures are syn-

thesized using some form of the aforementioned VLS method of materials 

growth. The axial HNW structure involves vapor adsorption and/or decom-

position at the surface of a nanocluster catalyst site. Selective changes in the 

reactants needed for growth of the nanowire (NW) will create a controlled 

heterostructure formation as per Fig. 12.6.    

 Alternatively, if the surface of the NW is essentially used as the reactant 

site, then the adsorption/decomposition process will create a shell of new 

material concentrically enclosing the original NW. Repetition of this  ‘ sur-

face reaction’ can produce multishell radii of NWs surrounding the origi-

nally grown core NW, also shown in Fig. 12.6.With even these two primary 

forms of nanowire synthesis, the phrase  ‘ the possibilities are (almost) end-

less’ comes to mind (Lauhon  et al. , 2002). 

 One such device possibility, for the axial or superlattice HNW, is that of 

the SET (Section 12.4.1). For example, in 2003 InAs/InP HNWs, seeded 

by metal (Au) catalyst particles and with InP double barriers, showed 

excellent SET characteristics at low temperature (4.2 K) (Thelander 

 et al. , 2003). However, as is often the case with new device technologies, 

contacts to those devices (i.e. source/drain) may be as challenging, if not 

more so, than the fabrication of the core device structure itself. Thus, tak-

ing device feasibility one step further, the investigators also structured 

their HNW SET such that the transistor action of the structure would be 

effectively independent of contact design. In 2008, the fi rst demonstration 

of an SET operated in rf mode was reported (Nilsson  et al. , 2008). In this 

work, the investigators epitaxially grew InAs/InP HNWs from Au aerosol 

1-D growth nucleation Axial nanowire growth

Radial heterojunction growth

Radial heterostructuresAxial superlattice

Axial heterojunction growth

[+]

 12.6      Schematic of nanowire growth for both axial (left) and radial 

(right) heterostructures. (Source: Reprinted from Nano Today, 3, Hayden 

O, Agarwal R and Lu W, Semiconductor nanowire devices, 12-22, 2008 

with permission from Elsevier. Also reproduced with the permission of 

Professor Wei Lu (Hayden et al., 2008).)  
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nanoparticles and reported transistor operation at 1.5 K with typical 1/ f  
behavior at low frequencies. Since then, axial nanowires have been inves-

tigated for their feasible use in devices such as tunnel diodes (Wallentin 

 et al. , 2010), in FETs (Tomioka and Fukui, 2011), as photovoltaic compo-

nents (Tian and Lieber, 2011), and as localized biosensor probes (Jiang 

 et al. , 2012). 

 For radial or core-shell HNWs, the range of nanodevice development may 

be even greater. For example, investigators from the Lieber Group have 

used undoped Ge/Si core/shell HNWs between a set of superconducting 

leads to create a device in which proximity-induced superconductivity could 

be observed (Xiang  et al. , 2006b). In this device, critical supercurrent was 

tuned from 0 to over 100 nA via modulation of carrier density in the Ge/

Si HNW via a top gate electrode. This group has also used Ge/Si HNWs to 

fabricate quantum devices exhibiting near ideal performance due to charge 

states in coupled QDs formed inside of the NWs (Hu  et al. , 2007). Recent 

studies of Si/Ge HNWs have investigated properties related to tunneling 

(Nah  et al. , 2010; Fung  et al. , 2011; Hao  et al. , 2011;) and spin relaxation (Hu 

 et al. , 2012). Radial HNWs synthesized in the III-V material system have 

been no less interesting. Comprehensive studies of III-V based NWs can 

be found in articles such as the work by Joyce  et al . (2011). More device 

specifi c III-V NW investigations include studies of core multishell NWs for 

light-emitting diodes (Tomioka  et al. , 2010) and as photovoltaic components 

(Borgstrom  et al. , 2011). 

 The engagement of NWs (heterostructure or single element) as the pri-

mary components in circuit architectures will be needed to take the fi eld 

from the realm of  ‘ proof-of-concept’ to the revolutionary next step  ‘ beyond 

the transistor’ in the development of nanoelectronic technology. As was 

mentioned at the start of this chapter, breakthroughs toward the success-

ful realization of applications ranging from nanocomputing, to consumer 

electronics, to biological  in vivo  detection, will require advances beyond 

synthesis and the self-assembly of these and related nanoscale electronic 

structures. Thus, the section to follow provides a look at a thus-far promising 

approach toward achievement of this ultimate goal of nanoelectronic circuit 

functionality.  

  12.5.2     Nanowire arrays – the circuit regime 

 Just as nanoelectronic device development can be categorized in terms of 

low-dimensional functionality, nanoscale circuit realization is following a 

similar path. For the sake of illustrating this progression, we continue the 

discussion of this chapter in terms of NWs but now from the perspective of 

circuit architecture. An interesting example of the latter can be found in a 

work of Lieber and co-workers in the discussion to follow. 
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 Key necessary elements for circuit realization are available via the core–

shell confi guration of NWs (Dong  et al. , 2008). To begin, as described in Section 

12.5.1, the selection of core–shell materials determines the electrical charac-

teristics of the given NWs. Using the synthesis of NWs as  ‘ building blocks,’ a 

crossbar confi guration can be used as a scalable architecture from which to 

build the higher functions of logic and memory in nanoelectronics. Figure 12.7 

illustrates the use of the crossbar confi guration for the demonstration of a hys-

teric resistance switch, built using a core–shell Si NW, for the realization of a 

1-D memory array. Details concerning the construction of this circuit element 

can be found in the published work of Yu and Lieber and references therein 

(Yu and Lieber, 2010). However, to the point of nanoscale circuit develop-

ment, it is worth pointing out that this switch exhibited the signifi cant features 

of bistable switching, reproducible switching threshold voltages, and ON state 

current rectifi cation – all under room temperature operation.    

 Taking the above NW crossbar device to the next step into the circuit 

regime, Lieber and co-workers also fabricated (1  ×  6) small scale 1-D arrays 

(Fig. 12.7-right). This nano  circuit  structure exhibited write/erase and read-

out capability, without crosstalk, from the six switches. Thereafter, to push 

the limits of the crossbar NW switch to higher dimensional functionality, 

these same investigators fabricated highly integrated 2-D arrays (Yu and 

Lieber, 2010). The subsequently fabricated nanocircuit required the use of 

both top-down and bottom-up technologies in the form of high-resolution 

electron-beam lithography and the well-controlled synthesis of two sets of 

parallel high-density NW arrays, respectively. Working demonstration of the 

same was accomplished using a (6  ×  6) crossbar nanowire array which, as with 

the 1-D array, successfully exhibited read/write and memory capabilities. 

 Finally, true nanoelectronic circuitry will require the realization of 3-D 

integration based on nanodevices. Toward this goal, signifi cant progress 

 12.7      Schematic of nanowire crossbar confi guration (left), SEM inset 

crossed NW scale bar is 1 um; SEM of nanowire crossbar (1 × 6) array 

(right), scale bar is 500 nm. (Source: Reprinted with permission from 

Dong Y J, Yu G H, McAlpine M C, Lu W and Lieber C M 2008 Si/a-Si 

core/shell nanowires as nonvolatile crossbar switches  Nano Letters  8 

386–389. Copyright 2008 American Chemical Society.)  
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has been made as well (Stan  et al. , 2003; Zhang and Chou, 2003; McAlpine 

 et al. , 2007; Jo  et al. , 2009; Shiratori  et al. , 2011; Wierer  et al. , 2012). Following 

through from the aforementioned 1-D and 2-D work, a particularly inter-

esting and successful foray into 3-D realization is found based on the use 

of nanoimprinting (Bao  et al. , 2002; Guo, 2007). Using this technique, in 

conjunction with traditional device fabrication, Lieber and co-workers were 

able to achieve vertical stacking of 3-D devices having up to ten address-

able (vertical) layers (Javey  et al. , 2007). The circuit itself was based on an 

inverter/fl oating-gate memory structure using Ge/Si core/shell NWs (Xiang 

 et al. , 2006a; Yu and Lieber, 2010). 

 Ultimately, the journey from  ‘ building blocks,’ be they particles, wires, or 

devices, to actual circuit integration is a non-trivial one, to say the least. 

Challenges remain in terms of the synthesis, ordering, and assembly of 

dense NW confi gurations. Yet, presumably, as these present-day obstacles 

are overcome, the use of nanodevices in circuitry holds the key to a new era 

of high performance, faster speeds, and a wider variety of applications for 

the next generation of the electronics industry.   

  12.6     Conclusion and future trends 

 As one might expect by virtue of this chapter being written and included in 

this book, the outlook for nanodevices is certainly promising. In fact, as has 

been pointed out several times, it would take more than a chapter to even 

begin to cover the full range of this subject. Thus, this author has worked to 

provide at least a template for further study, on the part of the reader, by 

selecting examples of some of the major milestones in the continuing suc-

cessful development of nanodevices and the structures of which they are 

composed. 

 That being said, challenges do remain in terms of the comprehensive 

development of nanoscale device components within practical 3-D circuitry. 

Interconnects, device integration, and basic reliability are ongoing areas of 

intensive research. Among the many  ‘ proof-of-concept’ structures, nanode-

vices, albeit on a positive trajectory, are still closer to the fundamental sci-

entifi c development end of the spectrum as opposed to more immediate 

commercial application. Nevertheless, in light of the many breakthroughs, 

as have been presented, even the most conservative outlook towards nano-

device development would encourage ongoing research and development 

down this path toward the  ‘ beyond the transistor’ generation of electronics.  
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  Abstract : This chapter provides an overview of the area of microfl uidics 
in the context of microdevices and systems. The chapter begins with 
a historical perspective and an introduction to major microfl uidic 
schemes based on fl uidic mechanisms. It is followed by a concise review 
of the present state of technology, including fabrication technologies, 
interconnect approaches, and mainstream applications such as chemical 
and environmental, energy, biological and biomedical. Towards the end of 
the chapter, a short commentary discusses likely trends, challenges, and 
other aspects of consideration for the future, primarily from engineering 
and technology perspectives. 

  Key words : microfl uidics, droplet microfl uidics, micromolding, PDMS, 
microfl uidic interconnect.  

  13.1     Introduction 

 Microfl uidics deals with the behavior, control, and manipulation of fl uids 

geometrically restricted to sub-millimeter dimensions, involving the integra-

tion of fl uids with micro- and nano-structures and devices. 1  It is an interdis-

ciplinary fi eld, overlapping with the areas of microtechnology, engineering, 

biotechnology, chemistry, physics, and materials science. Consequently, this 

fi eld comprises a wide variety of applications in different areas. In recent 

years, the fi eld of microfl uidics has grown rapidly with the continuing devel-

opment of micro-miniaturized analytical devices for biomedical analysis, 

chemical sensing, genetic analysis, and metabolic monitoring/detection. 2  The 

advantages of such miniaturized devices include small reagent volumes, fast 

response times, low cost, disposability, and reduction or elimination of cross-

contamination. 3  

 Microfl uidic devices typically incorporate fl uidic channels with at least 

one dimension in the sub-millimeter scale. These fl uidic channels offer high 

surface-to-volume ratio and consume small volumes of reagents. These char-

acteristics offer advantages for applications such as (bio)chemical analysis. 

The high surface-to-volume ratio allows a high rate of heat and mass trans-

fer, enabling diverse applications for these devices, such as heat exchange 

modules for high-power electronics. 4  
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 After its beginning more than two decades ago, the fi eld of microfl uidics 

found initial application in ink jet printer nozzles and gas chromatography. 5,6  

These early devices were developed by traditional silicon micromechanics 

fabrication methods. Later applications ranged from single component, 

such as fl ow sensors and valves, to more complicated integrated microfl uidic 

systems for chemical analysis. Subsequently, microfl uidics evolved over the 

years with new applications facilitated by new fabrication methods. Since its 

early applications, microfl uidics has found many other applications, includ-

ing some mainstream ones. Some subsequent major applications that have 

become well-established include microfl uidic devices and chips to analyze 

deoxyribonucleic acid (DNA).  

  13.2     Current trends in microfluidics 

 This section will provide a primer to the present major subcategories of 

microfl uidics, based on the fl uidic mechanisms employed. 

  13.2.1      Continuous fl ow microfl uidics 

 Continuous fl ow microfl uidics, as the name suggests, deals with the manip-

ulation of continuous fl ow of fl uids in the sub-millimeter dimension. 

Continuous fl ow devices have existed since the advent of the microfl uidics 

fi eld and have constituted a major part of microfl uidics-based applications. 

An advantage of continuous fl ow microfl uidic devices is the high degree 

of control of fl ow characteristics obtained with them. It is also easier to 

implement these devices for some applications compared to droplet-based 

devices. Continuous fl ow microfl uidic devices have found a diverse range of 

applications, including bioanalytical, chemical, energy, and environmental, 

among others. 

 A major characteristic of microfl uidics is the signifi cance of viscous forces, 

when compared to fl uid fl ow at the macro-scale. A dimensionless number 

called the Reynolds number is indicative of the ratio between inertial forces 

to viscous forces. This Reynolds number in microfl uidics is low compared 

to that in macro-scale fl uidics. 7  Consequently, two fl uids fl owing in parallel 

streams do not mix easily, with molecules of one fl uid permeating into the 

other fl uid by means of diffusion. 8  This phenomenon of microfl uidics, known 

as laminar fl ow (Fig. 13.1), has defi ned the way in which several continuous 

fl ow microfl uidics applications have been designed. In several applications, 

the laminar fl ow aspect has necessitated fl uidic mixing by means of micro-

miniaturized mixer devices. The phenomenon has been employed construc-

tively by continuous fl ow microfl uidic devices and systems for the creation 

of several novel applications. 9     
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 An important aspect of continuous fl ow microfl uidics is the method of 

liquid propulsion employed. Some of the major propulsion mechanisms are 

pressure driven, capillary, electrokinetic, centrifugal, and acoustic, among 

others. 10  In pressure-driven fl ow, the liquid transport is by pressure differen-

tials in microchannels, often created by external or internal pressure sources. 

In the capillary mechanism, liquids are driven on a microstructured surface 

by capillary forces, with liquid movement modulated by the wettability and 

features of the surface. When liquid is restricted within a small capillary 

or micro-channel (Fig. 13.2), the liquid front or the air–liquid interface is 

curved proportionally to its angles of contact with the walls and size of the 

Fluid 1Fluid 1

Fluid 2

Fluid 2

(a)

(b)

Mixing by
molecular
diffusion

Mixing by
molecular diffusion

 13.1      (a) Schematic illustration of the laminar fl ow concept in a 

microfl uidic channel. Two inlet fl uidic streams meet and fl ow parallel 

to each other as they do not mix easily. (b) A two-dimensional 

representation of the same schematic. The diagram is not to scale.  

Liquid

Liquid

Capillary walls

Pambient < Pcapillary

Pambient > Pcapillary

 13.2      Schematic of the capillary effect showing the difference between 

pressures in a capillary ( P  capillary ) and that of the ambient ( P  ambient ). For 

liquid in a small capillary, positive and negative pressure differences 

arise from a positive or negative curvature of air–liquid interface 

respectively. The diagram is not to scale.  
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channel. 11  This curvature causes pressure, which can either prevent liquid 

from fi lling the channel (positive pressure, as in the case of a non-wettable 

channel) or draw the liquid into the micro-channel (negative pressure, as in 

the case of a wettable channel).    

 The electrokinetics fl ow mechanism involves the use of electric fi elds to 

control fl uidic operations. Subcategories include electrophoresis, dielectro-

phoresis, and electroosmosis. In the centrifugal mechanism, liquid transport 

is by centrifugal force, Coriolis force, and capillary force, among others. 12  

Liquid operations are typically arranged extending radially outwards from 

a central position on a rotatable microstructured substrate. The acoustic 

mechanism involves acoustic shock waves traveling on a hydrophobic solid 

surface where droplets are located. These waves incite a stream on the solid–

liquid interface, causing droplet motion. 13   

  13.2.2      Droplet microfl uidics 

 Droplet microfl uidics is a subcategory of microfl uidics. Droplet microfl uid-

ics, referred to as digital microfl uidics, involves the generation and manip-

ulation of discrete volumes of fl uids inside microdevices. 14  In contrast to 

continuous fl ow devices, droplet microfl uidics relies on creating discrete vol-

umes by means of immiscible phases. These discrete volumes or droplets are 

largely monodisperse with diameters in the nano- and micro-meter range. 15  

Since each droplet can be independently controlled, it can function as a 

microreactor that can be individually controlled, transported, and undergo 

other fl uidic manipulations and analysis. 16  The ability to form and control 

multiple identical droplets or microreactors allows for a high number of 

parallel analyses to be performed and large data sets to be collected. This is 

an important characteristic of droplet microfl uidic devices, which makes it 

easier to scale up these devices in comparison to continuous fl ow devices. 

Droplet microfl uidics has found several applications in the life sciences and 

chemistry areas, including DNA and protein analysis. 17  

 Droplets can be generated by several different methods, such as those 

based on microfl uidic channel geometry, electrical control among others. 

Geometry-based methods include microfl uidic fl ow focusing and the use of 

a T-junction. The fl ow-focusing method involves the forced fl ow of a dis-

persed fl uid and a continuous phase fl uid through a narrow microfl uidic 

structure, employing symmetric shearing of the dispersed phase by the con-

tinuous phase to generate droplets. 18  The T-junction method involves two 

immiscible fl uids being brought together by means of a T-junction confi gu-

ration of microfl uidic channels with the inlet channel containing a dispersed 

phase fl uid orthogonally intersecting a main channel containing a continuous 

phase fl uid (Fig. 13.3). 19  Water is an example of a dispersed phase fl uid and 

of a fl uid to be dispersed. Oil is an example of a continuous phase fl uid.    
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 The manipulation of droplets consists of several subcategories, includ-

ing general movement, mixing, fi ssion, and fusion. One approach to mix, 

merge, and sort droplets is by geometry-based pressure modulation. 20,21  

Another approach is by electrical control techniques, including elec-

trowetting. 22  Electrowetting on dielectric is an effective method to cut, 

merge, create, and transport liquid droplets. 23  The use of techniques such 

as those based on electrowetting to move droplets can eliminate the need 

for microfl uidic components such as pumps and valves. Electrowetting is 

based on controlling the wettability of a surface by means of an applied 

Dispersed
phase

Droplet

Continuous
phase

 13.3      Schematic of droplet generation by a T-junction consisting of 

microfl uidic rectangular channels. The continuous phase fl uid fl ows in 

the main channel and the fl uid to be dispersed is supplied by the inlet. 

The diagram is not to scale.  

Droplet

(a) (b)

Insulating
material

DropletV

Electrode Electrode

 13.4      Schematic representation of the electrowetting principle. (a) A 

liquid droplet on a hydrophobic surface assumes a natural spherical 

shape. (b) An applied electric potential or voltage between the droplet 

and an electrode causes a reduction in the contact angle between the 

droplet and surface. This causes the droplet to fl atten and form a larger 

footprint on the surface. The diagram is not to scale.  
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voltage (Fig. 13.4). Aqueous droplets attain a natural spherical bead shape 

on hydrophobic surfaces. When a voltage is applied between a droplet and 

an insulated electrode, the droplet can spread on the electrode surface. 17  

This is due to a decrease in the contact angle between the droplet and the 

surface.    

 For droplet actuation or manipulation based on the electrowetting on 

dielectric method, electrical signals to a series of electrodes placed adjacent 

to each other are employed to defi ne the dimensions and position of drop-

lets. To illustrate, the sequential removal and application of electrical sig-

nals to adjoining electrodes can transport droplets between the electrodes 

(Fig. 13.5).      

  13.3     Present state of technology 

 This section reviews the present state of technology in microfl uidics, 

with focus on two major areas: fabrication methods and interconnect 

technology. 

  13.3.1      Fabrication methodologies 

 The fabrication of microfl uidic devices is an important factor infl uenc-

ing how these devices and technology are applied. Since the inception of 

microfl uidics, its fabrication technologies have steadily evolved. This sec-

tion describes some of the fabrication methods used to realize present day 

microfl uidic structures and devices. 

V

Electrode
Insulating material
with hydrophobic

coating

Electrodes

Droplet

 13.5      Schematic representation of the electrowetting on dielectric 

method for droplet actuation or motion. For droplet motion from left to 

right, an electric potential is applied between a droplet and an electrode 

at the bottom. Subsequently, this potential is removed and re-applied 

between an adjacent electrode and the droplet, shown by dotted lines. 

This causes the droplet to move from the fi rst electrode toward the 

adjacent electrode. The diagram is not to scale.  
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  Conventional 

 Microfl uidic devices can be fabricated by several conventional methods 

using a broad range of materials, such as silicon, glass, plastics, metals, and 

other materials. These methods include standard integrated circuit (IC) pro-

cesses and micromachining processes such as bulk and surface microma-

chining, wafer bonding, LIGA (lithographie galvanoformung abformung 

or lithography + electroplating + molding), micromolding, and deep silicon 

reactive ion etching (RIE), among others. 

 One of the earliest conventional fabrication methods was anodic bonding, 

which typically bonded silicon to glass surfaces to make microfl uidic struc-

tures (Fig. 13.6). In anodic bonding, an external voltage is applied to silicon 

and glass under elevated temperature. A cathode is in contact with the glass 

and an anode is applied to the semiconductor. At bonding temperature, 

sodium oxide (NaO 2 ) in glass dissociates into positively charged sodium 

ions (Na + ) and negatively charged oxygen ions. The Na +  ions migrate toward 

the cathode and a negatively charged depletion layer is formed close to the 

anode. The large electrostatic force induced by the double charge layer pulls 

the glass into intimate contact with silicon and a strong bond is formed after 

a period of time. Anodic bonding is typically employed in conjunction with 

Glass

Silicon

Glass

(a)

(b) (c)

Glass

Silicon

Silicon Vdc

O2–

Na+

–

+

Vdc
I

+

Na+

Na+ depleted
glass region

Na+

O2– O2–

 13.6      (a) Schematic representation of anodic bonding of silicon and 

glass substrates. (b), (c) For microfl uidic device fabrication by anodic 

bonding, the silicon substrate typically consists of micromachined 

fl uidic channels. The diagram is not to scale.  
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surface or bulk micromachining, methods which form microfl uidic channels 

and structures in silicon, glass and other substrates.    

 Although anodic bonding of silicon and glass was one of the earliest 

approaches to fabricate microfl uidic devices, it is still being used for state-

of-the-art submicron or nanofl uidic devices due to its merits of hermetic-

ity and strength to withstand high internal pressure. 24  Complete glass chips 

with micro- and nanochannels are also being developed by standard ultra-

violet light photolithography and wet etching technique on glass substrates, 

sealed to cover glass plates. These fabrication methods are relatively simple 

and cost-effective and yield glass chips with good visibility. 

 In the recent years, the use of new materials such as polymers, ceramics, 

and others has enabled other fabrication techniques including micromold-

ing, soft lithography, micro-stereolithography, and variants of photoli-

thography. In the micromolding method, an elastomeric material in liquid 

form is poured on a mold stamp with microfabricated features (Fig. 13.7). 

Subsequent curing of the elastomer over the stamp hardens the elastomer 

while transferring complementary features from the stamp to the elastomer. 

The stamp is usually of a hard material such as silicon, metal, or plastic. The 

features on the stamp are made by micromachining processes. A popular 

elastomer in microfl uidics is polydimethylsiloxane (PDMS), which is a sili-

cone elastomer. When a fl exible material such as silicone elastomer is used 

for the stamp, the method is known as soft lithography. 25  This silicone stamp 

has features patterned on its surface, and is employed to print complemen-

tary structures with feature sizes ranging from nanoscale to a few hundred 

microns. Soft lithography incorporates a wide variety of techniques orga-

nized into three main categories: replica molding, embossing, and printing, 26  

all of which include subcategories. The direct printing process is an easy 

approach to fabricate disposable microfl uidic devices. 27     

Thermal curing

Master
mold

Elastomer
pre-polymer
cast over mold Cured

elastomer
released

Solid elastomer
with patterns

imprinted

 13.7      Schematic diagram of a micromolding process involving 

elastomers such as polydimethylsiloxane (PDMS). The diagram is not to 

scale.  
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 Hot embossing is another method to make microfl uidic devices and chips 

out of plastics including polycarbonate and poly(methyl methacrylate) 

(PMMA). 28  This method involves a stamp or master being placed in con-

tact with a plastic surface, followed by the uniform application of pressure 

while heating the plastic substrate to beyond its glass transition tempera-

ture (Fig. 13.8). Subsequently, the plastic substrate is cooled down and the 

stamp removed. The stamp or master can be made of a hard or soft mate-

rial, depending on the plastic material to be embossed and the application 

at hand.    

 In the technique of micro-stereolithography, prototype three-dimensional 

models and structures are fabricated by the formation of successive layers. 29  

Each layer is formed from liquid photopolymer resin cured by exposure to 

ultraviolet light. This method is generally appropriate for fabricating arbi-

trary three-dimensional micro-structures built from carefully-designed two-

dimensional slices. 

 The recent years have witnessed considerable interest in nanofl uidics. 

Several methods have been developed to fabricate structures and devices 

in the nanoscale dimensions. These include a combination of interferomet-

ric lithography and anisotropic etching for fabricating large areas of par-

allel nanofl uidic channels. 30  Focused-ion-beam milling on silicon nitride 

surfaces has been employed to make precise nanofl uidic channel arrays. 31  

An electron beam lithography approach for nanofl uidic channel fabrica-

tion has employed a bilayer resist and thermal refl owing of a top layer of 

PMMA to seal channels in a bottom layer of photoresist. 32  Among other 

methods, atomic force microscopy-based lithography has been explored as 

a nanomachining technique for making long nanochannels on silicon diox-

ide surfaces. 33   

  Non-conventional 

 Certain applications, including some lab-on-chip schemes, require devices to 

be disposable and inexpensive. Toward this, new non-conventional methods 

enabling rapid prototyping and low-cost fabrication are being developed. 

Apply heat and pressure

Stamp

Plastic material

Cool down and
release from stamp

 13.8      Schematic representation of a hot embossing process. The 

diagram is not to scale.  
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These innovations are primarily based on ultra-low-cost substrate materi-

als and rapid-patterning techniques. Paper is one of the substrate materials 

being explored for bioassays because it is relatively inexpensive, easily avail-

able, biodegradable, and easy to functionalize. 34  Paper substrate employed 

with appropriate photolithography techniques can result in paper-based 

microfl uidic devices. Three-dimensional (3D) microfl uidic devices can be 

fabricated by stacking multiple layers of patterned paper using appropriate 

adhesive materials. 

 Interest in inexpensive and disposable devices has resulted in the expan-

sion of boundaries in terms of materials used for fabrication. Numerous 

non-conventional materials are being investigated for making low-cost and 

rapidly prototyped microfl uidic devices. In the recent years, a diverse range 

of materials, ranging from polyolefi n to pressure sensitive adhesive tape, 

have been employed to fabricate functional microfl uidic structures and 

components. 35,36    

  13.3.2      Interconnect approaches 

 A major topic of interest while discussing microfl uidics is the creation of 

fl uidic interconnections between devices and the external world. These 

interconnections are often referred to as ‘macro-to-micro’ interfaces or 

‘world-to-chip’ interfaces. The fl uidic interconnection aspect is of signifi cant 

importance in microfl uidics technology, and often defi nes the reliability of a 

particular microfl uidic approach. The implementation of a successful world-

to-chip fl uidic interconnect approach is one of the major challenges in the 

development and adoption of microfl uidic devices. One reason is that the 

need to handle micro-scale fl uidic fl ow is coupled with the diverse nature of 

microfl uidic devices. 

 A microfl uidic device or system typically requires an interface between 

the micro-scale fl uidic structures and the macroscopic world. The dimensions 

of these structures are in the micro-scale, which can pose challenges when 

interfacing with the larger dimensions of the external world. Designing a 

fl uidic interconnect approach becomes more complex when a microfl uidic 

device has electrical components. In this case, liquids have to be handled 

on the same chip as electrical lines. For applications requiring the supply of 

fl uids and reagents to a microfl uidic device from the external world, it is a 

challenge to establish direct interfaces because of the dimensional incom-

patibilities. There is also the aspect of physical stresses caused in the micro-

fl uidic device due to macro-scale fl uidic connectors. 

 An ideal microfl uidic interconnect approach is one that is relatively 

robust and convenient to deploy within a practical set-up time. It should 

provide high reliability in eliminating fl uidic leakages at the operational 

conditions anticipated. To date, several approaches have been proposed 
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for the packaging and interconnection of microfl uidic devices. 37,38  Some 

of the approaches involve the formation of permanent interconnects that 

are relatively simple to implement for a low number of interconnections. 

However, the permanent interconnect approach has drawbacks. To illus-

trate, some permanent interconnects were implemented by using epoxy 

to attach fl uidic tubing to the device packaging. 39  The drawbacks with this 

approach are the relatively large dead volumes, permanent tube attach-

ment, and the possibility of channel clogging due to the epoxy. Additionally, 

fl uidic tubing is typically made of plastic that may not adhere well to epoxy, 

requiring additional time for assembly. Further, the permanent method is 

not practical in terms of labor when a large number of interconnections 

are required. 

 The reversible interconnect approach addresses some drawbacks of the 

permanent approach, namely in terms of reusability, low dead volumes, and 

ease of implementation for a larger number of interconnects. Some revers-

ible interconnect methods include those based on machining the tip of fl u-

idic tubing to interlink with an O-ring, or custom-made ring or coupler, to 

form a sealed connection. 40  Other reversible approaches include press-fi t 

type connections involving placement of a larger element into a smaller 

recess. 41  

 While discussing the general area of micro-to-macro interconnects for 

microfl uidic devices, it is essential to address the aspect of interface standard-

ization. There is a need to develop a standard or generic approach to imple-

ment interconnects for microfl uidic devices. A standardized interconnect 

approach can decrease the development time and the associated costs. This 

aspect is addressed further in Section 13.5.1.   

  13.4     Applications 

 The fi eld of microfl uidics has found many applications in wide-ranging areas. 

This section reviews the present uses of microfl uidic phenomena, devices 

and technology, focusing on chemical, environmental, biological, biomedi-

cal, energy and other emerging applications. 

  13.4.1      Chemical and environmental applications 

 Recent years have witnessed considerable growth of microfl uidic applica-

tions in monitoring and analysing the environment. This is because of the 

advantages offered by microfl uidic devices, including rapid analysis, porta-

bility, and low sample and reagent volumes. Microfl uidic devices also allow 

for the incorporation of multiple processes, such as sample pre-treatment, 

pre-concentration, separation, and detection on a single platform. 42  This is 
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advantageous in applications such as trace analysis of materials, because 

the risk of contamination is decreased due to sample transportation pro-

cesses being precluded. Several microfl uidic devices and systems have been 

developed that employ detection and analysis methods based on electro-

chemistry, chemiluminescence, laser-induced fl uorescence, absorbance, and 

surface-enhanced Raman spectroscopy, among others. Microfl uidic devices 

have employed enzymatic assays to detect mercury. 43  Microfl uidic devices 

based on methods such as potentiometry and fl uorescence have been used 

to detect multiple ions and heavy metals. 44,45  Recently, microfl uidic structures 

have been integrated with magnetic components to form magnetic bead-

based assays to detect bacteria such as methicillin-resistant  Staphylococcus 
aureus . 46  Microfl uidic devices are being used for chemotaxis of microbes 

and bacteria. 47,48  More recently, there has been a trend toward cheap and 

disposable microfl uidic devices based on paper for trace detection and anal-

ysis of materials. 49,50   

  13.4.2      Energy applications 

 In recent years, microfl uidics has found applications in energy, primarily in 

microfl uidic fuel cells. In these energy devices, functions such as fl uid deliv-

ery, removal, reaction sites, and electrode components are confi ned to a 

microfl uidic channel. 51  Microfl uidic fuel cells can operate in a co-laminar 

fl ow mode without a physical barrier to separate the fuel and oxidant spe-

cies. This is in contrast to conventional fuel cells, which employ a physical 

barrier such as a proton exchange membrane for the same purpose. There 

are drawbacks associated with the use of such barriers in fuel cells. This is a 

major advantage of microfl uidic fuel cells. In terms of applications, micro-

fl uidic fuel cells can be used to power microsystems, consumer electronics, 

and for the purpose of generating on-chip power for certain applications. 

Microfl uidic fuel cells have been developed by exploiting fl uid fl ow proper-

ties in the micro-scale, including laminar fl ow and multi-phase fl ow. There 

has also been some development in integrating microfl uidic structures with 

enzymes and microbes to generate electricity by bio-electrocatalysis. 

 In the future, it is possible that microfl uidic fuel cells may be used to sup-

ply on-chip power for devices and systems in autonomous applications such 

as remote sensors for environmental security. There may also be some inter-

est in employing these devices as self-sustaining energy sources. The drive 

toward practical future applications for these fuel cells may require further 

research and development into passive-feed fuel supply mechanisms, and 

methods to use fuel from the ambient or nature. This may require the use of 

various microfl uidic mechanisms and other phenomena occurring in nature. 

Also, this may call for new research in the area of materials and surface 
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modifi cation methodologies that can exploit constructive fl uidic phenom-

ena such as osmosis.  

  13.4.3      Biological and biomedical applications 

 Since the inception of microfl uidic devices and systems, the main driving 

force for their continued development is their applicability in biological and 

biomedical applications. The low reagent volumes, and ability to perform 

multiple processes simultaneously, make these devices suitable for bio-

chemical analysis, high-throughput screening, and high-sensitivity analysis. 

Microfl uidic devices and systems have demonstrated considerable poten-

tial in a variety of biological applications, including enzymatic assays, DNA 

hybridization reactions, and biomolecular separations, among others. In 

recent years, microfl uidics has found increasing usage in the medical area, 

especially in diagnostic applications. Microfl uidic devices allow portabil-

ity, making them highly viable candidates for point-of-care applications. 

Microfl uidics is now being employed in applications including drug delivery, 

cancer studies, cell studies, and screening of newborns.  

  13.4.4      Emerging applications 

 Microfl uidic devices have been employed to synthesize materials and struc-

tures in the micro- and nanoscale dimensions. To illustrate, microfl uidic 

devices have been used for fabricating polymeric microspheres by combin-

ing phase separation phenomena with fl uid fl ow. Optofl uidics is another 

area where microfl uidics is fi nding new applications. This area is based on 

the integration of microfl uidics with optics. An example of an optofl uidic 

device is one in which microfl uidic channels are incorporated with photonic 

structures. Optofl uidics is fi nding several new applications in environmental 

monitoring, medical diagnostics, and chemical sensing, among others. More 

recently, droplet-based microfl uidic devices are being explored for thermal 

management in ICs. The increasing device complexity and processing power 

in ICs have given rise to problems concerning on-chip cooling.   

  13.5     Future trends 

 Any narrative reviewing microfl uidics technology should include a dis-

cussion on the future of this fi eld. Technological challenges are among the 

primary challenges facing the future development of microfl uidics and 

application of microfl uidic devices. These are closely linked to the commer-

cialization prospects of microfl uidic devices. This section discusses these 

aspects in detail. 
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  13.5.1      Technology challenges 

 Recent developments point toward an increasing trend and interest in fab-

rication methodologies that are relatively inexpensive, easy-to-implement, 

and have shorter turn-around times. This can be expected, because academic 

research is increasingly being done with an eye toward commercialization. 

Another factor is the application aspect. We are now seeing the possibility 

of microfl uidic devices being used in fi eld applications in unexpected areas 

of the world, such as those in the developing countries. In the future, this 

factor may play an increasing role in infl uencing the technological and eco-

nomic aspects of microfl uidics. Several challenges need to be addressed in 

the microfl uidics fi eld to realize its inherent benefi ts and growth potential. 

This section will discuss these challenges. 

  Interconnect technology 

 A major factor impeding the use of microfl uidics at the industrial and 

consumer level is the lack of standardized interconnects. In microfl uidics, 

interconnects allow connection between chips and systems, and also to the 

outside world. Similar to the role played by standardized interconnects in 

electronics, microfl uidic interconnects will determine the extent to which 

microfl uidics are adopted in general. We see this area as the single big-

gest challenge to the growth and further commercialization of microfl uid-

ics. Numerous interconnect methodologies and approaches have been put 

forth. However, many of these efforts appear disparate and mostly geared 

toward a particular application or device platform. Some commercial 

interconnect approaches exist, but they are not applicable to all situations, 

primarily because of the restrictions they might place on device material, 

geometry, and dimensions. In future, efforts must be geared toward fi nding 

a universal solution to the interconnect problem. Considering the diverse 

requirements with regard to material compatibility, fl ow rates, and pressure 

limits, it will be challenging to develop a single interconnection approach 

to address different applications such as biological and chemical analysis. 

It can be expected that future microfl uidic devices may be fabricated from 

new materials and methods for a diverse range of applications, which can 

potentially have unique sets of criteria. Consequently, custom design and 

development of interconnect approaches may continue till better alterna-

tives are found. The interconnect problem may also infl uence how micro-

fl uidic devices will be made and deployed in future. One may see increasing 

applications based on stand-alone microfl uidic devices in disposable for-

mat, or otherwise, used in conjunction with standard equipment for fl uo-

rescence or Raman microscopy/spectroscopy or any other type of analysis 

instrumentation.  
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  Standardized components 

 The fi eld of electronics has standardized components such as transistors, 

resistors, and capacitors, among others. This is not presently the case in 

microfl uidics. The lack of standardized components in microfl uidics is a 

major challenge. Standardization will enable a relatively easy integration 

of microfl uidic components into existing laboratory environments. It will 

allow for rapid prototyping, and enable an individual to easily put together a 

device or system to test an idea. It is expected that the future will see signif-

icant effort and development to address this aspect. Already, there has been 

an increasing effort toward standardization of chip-to-world interfaces and 

external geometries such as microscope slides or Society for Biomolecular 

Sciences size micro-well plates. 52   

  Materials 

 The future will see growing interest in alternative materials for microfl uid-

ics. An important part of future research activity will focus on searching 

for new materials to be used either at the device or component level. This 

search for newer materials will mirror the way microfl uidics has evolved in 

the past, from traditional silicon micromachined structures to other materi-

als such as glass and subsequently to PDMS. The use of PDMS at both com-

ponent and device level has been widespread due to the various desirable 

attributes of this material. The interest in this material will continue, with 

further exploration into extending its applications. This portends studies on 

tailoring the properties of PDMS, which is inherently not suitable for harsh 

chemical environments. There is also the aspect of PDMS’s permeability 

to other materials, which can be a limiting factor for certain applications. 

Already, there is work going on with some research groups successfully 

imparting glass-like properties to PDMS, while preserving its inherent 

benefi ts.  

  Physics behind phenomena 

 While several fundamental phenomena in microfl uidics are well-under-

stood, there are still others that need further understanding. In this regard, 

it is pertinent to develop robust tools for modeling microfl uidic phenomena. 

As device and application complexity increases, these modeling tools will 

allow the researcher to understand how a particular device may function 

under a set of circumstances. This will allow for convenient design optimi-

zation prior to fabrication, and contribute to an increased pace of device 

development and subsequent deployment.   
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  13.5.2      Commercialization 

 The market for microfl uidic products is expected to grow to US$1.9 billion 

by the year 2012 with the majority of revenue resulting from diagnostic 

applications. 53  By all accounts, microfl uidics has had a relatively slow pace 

of commercialization. The lack of standardized components and intercon-

nects is a major reason for this slow pace. Among other reasons, it has been 

surmised that discussions and publications generate excessive user expecta-

tions about device costs and procedural cost saving with respect to econ-

omy of scale. These expectations are subsequently not satisfi ed by device 

or system manufacturers. 54  This is a plausible factor, since academia typi-

cally focuses on early-level research and demonstration of proof-of-concept. 

Academic researchers may not have suffi cient awareness of the modalities 

of commercialization. There may be an incongruity between commercial 

reality and what academic researchers consider to be potential cost saving 

from economies of scale. A factor to consider is that microfl uidics involves 

physical products that may require new manufacturing systems and meth-

odologies, which have to be cost-effective to encourage commercialization. 

Another factor to consider is that microfl uidics is not a product, but rather 

an enabling technology that gives developers a means to achieve additional 

features and enhanced performance in their products. 52  One can expect an 

increasing number of systems in various fi elds, including clinical and point-

of-care diagnostics, chemical and biochemical analysis, and drug discovery 

and development that will contain important elements of functionality pro-

vided by a microfl uidic component. 52  

 There also appears to be a gap between what is being developed in aca-

demia and the needs and actions of industry. 55  This can be addressed by 

increased collaboration, within academia itself, and between academia and 

commercial entities. There is an encouraging recent trend of interdisciplin-

ary collaboration in microfl uidics research in academia. This has to be sus-

tained and even increased. Such collaboration between people or entities 

contributing expertise in different areas, including device design, micro-

fabrication, chemistry, biotechnology, and materials science, may result in 

more robust microfl uidic devices and systems being developed at a faster 

pace. A dynamic pace in research and development can foster commercial-

ization. Another factor infl uencing the pace of microfl uidics development 

and ultimately commercialization is the lack of modularity. Signifi cant 

efforts are required to address this aspect. An encouraging harbinger of the 

future is commercial availability of off-the-shelf microfl uidic components 

that enable fast, inexpensive implementation of development steps, con-

sequently decreasing the entrance barriers for utilization of microfl uidic 

technologies. 52    
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  13.6     Conclusion 

 Microfl uidics technology has developed signifi cantly in the past several 

years. Microfl uidic devices and systems are fi nding new applications in areas 

such as biomedicine, pharmaceutics, environmental science, and energy, 

among others. The microfl uidics fi eld offers many benefi ts as an enabling 

technology, and therefore is being considered an important tool in product 

and technology development. In the future, diagnostic applications will be 

the driving factor in the growth of microfl uidics. We may see a trend toward 

self-contained integrated microfl uidic devices and systems. The aspect of 

commercialization will increasingly shape the dynamics of research and 

development of microfl uidics in academia. To increase the commerciali-

zation of microfl uidic devices, major challenges will have to be addressed 

immediately on interconnects, modularity, and development of standard-

ized components, and the aspect of costs. 

 The future will see an increasing trend toward cost saving by means of inex-

pensive devices and fabrication methodologies. The drive toward cheaper 

devices to be used in fi eld applications may also involve the development of 

inexpensive and miniaturized power sources, potentially in a thin-fi lm for-

mat. From a device material perspective, the area of microfl uidics has made 

a transformation from traditional silicon micromachined devices to the pre-

sent day polymeric devices. We will see signifi cant research in exploration 

of alternative and cheaper device materials. However, in the near future, 

due to the existing industrial base for polymeric devices, we can expect that 

polymers will continue to be the main materials of choice for device manu-

facturers, especially in terms of economies of scale. Even as we attempt to 

move toward cheaper devices, questions still remain on other costs, includ-

ing that for reagents. Another factor is the fi nancial aspect of regulation, i.e. 

the cost added on as a particular microfl uidic technology satisfi es regulation 

for use in a part of the world. Looking ahead, research questions will have 

to be addressed on understanding and characterizing the interaction of fl uid 

fl ow, other aspects including surface phenomena and forces, dynamics of 

scaling down, and interactions at the molecular level.  

  13.7     Sources of further information and advice 

      Microfl uidics research groups in academia and national laboratories 

 This is a list of some academic groups involved in microfl uidics research.  

   Whitesides Research Group, Harvard University  

  http://gmwgroup.harvard.edu/  

  Kirby Research Group, Cornell University  
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  http://www.kirbyresearch.com/index.cfm/page/index.htm  

  The Burns Research Group, University of Michigan – Ann Arbor  

  http://www.engin.umich.edu/dept/che/research/burns/  

  Stanford Microfl uidics Laboratory  

  http://microfl uidics.stanford.edu/index.html  

  Sandia National Laboratories  

  http://www.sandia.gov/microfl uidics/     

      Microfl uidics companies 

 This is a list of a few commercial enterprises in the area of microfl uidics. It is 

beyond the scope of this chapter to list all the companies currently dealing 

with microfl uidic technologies (Table 13.1).      
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  Abstract : Mathematical models of semiconductor processes are heavily 
used within the microelectronics manufacturing industry. They are used to 
design and understand molecular-level effects, comprehend and develop 
local patterning processes, and modify the design pattern to better image 
the desired pattern on a wafer. To accomplish these tasks, different 
model types are developed including molecular models, bulk models, and 
compact models. All models and model applications must resolve the 
interaction between the competing effects of model computation time 
and model accuracy. This chapter discusses the basics of mathematical 
models used for optical, EUV, and e-beam lithography modelings. 

  Key words : modeling, OPC, lithography, compact model, EUV 
lithography, E-beam lithography. 

    14.1     Introduction 

 Mathematical models of semiconductor processes are heavily used within 

the microelectronics manufacturing industry. 1  They are used to design and 

understand molecular-level effects, comprehend and develop local pattern-

ing processes, and modify the design pattern to better image the desired 

pattern on a wafer. To accomplish these tasks, different model types are 

developed including molecular models, bulk models, and compact models. 

All models and model applications must resolve the interaction between 

the competing effects of model computation time and model accuracy. 

 Molecular models are generally used to work with chemistry, materials, 

and energy interactions associated with the semiconductor manufacturing 

process. One example of this type of modeling is a photoresist model. These 

types of models work at the atomic level. They have been used to design 

self-assembled polymers and molecular-level photoresists by studying the 

chemical composition of the photoresist materials and prospective com-

pounds to improve imaging performance. 

 A second model type is the bulk model. A bulk model is used to explore 

mechanisms such as line formation in a photoresist. A bulk model usually 

comprises an optical model interacted with photoresist and other materials 
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as well as substrate topography. Sentarus Lithography by Synopsys, and 

Prolith by KLA-Tencor, are two commercial packages widely used for bulk 

modeling in semiconductor modeling. 

 Compact models are a special type of model that trades model fi delity for 

extreme runtime. Compact models are used in the optical proximity correc-

tion (OPC) process. This allows the model form to be used to model every 

feature on an entire chip for the purposes of OPC. OPC packages are pro-

vided by several companies, including the Synopsys Proteus tool and the 

Mentor Graphic Calibre tool. 

 Other models, such as thermal and mechanical stress models, are also used in 

semiconductor manufacturing. However, their applications are normally found 

in, but are not limited to, the design of semiconductor manufacturing tools.  

  14.2     Optical lithography modeling 

 A simple way to improve lithographic resolution is to reduce the wavelength 

of the imaging system. However, development and manufacturing costs do 

not always allow wavelength reductions, as evidenced by the use of 193 nm 

illumination from the 90 nm through the 20 nm half pitch manufacturing node. 

An alternative strategy for smaller wavelengths and improved illumination is 

mask correction to compensate for pattern transfer non-idealities at the mask 

level. 2–4  The approach of making systematic modifi cations to mask geometries 

to compensate for pattern transfer non-idealities is typically called OPC. 

  14.2.1     Optical proximity correction 

 In general, there are four types of image distortions, namely critical dimen-

sion (CD) uniformity, CD linearity, line-end shortening, and corner round-

ing. 5  These distortions or proximity effects create serious CD control 

problems in Integrated Circuit (IC) layouts, and hence necessary adjust-

ments to the original mask layout design are needed. The proximity effect 

origins can be divided into two separate sources: optical, which is caused 

mainly by the light diffraction, 6  and resist effects. 7  There are also several 

other sources that introduce imperfections/distortions in the fi nal pattern. 5,8  

These additional side effects come mainly from the optical lithography sys-

tem itself. The optical lithography system, or optical stepper, is a compli-

cated tool and comprises four basic parts: an illumination system, a mask, 

an exposure system, and a stage that holds the wafers. The illumination sys-

tem’s imperfection, lens quality, and alignment have critical infl uence on how 

the image from mask is transferred to the wafer. One should also control 

the mask quality. 9  Most masks are fabricated using conventional electron 

beam lithography (EBL), and hence imperfections can be introduced by 
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the fabrication processes. 10  The stage, on other hand, also plays a signifi cant 

role. 5  Relative vibration between the illumination system and the stage can 

introduce unwanted image blurring. The stage’s vertical location or working 

distance also should be precisely controlled, since the wafer position should 

be exactly on the optical system’s best possible focal plane, and a small shift 

out of that plane introduces image quality degradation. 5,8  Thus, overall there 

are several factors that can potentially have an infl uence on the quality of 

the fi nal pattern, and hence corresponding adjustments and corrections are 

necessary for successful pattern transfer. 

 The goal of OPC is to compensate for optical, photoresist, and other 

known effects by making appropriate enhancements to the mask layout. The 

OPC problem statement can also be formulates as follows: for a given fi nal 

desired pattern on the wafer, fi nd an input mask design that will generate 

the desired pattern after all the lithographic steps and photoresist process-

ing. The basic concept of the OPC can be visualized as shown on Fig. 14.1.      

 Two types of OPC approaches are available for mask modifi cations: rule-

based 5,8,11  and model-based. 8  Rule-based OPC approaches are an extension 

of the methods used for manual OPC. Through experiment or simulation, 

specifi c corrections that should be applied in a given structure are collected. 

Then, based on known rules and pattern recognition algorithms, appro-

priate mask modifi cations are applied whenever that geometrical pattern 

occurs in the layout. Rule-based OPC approaches are fast by defi nition, but 

Recipe

Layout Mask Wafer

OPC OPC model
(pattern formation model)

Mask 
making

Pattern 
transfer

 14.1      Schematic representation of OPC concept.  
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unfortunately they are not as accurate as could be desired. On the other 

hand, the model-based OPC techniques are completely different from rule-

based OPC, in that mathematical models are used to represent the image 

formation process of the optical lithography system and modify edges on 

the mask to improve the output pattern fi delity on the wafer. Model-based 

OPC techniques are more general correction solutions for mask corrections, 

but can require more OPC time due to intensive calculations and simula-

tions. Depending on how intensive the mathematical models capture the 

actual lithographic processes, the model-based OPC models can be compu-

tationally very expensive, or balanced, or optimized for fast calculation.  

  14.2.2     Compact models 

 Compact models are used for OPC problems. In OPC problems, larger areas 

(1000 of mm 2 ) must be simulated multiple times to produce a reticle pattern 

for manufacturing. In a chip with 10 8  transistors, this can be a very signifi -

cant number of simulations. Each transistor comprises ~1000 polygons and 

each polygon must be broken up into ~100 pieces; each transistor comprises 

~10 layers (one reticle per layer), and each transistor must be simulated ~10 

times, for an approximated total number of simulations of 10 15  to produce a 

high quality OPC pattern on a reticle set. Assuming each model evaluation 

can be calculated in a microsecond, the entire reticle set could be simulated 

in ~10 9  s, or about 32 years. 

 Thirty-two years is not a very realistic time to wait for an OPC correction; 

the market window for the device will have been long past. The calculations 

can be sped up by parallelization, spreading the calculations over 1000 or 

10 000 machines, bringing the calculation elapsed time to a fi gure more on 

the order of 10 days for 1000 machines or 1 day for 10 000 machines. Of 

course, this is expensive in terms of machines, but it does bring the run time 

into a reasonable window. But this also provides for a bare minimum of 

model usage in an OPC run, which means the full advantage of the model 

is not realized. In order to use the model both for more problems, and more 

effectively, assumptions must be made in modeling to reduce the model run-

time. This is accomplished by using a compact OPC model. 

 A compact OPC model is built from two basic inputs: the model form and 

an empirical data fi t. The model form consists of a mathematical description 

of the photolithographic system such as the optics, photoresist, and mask. 

Two of the more common optical representations are the Hopkins and 

Abbe representations, 6  while the most common photoresist model is the 

Dills model. The model itself comprises two components, intensity at a point, 

and threshold. With these two items, the shape of a photoresist contour can 

be found anywhere on a reticle. However, to speed up a compact model, 

�� �� �� �� �� ��



448   Nanolithography

© Woodhead Publishing Limited, 2014

information production is neglected in favor of computational runtime. For 

example, a compact model is constructed at a specifi c dose, defocus, and 

image depth. To vary these parameters, a new model must be constructed, 

whereas in a full rigorous simulation, these parameters can be varied and 

the results observed in a short time. 

 Compact models (Fig. 14.2) comprise a set of kernels that represent the 

eigenvectors  K   i  . Each kernel is a table of a set of rapidly calculated rapidly 

functions that, when interacting with a pattern, can produce the intensity 

convolution through a series of additions. The additions representation is a 

method to make the calculation very fast. The output of each kernel inter-

action with the mask pattern is a coherent system, so the sum of coherent 

systems is used to achieve the fi nal intensity result:       

    I y cn n
i

n

( ,x )
=
∑ Kernel

0

       [14.1]   

 The same speed-up is now achieved with a set of Fourier transforms. In 

general, the convolution kernel method is faster for sparse patterns and 

all patterns generally found above the 45 nm half pitch node, while the 

Fourier transform method is faster for dense patterns. The Fourier trans-

form method and the convolution kernel method produce numerically 

equivalent results.  

Convolve

Convolution 
result ‘C1’

Convolution 
result ‘C2’

Convolution 
result ‘C3’

Convolution 
result ‘C4’

Image
Kernel

Kernel 2Kernel 1 Kernel 3 Kernel 4

Mask

 14.2      Convolution kernel-based modeling.  
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  14.2.3     Image formation modeling 

 Optical lithography modeling began in the early 1970s to describe the basic 

steps of the lithography process with mathematical equations. 12–15  These 

pioneer papers represented the fi rst serious attempt to describe lithogra-

phy in mathematical form. Lithographic mathematical models simulate 

the basic steps of all the lithographic processes, starting from aerial image 

formation, resist exposure, pre- and post-exposure bake (PEB) diffusions, 

and resist development to obtain the fi nal pattern profi le. 8,16  The key needs 

in such model are to capture most of the problems that can occur during 

actual real fabrication processes, and to make corresponding corrections 

to the appropriate fabrication steps. When the systematic component of 

these errors is characterized, then the OPC system can potentially cor-

rect for them and improve the design-to-wafer pattern transfer fi delity. 

The complexity of OPC models and the number of model components 

are dramatically increasing for the smaller technology nodes. Figure 14.3 

shows a basic schematic of the calculation steps required for lithography 

modeling.        

  14.3      The optical system in optical lithography 
modeling 

 The optical system of the lithography is one of the most well-studied and 

well-represented steps, compared to other parts/components of mathemati-

cal lithographic models. The extended source method is used to predict the 

aerial image of a partially coherent diffraction limited or aberrated projec-

tion system based on scalar and/or vector diffraction theory. 17  Single wave-

length or broadband illumination can be used. The standard image model 

accounts for the important effect of image defocus through the resist fi lm. 

The optical system aerial image is modeled using the widely used Hopkins 

model for general scalar imaging formulation. 18  

 The optical system is the fi rst size-limiting step in the entire lithographic 

process. The main limitation comes from optical diffraction, and the smallest 

possible minimum feature that can be optically resolved using any optical 

system is equal to quarter of the illumination wavelength. In general, the 

optical system’s minimum optically resolvable minimum critical dimension 

(CD min ) based on Rayleigh criteria is:  

Aerial image 
formation

Standing 
waves

calculation

Resist
prebake

Resist
exposure

Resist post-
exposure 

bake

Resist 
development

 14.3      Flow diagram of lithography model.  
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    CD
NA

min = k1

λ
       [14.2]   

 where   λ   is the optical system illumination wavelength,  NA  is the numerical 

aperture of the optical system, and  k  1  is the optical system’s technologi-

cal representation. Current minimum process dimensions in IC fabrication 

are in the range of 22–32 nm using 193 nm wavelength immersion optical 

systems, and  k  1  factor somewhere below 0.3. 19  A second important mea-

surement parameter for the optical systems is the depth of focus (DOF). 5  

 DOF  is a measure of the adequate DOF where resolvable imaging can still 

appear, and is defi ned as follows: 20   

    DOF
NA2

= k2

λ
       [14.3]   

 where  k  2  is a system’s scaling factor. Typically, the  k  2  scaling factor for cur-

rent optical systems is equal to 4. Since the illumination wavelength is more 

or less fi xed, there are only two options left to tweak for improving the min-

imum resolvable CD min . The fi rst option is to use optical systems with higher 

NAs, and the second option is reducing the  k  1  factor. However, decreasing 

the illumination wavelength or increasing NA causes a decrease in the  DOF  

and hence it becomes more challenging for successful process development 

at smaller nodes. 

  14.3.1     Partially coherent imaging system 

 In general, widely used optical lithography system illumination sources are 

partially coherent. 21  In a partially coherent optical lithography system, the 

light source is located at the focal plane of the condenser lens. Each point 

of the source emits a coherent, linearly polarized plane wave with spatial 

frequency defi ned by the position of the point source relative to the optical 

axis. 6,21  There are two widely used approaches for the accurate image for-

mation simulation of partially coherent imaging systems, which are Abbe’s 22  

and Hopkins 18  models. Both approaches are discussed below. In some cases, 

hybrid Hopkins-Abbe 23  models are also used. 

  Coherence 

 Partial coherence is an important and ubiquitous degree of freedom present 

on most optical lithography imaging systems. 6,24  Partial coherence is defi ned 

as the ratio of condenser NA C  to objective NA O .  
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    σ =
NA

NA

C

O

    [14.4]   

 Coherence has a big impact on an image. When   σ   = 0 the imaging system is 

considered coherent, and when   σ   = 1 the imaging system is considered inco-

herent. The  k  1  factor can be expressed in terms of the coherence value:  

    k1

1

2
≈

( )1
       [14.5]   

 So the CD min  of the imaging system depending on the coherency varies 

between 0.5  λ  /NA to 0.25  λ  /NA. In fully incoherent imaging, the diffraction 

orders have a spread that causes them to fi ll the entire pupil. Partial coher-

ence results in an imaging condition where the minimum resolvable pitch 

is smaller than that possible using coherent imaging; however, modulation 

of the features decreases linearly to 0. Although the modulation decreases 

linearly with decreasing feature half pitch, the ultimate resolution of the 

incoherent system is doubled from that of its coherent counterpart.   

  14.3.2     Abbe’s model 

 The well-established Abbe formulation is one of today’s most common 

approaches for the accurate image simulation of partial coherent projec-

tion systems used in the semiconductor industry. The Abbe’s model decom-

poses the partially coherent imaging system into the superposition of a set 

of coherent imaging systems. 6,24,22  Each of these coherent imaging systems is 

based on the contribution of each point within the numerical aperture of the 

imaging system. 24  The source accepted by the condenser lens is the image 

of the illumination shape in the lens pupil, or in other words the effective 

source. Each point of the effective source generates incident plane waves on 

the object plane. The source is assumed to be incoherent. The mask is located 

at the object plane. The incident ray emitted from the mask is focused by the 

imaging lens at the image plane. The wafer is located in the image plane. The 

intensity of every point in the image plane can be represented as a super-

position of all contributions by every effective source point ( p   x   , p   y  ) and can 

be formulated as: 24   

I y p E x y p p E x y px yp x yp i xx y pimage image age( ,x ,px) Isource ;yy Ei x, pp ; ,pxp( ) ( )) ∗
yy

p
x y

x yp
p px( )

≤pyp∫∫p2 + p 2NA
d dp pp px

  [14.6]   
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 where  E  image ( x, y;p   x   , p   y  ) is the electrical fi eld at image plane produced by an 

effective source point.  

  14.3.3     Hopkins diffraction model 

 Hopkins model is a simplifi ed and approximate version of Abbe’s model, 24  

where the integration over the source is done before summing up the dif-

fraction angles accepted by the lens. 18  In other words, the Hopkins model 

is simply a convolution of the source point spread function (PSF) with the 

mask pattern. This makes the model form extremely compact, hence ideal 

for OPC usage. To derive the Hopkins diffraction model,  E  image ( x, y;p   x   , p   y  ) 

has to be decomposed into two terms. The fi rst term depends only on ( p   x   , p   y  ) 

and represents the effective source. The second term represents the mask, 

which is located at object plane. After corresponding transformations and 

derivations, the image intensity distribution delivered at the image plane 

with a partially coherent illumination system can be expressed as: 18   

  
 I y x T y y x x y y x ximage d( ,x ) (M , )y ( ,x x ; ,x x ) (M , )y−y yx x − y M∫∫∫∫ y y y y yy y 1d ddd dy xd y2 2dxd y   

  [14.7]   

 where  M ( x, y ) is the mask transmission function, and 

T y y x x y y( ,x x ; ,x x )−y yx x −y y 2y y     is the so-called transmission cross-coeffi cient 

(TCC), which is given by:  

  
 T y y x x y y x x P y x( ,x x ; ,x x ) (J , )y y ( ,x ) () (P , )y−y yx x − y x yy y y yy 1x( 2 , y P) (x x(P        [14.8]   

 in which  J ( x, y ) is the mutual intensity function that describes the coherent 

properties of the illumination system, and  P ( x, y ) the coherent PSF that rep-

resents the properties of the projection system. The four dimensional model 

TCC can be decomposed into a series of its eigenvectors:  

  

 y y x x y y x x K y y
i

i( ,x x ; ,x x (KiK) , )y y ( ,x x )−y yx x − y x y −yx
=

∞

∑y y y yy
1

1, y y 2y y        [14.9]   

 Here λiλ     is the eigenvalue corresponding to the eigenvector  K ( x, y ). With 

expansion of a series of eigenvectors and eigenvalues, the image intensity of 

the Hopkins diffraction model becomes:  

    I y x K y y x y
i

i
image d dx( ,x (M) (M , )y )y ( ,x x )Kx(M )y x −∫∫∫∫∑

=

∞

yy y y 1 1yd
1

2

       [14.10]   
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 Each eigenvector  K ( x, y ) can be interpreted as the transfer function of a 

coherent imaging system. The TCC is independent of the mask pattern. 

Furthermore, for a given optical system with fi xed parameters, the TCC 

needs to be calculated only once. Thus, the Hopkins diffraction model is 

more computationally effi cient than Abbe’s model for a system that varies 

the input pattern  M(x,y).    

  14.4     Photoresist model 

 The aerial image intensity distribution calculated by either Abbe’s or the 

Hopkins diffraction models is not enough for a complete representation of 

the whole lithographic process. Wafers are coated with a light sensitive layer 

called photoresist. 16  The photoresist reacts to the exposure and its chemical 

behavior is changed. Exposed photoresists in most cases are developed in 

the wet etching process. Depending on the photoresist type and developer, 

during the development process the exposed or unexposed parts of the pho-

toresist are dissolved and cleared out. After the development process, the 

remaining photoresist forms the printed image on the wafer, which later can 

be used as an etch mask to transfer that pattern into layers below. 

 There are positive tone 12  and negative tone 25  photoresists available for 

commercial use. Positive photoresist is a photosensitive chemical substance 

that dissolves during the development process in areas where the photo-

resist has been exposed. On the other hand, negative photoresist dissolves 

in areas where the photoresist has not been exposed. Depending on the 

desired pattern, the mask tone, and other further lithographic steps, posi-

tive or negative tone photoresist may be used. Photoresists continue to be 

an active area of research for polymer chemists, as devices of ever smaller 

size are pursued. Photoresist’s main properties are the exposure sensitivity, 

the resolution, and the line edge roughness. 26  In practice, it is impossible to 

improve all the three properties at the same time. 27  

 The most common photoresists used in industry are chemically ampli-

fi ed photoresists (CAR). 28  CAR photoresists are very sensitive to exposure, 

which reduces the amount of exposure energy required to produce the chem-

ical change necessary for the development process. In CAR photoresist, 

exposure light frees a proton (H+) as a catalyst for a deprotection chemical 

reaction. All positive tone CARs are made up of photoacid generator (PAG) 

molecules and resist polymers, to which protection groups  P  are attached. 29  

The protection groups strongly infl uence the solubility of the resist polymers 

in aqueous solution. The notion of PAG stems from the fact that when a PAG 

molecule is exposed with light it produces acid (proton)  A . The key role of 

the acid during PEB of a positive tone CAR is to catalyze the removal of 

hydrophobic protection groups from the polymer so the polymer may be 

developed away. 30  By diffusing through the resist matrix a small amount of 
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initially generated acid molecules can decompose many protection groups 

within the resist, effectively amplifying the number of photons used during 

exposure. Further additives such as base molecules  Q  (quenchers) may also 

be present. Quenchers can partially neutralize the acid  A  and they can also 

diffuse through the resist. The most signifi cant change after PEB of a CAR 

is the local change in the protection group concentration, because the pro-

tection group concentration strongly affects the resist’s solubility during the 

subsequent development step. However, since the de-protection reaction is 

catalyzed by acid molecules, and since the local acid concentration can be 

strongly impacted by the local quencher content, both, the interactions (reac-

tion kinetics) between the concentrations for acid, quencher and protection 

groups, as well as the diffusion of acid and quenchers, must be treated for 

modeling the protection group concentration after PEB. 

 Any simulation approach for photolithography requires the pattern for-

mation process to be separated into at least two main steps: exposure and 

PEB. During the exposure step, a photosensitive coating (resist) on the 

wafer is irradiated with a mask specifi c intensity distribution that causes 

the solubility of the resist coating to be modifi ed. The chemical modifi cation 

describing the switch from an insoluble to a soluble state takes places imme-

diately after the exposure and during the PEB. 

 A serious complication for resist modeling is that accurate physical mod-

eling is computationally expensive. 7  While computational speed is already a 

tough requirement for rigorous lithography simulators typically dealing with 

small chip areas of a few square microns, the speed requirements are even 

more stringent for OPC engines, where the resist model is to be applied for 

the full chip. In recent years, several approaches for physical resist model-

ing have been developed to approximate the photoresist development; 8,12,31  

however, it is generally diffi cult to achieve both suffi cient levels of accu-

racy and practical speeds of calculation. Hence it is necessary to model pro-

cess simulation using specially developed approximation algorithms for low 

CPU time consumption, calibration accuracy (e.g. measured by the good-

ness of fi t), and the model’s predictive power.  

  14.5     Model critical dimension (CD) extraction 

 Combined aerial image and resist modeling form a complete model that can 

be used to simulate the image formation process on the wafer. The next step 

is to apply a methodology to extract/predict the simulated CDs from the 

model. This step is necessary for model quality verifi cation, assessment, and 

predication analysis. Modeled CDs are also used to construct cost functions 

to drive the model optimization process. Two widely used approaches used 

for model CD extraction are: 32  constant threshold 31,32  and variable thresh-

old. 33  In the fi rst approximation, threshold models can be associated with the 

resist development process. 
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  14.5.1     Constant threshold model 

 The constant threshold model is the simplest approach to extracting the 

model’s simulated CD at specifi c locations of the formed pattern. The thresh-

old level can be associated with the minimum required exposure energy 

that clears out the photoresist during the development process. Thus the 

areas where the exposed energy distribution is greater than the threshold 

are dissolved, whereas the areas below the threshold level remain. Despite 

the fact that the constant threshold model has more physical meaning, it is 

too simplifi ed to be able to describe the entire resist development processes 

accurately.  

  14.5.2     Variable threshold model 

 Variable threshold resist models use a function to determine the threshold 

to be applied to a specifi c aerial image to predict CDs. The aerial image 

is calculated for a small area of a circuit around a feature of interest, and 

the threshold is applied only locally. The function typically uses features 

extracted from the aerial image, such as the local image intensity maxi-

mum or slope. It is also possible to use features extracted from the pat-

tern being simulated, such as the reticle CD. The function is an algebraic 

expression of the input parameters with the coeffi cients of the terms to be 

determined. 33    

  14.6     Difficulties in modeling 

  14.6.1     Model calibration 

 One of the problems in OPC model calibration is the determination of the 

optimized values of all the model parameters involved in the OPC model. 

OPC models themselves are complex mathematical models, and can con-

tain hundreds of parameters. A straight forward and simple approach for 

determination of the OPC model parameters is the global search 34  over the 

entire OPC model to fi nd the model global minimum. The method is well 

described, and has been used in many applications over the past decades. 

However, OPC model components, both physical and statistical, can have a 

certain level of similarity, and in some cases the global optimization method 

can lead to failed model optimization by degradation of model physical-

ity. Other optimization methodologies are available for model calibration. 35  

Regardless of what approach is used for model calibration, experimentally 

measured data are required. The experimental data are obtained from the 

actual wafers, later used to train the OPC model. The data from the wafers 

are collected using scanning electron microscopes (SEM), followed by 
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special algorithms to extract the measured CDs at specifi c locations on the 

pattern layout. The quality of the measured data is critical for successful 

model calibration. Two different types of data points are usually obtained: 

one-dimensional (1D) and two-dimensional (2D). Typical 1D structures 

are lines and spaces, and 2Ds are line ends. The collected data, or so-called 

metrology, along with the coordinates on the layout, are passed to the OPC 

model optimizer. The optimizer is an engine that, for given possible combi-

nations of certain model parameters, calculates the simulated CDs at spec-

ifi ed locations on the layout, compares the modeled and measured CDs, 

and drives the model calibration in the direction of best possible match 

with the metrology. The cost function is used to quantify the model’s match 

with the metrology. Various cost functions can be used during model cali-

bration. Typical cost functions are constructed from the root mean square 

of the fi tting errors ( Δ CD  =  CD mod   –  CD meas ), and can be expressed as: 

Cost = RMS RMS RMSAll 1RMS 2D DRMS2( )   .  

  14.6.2     Model runtime and model accuracy 

 Runtime and accuracy are competing factors in any modeling problem. Model 

executions that take days or weeks to perform may be too late for the purpose 

of their execution, while a model that takes minutes or hours to execute may 

not provide information to an accuracy level that is better than noise. 

 Some of the larger contributions to runtime:

   Sampling rates – the sampling rate determines the data density in • 

a model. The smaller the sampling rate, the more data. However, the 

smaller the sampling rate, the more calculations that are needed for the 

model.  

  Asymmetric systems – A symmetric system can be used to reduce the • 

calculation immensely. In a quasar system, the model calculation time 

can be reduced by almost 4 × , because the four sector calculations can 

be done as one wedge and duplicated. However, the asymmetric system 

must be calculated for each sector. Approximating patterns to gain sym-

metry is a technique that can be employed to reduce runtime, but it does 

result in some accuracy degradation.  

  Convolutions – convolutions of optical system kernels with layout are • 

the most expensive computational mathematic functions. They generally 

cost 10 3 –10 5  times more than the least expensive computational func-

tion, addition. Reducing and optimizing the number of convolutions in a 

model can dramatically speed up the model calculation time.  

  Pattern area – lithography effects are interference effects, so enough pat-• 

tern must be modeled to generate the correct diffraction interactions. 

However, the modeling time is proportional to area, so model time rises 
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as a square as more patterns are added to the modeled area. This makes 

the pattern area a signifi cant contributor to model runtime.  

  Some of the larger contributions to accuracy are:  

  Pattern sampling rates – the denser the sampling of input data, the more • 

accurate a model becomes. This is due to less interpolation between 

model points, as well as better data.  

  Model form – the model form may have a signifi cant impact on model • 

accuracy. However, the more complex the model form used, the more 

convolutions are necessary, leading to increased runtime.  

  Pattern area – lithography effects are interference effects, so enough pat-• 

tern must be modeled to generate the correct diffraction interactions.    

 To achieve a computable model, these contributions, as well as many oth-

ers, will have to be balanced to achieve acceptable quality simulation results 

in an acceptable runtime.   

  14.7     Extreme ultraviolet (EUV)/electron beam 
lithography modeling 

 As the microelectronics industry continues to shrink integrated circuit 

device sizing, traditional optical lithography is reaching its own resolution 

limit. 36  Consequently, next-generation lithography candidate technologies 

are becoming increasingly signifi cant to future process nodes. There are 

several different candidates for next-generation lithography, such as the 

extreme ultraviolet (EUV) lithography described in Chapter 2, EBL in 

Chapter 3, focused ion beam lithography in Chapter 4, and nanoimprint 

lithography in Chapter 9. Each of these candidates has its own advantages 

and disadvantages, and there is still uncertainty as to which one will carry 

the leadership of the next-generation lithography. 37,38  Focused ion beam 

lithography and nanoimprint lithography are not in the main stream devel-

opment paths for integrated circuits at the 20 nm half pitch node and below 

at the time of publication (2012). As such, very little effort has been put 

into production modeling for these techniques at this time. 

  14.7.1     E-beam lithography modeling 

 The proximity effect of electron scattering in resist and substrate causes 

pattern distortions and printability issues. Applications of EBL in the 

microelectronics industry require proximity effect correction methods 

that are both accurate and computationally effi cient, in order to main-

tain CD control and to handle large volumes of data for full chip layouts, 
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especially for future process nodes. The most critical issue in the e-beam 

simulation work is to understand the interaction between the electrons 

and resist. Several different models to describe this interaction have been 

developed previously, based on the PSF convolution using PSF fi t models 

such as multiple Gaussians, 39  analytically derived PSF from transport the-

ory, and the Monte Carlo model. The major disadvantage of the Monte 

Carlo approach is that it requires signifi cant calculation time in order to 

obtain a result with suffi ciently small statistical fl uctuations, especially in 

the case of a multilayer substrate where a lot of boundary conditions are 

involved. An alternative to the Monte Carlo method is an analytical rep-

resentation of the PSF using a Gaussian fi t model of electron scattering in 

resist. 40  

 Quick and correct determination of the PSF parameters, such as the 

forward scattered electrons exposure distribution and the backscattered 

exposure distribution, has signifi cant importance for aerial image for-

mation, allowing the performing of EBPC effects corrections. Usually 

for parameter determination, special patterns are exposed, for which the 

proximity function can be solved analytically, and/or Monte Carlo simu-

lations are used. Both methods require a signifi cant amount of time for 

experiments, metrology, and computation. Another way to determine 

the proximity function is to measure it directly, using the point-exposure 

method of Rishton and Kern. 41  Also, experimental measurement of PSF 

parameters is infl uenced by resist development processes and, as a result, 

this could be one of the reasons for the widespread measured parameters 

for identical conditions. In general, the forward scattered electrons expo-

sure distribution, the backscattered exposure distribution, and their ratio, 

are determined by a cross-section of elastic and inelastic scattering of fast 

electrons in a resist and a substrate, and thus they depend on electron 

energy E, atomic number, atomic weight, density, resist fi lm thickness, mul-

tilayer substrate boundary conditions, etc. Exact values of the parameters 

are needed for EBL PSF analytical form, and for successful correction of 

the proximity effect in EBL. 

 Another fast, and more predictable, method for prediction of EBL PSF 

optimized parameters for proximity effect corrections is model-based anal-

yses and interpretation of non-corrected representative pattern generic 

pattern distortions in order to achieve the best possible matching of EBL 

proximity effects with extracted empirical data. In this case, there is no need 

for special calculations and simulations, since the EBL model will adjust 

itself accordingly so that the PSF parameters match the empirical data from 

the test wafer or actual chip. Compared to other methods, this approach is 

fast, effective, does not require any additional technology steps and uses 

only standard measurement techniques for extracting correct measured 

line widths values. 
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  E-Beam point spread function 

 The e-beam lithography system PSF can be approximated in the form of 

the sum of Gaussian functions, of which the most popular and well-known 

form is the so-called double Gaussian. Each of the Gaussian distributions 

describes an effect observed in the EBL, such as the short range (forward 

scattered electrons) and the long range (backward scattered electrons) 

energy deposition in the resist. The simplest two-Gaussian PSF can be writ-

ten as:  
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 The fi rst Gaussian distribution describes the deposited energy distribution 

of the forward scattered electrons in the resist with   α   standard deviation, 

and the second one, which is characterized by the parameter   β  , interprets 

the backscattered electrons deposited energy in the resist. The backscat-

tered electrons are the primary electrons scattered back from the substrate 

to the resist. The   η   characterizes the ratio of the backscattered electrons 

contribution vs the forward scattered. The PSF (r)  is the normalized distri-

bution of the deposited energy in the resist by electrons, thus:  

    PSF dEBLFF ( ) rd
0

1
∞

∫ =        [14.12]   

 The two-Gaussian approximation model has demonstrated success in 

predicting the proximity effects in various EBL applications. However, in 

some conditions the two-Gaussian approximation is not enough to fully 

describe the EBL model. Adding extra Gaussian terms in the expression 

for the deposited energy distribution in the resist yields the fl exibility to fi t 

the energy distributions, providing more optimal results. 39  It is essential that 

adding even more Gaussian terms in the PSF will help to adjust more fi nely 

the PSF form to meet the experimental data and hence will provide better 

fl exibility for EBL proximity correction.  

  Electron beam lithography (EBL) compact model 

 Generally, EBL is a complicated hardware system, and can introduce addi-

tional distortions such as aberrations, exposure fi eld distortions, and stage 

vibrations. These effects can be represented by a single or several kernels, 

which are applied to the PSF of the ideal EBL. 
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 An aerial image formation can be done by convoluting the EBL PSF with 

the representative test pattern:  
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       [14.13]   

 where  I(r)  is the deposited electrons energy intensity in the resist at certain 

resist depth,  P  is the pattern structure such as polygon or line, and  D(r)  

depends on the exposure dose assigned to that particular structure/pixel. 

Unlike optical lithography simulations, where the mask object used in the 

convolution has constant transmission and phase shift for a given layer, the 

exposure system employed in EBL optimization could have continuous 

or discrete transmission values, even for the same layer. EBL is maskless 

lithography and the pattern generation system is used to create the pattern. 

Each pixel of the structure can be exposed at a different exposure energy. 

The EBL compact model allows running fast and accurate full chip process 

models for EBL. 

 Similar to optical lithography, deposited electrons energy distribution can 

be incorporated with resist modeling which allows simulation of the e-beam 

lithography. The EBL models calibrated using optimization methodologies 

similar to optical lithographic model calibration.   

  14.7.2     EUV lithography modeling 

 Extreme ultraviolet lithography (EUVL) is a leading candidate for the 

22 nm node lithography and beyond. 37  EUVL aerial image formation 

through modeling is necessary for modeling of optical transfer function to 

assimilate optical diffraction, long range layout dependent fl are effects, and 

shadowing effects due to non-telecentric imaging optics in the EUV case. 

 Flare in the EUVL optical system is unwanted scattered light that appears 

beneath dark features, degrading the aerial image contrast, which leads to 

a reduced size of the process window. 42  The total integrated scatter (TIS) is 

given by equation: 43   

    TIS =
4

2πσ θ
λ

S iσ θcos⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

       [14.14]   

 where   σ    s   is the standard deviation of the surface roughness,   θ    i   is the angle 

of incidence and  λ  is the wavelength of light illuminating the surface. This 
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indicates that the total fl are is inversely proportional to the wavelength 

squared and proportional to the optical surface roughness squared. The 

amount of fl are is non-uniform across the fi eld of view and is dependent on 

the density map of the pattern. 44  The amount of fl are present can be quanti-

fi ed and characterized by the PSF PSF SC ( r ) due to scattering 45 and the mask 

refl ection factor  T ( r ), and can be expressed as:  

    Flare = PSF dSCFF∫∫ ( ) ( ) rd        [14.15]   

 This means that by convoluting the density map of the mask design with 

the PSF SC ( r ), it is possible to calculate a fl are map of the design. 44  Non-

telecentricity of the reticle (at the image plane) in the EUVL projection 

optics system causes an asymmetry of the diffracted light coming from the 

illuminated mask with a three-dimensional topography. This leads to the 

shadowing of an illuminating beam by an edge of the absorber. This result 

is a bias of the printed features that generates an overlay error. 45  The bias 

associated with printed CDs is dependent on both the azimuthal angle ( h ) 

changing through the scanner slit and an incident angle ( U ) accounting for 

the non-normal illuminating light. Thus, shadowing is dependent on the fea-

ture orientation relative to the azimuthal angle ( h ), where the change in the 

angle will cause different biases and pattern shifts at different slit positions. 

In most cases, PSF  SC  ( r ) can be represented as a sum of two Gaussians. 

 A typical EUV projection setup, an off-axis EUV illumination ray is 

projected over the mask, and with the aid of refl ective optics an image is 

formed at the image plane. 46  In EUV, the aerial image of a mask, or the 

light intensity in the image plane of an optical projection system, is modeled 

using scalar diffraction theory without imposing paraxial approximations. 

Scalar diffraction theory produces results of adequate accuracy for numer-

ical apertures (NA)  ≤  0.6, and therefore is applied since most of the EUV 

systems have an NA less than 0.3. EUV aerial image intensity distribution 

can be defi ned in the same way as optical lithography using Hopkins equa-

tion and the TCC matrix. 

 Shadowing of an illuminated beam by an edge of the absorber results in a 

bias of the printed features and generates an overlay error. This is modeled 

by simulating bias through an offset layer formed with Boolean operations 

on the original mask layout, then simulating the width of this layer and its 

transmission coeffi cient. 

 Similar to optical lithography, EUV aerial image distribution, along with 

fl are and shadowing compensations, is incorporated with resist modeling. 

The EUV models are calibrated using optimization methodologies similar 

to optical lithographic model calibration.   
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  14.8     Conclusion 

 This description discusses the basics of mathematical models used for opti-

cal and patterning components of semiconductor manufacturing processes. 

The rigorous and compact model forms discussed are the basis of process 

development and process correction for current and future half pitch nodes. 

Rigorous models are one of the components of process look ahead to reduce 

the cost of moving to more aggressive process nodes. Compact models are 

the enabling technology for OPC, the technology that is mandatory for pre-

paring a lithographic reticle for manufacturing. The basic study presented 

here provides a basis for understanding how to use these modeling tech-

nologies. Table 14.1 helps to distinguish features of different modeling tech-

niques presented in this chapter.      

 The techniques presented here are the most common modeling tech-

niques used in semiconductor manufacturing at the time of printing. Other 

methods, such as ray tracing or brute force molecular modeling, are also 

available, but are not as popular in manufacturing.  
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  Abstract : Highly robust alignment is achieved with formation and 
analysis of interferometric moir é  fringes. High signal-to-noise is attained 
by illuminating and imaging at an oblique angle, avoiding contribution 
of refl ections to an image. Detectivity is below the nanometer level, 
due to displacement magnifi cation in the moir é  pattern and spatial-
phase analysis. The moir é  fringe period is independent of illumination 
wavelength. Alignment marks can be placed on the wafer backside and 
imaged with infrared illumination, providing a permanent, unambiguous 
reference for multi-level alignment. 

  Key   words : interference, fringe, moir é , alignment, metrology. 

    15.1     Introduction 

 Alignment, or control of spatial relations between multiple objects, is essen-

tial in many aspects of nano-fabrication. Manufacture of semiconductor pro-

cessors, for example, would not be possible without alignment of dozens of 

masks, often with tolerances that are a small fraction of the minimum feature 

width. Numerous alignment methods, at least in principle, are able to measure 

sub-10 nm mask–substrate displacements. However, as device dimensions 

shrink into the sub-10 nm regime, there is a need for a robust alignment tech-

nology capable of detecting displacement on the nanometer scale, or smaller. 

 In typical manufacturing conditions, performance of alignment methods 

is degraded by process-induced perturbations of the optical properties of 

substrate alignment marks. Variations originate from uneven resist fl ow 

over the marks, asymmetry, or unequal line–space ratios induced by etching 

and deposition, and non-homogeneous refractive indices. In practice, such 

disturbances usually reduce alignment detectivity by an order of magnitude. 

A common factor in such methods is encoding alignment information in the 

amplitude of the interferometric signals, which is susceptible to noise and 

perturbations and undermines the promise of high sensitivity inherent to 

interferometry. 
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 Section 15.2 describes several representative methods that utilize optical 

interference, in combination with diffracting marks on a substrate surface. 

In Sections 15.3–15.7 we introduce an alignment method, called interfero-

metric-spatial-phase imaging (ISPI), which encodes position information in 

the frequency domain, at a predetermined  spatial frequency . This approach 

enables fi ltering of spurious, disruptive spatial frequencies originating from 

process-induced and environmental disturbances. At the same time, ISPI 

provides sub-nanometer detectivity, high signal-to-noise ratio, and large 

dynamic range, as well as immunity to numerous other deleterious condi-

tions. Section 15.7 illustrates a variation of ISPI that uses alignment marks 

on the backside of a substrate.  

  15.2     Background to alignment methods 

 The simplest form of alignment uses optical microscopes to observe geo-

metric marks, such as crosses on a mask, within a symmetric structure on a 

substrate (e.g., boxes). Typically, alignment is limited to a few hundred nano-

meters, but with signal processing and averaging over many such marks, 

alignment detectivity can be improved to ~50 nm. 1  In the following sections, 

we review methods to extend alignment beyond the capability of such box-

and-cross methods. 

  15.2.1     Linear zone-plates 

 A linear zone plate (LZP) is a type of planar lens, since it causes an incident 

plane wave to be focused to a narrow stripe. This stripe can be scanned over 

a small mark, producing a position-dependent variation in the intensity of 

a return signal. 

 In one class of alignment methods, LZPs (Fig. 15.1) were placed on a mask 

above a diffracting mark, consisting of a narrow grating on a substrate. A 

fi rst-order diffracted beam from the grating provided the alignment signal, 

which was detected by a photodiode. The intensity of the diffracted beam 

was measured during a lateral scan of a substrate stage, where the shape 

of the signal during the scan was a convolution of the widths of the grating 

and the focal spot. The aligned condition was taken to be the centroid of 

the peak. 2  Variations on this scheme allowed faster data acquisition rates by 

scanning the laser illumination between two sides of the mark, 3–5  instead of 

mechanically scanning the stage.      

 A refi nement of this method used a pair of adjacent substrate gratings 

incorporating a   π - phase shift. 6  Here the observed signal consisted of two 

peaks with a central minimum, due to cancellation of light between the 

two   π  -phase-shifted gratings. The amplitude minimum was interpreted to 
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be the aligned condition. In this case, a mirror scanned the illumination 

over a small angle to obtain a time-dependent signal, and the substrate was 

scanned to fi nd the aligned position. Repeatability was found to be high, 

with 3  σ   < 1 nm, when using no resist or other process coatings. 

 A diffi culty with zone plate methods was limited focal depth, which 

implied unintended signal variations outside a small range of gaps. Since 

the alignment signal depended only upon amplitude, in the absence of sup-

plementary information, misalignment was indistinguishable from changes 

in gap. Other constraints included the alignment optics blocking an expos-

ing beam and the ability to measure only a point of symmetry, instead of 

arbitrary misalignments.  

  15.2.2     Interferometers 

 A large number of methods were developed in industry and academia to 

use interferometry with diffracting marks on a mask and a substrate. Here 

we will briefl y examine two examples: 

 In one method (Fig. 15.2), a linear grating was written on a mask and 

another on a substrate, with the same period in each mark. 7  A laser illu-

minated the gratings at normal incidence, resulting in diffracted +1 and  − 1 

orders. Each grating produced a set of orders diffracted at the same angle, 

resulting in interference between like orders. Photodetectors measured 

the intensity of interference at symmetric locations above the mask. The 

Linear zone plate

Mask

Substrate

Grating

X-Z plane

+1 Diffracted order

Z

X
Y

 15.1      Alignment scheme by Fay  et al . using a LZP on a mask and 

a narrow, orthogonal diffraction grating on a substrate. A normal-

incidence laser beam illuminated the marks while the zone plate was 

scanned over the substrate grating. The alignment signal was the 

intensity of a fi rst-order diffraction from the substrate mark, diffracted 

out of the depicted plane.  
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amplitude of the detected signals from symmetric orders was compared, 

and related to the relative position of the gratings. In this way, a differential 

signal would indicate alignment: when one grating was directly on top of 

the other grating, there would be a minimum differential signal; otherwise, 

the differential signal would vary sinusoidally with misalignment. However, 

since the amplitude at each photodetector resulted from the path length dif-

ference of two diffracted orders, one from the upper grating, and one from 

the lower grating, the detected amplitude could result from either a lateral 

or a vertical motion of a grating. As with the zone plate-based schemes, the 

mask–substrate gap was coupled with the alignment signal, and any asym-

metric processing or blazing of a grating would affect the alignment signal. 8  

Another diffi culty was matching the response of multiple photodetectors.      

 In a variation of this scheme, the intensity resulting from interference of 

multiple diffracted beams was measured by a single photodetector, posi-

tioned at a small angle from the surface normal. 9  During a scan of the 

substrate, the detected amplitude underwent a sinusoidal variation from 

PhotodetectorsLaser

Diffracted beams

Gratings

Interfering beams

Mask

Substrate

 15.2      Alignment scheme of Flanders, Smith, and Austin. Similar 

backdiffracted orders (e.g., +1 from the mask and +1 from the 

substrate) interfere. The interferometric intensity was measured by 

photodetectors. Alignment was indicated by the voltage difference 

between two photodetectors measuring symmetric (+1 and  − 1) 

diffracted order groups.  
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interference of similar diffracted orders, with an envelope determined by 

the overlap of the two marks. In this manner, the centroid of the signal was 

calculated and used as a coarse positioning estimate, while fi ne position 

was determined by the amplitude within one cycle near the centroid of the 

envelope. A drawback of this method was the necessity to scan the wafer 

position to generate the alignment signal, and subsequently rely upon the 

stage interferometer and mechanics to return the stage to the intended 

position. A separate interferometer attached to the stage could resolve 

position to ~1 nm, but the substrate position was still subject to thermal 

drift and other disturbances, which could not be observed with this inter-

ferometer. As in other amplitude-sensing interferometric schemes, blazing 

or other asymmetric changes to the substrate grating would perturb the 

alignment signal.  

  15.2.3     Moiré patterns 

 Moir é  patterns provide highly sensitive indications of position and other 

characteristics of underlying structures. In general, moir é  is produced by 

the superposition of two or more periodic structures, resulting in spatial 

frequencies at the difference of the initial frequencies: similar initial fre-

quencies produce a small frequency difference and consequently a large 

fringe period. Since the initial structures are periodic, a shift in position by 

a structure through one period results in a phase condition, which applies 

equally to the physical structures and the resulting fringes. Enhanced posi-

tion sensitivity arises from the synchronous motion of the large-period 

moir é  and the grating, resulting in a greater relative distance traversed by 

the moir é . 

 The fi rst known scientifi c application of moir é  was in 1874, when Lord 

Raleigh found that the superposition of two gratings produced a set of 

broad stripes, or low-frequency fringes, which was indicative of the relative 

quality of the gratings. 10,11  Despite the sensitivity of moir é , very little use 

was made of it in displacement measurement until the 1950s, when Guild 12,13  

applied moir é  to machine control, by devising moir é -based optical encoders 

to measure linear translation of stages. The principle of moir é  encoding has 

widespread use in contemporary linear encoders, although grating quality 

presently limits their accuracy to a few tens of nanometers. A signifi cant 

advance in ruling engines, the novel scanning beam interference lithogra-

phy (SBIL), or  ‘ NanoRuler’, writes a grating with an interferometric  ‘ brush, ’  

achieving high-speed writing and nanometer placement accuracy over a 

300 mm diameter substrate. 14,15  

 The fi rst use of moir é  for mask–substrate alignment was by King and 

Berry in the early 1970s. 16  In the King and Berry apparatus, moir é  fringes 

were produced between circular gratings, as depicted in Fig. 15.3, and were 
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observed with a 20 ×  normal-incidence, brightfi eld, white-light microscope. 

Given that translation through a fringe period was 44  μ m, which corre-

sponded to a translation of the circular grating by the average of the two 

grating periods, one would expect alignment accuracy by eye to be limited 

to about 1/20 of a fringe cycle, or 4.2  μ m/20 = 0.21  μ m. This number is con-

sistent with their demonstrated alignment of <1  μ m.      

 Another implementation of moir é  was in the shape of a cross (Lyszczarz 

 et al ., 1981) 18  as a coarse alignment method in conjunction with an inter-

ferometric alignment method. The moir é  was produced by interference of 

monochromatic light from orthogonal LZPs on both the mask and substrate, 

Fig. 15.4. Alignment sensitivity was <250 nm.      

 In the 1990s, Moel  et al.  used rectilinear moir é  fringes compared to fi du-

cial marks to facilitate automated analysis and e-beam generation of the 

moir é  alignment marks. 19  In this scheme, called  ‘ on-axis interferometric 

(OAI) ’  alignment, a grating of period  p  1  on a mask was superposed upon 

a grating of similar period  p  2  on a substrate. To determine alignment, the 

(a) (b)

(c) (d)

 15.3      Schematic of circular moir é  patterns illustrating the method 

used by King and Berry, as well as Goodberlet. 17  The grating periods 

are 4.0 and 4.4  μ m. The moir é  fringe period is (4.4  ×  4.0)/(4.4–4.0) = 

44  μ m. (a) Displacement in the X-direction by three grating periods (b) 

Displacement in X by one grating period (c) Displacement in X by 0.5 

grating period (d) Zero displacement. Circular moir é  fringes effectively 

indicate the direction of offset (along the vector that symmetrically 

bisects the fringe pattern), as well as the magnitude of displacement. 

Displacement is proportional to the number of fringes that intersect the 

vector between the centers of each grating.  
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spatial-phase difference was found between a set of moir é  fringes, detected 

by a CCD or CMOS camera. The fringes result from overlay of  p  1  and  p  2  

gratings, and a coarse fi ducial mark etched into the substrate, which was 

designed to have the same spatial period as the fringes, as shown in Fig. 15.5. 

Additional sensitivity was obtained by analyzing the moir é  fringes in the 

frequency domain. Alignment detectivity was < 10 nm.      

 This was the fi rst demonstration of frequency domain analysis for align-

ment purposes, and is also used in the ISPI system, as described in the fol-

lowing section.   

  15.3     Fundamentals of interferometric- 
spatial-phase imaging (ISPI) 

 ISPI combines the strengths of darkfi eld optical microscopy with interfer-

ometric moir é  fringes, formed between specialized diffraction marks on a 

mask and substrate. As shown in Fig. 15.6, marks on the mask consist of a set 

of gratings with period  p  1 . A complementary checkerboard mark is on the 

substrate, containing a period  p  2  (and an orthogonal period  p   h  ). Illumination 

is provided by multiple collimated wavelengths, conveyed on a fi ber optic, 

and refl ected from a mirror towards the marks. Light is returned to a micro-

scope at oblique angles from the  p  1  and  p  2  marks. Diffracted beams from the 

two marks result in interferometric moir é  fringes with period  P   F  , imaged 

onto a CCD camera. The low-spatial-frequency moir é  fringes are analyzed 

using a robust frequency domain algorithm that fi lters all frequency compo-

nents except for the known fringe frequency.      

 A characteristic feature of ISPI is the use of an oblique angle to selec-

tively retrieve signals originating only from specifi c diffracted beams. Most 

 15.4      Schematic of a moir é  cross produced by a LZP arrangement. LZPs 

were on both mask and substrate. The illustration shows alignment in 

the Y-direction and misalignment in the X-direction.  
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importantly, this viewing angle ensures that the CCD camera does not col-

lect light refl ected from the mask and substrate. As the magnitude of the 

refl ected beam is much stronger than any diffracted beams, and carries little 

useful information, its removal results in a signifi cant increase in fringe con-

trast and signal-to-noise ratio. 

 The alignment marks are designed to produce moir é  fringes that are inde-

pendent of illumination wavelength, refractive index, and mask–substrate 

gap. These features are discussed in detail in Section 15.3. 

 Another key feature of ISPI is encoding position in moir é  fringes. Moir é  

provides high magnifi cation of displacement, and is a critical component in 

high detectivity. 

(a) (b)

(c) (d)

 15.5      Illustration of alignment marks used in the OAI alignment 

scheme. The substrate contains a set of fi ducial marks and a grating. 

The mask contains only a grating. Displacements along the  k -vector 

of the gratings are indicated in the sequence (a)–(d), corresponding 

to a shift of one period of the mask grating. Alignment was signifi ed 

by the relative position of the set of moir é  fringes, compared to a set 

of fi ducial marks on the substrate. (a) Mask grating displaced by one 

grating period in +Y-direction. (b) Displacement of half a grating period. 

(c) Displacement of a quarter grating period. (d) Aligned position. 

Note that displacement by one period realigns the moir é  fringes to the 

fi ducial marks. This ambiguity was resolved with conventional cross 

and box marks. Process layers, such as resist, affected the fi ducial 

marks differently than the moir é  fringes, inducing alignment errors 

under common conditions.  �� �� �� �� �� ��
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 A further unique aspect is a  phase reference  produced by moir é  fringes. 

As shown in Fig. 15.7, a full ISPI mark consists of two parts: one that has 

a  p  1  grating region superimposed on a  p  2  region, and an adjacent part that 

superimposes  p  2  over  p  1  regions. The resulting sets of moir é  fringes have an 

identical spatial frequency  P   F  , but move in opposite directions in response 

to physical displacements. In this manner, both sets of fringes are subject to 

Fiber optic

Microscope

CCD
camera

Incident plane

Transverse plane

p1

A A�

p2

ph

B B�

Mirror

A A�
B B�

Mask

Substrate

 15.6      Schematic of ISPI scheme. Marks on a mask and a substrate 

diffract incident light to a microscope, where moir é  fringes are imaged 

onto a CCD camera. Refl ected light does not contribute to fringe 

formation, resulting in high signal-to-noise ratio. Moir é  fringes magnify 

motion of the mask or substrate.  

(b)(a) Mask Substrate

p1

(c) (d) (e) (f) (g)

p1p2 p2

ph

PF PF

 15.7      ISPI alignment information is contained in the spatial-phase 

discontinuity of a pair of interference patterns, produced by (a) { p  1 ,  p  2 } 

grating sets on the mask and (b) { p  2 ,  p  1 } marks on a substrate. Images 

(c)–(g) illustrate counter-moving fringes with spatial-phase disparities 

corresponding to displacements of 50 nm.  
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the same optical variations (e.g., resist layer or changes in refractive index 

in the optical path), resulting in cancellation of many perturbations.       

  15.4     Implementation of moiré 

 In this section we will describe one implementation of Interferometric 

Spatial-Phase Imaging and its detectivity.  A benefi t of ISPI is that the optics 

can be relatively simple and low cost, the image analysis is not exceptionally 

complicated, yet the resulting detectivity is in the sub-nanometer regime. 

  15.4.1     Imaging system 

 Low-magnifi cation, low-NA microscopes (Fig. 15.8) are key components 

of the ISPI system. Low-pass spatial fi ltering of the diffracted beams by 

low-NA optics eliminates many small process-induced defects from the 

image. Other advantages of low-NA microscopes are the consequent long 

working distance, which allows the microscopes to be suffi ciently far away 

from the mask to avoid obstructing any exposing radiation, and the large 

focal depth, which allows measurements to be taken over a large range 

of gaps. The microscopes are based on commercial machine vision lenses, 

with modifi cations to the illumination input. The microscope working dis-

tance is 110 mm, the focal depth is 150  μ m, and resolution is 11  μ m. Light is 

incident at a 4 °  angle from above the optical axis using a custom designed 

fi ber holder. Imaging and illumination paths are defl ected towards the 

mask and substrate with a silicon mirror. The mirror angles are adjusted 

with a kinematic tip–tilt stage, microrail components, and a custom rail 

attachment. The fi ber optic is a single-mode design, with a 3  μ m core and a 

pigtail collimator. The camera uses a 6.6 megapixel CMOS sensor.       

 15.8      (a) Photograph of an ISPI microscope. (b) Photograph of three ISPI 

microscopes obliquely viewing ISPI marks on a mask. Illumination is 

conveyed through single-mode fi ber optics, collimated, and refl ected 

by a metalized silicon mirror to the mask and substrate at an 18 °  angle. 

Diffracted beams return at a 22 °  angle, and are imaged onto CCD 

cameras by microscopes at a working distance of 110 mm from the mask.  
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  15.4.2     Broadband illumination 

 To obtain high-contrast moir é  fringes it is desirable to use spatially colli-

mated light. However, single laser wavelengths present the problem of 

thin-fi lm interference, which can result in extinction of the signal at cer-

tain fi lm thicknesses. To avoid such issues, we use a multi-line laser appara-

tus, closely spaced in wavelength – which simulates broadband illumination 

while retaining high spatial collimation. As we will discuss further in Section 

15.5.1, ISPI fringe formation is wavelength-independent, allowing multiple 

wavelengths to produce ISPI fringe sets that superimpose with the same 

spatial phase. Although fringes at one wavelength may undergo variations 

in amplitude from thin-fi lm interference, the multiple-wavelength fringe 

sets provide a consistently high-contrast fringe signal. The implementation 

of the multi-line illumination source is shown in Fig. 15.9.      

 The multi-line light source consists of four diode lasers (655, 678, 683, 

and 687 nm, 30 mW a piece) whose spectrum is mixed in a combination of 

four beam splitters. The beam splitters distribute equal amounts of each 

spectral line to the four fi ber outputs. The ISPI microscopes use three 

of these outputs, and the fourth output is used by a compact spectrome-

ter, whose output is transferred to a computer and used to ascertain the 

wavelength and power transmitted through the spectral mixer. The power 

Spectral
mixer

Spectrometer

Computer
0-5 V DC

USB

Diode
lasers

655 nm

678 nm

683 nm

687 nm

ISPI
microscopes

λ1,λ2,λ3,λ4

λ1,λ2,λ3,λ4

λ1,λ2,λ3,λ4

λ1,λ2,λ3,λ4

λ1

λ2

λ3

λ4

λ1,λ2

λ1,λ2

λ3,λ4

λ3,λ4

 15.9      Schematic of the multi-line, simulated broadband light source. 

(Images of components are to different scales.) A set of four fi ber-

coupled beamsplitters mixes the four input wavelengths equally in four 

outputs. ISPI microscopes use three outputs, and the fourth is used for 

spectral analysis.  
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of each laser diode is subsequently adjusted to obtain a desired spectral 

content.  

  15.4.3     Image analysis 

 One of the primary advantages of encoding alignment at a predetermined 

spatial frequency is that contributions from spurious spatial frequencies 

can be fi ltered, while retaining the desired position information. Defects in 

the alignment marks may contain spatial frequencies that are not removed 

by low-pass optical spatial fi ltering. However, such defects are very rarely 

periodic at the same frequency as the fringes. Since analysis of the spatial-

phase difference is at a single, known spatial frequency, contributions of 

spurious spatial frequencies can be excluded. As a result, we extract from 

the image only spatial frequencies that correspond to the predetermined 

moir é  frequency. 

 A block diagram of the algorithm is shown in Fig. 15.10. Within each cap-

tured image, two regions of interest (ROI) are extracted, with the length 

of each region set equal to  N , the number of pixels perpendicular to the 

fringes. Note that the number of fringes within the sample length  N  can 

be a non-integer number. The width of each region is constrained by the 

boundary between the two fringe sets. In left and right ROI, the pixels are 

averaged along every row, forming one-dimensional signals,  x [ n ] and  y [ n ]. 

Each one-dimensional signal is multiplied by a Blackman–Harris window-

ing function and zero padded. The FFT produces  X [ f ] and  Y [ f ], from which 

Zero
pad

x ′[n]x [n]
Window

Average
N rows

Left

Captured image

N

Zero
pad

Frequency spectrum

Phase spectrum

y ′[n]y [n]
Window

Average
N rows

Right

Window: out[i ] = in[i ] (0.42323–0.49755 cos (2πi/N ) + 0.07922 cos(4πi/N ))

Scaled
complex

conjugate

X ∗[f ]/N

Y [f ]/N

x ′[n] X [f ]
FFT

Scaled
by 1/N

y ′[n] Y [f ]
FFT

 15.10      Block diagram of the basic phase analysis algorithm used to 

determine the phase difference between two sets of ISPI fringes.  
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we fi nd  X *[ f ]/ N  and  Y [ f ]/ N . The product of  X *[ f ]/ N  and  Y [ f ]/ N  yields expo-

nentials with the difference of the phase at every frequency, seen in plots 

of the magnitude and phase in Fig. 15.5, where the phase difference of the 

two fringe sets is given by the value of the phase spectrum at the index cor-

responding to the frequency peak. Sub-pixel sensitivity is obtained with this 

phase analysis algorithm.      

 The phase value is converted into a displacement with the expression  

    ΔxΔΔ
P

=
φPP

π
avPP

8
       [15.1]   

 where period  P  av  is given by  

    P
p p

p pavPP =
+

2 2p

2p
       [15.2]   

 and  p  1  and  p  2  are the grating periods. 

 Note that according to Equation [15.1], any phase disparity is measured 

with equal accuracy. 

 Including the effects of noise, the phase can be measured with an effi cient 

estimator, such as the discrete Fourier transform used in the fast Fourier 

transform. The limit on phase estimation is given by the Cramer–Rao bound, 

which determines the minimum variance of a physical variable in the pres-

ence of noise, indicating that the standard deviation of the phase estimate is  

    σφ = ≈
2 2( )1−

( )( )( )1 ( )( ))( )( )+ 1 ()(
       [15.3]   

 for large  N , where  N  is the number of samples, and SNR is the signal-to-

noise ratio. The SNR is given by  

    SNR =
A2

2σ 22
       [15.4]   

 where  A  is the amplitude of the ISPI fringes and   σ   is standard deviation of 

the noise. 

 If the standard deviation of the phase is given by   σ     ϕ   , then the standard 

deviation of the position measurement is given by  

    σ
σ

π
φ

xσ
P

=
avPP

8
       [15.5]   
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 In ISPI we obtain high SNR: the dynamic range of a simple 8-bit camera is 0 

to 255, and the intensity of the lasers is adjusted so that the amplitude of the 

ISPI fringes essentially spans the entire dynamic range. Noise is low, with 

σ   ~ 5, yielding SNR = 2500. The number of pixels that might be used along 

one set of fringes with a simple (640  ×  480)-pixel camera is  N  = 300. The 

standard deviation of the phase estimate is  

    σφ =
2

0 001628
( )300 1

( )2500 ( )300 ( )300 1
.=        [15.6]   

 Therefore the standard deviation in the position measurement with a basic 

(640  ×  480)-pixel-resolution, 8-bit camera can be expressed  

    σ
πxσ = nm

( . )( )
.

001628 1

8
0 065        [15.7]   

 Improved position resolution is achieved in a straightforward manner using 

megapixel cameras with higher bit depth.   

  15.5     Characteristics of moir é  fringe formation 

 Here we illustrate several key characteristics of the Interferometric Spatial-

Phase Imaging method.  We show how these features originate from simple, 

but very specifi c, combinations of diffracted beams. 

  15.5.1     Wavelength independence 

 In this section we will derive the moir é  fringe formation from basic diffrac-

tion equations and note the cancellation of wavelength dependence due to 

multiple diffractions from mask and substrate marks. 

 Consider diffraction of an incident beam from a periodic structure, as 

illustrated in Fig. 15.11. In the transverse plane, diffraction will occur from 

the substrate period  p  1  at angles given by       

    θ λ
1θθ 1

1

=
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−sin
m
p

       [15.8]   

 where   λ   is the wavelength of illumination and  m  is the order of diffraction. 

 The beams that diffract from the substrate grating will diffract again at 

the mask grating, as illustrated in Fig. 15.12.      
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 The angle of diffraction from the mask grating  p  2  is given by  

    θ λ θ2θθ 1

2

1θθ= +1
⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

sin s+1

⎝⎝⎝
in

m
p

       [15.9]   

 where   θ   1  is the angle of the beam diffracted from the period  p  1  on 

the substrate, and   θ   2  is the angle of the beam diffracted by the mask 

period  p  2 . 

 As an example, let  p  1  = 1.000  μ m,  p  2  = 1.025  μ m,   λ   = 690 nm, and  m  = +1,  

p1

θ1θ1

Substrate

 15.11      Schematic of diffraction from a substrate grating in the 

transverse plane.  

p1

p2

θ1

θ2

Substrate

Mask

 15.12      Schematic of double diffraction from two different grating 

periods, resulting in interference moir é  above the mask plane.  �� �� �� �� �� ��
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 It is apparent that the double diffraction causes two large-angle diffractions 

to result in a small fi nal diffraction angle. 

 A second doubly-diffracted beam will also emerge that is symmetric with 

the fi rst, as a result of reversal of the sign of the fi rst orders.  
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 Thus, two components of the source illumination diffract from a mark on the 

substrate, meet at the mask, and diffract again. Each beam that contributes 

to image formation is diffracted in fi rst order twice. A beam diffracts in fi rst 

order from  p  1  and then from  p  2 , or fi rst from  p  2  and then  p  1 . The same fringe 

period is produced regardless of the sequence of the +1 and  − 1 diffractions, 

resulting in identical periods in the interference pattern. The interference of 

these beams, diffracting at small angles, forms a fringe pattern with period 

 P   F  , given by  

    PFPP =
λ

θ2 2θθsin
       [15.12]   

 where the   θ   2  is the fi nal diffraction angle. Expressing   θ   2  from Equation [15.4] 

in terms of  p  1  and  p  2   
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 or, if we assume only the fi rst-order | m | = 1  
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 Substituting   θ   2  into Equation [15.5] yields  

    P
p p p p

p p
FPP = ( ) =

1

2 2p p p p( )2pp 2pp
2p

( )p p2p
       [15.15]   

 For arbitrary values of  p  1  and  p  2  the moir é  fringe period is  

    P
p p
p pFPP = 2p

2p2
       [15.16]   

 For  p  1  = 1.00  μ m and  p  2  = 1.025  μ m this equation predicts a fringe period 

 P   F   = 20.5  μ m. This expression for the fringe period is half the fringe period 

for geometric moir é , due to the removal of the zero-order (the reason for 

removal of the zero-order will be explained in Section 15.5.5 on Littrow-

angle viewing). Note that the contributions from the wavelength of illumi-

nation cancel, and the expression for  P   F   is achromatic. 

 Multiple diffraction paths and multiple illumination wavelengths lead to 

formation of several sets of moir é  fringes, all of which superimpose with the 

same spatial phase. 

 Moir é  displacement magnifi cation is given by the expression  

    M
O C P

P
m pO C FPP

=
avPP

       [15.17]   

 where  O   m   is the optical magnifi cation,  C   p   is another factor of two from the 

counter-propagating fringes,  P   F   is the fringe period, and  P  av  is the average 

grating period. The average grating period  P  av  is given by  

    P
p p

p pavPP =
+

2 2p

2p
       [15.18]   

 where  p  1  and  p  2  are the grating periods, and are typically on the order of 

1  μ m. Usually, the moir é  magnifi cation is one or two orders of magnitude 

larger than the grating periods. For instance, if grating periods  p  1  = 2.000 and 

 p  2  = 2.050  μ m, producing fringe period  P   F   = 41.000  μ m, or grating periods 

 p  1  = 1.000 and  p  2  = 1.025  μ m, producing fringe period  P   f   = 20.500  μ m. The 

mark length is typically 400  μ m, resulting in 400  μ m/41  μ m = 9.75 fringes or 

400  μ m/20.5  μ m = 19.5 fringes along the mark. For the ~2  μ m gratings, the 

fringe magnifi cation is  M  = 972, indicating that a displacement of the mask 

�� �� �� �� �� ��



Mask-substrate alignment via interferometric moiré fringes   483

© Woodhead Publishing Limited, 2014

by 10 nm causes a fringe displacement of 9.72  μ m on the CCD sensor (one 

CCD pixel is 3.5  μ m). 

 As we have seen, one of the desirable aspects of the design is that within 

the transverse plane, light that contributes to the interference pattern passes 

through the gratings by diffracting twice: once from the top grating and 

once from the bottom grating, or, once from the bottom grating and once 

from the top grating. The order does not matter and the interference fringes 

resulting from both diffraction paths super impose, with no phase difference. 

The result of this double diffraction is that the angle at which light diffracts 

from one grating is compensated by the angle of diffraction from the second 

grating. This relation leads to a critical point: within a range, the same fringe 

pattern is obtained with a wide spectral bandwidth of light: any wavelength 

of illumination produces an identical fringe pattern. Consequently, one may 

use the same alignment method with many visible wavelengths, or infrared 

illumination, as described in Section 15.7.  

  15.5.2     Refractive-index independence 

 In this section we will derive the phase invariance of a layer of resist on top 

of the diffraction marks on the substrate. We then show experimental verifi -

cation of the immunity of the ISPI signal to layers of resist. 

 Consider a layer of resist covering an alignment mark on the substrate, as 

illustrated in Fig. 15.13.      

 The equations that describe the effect are  

    na a r rλ λna r        [15.19]   

 where the subscript  ‘  a  ’  indicates air and the subscript  ‘  r  ’  indicates resist, 

and  

    θ λ
1θθ 1

r
a aλn

n pr

=
⎛
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⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−sin        [15.20]   

 where   θ   1 r   is the angle of the fi rst-order diffracted beam inside the resist. By 

Snell’s law  

    na a rsin iθ θsn in 1a r θθa r snr in        [15.21]   

 Solving for   θ   1 a  ,  
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 Upon substitution for sin  θ   1 r  ,  
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Mask

 15.13      Sketch of diffracted beams inside resist, taking note of the 

refraction of the diffracted beams. The wavelength change within the 

resist introduces a compensating factor, which allows cancellation 

of the index of refraction of resist in the expression for the refraction 

angle. The angle of a fi rst-order diffracted beam above the resist is the 

same, with or without resist, although the optical path length changes 

in the presence of resist. The fringe frequency is unaffected by the resist 

because fringe formation depends only on the angles between the 

diffracted beams. The fringe phase is unaffected as a result of equal and 

opposite phase changes in the two paths.  
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 which is equivalent to   θ   1 , the diffraction angle that would have occurred 

without any resist. Although the resist layer will cause a displacement of a 

diffracted beam, the angle of diffraction (hence the moir é  fringe frequency) 

will remain the same, with or without the resist. Since the phase is changed 

by equal and opposite amounts in the beam paths within a constant-thick-

ness resist, the alignment signal is unaffected by a resist layer. 

 The phase invariance of the ISPI signal is supported in an experiment: 

an ISPI alignment mark was etched into silicon, and half of the mark was 

covered with an overlayer (Fig. 15.14). The mark was observed with an ISPI 

microscope, and the resulting fringe patterns for the upper and lower halves 

of the mark were analyzed separately, using the ISPI phase algorithm.      

 The effects on alignment of three types of overlayers – photoresist, poly-

silicon, and aluminum – were investigated. Substrate alignment marks con-

sisted of gratings  p  1  = 3.7  μ m and  p  2  = 4.0  μ m, etched 100 nm deep into a Si 

substrate. The marks, which occupied an area 200  ×  200  μ m, were covered 

with a given overlayer, and the overlayer was subsequently removed from 

one half of the substrate alignment mark (by exposure of coarse features 

aligned to the mark, and subsequent etching of the polysilicon and alumi-

num, or, for resist, development and removal). Overlayers of resist and poly-

silicon decreased fringe contrast, while aluminum increased contrast. 

 Figure 15.15 displays the results of measurements of the difference in the 

spatial-phase discontinuity between the half of the alignment mark with the 

overlayer and the half without the overlayer.      

 The 100 measurements shown in Fig. 15.10 for each overlayer yielded 

a mean offset,   δ  , as well as a standard deviation,   σ  . The measured effects 

of the overlayers were   δ   = 0.1 nm,   σ   = 2.4 nm for 1  μ m of photoresist,   δ   = 

0.1 nm,   σ   = 1.2 nm for 300 nm of deposited polysilicon, and   δ   = 0.2 nm, 

Bare Si

Resist

 15.14      ISPI image of fringes from an alignment mark etched into 

a substrate. Half of the mark was covered with an overlayer. The 

other half was left bare. Experiments were done in this manner with 

overlayers of resist, as well as polysilicon, and aluminum.  
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  σ   = 2.6 nm for 20 nm of deposited aluminum. Note that the ISPI phase 

measurement is invariant with the thickness of resist, since the diffraction 

angle is independent of the layer thickness. Since the two halves of the ISPI 

mark are in close proximity (200  μ m or less) the only variation of some 

concern to ISPI would be a ramp in the thickness of resist across the mark. 

Resist is typically fl at and consistent in thickness to the nanometer level 

over the dimensions of the mark, and this is not observed to be a problem 

in practice. 

 The signifi cance of the results is that an overlayer does not appear to 

affect the  spatial phase  of the interference pattern, although it does affect 

the image contrast. Since we signify alignment by the matching of the spatial 

phase between two sets of interference fringes, the effect of overlayers on 

alignment is shown to be negligible. 

 We have demonstrated that any overlayer that causes a phase change on 

one side of the mark, will also, in all likelihood, affect the phase on the other 

side of the mark in exactly the same way since each set of fringes is formed 

by the interference of symmetric diffractions from mask and substrate grat-

ings. In distinction, in an amplitude-based alignment method, the alignment 

signal could depend on a plethora of factors such as the gap, overlayer type 

and thickness, transmission of the mask, output stability of the laser, etc. The 

only situation in which the phase symmetry in ISPI would be broken is for 

extreme variations in the layer thickness occurring over the small extent of 
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 15.15      Immunity of ISPI to overlayers of resist, polysilicon, and 

aluminum. Layers of resist, polysilicon, and aluminum are shown to 

cause minimal degradation of the alignment signal. Mean alignment 

errors are less than the detectivity of the alignment measurements.  
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the alignment mark. The data suggest that thickness variations of a magni-

tude suffi cient to distort the signal are not encountered in practice. 

 However, it should be noted that processes that induce a blazing of the 

gratings, i.e., an asymmetric covering of the gratings, will shift the grating 

lines in one direction. This is equivalent to moving the substrate gratings, 

which we know will cause the observed fringes to shift in opposite direc-

tions. Thus, in the special case of asymmetric overlayers, we expect a spatial 

offset. However, the ability of ISPI to detect arbitrary offsets with equal 

accuracy should allow one to correct for a systematic error caused by an 

asymmetric covering of the grating.  

  15.5.3     Gap independence 

 In this section we derive the independence of ISPI phase from variations in 

the mask–substrate gap. 

 When the gap changes, the diffraction angles remain constant, but the 

path lengths and phase information in the subsequent diffracted beam vary, 

depending on the position of the grating from which the beam diffracts. The 

position on the grating, and hence the phase of a diffracted beam, will vary 

with gap. However, since the grating period is constant, the gap-dependent 

phase change of one beam is exactly balanced by an equal and opposite 

phase change of the corresponding diffracted beam, as depicted in Fig. 15.16. 

When these two beams interfere, their phase difference, and hence the fringe 

pattern, is identical, regardless of the gap.      

p1

p2

θ1 θ1

Substrate

Mask

φ1 + φ2

p1

p2θ1

θ2

θ2

θ1

Substrate

Mask

φ3 + φ4

 15.16      Illustration of beams diffracted in the transverse plane at two 

different gaps (a) and (b). The phase of each beam diffracted at angle   ϑ   1  

will change, due to its sweep in position along the grating as the gap 

changes. However, the phase change of each beam will be equal and 

opposite, providing the grating periods are constant and the mask and 

substrate planes are parallel, resulting in an identical phase relation in 

the interfering beams.  
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 As illustrated in Fig. 15.11, the phase of each beam diffracted by the sub-

strate grating from either side is   φ   1  and   φ   2  at an initial gap. The phase of the 

beams diffracted at a slightly different gap are   φ   3  and   φ   4 , where  

    
φ φ φ
φ φ φ

1φ φφ
2φ φφ φ

+φ1φφ
−φ2φφ

Δ
Δ        [15.25]   

 resulting in  

    φ φ φ φ2φ φφ 4φ φφ=φ2φφ        [15.26]   

 and identical fringe patterns, regardless of the gap.  

  15.5.4      Low-numerical aperture (NA) long-working 
distance optics 

 Optical resolution, i.e., the ability to distinguish two closely spaced objects, 

can be characterized by the highest spatial frequency in a Fourier series com-

position or, alternatively, the minimum resolvable period in a grating,  p  min   

    pmin =
λ

2NA
       [15.27]   

 where   λ   is the wavelength of illumination and NA is the numerical aperture. 

NA is defi ned as  

    NA = nsinθ        [15.28]   

 where  n  is the index of refraction of the medium between the microscope 

objective and the imaged object, and   θ   is the maximum half-angle over 

which light can be collected by the objective lens (Fig. 15.17). Light can 

be collected by the lens in either a brightfi eld or darkfi eld confi guration 

(Fig. 15.18). For visible light, in the range between 400 and 700 nm, a high-

quality optical microscope has minimum resolution in air of  p  min   ≈  0.2  μ m. 

Resolution will be improved by increasing the index of refraction,  n , in the 

optical path between the objective and the sample. For instance, oil immer-

sion ( n  = 1.4) reduces  p  min  to ~0.14  μ m.           

 In most optical metrology, high resolution demands high NA. However, 

since ISPI encodes position exclusively in low-spatial-frequency signals, 

which typically contain spatial frequencies one or two orders of magnitude 

lower than the physical gratings, position resolution is effectively decoupled 
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from microscope resolution. As a result, requirements on the numerical 

aperture of the microscope can be reduced considerably, from NA = 0.95 of 

a high NA microscope to NA = 0.06 of an ISPI microscope, without degrad-

ing position resolution. 

 A side effect of low-NA is that the working distance can be increased 

from a few millimeters for a high NA microscope to over 100 mm 

(WD = 110 mm in the current implementation) in the case of an ISPI 

microscope. 

 Another advantage of a low-NA microscope is a large depth of focus. 

Clearly, it is preferable to have a large depth of focus and obtain an alignment 

λ = 400 nm

θ

pmin = 400 nm

(a)

NA = 0.5

pmin = 210 nm

(b)

NA = 0.95

 15.17      Lens geometries for two values of NA. The working distance of 

the lens decreases with increasing NA to capture the beams diffracted 

at larger angles. According to the Abb é  theory of imaging, at least two 

orders must be captured to reproduce the fundamental grating period 

in the image plane of the microscope.  

θ θ

(a) (b)

 15.18      (a) Schematic of a conventional brightfi eld microscope. 

Illumination is at normal incidence. First-order diffracted beams are 

collected by the objective lens. (b) Schematic of a darkfi eld microscope. 

Illumination is axially symmetric and at oblique incidence. First-order 

diffracted beams return to the objective lens. Zero-orders refl ect to 

the sides, and escape capture by the lens. The darkfi eld microscope is 

suitable for viewing samples with arbitrary feature geometries. ISPI 

uses a specifi c feature geometry that allows specialized illumination 

and viewing angles.  
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reading using a single image, as is required for continuous feedback con-

trol. In the current implementation, the ISPI microscopes have a 150 micron 

depth of focus, which is suffi cient to observe alignment at nearly all practical 

mask–substrate gaps. 

 Low-NA optics has the further advantage of spatially fi ltering return sig-

nals. Since the ISPI microscopes subtend a small solid angle, with a very 

small aperture at a large distance from the mask and substrate, light ran-

domly scattered from features on the substrate or mask will not be col-

lected – with the exception of light scattered within an extremely narrow 

range of angles. This spatial fi ltering contributes to a low background light 

level and high SNR, but assumes that the microscope is at normal incidence 

to the sample. In the following section, we will take spatial fi ltering one step 

further, changing the viewing angle and excluding all refl ected light from 

the ISPI image.  

  15.5.5     Littrow-angle viewing 

 In a conventional brightfi eld microscope, much of the light that returns to 

form the image comes from specular refl ections, as indicated in Fig. 15.18a. 

A bright refl ected component makes it diffi cult to obtain high contrast 

in moir é  fringes. A step toward improved moir é  fringe contrast is to use 

a conventional darkfi eld objective, in which illumination is at oblique 

angles, and with axial symmetry, as indicated in Fig. 15.18b. In such a dark-

fi eld objective, the zero-order beams are not collected, but instead traverse 

beyond the acceptance range of the objective lens. Consequently, the only 

light returning to the microscope results from diffraction and scattering 

from the substrate. However, such a conventional darkfi eld microscope is 

not ideally suitable for ISPI since it operates directly above the mask and 

would block any exposing radiation, such as UV fl ood exposure in imprint 

lithography. 

 We replace the conventional axial symmetry of the illumination and imag-

ing paths with symmetry perpendicular to the incident plane, effected with a 

periodic structure, as illustrated in Fig. 15.19.      

 As the illumination angle increases away from the surface normal, back-

diffracted orders increase in angle in the opposite direction. At a particular 

oblique angle, referred to as the Littrow angle, the incident and backdif-

fracted beams become collinear. The condition for the Littrow angle   θ    L   is 

described by  

    θ λ
Lθ

p
=

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−sin 1

2
       [15.29]   
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 where   λ   is the wavelength and  p  is the grating period. This period is also 

referred to as  p   h  , to distinguish it from  p  1  and  p  2 . ISPI typically uses  p   h   = 1 

 μ m and   λ   from ~650–690 nm, resulting in   θ    L   ~ 20 ° . 

 We take advantage of Littrow-angle imaging to spatially fi lter the fringes 

that reach the image sensor. Light is emitted from a fi ber optic positioned 

near the optical axis of the ISPI microscope and refl ected downwards 

near the Littrow angle; light diffracted from the ISPI marks returns to the 

microscope at a similar angle, resulting in high effi ciency and strong SNR. 

Figure 15.20 shows schematics of the diffracted orders from both mask and 

substrate marks in (a) normal incidence and (b) Littrow angle. It is apparent 

that the period  p   h   responsible for returning light at the Littrow angle is only 

on the substrate. Furthermore,  p  2  and  p   h   can be adjusted independently, pro-

viding fl exibility in the selection of the moir é  fringe period and the viewing 

angle. Note that the zero-order beams traverse well outside of the accep-

tance angle of the microscope, resulting in high fringe contrast and high 

SNR. Since the returning beams contain only higher diffractive orders, an 

additional factor of two in fringe motion is obtained, compared with fringes 

viewed at normal incidence.      

 Another key advantage is that the Littrow-angle viewing allows align-

ment to be measured continuously, before as well as during lithography or 

any other operations on the objects.  
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 15.19      Diffraction from a grating of period p at various angles of 

incidence. In the fi rst fi gure, the incident beam and zero-order refl ection 

are collinear. As the angle of incidence increases away from the 

normal, the angle of one fi rst-order diffraction decreases towards the 

normal. At a particular angle (called the Littrow angle) the fi rst-order 

beam returns along the same path as the incidence beam. The result 

is that a single optic can be used for both illumination and imaging at 

an oblique angle, allowing a convenient and practical implementation 

of an ISPI microscope. Imaging at the Littrow angle is important to 

feedback-controlled alignment and gap control at any time, including 

during exposure. Littrow imaging also acts as a fi lter to prevent any 

light from returning to the microscope except that which is designed 

to backdiffract at a particular angle, thus eliminating most degrading 

infl uences of defects or particles.  
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  15.5.6     Integrated phase reference 

 A distinctive advantage of ISPI over other types of interferometers is the 

ability to analyze two displacement-sensitive signals at once, with the same 

sensor, and obtain a position measurement from the relative phase of the 

two measurements. The advantage of this method is that most error sources 

that affect one measurement will also affect the other measurement by the 

same amount. We refer to this property as  ‘ mutual phase referencing. ’  

 Encoding alignment in two matched fringe sets is a robust approach since 

the periodic structures have identical responses to etching and processing 

steps, by virtue of their nearly identical spatial frequencies. In addition, by 

encoding position in the relative phase of matched fringe sets, any perturba-

tion caused by changes in the index of refraction in the beam paths will affect 

both fringe sets by equal amounts (assuming homogeneous media in the nar-

row ~400  μ m beam width), thereby eliminating variations in the relative spa-

tial-phase measurement. In short, both sets of fringes are affected by equal 

amounts by any reasonably homogeneous medium they traverse, resulting in 

immunity to variations in the index of refraction and other perturbations. 

Template grating

Substrate
checkerboard

p1

p2

ph

 15.20      Schematic drawings of diffracted beams from grating and 

checkerboard marks on the mask and substrate. (a) Orientation of 

diffracted beams at normal incidence. Note that the checkerboard 

suppresses diffraction except along the diagonal directions. (b) Littrow-

angle diffraction. Note that one pair of diffracted orders returns in the 

direction of the microscope, while the zero-orders and numerous other 

orders do not contribute to fringe formation. Note also that the period 

 p   h   directs the interference fringes towards the imaging optics at the 

Littrow angle, and can be adjusted independently of period  p  2 .  
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 As indicated in Fig. 15.21, one fringe set is produced by superposition of 

 p  1  over  p  2 , and the other fringe set is produced by superposition of  p  2  over 

 p  1 . The two fringe sets move in opposite directions due to the inversion of 

the grating periods. Counter-propagating fringe motion doubles sensitiv-

ity, since an identical phase condition is repeated in half the displacement 

required with a fi xed reference.      

 Any scheme that encodes information in the relative position of periodic 

patterns encounters positions at which the fringes appear indistinguishable 

from their starting position. Some means of resolving phase ambiguity, i.e., 

distinguishing between identical phases separated by 2  π   intervals, must be 

employed. 

 In ISPI, we take advantage of the ability to simultaneously analyze both 

 geometric  and  interferometric  features in the same image. Adjacent to the 

moir é  fringe sets, we place small-area gratings, with their  k -vectors parallel 

to both the incident plane and the moir é  fringes. Each small-area grating 

backdiffracts directly to the microscope and is imaged as a bright spot. A 

set of such small-area gratings is referred to as a  bar array . A bar array can 

be considered to be a  ‘ fringe set ’  with zero displacement magnifi cation. The 

period of the bar array is designed to match the spatial period of the moir é  

fringes. One bar array is on the mask, and another is on the substrate, in a 

non-overlapping position. Unambiguous alignment is achieved through a 

three-stage process, as illustrated in Fig. 15.22.      

 In the fi rst stage, the relative spatial phase of the mask and substrate bar 

arrays indicates coarse alignment. In the second stage, the relative spatial 

phase between aligned bars and one moir é  fringe set determines interme-

diate alignment. In the third stage, the phase between the moir é  fringes 

indicates fi ne alignment. The same spatial-phase algorithm described in 

the previous section is used for each stage, with the appropriate phase-

Wafer: checkerboard
gratings

Interference fringes
on CCD

Mask: gratings

ph

p2 p1p2p1

+ =

 15.21      Alignment marks and interference fringes resulting from inverted 

grating periods. Motion of the mask grating results in magnifi ed, 

counter-propagating motions of the interference fringes. Period  p   h   

directs the interference fringes towards the imaging optics at the 

Littrow angle.  

�� �� �� �� �� ��



494   Nanolithography

© Woodhead Publishing Limited, 2014

displacement conversion factor in each case. The displacement of the bars 

is given by  Δ  x   B   = (  φ    P   F  )/(4  π  ), where   φ   is the bar-bar phase and  P   F   = 41  μ m. 

Minimum detectivity of the bar array is ~30 nm. Coarse position detection 

extends to at least one period of the bar array, and can be extended further 

by counting the number of bar array periods away from the center position. 

In this way, spatial-phase ambiguity is eliminated and the dynamic range 

extends from <0.05 nm to ~50  μ m, or a factor of 10 6 . 

 Although there is signifi cant overlap between the detectivity of the bar–

bar phase and the phase ambiguity of the fringes, the intermediate step 

involving bar-fringe phase provides effective assurance of the desired posi-

tion: the bar–fringe phase is   π  -phase-shifted for every 2  π  -phase shift of the 

fringes, as illustrated in Fig. 15.22. Thus the most critical, 2  π  -phase ambiguity 

of the fringes is indicated by a   π  -phase shift between bars and fringes, pro-

viding a clear indication of the most likely type of alignment error.   

  15.6     Performance of ISPI 

 An experimental verifi cation of the detectivity of ISPI compared the spatial 

phase detected by ISPI microscopes prior to exposure with the spatial phase 

of a moir é  pattern in the resist after exposure and development. Before 

the exposure, a fringe pattern resulting from the interference of diffracted 

beams was observed by the ISPI microscopes. After the exposure, a moir é  

 15.22      Schematic of unambiguous phase alignment. On the left of the 

moir é  fringes, a set of gratings (1  μ m period in X) with periodic, vertical 

(Y) interruptions backdiffract periodic patterns of light to the ISPI 

microscope. The pattern has the same period as the moir é  interference 

fringes (right). Unambiguous alignment consists of three steps: (a) 

Coarse alignment: Lining up the spatial phase of the bar patterns on 

the mask and substrate indicates coarse alignment from >30  μ m to 

30 nm. (b) Spatial phase between one set of bars and one set of fringes 

indicates intermediate alignment. (c) Fine alignment is determined by 

matching the spatial phase between two sets of interference fringes. 

The same phase algorithm is used in each case, with the exception of a 

scaling factor involved in the conversion of phase to displacement.  
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pattern between the patterned resist and the complementary pattern etched 

into the substrate was viewed at normal incidence by an ordinary optical 

microscope. Although the two types of fringes are observed with different 

microscopes with different viewing orientations, and are formed by differ-

ent physical mechanisms, the spatial phase should be the same in both cases. 

The degree of agreement between the two moir é  patterns is taken as an 

indication that the pattern transferred to the resist is highly correlated with 

the ISPI measurement and the ability of the fringes seen before exposure to 

successfully predict the critical fi gure of merit: the phase, and hence align-

ment, of patterns exposed in resist. These experiments were done with the 

mask in contact with the substrate to (a) avoid drift of alignment during 

exposure, and (b) to eliminate alignment artifacts due to the divergence of 

a point source. 

 The question of ISPI detectivity was separated from these issues simply 

by taking the difference of the spatial-phase measurements before exposure 

(in an ISPI microscope) and after exposure (in resist, viewed with a normal-

incidence microscope). Of course, the absolute value of the measurements 

exhibited the distortions discussed above, but the difference of the spatial 

phases is the only quantity necessary to determine correlation between 

observed and actual alignment. 

 A fi nal issue is how to measure with nanometer accuracy the placement 

of the patterns in the resist relative to patterns etched previously in the 

substrate. 

 With the above considerations in mind, we designed a special alignment 

test mask and conducted the X-ray exposure tests as follows. We wrote on a 

single X-ray mask that contained 96 of the { p  1 ,  p  2 } alignment marks appro-

priate for ISPI, plus a variety of additional patterns. The alignment mark 

gratings had periods of 1.00 and 1.05  μ m. A fi rst X-ray exposure in con-

tact transferred the mask patterns onto a silicon substrate, where they were 

subsequently etched in relief using reactive-ion etching. The substrate was 

then recoated with SAL 601 resist and placed back in the ISPI alignment 

apparatus. The X-ray mask was rotated 180 °  which, by virtue of its designed 

symmetry, brought { p  1 ,  p  2 } gratings on the mask into superposition with { p  2 , 

 p  1 } marks on the substrate (i.e., a 180 °  rotation converted { p  1 ,  p  2 } pairs to 

{ p  2 ,  p  1 } pairs). The mask was aligned and lowered onto the substrate, where 

it went into intimate contact. A lateral shift of ~100 nm occurred when the 

mask went into contact. The lateral shift is attributed to small inequalities in 

the height of the mesa surrounding the mask membrane. The shift occurred 

despite leveling the mask prior to bringing it into contact with the sub-

strate, and varied by tens of nm between repeated contact cycles. After the 

mask was in intimate contact, we observed and recorded the phase disparity 

between the two halves of each mark, and converted that into a displace-

ment, called  Δ  X  1 . Following exposure, we developed the resist and measured 
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the overlay of the { p  1 ,  p  2 } resist patterns on the { p  2 ,  p  1 } relief gratings in Si for 

all of the mark pairs, using a normal-incidence Leitz microscope. A repre-

sentative example of both fringe pairs is shown in Fig. 15.23.      

 The measured displacement of the moir é  image of resist on a silicon relief 

grating is called  Δ  X  2 . We call the quantity ( Δ  X  1   −   Δ  X  2 ) the  ‘ disparity between 

detected and measured misalignment. ’  The alignment difference was found 

Before
exposure

Detectivity = ΔX2 – ΔX1

Exposed
resist

ΔX2ΔX1

 15.23      (a) Interferometric fringe pattern observed through an ISPI 

microscope. (b) A moir é  fringe pattern between exposed resist and a 

grating etched in a substrate, observed by a Leitz microscope.  
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 15.24      ISPI alignment detectivity, showing a histogram of ( Δ  X  1   −   Δ  X  2 ) 

for the 1  μ m-period alignment marks. The difference of moir é  fringes as 

detected in an ISPI microscope before exposure and fringes observed 

in resist with a different microscope at normal incidence after exposure 

and development. The X-ray exposure is done with the mask in contact 

with the substrate to eliminate the effect of point-source magnifi cation. 

The mean difference was 0.1 nm and   σ   = 0.9 nm.  
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for 24 marks. The difference of these measurements is plotted in Fig. 15.24 

for marks with 1.00 and 1.05  μ m grating periods. Alignment as perceived by 

ISPI and alignment shown in the exposed pattern agreed, with a mean dif-

ference of   δ   = 0.1 nm, with   σ   = 0.9 nm.      

 We believe this experiment proves that there is a correspondence between 

the misalignment, as detected by the ISPI optics and algorithm, and the 

misalignment as measured in exposed resist. We believe the results dem-

onstrate that the ISPI scheme has a detectivity of misalignment better than 

1 nm, with a standard deviation <1 nm. 

 It should be emphasized that the same marks are used for both measure-

ments, yet the means of detection are quite distinct. There is a substantial 

difference between the two types of fringes, in both their underlying physical 

formation and the observation mechanisms. The ISPI fringes are viewed at 

an angle of 20 °  using the low-NA, low-magnifi cation, darkfi eld ISPI micro-

scopes with multiple laser line illumination, while the fringes in resist are 

viewed at normal incidence with a high-NA, high-magnifi cation, brightfi eld 

microscope and white light. Despite these differences in the means of view-

ing the fringes, the disparities between the two forms of measurements were 

<1 nm.  

  15.7     Backside ISPI 

 Although frontside alignment marks are in nearly universal use, they are 

always subject to process-induced degradation, occupy valuable substrate 

area, and are necessarily of limited dimensions. In many circumstances, it is 

desirable to align an imprint template, a mask, or other structure to a sub-

strate without dedicating substrate area to alignment marks, or requiring 

fabrication of new marks (and cumulative alignment errors) with every sub-

sequent pattern level. In many applications, it is also important to maintain 

spatial coherence across large areas. 

 Previous attempts to use backside alignment marks employed visible wave-

lengths, and required customized wafer chucks with built-in optical paths to 

observe the position of the backside marks from underneath the substrate, 

while additional optical paths imaged mask and wafer-chuck alignment 

marks from the topside. Position detectivity was limited to the 1  μ m level by 

conventional high-magnifi cation visible-light optics, and practical overlay was 

constrained by distortions from the transfer optics in the wafer chuck. 

 An alternative to imaging the backside using additional optics in the 

chuck is to employ infrared illumination, in the silicon transparency band. 

Unfortunately, use of infrared illumination with conventional optical micro-

scopes will invariably reduce resolution, typically to the few  μ m range. 

 In contrast, since ISPI fringe formation depends upon the grating periods 

and not the wavelength of illumination, we can use infrared light with the 
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same grating periods  without loss of resolution . The restriction is the mini-

mum grating period, which needs to be slightly larger with infrared light. To 

obtain diffraction, the minimum grating periods must be larger than the illu-

mination wavelength, e.g., for illumination of 1065 nm, the grating periods 

could be ~1.6 microns. As long as the gratings can diffract at the illumination 

wavelength, the fringe period, moir é  magnifi cation all work as they do with 

visible illumination. 

 In this section, we therefore describe a variation of ISPI that embeds 

alignment marks on the backside of a double-side-polished substrate, pro-

viding a permanent, intrinsic coordinate reference, while requiring zero 

frontside footprint. 

 Infrared-based ISPI alignment is optimized by a variation on the mark 

design described in Section 15.2. The backside ISPI mark design (Fig. 15.25) 

consists of a  p  2  period checkerboard on the substrate, with the same period in 

both orthogonal directions. Complementary to this backside checkerboard 

is a bifurcated grating mark on the mask surface, consisting of grating peri-

ods  p  1  and  p  3  that are respectively larger and smaller than the checkerboard 

period ( p  1  >  p  2  >  p  3 ). Interference fringes translate in opposite directions in 

response to a displacement of template relative to substrate, in a manner 

identical to that observed with ISPI and visible illumination. In the case of 

substrate backside marks, the operating range is increased, and is limited 

only by the size of the substrate backside mark and the spatial coherence 

of the illumination. The backside mark can be increased to arbitrarily large 

dimensions to provide the basis of a substrate-wide coordinate system.      

 In an experiment, the detectivity of backside marks was compared with 

frontside marks. A double-side-polished, 100-mm diameter Si wafer (375  μ m 

(b)(a)

λ > 1000 nm

(c)
pf pfp3

p2

p2

p1

 15.25      Backside ISPI marks variation including (a) the backside 

checkerboard with period  p  2  in both orthogonal directions, (b) a { p  1 ,  p  3 } 

grating set on the mask, and (c) resulting counter-propagating moir é  

fringe sets, observed when the marks are illuminated with substrate-

transparent light (such as in the silicon transparency band >1  μ m).  
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thickness) was used for the substrate, and a 38.1 mm diameter, 6.35 mm-

thick fused silica optical fl at was used for the template. A 300 nm layer of 

poly(methyl methacrylate) (PMMA) protected backside marks on the sub-

strate. The illumination wavelengths were 660 and 1065 nm. Figure 15.26a 

and 15.26b show images of interference fringe sets generated by frontside 

and backside marks. Data obtained during piezo-controlled 10-nm displace-

ments of the substrate are shown in Fig. 15.26c and 15.26d. It is apparent that 

the detectivity of the frontside and backside marks is essentially identical, 

and is maintained at a sub-nanometer level while viewing backside marks.      

 Spatial ambiguity over the large-area substrate mark is eliminated using 

small regions, or islands, consisting of a few periods of a grid that backdiffracts 

light directly to ISPI microscopes (Fig. 15.27). The islands are interspersed 

throughout the checkerboard at periods that increase monotonically in two 

dimensions. Back diffracted light from several islands is imaged in an ISPI 

microscope at the same time as the interference fringes, resulting in a pat-

tern from which one can extract fi ne position (from the spatial phase of the 

fringes) and absolute position (from the spatial frequency of the islands). In 
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 15.26      (a) CCD image of ISPI fringes using frontside marks. (b) 

CCD image of ISPI fringes using backside marks. (c) ISPI position 

measurements taken from frontside marks during 10 nm steps of 

a closed-loop piezo stage moving the substrate. (d) ISPI position 

measurements taken from backside marks during 10 nm steps of 

a closed-loop piezo stage moving the substrate. Note that position 

detectivity in the two cases is nearly identical, and has a standard 

deviation of 0.4 nm for the backside marks.  
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this manner, backside ISPI marks combine sub-nanometer detectivity with 

large-area coverage and suitability for multiple frontside alignment steps.       

  15.8     Conclusion and future trends 

 This chapter describes an alignment method referred to as ISPI. The central 

purpose of this method is to align objects such as a mask and substrate at 

the nanometer or sub-nanometer level, with measurements unaffected by 

many spurious infl uences, such as the refractive index of the medium in the 

beampath and process coatings covering the substrate alignment marks. 

 To meet these goals, ISPI encodes position in the spatial-phase disparity 

between a matched, adjacent pair of interferometric moir é  patterns, viewed 

at oblique angles with low-NA microscopes. Phase referencing between 

the moir é  patterns and design of the diffraction paths eliminates numerous 

environmental error sources. Oblique angle viewing avoids zero-order con-

tribution to image formation, thereby providing high-contrast moir é  fringes, 

high SNR, and doubling spatial frequency and sensitivity. The optics are 

removed from the exposure path, allowing alignment to be measured and 

corrected at any time, before or during lithography. Low-NA optics fi lters 

all spatial frequencies higher than the moir é  frequency and permits a large 

working distance. 

 ISPI is independent of the illumination wavelength, to encourage simul-

taneous use of multiple wavelengths and avoid loss of alignment signals that 

can result from thin-fi lm interference effects. Infrared illumination can also 

ISPI Field of view 1.6 micron100 micronsStreet hatch

Checkerboard

(b)(a)

 15.27      (a) Schematic of a region of a backside ISPI mark. The solid color 

region consists of a  p  2  checkerboard, as shown in (b). Unambiguous 

position information is achieved using islands of backdiffracting, 

hatched grating regions, whose monotonically-increasing spatial 

frequency is compared with the moir é  fringe frequency.  
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be employed to detect alignment information from marks on the backside 

of a substrate. 

 In the future, backside ISPI marks can be fabricated on entire wafers (up 

to 300 mm) with ~1 nm precision, using SBIL. Large-area fi ducial grids can 

have multiple applications, including alignment and construction of multi-

level photonic or electronic structures to the same zero-level alignment mark 

(using viewing openings in metal layers), wafer-to-wafer bonding with over-

lay at the 1-nm level, cross-tool referencing to an intrinsic coordinate grid 

that is unaffected by frontside processing, and wafer-wide position control of 

scanning probes. ISPI marks can be placed on both front and back substrate 

surfaces, and imaged simultaneously with one ISPI microscope, allowing  in 
situ  lateral and vertical measurement of thermal or stress-induced distor-

tions. Further applications of backside ISPI could include sub-nanometer 

position referencing for electron beams or other charged particle beams.  
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  Abstract : One of the great challenges in next generation lithography is 
to print linear features with controllable sidewall roughness, which is 
usually called line edge/line width roughness (LER/LWR). The aim of 
this chapter is to provide an interdisciplinary approach to LER/LWR 
covering all related aspects. To this end, after a short introduction to 
LER/LWR concepts, it reports the basic fi ndings of recent intensive 
research concerning the metrology and characterization, the material 
and process origins, and the device effects of LER/LWR. Both simulation 
and experimental results are presented, and emphasis is given to their 
comparison. 

  Key words : line edge roughness (LER), line width roughness (LWR), 
critical dimension uniformity (CDU). 

    16.1     Introduction 

 In this section, we introduce the term line edge roughness (LER) and 

explain its relationship with the sidewall roughness of lithographic patterns. 

Also, we discuss the motivations for studying LER and give arguments why 

this is more urgent at nanoscale patterns. 

  16.1.1      Sidewall roughness and line edge 
roughness (LER) 

 The aim of photolithography is to transfer a pattern from a mask to a 

light-sensitive polymer, the photoresist. The pattern can have different 

shapes, such as line-space structures, cylindrical or ellipsoidal holes, round 

corners, or more complex layouts. Undoubtedly, the simplest pattern that 

can be defi ned is a single linear feature (an isolated line) with length 

much greater than width. Usually, such lines are the fi rst steps toward the 
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fabrication of transistor gates. This implies that the width of the line is a 

crucial dimensional parameter (called critical dimension (CD)) because it 

eventually defi nes the gate length in the fabricated transistor. The ideal 

shape in which the CD remains unaltered along the whole line is shown in 

Fig. 16.1a. However, following the famous Mandelbrot statement ‘Clouds 

are not spheres, mountains are not cones, coastlines are not circles, bark 

is not smooth’ (Mandelbrot, 1982), we observe that surfaces (natural and 

artifi cial) are also not absolutely smooth and fl at but exhibit roughness (see 

Fig. 16.1b). In a linear feature similar to that shown in Fig. 16.1, rough-

ness can refer either to the height sides of the line or to the sidewalls. The 

former modifi es its thickness while the latter induces variations of CD 

along the line. Due to the importance of the CD, the sidewall roughness 

has attracted more research interest and is described in the literature as 

LER. The word ‘edge’ in LER has been chosen instead of the more descrip-

tive  ‘ sidewall’,   due to the appearance of a line in the top-down scanning 

e lectron  microscope (SEM) images used widely in LER measurement. 

Owing to the edge effect in SEM measurements, the sidewalls are depicted 

in the top-down images as bright edges (see Fig. 16.2 and more details in 

Section 16.2). Many researchers prefer to use the term line width roughness 

(LWR), which refers to the variations of line widths (CDs) along the line 

from the nominal value, since this quantity describes more accurately the 

induced variations in the channel length of the transistor.      

 Quite surprisingly, despite its fundamental nature, the exact correspon-

dence between the 3D sidewall roughness and the 2D LER is still an open 

issue. Up to now, it has been approached by simulating the formation of 

the top-down SEM images of resist lines through modeling of SEM e-beam 

interaction with resist, and comparing the input 3D sidewall roughness 

of the lines with the obtained 2D LER/LWR on the output SEM images 

CD
(a) (b)

 16.1      Ideal shape of a line structure on a substrate with smoothed 

sidewalls (a) and an SEM image of real resist line structure where the 

roughness of sidewalls is evident (b).  
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(Lawson and Henderson, 2010a; Li, 2008). However, a recent experimental 

fi nding may be critical to this issue: CD-AFM and CD-SEM measurements 

have revealed that the sidewalls of resist lines used in 193 nm and extreme 

ultraviolet (EUV) lithography exhibit strong anisotropy with stripes prop-

agating from the bottom to the top of the line (curtain-like structures). 

Metrologically, this implies that the 2D obtained LER/LWR may be a suf-

fi cient and reliable representation of the real sidewall, since the latter has 

actually 2D structure (Constantoudis  et al ., 2010; George  et al ., 2010).  

  16.1.2     Motivations for studying LER 

 The main reasons for studying LER/LWR are fi rst, the observation that it 

does not scale down with feature dimensions (CD) and thus the ratio LER/

CD increases as the device sizes and lithographically fabricated features 

decrease (Rice  et al ., 2003). 

 Second, it has been shown by atomistic simulations of a Metal-Oxide-

Semiconductor Field-Effect Transistor (MOSFET) planar device that LER 

will become the dominant contributor to device degradation when CD < 

~20 nm. It should be stressed that LER affects both single transistor perfor-

mance and transistor variability (Roy, 2007; Reid, 2010a, 2010b). Similar stud-

ies have also revealed the critical importance of LER in the operation of the 

Fin Field Effect Transistor (FinFET), which has been recently introduced in 

the manufacturing of integrated circuits (Baraveli et al., 2008; Yu et al., 2009).   

  16.2     Metrology and characterization 

 This section includes a short account of the most widely used measurement 

techniques and characterization methodologies in LER metrology. 

(a) (b) (c)

 16.2      (a) 3D SEM image of a structure with lines and spaces, (b) the top-

down SEM view of a similar structure with the detected line edges, and 

(c) magnifi cation of a part of a line where the rough fl uctuations of line 

edges (LER) is evident.  
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  16.2.1     Measurement techniques 

 The dimensional metrology of lithographic line-space structures has been 

usually performed with top-down CD-SEM images or scatterometry tech-

niques. Both are widely used in CD measurements, with the fi rst being more 

suitable for evaluating CD variations across lines, dies, or chips. LER/LWR 

is associated with local CD variations along a specifi c line, and therefore 

SEM has been the fi rst choice for LER/LWR measurement and assessment. 

Scatterometry techniques and CD-AFM measurements have also been pro-

posed and tested, but CD-SEM remains to date the workhorse metrology 

tool for sidewall roughness measurements in lithography. Below we will 

give a brief account of all metrological approaches, with more emphasis on 

CD-SEM and the subsequent characterization issues. 

  CD-SEM 

 Figure 16.3 shows the fl owchart of the measurement and characterization 

of LER/LWR by means of top-down CD-SEM images. First we acquire a 

CD-SEM image of the line-space resist structure we intend to evaluate. 

Attention should be paid to the parameters of SEM measurement (magni-

fi cation, resolution, frame number, dwell time) so that the charging effects 

and the sample damage caused by SEM electrons are under control. Recent 
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 16.3      The steps followed for the extraction of line edges from an input 

top-down SEM image of line-space structure (Constantoudis  et al ., 

2003, 2004a).  
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works have shown that these effects may infl uence the obtained LER 

results (Patsis  et al ., 2003; Yamaguchi and Yamamoto, 2008). Then, an image 

noise fi lter is applied to reduce the noise induced in the image by the mea-

surement process. The choice of the fi lter parameters and type infl uence 

LER/LWR values, and thus they should be kept fi xed when comparisons 

are attempted (Patsis  et al ., 2003). Over the last years, the issue of noise 

effects on LER/LWR has been discussed widely, and several methods have 

been proposed for resolving it and providing noise-free LER/LWR mea-

surements (Villarrubia and Bunday, 2005; Yamaguchi  et al ., 2006; Hirawa 

and Nishida, 2009; Azarnouche  et al ., 2011).           

 The smoothed image is subsequently analyzed to detect the edges of lines. 

This can be done either by putting a threshold in pixel intensities or by 

fi tting the SEM signal perpendicular to the edge with polynomial curves 

(Bunday  et al ., 2004). After the application of the edge detection algorithms, 

we get the coordinates of the pixels defi ning the detected edges of the lines 

included in the analyzed SEM image, and the statistical analysis of their 

roughness can be initiated. We will describe in more detail the parameters 

and concepts involved in Section 16.2.2.  

  CD-AFM 

 Initial attempts at applying conventional AFM to LER measurement 

included the cleaving of the resist line-space structure parallel to line direc-

tion and then the measurement of the sidewall roughness by the perpen-

dicular to the sidewall oscillation of the AFM tip. Despite the useful results 

this method has provided, it is time-consuming, diffi cult to implement and 

limited to a specifi c portion of the line sidewall. To overcome these short-

comings, Martin and Kumar Wickramasinghe (1994) proposed and imple-

mented a new AFM setup enabling the direct measurement of the surface 

topography of 3D structures. The key elements of this setup were the use of 

a tip with fl ared shape and the ability to perform oscillations in the plane ( x, 
z ) (see Fig. 16.4). These new developments, along with the advanced elec-

tronics for servo control, made this new AFM an appropriate tool for CD 

and LER/LWR measurements. First applications of the CD-AFM to LER 

metrology were limited by the large radius of the used tip (120 nm) (Orji 

 et al ., 2005). More systematic measurements with smaller tip radius (50 nm) 

of the effects of acid diffusion length (ADL) and etching steps on LER/

LWR were also performed and partially compared with the results of the 

more mature CD-SEM measurements (Foucher  et al ., 2007; Pargon  et al ., 
2008). Similar trends vs CD were found, where the sidewall slopes were 

larger than 89  °  . However, systematically CD-AFM-measured LER was 

larger than that obtained from CD-SEM. This difference was attributed to 

the unclear relationship between the 1D CD-SEM representation of LER 
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with respect to the more complete 2D sidewall topography extracted by 

CD-AFM, as well as to the tip size effects. Furthermore, the different contri-

butions of noise effects in the two techniques may have an infl uence on the 

observed difference (Foucher  et al ., 2007; Azarnouche  et al ., 2011).       

  Scatterometry 

 Scatterometry techniques are widely used for CD measurements, due to 

their advantages (high throughput and non-destructivity), but have not yet 

been established for LWR metrology. Several relevant works have been 

published recently. The more systematic approach was undertaken by NIST, 

and was based on the use of small angle x-ray spectroscopy (SAXS) (Wang 

 et al ., 2008). It was found that random LER is related to the ratio of the scat-

tering intensities along the equatorial line of the diffraction spectrum when 

LER is present to the intensities of the ideal smooth (no LER) pattern. 

Comparisons with CD-SEM results showed superior evaluation of LER 

with scatterometry. This was attributed to the global character of scatter-

ometry measurements and the concomitant inclusion of very low frequency 

fl uctuations. Other approaches employ dark-fi eld scatterometry, ellipsom-

etry, angular resolved scatterometry, etc. (Brill  et al ., 2010; Foldyna  et al ., 
2011; Shyu  et al ., 2007). Modeling studies have also been performed, testing 

new techniques in simulating the effects of LER on scattered light such as 

the fi eld-stitching method (Schuster  et al ., 2009).   

  16.2.2     Characterization of LER/LWR 

 Let us assume that the line to be analyzed is known (has been measured) at 

N positions  x   i   , i =  1 , …, N  on both edges and  y   l,i    = y   l   (x   i   ) (y   r,i    = y   r   (x   i   ))  are the 

distances of the left (right) edge points from a reference axis on the left side 

Pattern
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100 nm
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X

 16.4      Basic principle of the 3D AFM measurement: (a) the fl ared Si 

tip used for the measurements, and (b) the CD Mode scan principle 

(Foucher  et al ., 2007).  
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of the line that is considered parallel to line direction (see Fig. 16.5a). LWR 

is the roughness of the differences (line widths)   δ y   i   =y   r,i     −  y   l,i   while LER is 

the roughness of the  y   l,i   or  y   r,i  . The following defi nitions of spatial roughness 

functions are written for the edge points  y   i   ( y   l,i   or  y   r,i  ) and refer to LER, but 

they also hold for the line widths   δ y   i   and for LWR.      

 The most widely used metric for the quantifi cation of LER/LWR has 

been the standard deviation of the edge points from their mean value (rms 

value)   σ   LER  :  

    σLEσσ R
2σσ 2

1

1
= ( )

=
∑N

−
i

N

       [16.1]   

 where < y   i  > is the average of all  y   i  ,  i  = 1, …,  N . Despite its widespread use, 

the rms value   σ   LER  suffers from some related drawbacks. First, it depends on 

the spacing between two nearby measurement positions d and the length 

L  (=( N   −  1) d ) of the edge included in the measurement process (He and 

Cerrina, 1998; Yamaguchi, 2003a; Constantoudis, 2003; Constantoudis, 2004a; 

Villarrubia, 2005). More critical is the dependence on  L  implying that actu-

ally   σ   LER  is not a single value but an increasing function of line length  L . The 

2007 edition of the International Technology Roadmap for Semiconductors 

(ITRS) recognized this dependence and dictated in the Lithography chap-

ter that lines with lengths larger than 2  μ m should be used in the estimation 

of   σ   LER , based on the experimental observation that usually   σ   LER  saturates 

above this critical length (ITRS, 2007, p. 16). Second, the dependence of  

  σ   LER  is related to the spatial and/or frequency aspects of LER/LWR i.e. the 
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16.5      Detected edges of a typical resist line (a) along with the HHCF, 

(b) the power spectrum, (c) and the   σ  ( L ) curve (d) of their roughness 

(Constantoudis  et al ., 2004b).  
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spatial arrangement of the fl uctuations of edge points or line widths along 

the line, which are overlooked in a single value of   σ   LER , but may be criti-

cal for the effects of LER/LWR on device performance (Yamaguchi and 

Komuro, 2003b; Constantoudis, 2004b; Bunday, 2004). These spatial fl uctua-

tions can be quantifi ed by three ways. 

  Correlation functions 

 The most commonly used metric of the correlations is the autocorrelation 

function, which for the case of edge points takes the form:  

    R r md
N m i

N m

=( ) = ( )y yi ( )y yy i
=
∑1 1

2
1σ 22

LEσσ R

       [16.2]   

 where  d = |x   i+ 1    −  x   i  | is the distance in the direction of the line between two 

neighboring measurements and < y   i  > the mean edge position. Due to the 

normalization prefactors in (Equation [16.2])  R ( r  = 0)= 1 while  R (r  →   ∞ ) 

= 0, since the correlations are expected to tend to zero at long distances. 

Examples of autocorrelation functions of resist LER/LWR can be found in 

(Yamaguchi and Komuro, 2003b; Bunday, 2004). Another correlation func-

tion used in LER characterization is the height–height (or height differ-

ence) correlation function (HHCF)  G ( r ), defi ned as (Constantoudis, 2003, 

2004):  

    G r md
N m

y yi
i

N m

=( ) = ( )⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦=
∑1 2

1

1 2/

       [16.3]   

 The HHCF is related by defi nition with  R ( r ) through  

     G 2 (r) = 2  σ   LER  2 [1 – R(r)]  [16.4]       

 and is used to reveal the scaling properties of the analyzed data. Obviously 

 G ( r  = 0) = 0 and  G ( r   →   ∞ )= √ 2  σ   LER . A typical  G ( r ) of resist LER is shown 

in Fig. 16.5b. At small  r ,  G ( r ) usually increases following a power law, which 

reveals the presence of fractality (or more accurately self-affi nity) in LER. 

The exponent of the power law is usually called the roughness exponent   α  , 
and is related to the fractal dimension d of the edge through  d  = 2  −    α   (0 < 

  α   < 1). Low (high) values of   α   correspond to edges or lines with enhanced 

(reduced) contribution of high frequency fl uctuations to LER. As we can see 

in Fig. 16.5b, the power law behavior has an upper boundary, above which 

the HHCF saturates or oscillates randomly around the value  √ 2  σ   LER . The 
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upper boundary of fractality is defi ned by the correlation length   ξ  , which 

quantifi es the average width of edge asperities.   ξ   may be defi ned by  R (  ξ  ) = 

1/ e  (or equivalently  G  2 (  ξ  ) = (1 − 1/ e )2  σ   LER  2 ), or by fi tting  R ( r ) or  G ( r ) with 

an exponential or other suitable function to the neighborhood around  r  = 0. 

For  r  >   ξ  , the edge point correlations can be considered negligible. Therefore, 

the analysis of a typical HHCF of LER leads us to a three-parameter model 

for LER characterization consisting of the parameters   σ   LER ,   ξ  ,   α  . The pre-

requisite for the validity and application of this model is the limited scale 

fractality of LER. In the case of the presence of some periodicity, the wave-

length of the periodic repetitions should be added. In most real experimen-

tal lines, the correlation length is estimated in the range 20–50  μ m, while the 

roughness exponent lies between 0.5 and 0.7.  

  Power spectrum 

 Fourier transform (FT) analysis is widely used in signal analysis for reveal-

ing the frequency content of a signal. Given that a line edge is actually a spa-

tial signal, Fourier analysis can also be applied to the characterization of the 

spatial/frequency aspects of LER. The discrete FT of LER is defi ned as:  

    F ymy e ikm N

m

N

( )fkff /=
=

−

∑ 2

0

1

π ii        [16.5]   

 and the more commonly cited power spectrum (PS) as the square of FT 

amplitude:  

    P
d

N
F

N
F( )fkff ( )fkff=

2
2

2
       [16.6]   

 where  f   k   =  k /( Nd ) is the frequency corresponding to the  k -th component of 

the FT, and  d  = | x   i +1   −   x   i  |. 

 A typical PS in log–log scale is shown in Fig. 16.5c. A plateau at low fre-

quencies is followed by a power law decrease at high frequencies. Not surpris-

ingly, the behavior is the inverse of that exhibited by HHCF (see Fig. 16.5b). 

The power law decrease is an indicator of the presence of fractal self-affi ne 

symmetry at high frequencies, corresponding to the short distance behavior 

of HHCF. The fractality is limited to high frequencies, whereas at low fre-

quencies there is a uniform contribution from all frequencies resembling 

the white noise behavior of uncorrelated data. The exponent of the power 

law b is related to the roughness exponent   α   since  b  =  − (2  α   + 1), whereas 

the correlation length   ξ   is related to the inverse knee frequency marking the 
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passage from the plateau to the power law behavior. The amplitudes of PS 

are related to rms value   σ   LER  through the Parseval’s theorem:  

    σLEσσ R
2σσ

0

21

1
= ( ) =

∑N N1− ) dNN
P

k

N

( )fkff
/

       [16.7]   

 which means that   σ   LER  2  is equal to the area under the  P ( f   k  ) curve. 

 In conclusion, the three-parameter model suffi ces to characterize the PS 

of LER obeying the fractal self-affi ne symmetry and exhibiting the form of 

Fig. 16.5.  

  The σLER(L) curve 

 In statistical theory, it is well known that the standard deviation of corre-

lated data depends on the size of the data and this dependence is indicative 

of the nature and extension of correlations. Therefore, the estimation of the 

dependence of rms on the line length of the measured sample (the   σ  LER( L ) 

curve) may be considered the third method for the description of the spatial 

characteristics of LER (He and Cerrina, 1998). For LER exhibiting fractal 

self-affi ne behavior, the   σLER  ( L ) curve has a form similar to that of HHCF, 

but with different scales (see Fig. 16.5d). A power law growth degrades grad-

ually as line length  L  increases, and at large  L  (>2  μ m) saturates to its fi nal 

(length-independent) value. It can be shown that the exponent of the power 

law at low  L  is the same as that of the HHCF (i.e. the roughness exponent), 

while the knee value at which saturation starts is called the rms-correla-

tion length  L   C  . Numerical calculations with model edges and experimental 

results have shown that  L   C   ~ 10  ξ   (Constantoudis  et al ., 2004b). The meaning 

of the   σLER  ( L ) curve is that the intrinsic-to-an-edge rms roughness decreases 

when the length of the edge is reduced below the rms-correlation length 

(~100–500 nm), and that this reduction is controlled by the spatial LER 

parameters   ξ   and   α  . Consequently, the form of the   σ  LER( L ) curve can be 

fully characterized by the three-parameter model obtained from the study 

of the HHCF and PS. We will come back to this curve and its importance 

when we discuss the LER effects on transistor performance.  

  LER and LWR 

 The above spatial and scaling analysis of LER, along with the related defi ni-

tions and formulas, can be transferred to LWR replacing  y   i   by   δ y   ι  . For uncor-

related left and right edges exhibiting similar scaling behavior, it can be shown 

that   σ   LWR  = √ 2  σ   LER  while the correlation length and roughness exponent 

remain almost unaltered. More information about the relationship of LER 

and LWR can be found in Constantoudis  et al . (2003); Bunday  et al . (2004).  
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  Experimental measurements and fractal self-affi nity of LER/LWR 

 The three-parameter model introduced in the previous sub-sections is based 

on the assumption that LER/LWR exhibit fractal self-affi nity symmetry for 

a limited range of scales, i.e. the edges and lines remain invariant under 

anisotropic scaling transformations for this range of scales. This assump-

tion was verifi ed by thorough experimental measurements (Leunissen 

 et al ., 2005), which showed that indeed experimental LER/LWR from many 

resists exhibits scale-limited fractal self-affi nity demonstrated by the power 

law parts in HHCF, PS and   σ  ( L ) curve. Scale-limited power laws, espe-

cially in PS, have also been observed in the LER/LWR analysis from other 

researchers, and therefore can be considered a generic property of the con-

ventional 193 and 248 nm resists as well as EUV resists (Yamaguchi  et al ., 
2003a; Bunday  et al ., 2004; Lawrence, 2004; Larusso  et al ., 2006; Hirawa and 

Nishida, 2010). 

 In summary, the majority of LER/LWR measurements come from top-

down SEM images after application of in-line or off-line analysis to extract 

the edge points and/or line widths. Following edge detection, they usually 

calculate the rms value of the edge points or line widths, and if they aim at a 

more thorough study they proceed to the estimation of the PS. More rarely 

is the HHCF or   σ  ( L ) curve calculated. Through these functions, the corre-

lation lengths and roughness exponent are extracted by applying appropri-

ate thresholds and estimating the exponents of the power laws respectively. 

Also, model HHCF and PS including the LER/LWR parameters have been 

used to fi t experimental data and obtain the values of the parameters, while 

recently a bootstrap approach along with a modifi ed variogram model have 

also been proposed (Patel  et al ., 2010).    

  16.3     Process and material effects: modeling 
and simulation 

 LER is generally affected by lithographic processing steps and used mate-

rials. Recently, and in the context of EUV lithography, some discussion 

on the system-level effects has begun, with the main emphasis on mask 

roughness. Lithography incorporates several process steps as prior to etch-

ing shown qualitatively in Fig. 16.6, all of which act on the photoresist 

(see also in this book Smith, 2012). Material effects on LER are not eas-

ily quantifi ed, because of photoresist complex structure and composition, 

and also because material effects are convoluted with process and system-

level effects. In the case of chemically amplifi ed resists, the resist is typi-

cally composed of a polymer matrix, a photoacid generator (PAG), and a 

quencher.      
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 Both modeling and experimental work have been undertaken to better 

understand and control the impact of mask roughness, process conditions, 

and material properties on LER. In the present section, we will review briefl y 

the modeling (analytical and numerical) approaches, while in the next one 

(Section 16.4) we will summarize the important experimental fi ndings with 

reference to modeling predictions. 

  16.3.1     Analytical modeling 

 The fi rst attempt at deriving an analytic formula incorporating the main 

dependencies of LER was made by Gallatin (2005). The derivation was 

based on a model of LER formation which included (a) random photon 

absorption and acid generation (photon shot noise), (b) acid diffusion dur-

ing the post exposure bake (PEB) step, and (c) development of the depro-

tected fraction of resist using criteria inspired by the critical ionization 

model (Tsiartas  et al ., 1997). The model ignores inhomogeneities in mate-

rial concentrations (resist, PAG, quencher) and dissolution rates, as well as 

the details of the reaction–diffusion kinetics. Also, it does not consider the 

molecular structure of the resist, and therefore molecular weight or poly-

mer structure effects cannot be taken into account. The main outcome of 

the modeling is the analytical understanding of the trade-off between res-

olution, LER, and sensitivity (RLS trade-off), which guided recent resist 

research, especially in EUV lithography. Further extension of the analytical 

Solution (a)
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(c)

(e)

(d)

(f)

Development

PEB

Exposure

PAB

Spinning

CD

hav

hav

xr,avxl,av
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negative tone

 16.6      Qualitative depiction of the various lithographic process steps.  
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approach has been made by Mack (2010), taking into account the inho-

mogeneities in chemical concentration and the reaction–diffusion kinetics 

utilizing the concept of the von Smoluchowski trap for the polymer depro-

tection reaction.  

  16.3.2     Numerical simulations 

 Although analytical modeling approaches illuminate the fundamental depen-

dencies of LER and provide straightforward interpretations of some of the 

experimental trends, the microscopic details of the resist and the relevant 

physicochemical processes can be captured only in numerical models sim-

ulating LER formation. This is especially true for the acid generation and 

kinetics during PEB, and the development process in which resist structure 

may play a signifi cant role. Indeed, most proposed numerical models focus 

on the detailed simulation either of the acid reaction–diffusion kinetics or of 

the development of deprotected resist. All of these can be characterized as 

mesoscale, since microscopic models e.g. molecular dynamics are still limited 

to simulation scales of only a few nanometers, with long computational times. 

Table 16.1 lists the majority of the published simulation approaches for LER 

formation, and gives information about the modeling of the main lithographic 

steps and the predictions for LER (the models are referred to by the fi rst 

authors of the related papers). For the sake of completeness, we also include 

in Table 16.1 the analytical approaches reported above. The predictions of the 

models (if any) are also referred to in the experimental results concerning 

material and process effects on LER reported in the following section.        

  16.4     Process and material effects: 
experimental results 

 In this section, we continue the discussion about the process and material 

effects on LER and summarize briefl y the experimental results. Emphasis is 

given to the comparison with the modelling predictions 

  16.4.1     Mask roughness effects 

 In 193 nm lithography, the mask roughness is not considered a major con-

tributor to resist LER due to the fi ltering out of the high and medium fre-

quency LER fl uctuations by the optical projection system. However, the 

effects of mask LER on aerial image contrast may be an issue, and have 

been studied in some papers (Mack, 2009; Garidis  et al ., 2012). 

 In EUV lithography, in addition to mask LER, the impact of mask multi-

layer surface roughness should also be considered, since it leads to random 
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phase variability in the refl ected beam (speckle) and, hence, image plane 

resist LER (Naulleau  et al ., 2010). The experimental characterization of 

these effects can be done by the  ‘ exposure to exposure correlation method ’  

proposed by Naulleau (2009). PS analysis of experimental results with cor-

related and anticorrelated line edge modulations of EUV resists revealed 

that both low and high frequency roughness were transferred to resist LWR 

on wafer (Pret and Gronheid, 2011). Modeling studies have shown that the 

spatial characteristics of the mask contribution to LER cannot be distin-

guished from the fractal behavior of resist-induced LER when stochasticity 

is included (Gallatin and Naulleau, 2011).  

  16.4.2     Process effects 

  Aerial image contrast 

 Aerial image is the light intensity distribution from the exposure tool inci-

dent upon the wafer. The  ‘ steepness ’  of the aerial image at the edge of the 

patterned feature plays a large role in resist pattern quality. The closer an 

aerial image is to a step function in intensity, the better the fi nal resist image 

is. The aerial image parameter that quantifi es profi le  ‘ steepness ’  is the image-

log-slope (ILS) defi ned by:  

    ILS =
1

0
I

I
x x( )0x
( )x∂

∂
       [16.8]   

 where  I ( x0 ) is the image intensity at the line edge position  x  0 . 

 LER and LWR (i.e. their rms values) are generally observed to be inversely 

proportional to image log-slope (Shin  et al ., 2001; Pawloski  et al ., 2004):  

    LER, LWR
ILS

∝
1

       [16.9]   

 This behavior has been predicted by both analytical modeling and numer-

ical simulation (Gallatin, 2005; Schnattinger and Erdmann, 2008; Lawson 

and Henderson, 2010b).  

  Focus 

 The aerial image quality steadily decreases with both positive and negative 

defocus. Both CD-SEM and CD-AFM measurements indicate that LER 

and LWR values increase as the image moves out of focus (Foucher  et al ., 
2007; Kudo  et al ., 2007).  
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  Exposure dose 

 In optical lithography, exposure dose is related to the number of photons 

impinging on the resist fi lm per unit surface, and involves the notion of sto-

chastic variation or shot noise. Shot noise obeys Poisson statistics, and there-

fore the dose fl uctuation is proportional to 1/ √  N , where  N  is the number 

of photons incident upon a given resist area. Obviously, the importance of 

shot noise increases when N is small (highly sensitive resists, EUV lithogra-

phy). Several experiments have shown that LER follows the exposure fl uc-

tuations and goes down with 1/ √  E  where  E  ( ∝  N ) is the radiation intensity 

(Brainard  et al ., 2004). 

 The shot noise effect on LER/LWR has been captured from almost all 

models discussed above (see for example Patsis  et al ., 2001; Gallatin, 2005; 

Schnattinger and Erdmann, 2008; Lawson and Henderson 2010b).  

  Post exposure bake (PEB) and acid diffusion length (ADL) 

 PEB is the main process factor for varying ADL, by varying either its tem-

perature or duration. Other factors include the size of the catalytic acid 

molecule, the glass transition temperature ( T   g  ) of the matrix resin, and the 

residual solvent content to achieve control of ADL. It is generally accepted 

and experimentally verifi ed that for suffi ciently large pitch the increase of 

ADL leads to LER/LWR reduction, due to the smoothing of spatial disper-

sion of photochemical events caused by shot noise. 

 However, it has been shown that for very large diffusion lengths relative 

to the pitch, acid diffusion causes degraded chemical contrast and exposure 

latitude, and consequently increased LER/LWR (Steenwinckel  et al ., 2006). 

 The experimental trend of ADL in LER has been captured by the analyt-

ical approach developed by Mack (Mack, 2010), which also predicted that 

the optimum ADL increases with the deblocking reaction capture range 

(radius of von Smoluchowski trap). The same trend has also been pre-

dicted by some of the numerical simulation approaches (Schnattinger and 

Erdmann, 2008).  

  Resolution, LER and selectivity triangle 

 The abovementioned dependencies of LER on ILS, exposure dose, and ADL 

(for relatively small ratio ADL/pitch) can be expressed mathematically as:  

    LER
ILS ADL

∼ 1

∗ADL E
        

 If we put together on the left-hand side the resist-dependent factors we get  
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    LER ADL
ILS

∗ADL E ∼ 1
        

 i.e. for fi xed illumination conditions (ILS), we have a trilateral trade-

off between LER, sensitivity or photospeed ( E ), and resolution (ADL) 

(Steenwinckel  et al ., 2005). The reduction of two of these parameters comes 

at the cost of increasing the third. Since EUV resists should have low LER, 

high sensitivity (small  E ), and good resolution (small ADL), the so-called 

RLS triangle has been a big concern, and several papers have been devoted 

to proposing strategies for understanding and overcoming its limitations, 

such as the addition of acid amplifi ers, synthesis of molecular resists, and the 

use of polymer-bound PAG polymers. 

 A theoretical framework for understanding the RLS trade-off has 

been provided by the analytical modeling of Gallatin (Gallatin, 2005). He 

obtained an analytical formula for the scaling dependencies of LER on shot 

noise (exposure dose  E ), ADL, and ILS:  

    

σ
ρ αLEσσ R

edge PAρρ G size↑
≈

∂
⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

↑ ↑
size

LER
Dose Blur

I
I

T

Qvαα E Rsize
3

      

 which was able to predict the basic scaling dependencies of LER on ILS, 

dose, and ADL (PEB temperature or time). Furthermore, the model can 

also reproduce the spatial characteristics of LER quantifi ed in power spec-

tral density (PSD) curves with appropriate determination of the ADL 

(Gallatin  et al ., 2008).  

  Development conditions 

 Development time does not seem to have signifi cant infl uence on LER/

LWR (Kudo  et al ., 2007), as also predicted in (Schnattinger and Erdmann, 

2008). On the other hand, development concentration has been shown to 

affect LER, but the results are controversial, implying that these effects are 

strongly dependent on the resist chemistry (Kudo  et al ., 2007).   

  16.4.3     Material effects 

  Polymer resist effects 

 One of the initial hypotheses for the explanation of LER was the forma-

tion of polymer aggregates (large groupings of polymer molecules) on the 

sidewalls of developed resist lines (Namatsu  et al ., 1998). These aggregates 
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with size ~20–30 nm have been shown to form during development because 

the polymers surrounding them dissolve faster than the aggregates do, due 

to differences in polymer density. Despite the fi rst attempts at relating LER 

to the size of these aggregates and, hence, molecular weights, experimental 

measurements showed that the size of the polymer chain may be relevant to 

surface roughness, but its relationship with LER is more complicated since 

in the formation of the latter the ILS profi le is further involved (Cutler  et al ., 
2003). The line of thought that polymers with smaller molecular weight will 

exhibit lower LER led to the proposal of molecular resists for new gen-

eration lithographies with hopefully improved RLS trade-off. Although 

these resists have not yet shown up till now any impressive reduction of 

LER/LWR, several proposals for both positive and negative tone molecu-

lar resists have been published, exploiting the advantages such as the fact 

that their synthesis and purifi cation can be precisely controlled to create a 

mono-disperse resist with well-defi ned structure and properties.  

  Photoacid generator (PAG) 

 Preliminary studies have shown that increase in PAG concentration tends 

to reduce LER/LWR (Pawloski and Nealey, 2002; Gronheid  et al ., 2008). 

However, it has been observed that the most commonly used ionic types 

of PAG tend to aggregate and phase separate (segregate) from the resist to 

some degree, leading to local inhomogeneities and thus increased LER. To 

overcome this problem, the novel concept of anchoring the PAG to the lith-

ographic resist has been proposed and implemented with success. Several 

works have shown that these polymer-bound PAG resists exhibit better 

performance than the conventional resists (with blended PAG molecules) 

with respect to RLS trade-off limitations (Lee  et al ., 2007). The princi-

pal role of PAG segregation has also been revealed by Fedynyshyn  et al . 
(2009), who studied experimentally the surface roughness evolution of var-

ious open-surface resist fi lms during development in order to isolate the 

material structure effects on resist roughness (the so-called innate material 

roughness).  

  Quencher 

 Chemically amplifi ed resists contain also a small amount of basic species 

called quenchers, used to neutralize acid sites. It has been shown that mod-

erately increased base loading causes a signifi cant LWR reduction which 

has been attributed to the increased chemical gradient in blocked polymer 

after the PEB process (Michaelson  et al ., 2005; Anderson  et al ., 2008). On 

the other hand, very high quencher concentrations result in resist line deg-

radation and increase in LER/LWR (Michaelson  et al ., 2005).  
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  Resist–substrate interactions 

 It has been reported that substrates may have a signifi cant impact on LER, 

and the possible causes for these LER effects include surface morphology 

and substrate interactions, as well as residual refl ectivity (Kudo  et al ., 2007). 

As resist thickness goes down in NGL, resist–substrate effects are expected 

to play a more important role in LER formation. For example, it was recently 

observed that resist sidewalls after development exhibit anisotropy in the 

form of perpendicular-to-line-direction striations (Constantoudis  et al ., 
2010; George  et al ., 2010). Furthermore, systematic investigations of organic 

and inorganic underlayers in EUV resists revealed the critical role of the 

coeffi cient of thermal expansion (CTE): low CTE underlayers exhibit bet-

ter adhesion and consequently LER in thin fi lm EUV resists (Higgins  et al ., 
2011). It is noteworthy that none of the proposed analytic or numerical 

models for LER formation can capture the formation of post-lithographic 

striations probably since they ignore the resist–substrate effects.   

  16.4.4     Post-processing treatments for reducing LER 

 Besides the conventional strategies for reducing LER/LWR (optimization 

of aerial image during exposure, ADL control during PEB, and development 

optimization), post development treatments have also been applied. They 

have the advantage of separating LER reduction from the other require-

ments that resists should meet. These post-processing treatments may be 

either chemical (rinse, UV vapor smoothing, ozonation, solvent treatment) 

or physical (ion implantation, e-beam curing, laser annealing) or physico-

chemical (plasma etching/trimming), and can cause LER reduction up to 

40% (Chandhok  et al ., 2008; Pret and Gronheid, 2010). However, the side 

effects that these treatments may have should be further considered (CD, 

sensitivity, etch resistance), and the survival of LER reduction after pattern 

transfer should be verifi ed. First investigations have shown that smoothing 

after litho does not guarantee reduced LER after etching, and therefore 

more systematic studies are needed (Foubert  et al ., 2011).  

  16.4.5     LER during pattern transfer 

 It is true that what affects device performance is not the resist LER but 

the sidewall roughness of the transferred feature on the Si substrate. The 

latter (substrate LER) depends on the resist LER and chemistry, the stack 

structure beneath the resist, and the etch process conditions. First experi-

mental studies have shown that LER of the etched feature may be smaller 

than the resist LER, and also that substrate sidewalls exhibit anisotropic 

curtain-like morphology with vertical striations, which are induced by the 
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anisotropy of the etching process (Goldfarb  et al ., 2004). Reduction of LER 

has been confi rmed with new experiments by Pargon  et al . (2008), who used 

a new CD-AFM microscope for a direct measurement of the whole sidewall 

roughness, and Pawloski  et al . (2006) for a range of initial resist LER values. 

The model studies can be separated into two categories. In the fi rst, simple 

etching models are employed which take into account the ion shadowing by 

detailed models of resist LER, and predict the anisotropy of etched sidewall 

and the reduction of LER (Kokkoris  et al ., 2009; Constantoudis  et al ., 2010). 

In the second, the focus has been on the plasma–resist interaction, and they 

demonstrate the formation of perpendicular and parallel ripple formation 

on planar surfaces as a function of ion bombardment incidence angle as well 

as the smoothing and/or roughening of resist masks during etching (Guo 

and Sawin, 2009). Also, the plasma-induced surface modifi cations of blank 

resist fi lms have been studied experimentally by various groups (Oehrlein 

 et al ., 2010). They proposed that the roughness in resist surfaces is induced 

by the stress effects caused by the different elastic modules between a top 

graphitized layer (created by plasma ions) and a layer (modifi ed by plasma 

vacuum ultraviolet (VUV) photons) beneath it. Finally, the key role of lac-

tone groups in 193 nm resists and their removal during etching has been 

discussed (Pargon  et al ., 2009; Soda  et al ., 2009).   

  16.5     Impact on device performance 

 The impact of LER/LWR on device performance has been studied mainly 

for conventional planar MOSFETs and Fin Field Effect Transistor (FinFET) 

architectures. Herein, we will be limited to the planar MOSFET, while dis-

cussions and results about the LER/LWR effects on FinFET performance 

can be found in Baraveli  et al . (2008) and Yu  et al . (2009). 

 Two basic characteristics of the planar MOSFET are the threshold volt-

age  V  th  and the off-state leakage current  I  off.  The former is defi ned as the 

voltage above which transistor is on and controls the circuit operation. The 

latter is the source–drain current leaking through the channel when tran-

sistor is off, and primarily controls power consumption and memory timing 

issues. Both depend exponentially (i.e they are very sensitive) on the gate 

length (defi ned by the resist line width or CD), and therefore LER/LWR are 

expected to critically infl uence their behavior. 

 In literature, the infl uence of LER/LWR on  V  th  and  I  off  has been stud-

ied, both theoretically and experimentally. Theoretically, 2D compact mod-

els have been devised along with more detailed 3D simulations, including 

even atomistic phenomena. The experimental studies considered both 

programmed (intentional) and random LER/LWR. In the following sec-

tions, we will give a brief account of the main results of these studies. But 

before doing that, we will discuss the relationship between LER/LWR of 
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resist lines as measured by lithography metrologists and the deviations of 

the gate length from the nominal value  along the gate width  (usually called 

gate length roughness (GLR)). Emphasis will be given to the implications of 

resist LER/LWR in the gate length (CD) variations (CD uniformity) among 

different transistors and the role of gate width since, as the last edition of 

ITRS notes,  ‘ At the 28 nm technology node and beyond, the presence of 

LWR is becoming the biggest portion of CD variation ’  (ITRS, 2011, p. 47). 

  16.5.1      LER/LWR, gate length roughness and CD 
uniformity 

 As referred to in Section 16.2.2, resist LWR (rms value) has been agreed to 

be measured in lines longer than 2  μ m (Constantoudis  et al ., 2004;; Leunissen 

 et al ., 2004; Yamaguchi  et al ., 2005; Patsis  et al ., 2006; Constantoudis and 

Gogolides, 2008; Constantoudis  et al ., 2012.). On the other hand, GLR is 

defi ned in lengths equal to the gate widths, which are usually some multiples 

of CD (~20–40 nm) i.e much shorter than 2  μ m. Given the dependence of 

rms value on edge length (see Section 16.2.2), this length difference trans-

lates to differences in the rms values of LWR and GLR. This is shown explic-

itly in Fig. 16.7, where we can also see that the amount of the rms difference 

(between LWR and GLR) is determined by the spatial parameters of resist 

LWR (correlation length   ξ   and roughness exponent   α  ) and the gate width 

W. However, this reduction of rms is accompanied by an increase of varia-

tion between the average gate length (CD) of transistor gates. Indeed, if we 

divide a long line into smaller sequential segments, then it can be proved 

analytically that the sum of the squares of the rms values of the segments 

and the standard deviation of the CD values remains fi xed and equal to the 

square of the rms of the infi nitely long line:       

       σ   LWR  2  (W) + CDvar 2 (W) =   σ   LWR  2  (W=inf)      

 Figure 16.7 graphically illustrates this relationship, as well as its relation to 

  ξ  ,   α  . Summarizing, one can say that the resist LWR estimated at long lines 

is shared in transistor gates into GLR (intra-transistor roughness) and CD 

variations (inter-transistor roughness), the sharing being controlled by   ξ  ,   α  . 
In frequency terms, this means that the low frequency resist LWR contrib-

utes to gate CD non-uniformity, while the high frequency fl uctuations are 

associated with GLR. 

 The message of the above fi nding is that both GLR and CD variation 

should be considered to provide a reliable picture of the LWR effects on 

device performance. Furthermore, it poses the question of the relevant 

importance of intra and inter-transistor roughness or similarly on the role of 

  ξ  ,   α   (besides rms) on transistor yield.  
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  16.5.2     LER effects on transistor performance 

  Modeling and simulation 

 Modeling LER effects on transistor performance is simplifi ed by dividing 

each transistor into subtransistors, which are assumed to have a rectangu-

lar shape with no roughness. (Oldiges et al., 2000; Diaz et al., 2001; Croon 
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 16.7      Rms of GLR (  σ   LWR ) and CD variation (standard deviation) vs the 

gate width or line length. One can notice the sharing of resist LWR 

of long lines into GLR and CD variation as well as the critical role 

of the spatial LWR parameters (  ξ  ,   α  ) in the control of this partition 

(Constantoudis and Gogolides, 2008).  
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et al., 2003; Yamaguchi et al., 2003a; Kim et al., 2004; Yamaguchi et al., 2005; 

Lorusso et al., 2006; Patsis et al., 2006; Constantoudis et al., 2007, 2008). This 

method was proposed fi rst by Oldiges  et al . (2000), and was used to obtain 

an analytical model and a fi rst comparison with experimental results by 

Diaz  et al . The length of each subtransistor varies, and equals the average 

of the few linewidths (gate lengths) within it. Thus, the whole transistor is 

represented as a union of rectangular subtransistors with the same widths 

but varying lengths which represent the GLR of the transistor. Due to the 

rectangular shape of each subtransistor, one can apply simple analytical for-

mulas incorporating short channel effects for the estimation of the drain 

and the off-state leakage current  I  off  for each subtransistor. The threshold 

voltage of the transistor can be estimated through a threshold value  I  ds,thres  

from the total  I  ds ( V ) curve calculated from the summation over all subtran-

sistor currents. Initial applications of this methodology provided the fi rst 

quantifi cations of the degradation effects of GLR on both average and stan-

dard deviations of  V  th  and  I  off  and made rough predictions for the allowable 

limit values. Also, with a slight but critical modifi cation of the initial input, 

this modeling approach has been used to examine the relative importance 

of intra- and inter-transistor roughness. Instead of generating model edges 

for the transistor gates with fi xed CD and various GLR, fi rst a long fractal 

self-affi ne line can be produced modeling the resist line, and then sequential 

segments of this line can be taken to represent the transistor gates in the 

above modeling methodology. In this way the total effect of resist LWR at 

transistor level (both GLR and gate CD variation) can be considered, while 

equivalently the role of resist spatial LWR parameters   ξ  ,   α   is illustrated. 

Figure 16.8 shows the impact of resist   ξ  ,   α   on mean and standard deviation 

of  V  th  ( a ,  b ) and  I  off / I  off,ideal  ( c ,  d ). In all cases, smaller deviations from the 

ideal (no roughness) behavior are observed at low   ξ  ,   α   values which cor-

respond to large intra-transistor roughness (GLR) and small CD variation 

(inter-transistor roughness). This means that if we are able to control the 

sharing of resist LWR to GLR and CD variation, it is preferable to rein-

force GLR against CD variation. Furthermore, this result demonstrates that 

the degradation effects of resist LWR on transistor electrical performance 

is mainly due to the inter-transistor CD variation it induces. In the follow-

ing sub-section we will see that more detailed 3D simulations have reached 

almost the same conclusion.      

 In the more advanced and systematic 3D simulations of the effects of LER 

on conventional MOSFET performance, the Poisson and the current con-

tinuity equations are solved self-consistently in the drift–diffusion approx-

imation (Asenov et al., 2003; Roy et al., 2006; Reid et al., 2010a, 2010b). 

Furthermore, they employ the density gradient (DG) quantum corrections 

for both electrons and holes to accurately capture quantum confi nement 

effects. LER is introduced into the simulations using a method based on 1D 
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 16.8      Dependence of the average threshold voltage shift   δ V  th  (a), the 

standard deviation   σ  (  δ V  th ) (b), the average  I  off / I  off,ideal  (c) and the standard 

deviation   σ  ( I  off / I  off,ideal ) on the spatial LWR parameters   α  ,   ξ  . The arrows 

show the directions for increasing values of all quantities. One can 

notice that in all cases the modeling predicts that high   ξ  ,   α   (more 

inter-transistor roughness and CD variability) result in less reliable 

transistors (Constantoudis and Gogolides, 2008, 2012.)  
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Fourier synthesis that generates lines using a Gaussian PS. These lines can 

be considered self-affi ne fractal with   α   = 1. 

 Simulation results for a huge number of sample devices (~10 4  − 10 5 ) 

have shown that LER introduces statistical variability of a comparable 

magnitude to random discrete dopants (RDD), with the standard devi-

ation being   ∼  40% of the RDD-induced standard deviation. Although 

RDD remains the dominant source of statistical variability in conven-

tional MOSFETs, a failure to reduce LER below its current level (3  σ   LWR  

~ 5 nm) could promote it as the primary variability source when gate 

lengths are scaled down to 20 nm and below. Furthermore, a strong non-

linear correlation has been observed between the threshold voltage and 

the average channel length (CD) of the simulated devices, which governs 

the LER-induced distribution of  V  th . Finally, it has been shown that 3D 

simulations of devices with smooth gate edges (no GLR) but with varying 

channel length (with CD variation) reproduce very closely the correla-

tion obtained by the full 3D statistical simulations. This result is in agree-

ment with the 2D modeling predictions discussed above, and emphasizes 

that in short devices resist LER/LWR contributes to statistical variability 

and degradation mainly through the dimensional variability it induces 

(see Fig. 16.8).  

  Experimental results 

 In order to achieve better isolation and control of LER/LWR effects on 

device performance, gates with edges having programmed (or intentional) 

roughness have been fabricated either by e-beam lithography or by expos-

ing a contact layer mask on top of the gate to create local CD variations 

and hence LER/LWR (Croon  et al ., 2003; Chandhok  et al ., 2007; Choi  et al ., 
2008). Due to the large widths of the measured gates and the periodicity 

of the induced edge roughness (sinusoidal), the full spectrum of LWR was 

included inside the gates, i.e. no CD variation has been considered. GLR has 

been controlled by varying the amplitude and period of the regular protru-

sions, while left and right edges with varying phase shifts have been exam-

ined and electrically characterized. Figure 16.9a shows a typical behavior 

of  I  off  measured for e-beam printed edges with a phase shift 180  °   for vari-

ous amplitudes and CDs measured by CD-SEM in etched gates (Choi  et al ., 
2008). Apparently, the increase of amplitude (GLR) results in higher cur-

rent leakages  I  off  for all  I  on  as well as larger variances.       

  Experimental results 

 In a few papers, wafers with resist lines having different LER/LWR have 

been prepared by applying the optimum 193 nm lithography conditions and 

then deliberately deviating from these. Then device wafers were fabricated 
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through exactly the same process fl ow, so that transistor with different GLR 

were obtained (Diaz  et al ., 2001; Kim  et al ., 2004; Shibata  et al ., 2004; Xiong 

 et al ., 2004; Gustin  et al ., 2008). Similar to the programmed LER/LWR stud-

ies, long gate widths are used and thus full spectrum LWR is transferred to 

GLR. An example of measured  I  off   vs I  on  curves for two wafers with small 

(1  σ   LWR  ~ 2 nm) and large (1  σ   LWR  ~ 7 nm) is shown in Fig. 16.9b (Xiong  et al ., 
2004). One can notice up to three-fold increase of the  I  off  for gates with high 

performance (~40 nm nominal gate length).    

  16.6     Conclusions 

 The aim of this chapter was to provide the interested reader a short intro-

duction to LER/LWR concepts, a report of the basic fi ndings of the recent 

intensive research, and an overview of the open challenges, which may shape 

future research in this fi eld. The emphasis was not on detailed description 

of the issues, but on the interdisciplinarity of LER/LWR studies and the 

subsequent and urgent need for transfer of information and research results 

among various research fi elds (metrology/statistics, lithography/etching, 

device physics, and modeling). For example, it may be critical for the LER/

LWR metrologists to be aware of which aspect of LER/LWR is more det-

rimental to device performance, and thus worth being measured, as well 

as for resist lithographers to know the limits of LER/LWR metrology and 
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measurements so that they employ reliable metrics for the evaluation of the 

used materials and processes. 

 Having in mind this demand for enhancing communication among vari-

ous LER/LWR research groups, we summarize below very briefl y the main 

fi ndings of the recent research as well as the open issues that may play a 

crucial role in the future of LER/LWR studies. 

  16.6.1     Metrology: characterization 

 Advances up to now: Methods exist for noise-free LER/LWR measurements 

through CD-SEM. First investigations for CD-AFM and scatterometry 

measurements of LER/LWR have appeared. More detailed (full spectrum) 

characterization of LER/LWR (three-parameter model) is available. 

 Challenges: Further advancement of noise-free LER/LWR methods for 

easier implementation is needed. Comparison of different measurement 

techniques and calibrations are necessary, as well as the development of a 

virtual hybrid-holistic metrological approach.  

  16.6.2     Origins and mitigation of LWR 

 Advances up to now: RLS triangle and attempts to overcome it (PAG-bound 

polymers, acid amplifi ers, etc.) are now standard in the literature, especially 

regarding EUV lithography. Post-processing treatments have been shown 

to mitigate LER effi ciently. Both analytical (macroscopic) and numerical 

(mesoscopic) modeling of LER formation have been developed, capturing 

the main dependencies of LER on process and material factors. 

 Challenges: Further reduction of LER/LWR in EUV resists is needed 

by improving the above-mentioned strategies or new approaches. Further 

development of mesoscale simulation is needed to describe the full fre-

quency spectrum of LER.  

  16.6.3     Device effects 

 Advances up to now: resist LWR effects on gate CD variation are understood 

especially regarding the dominant role of CD variation aspect of LER/LWR 

(demonstrated by 2d and 3d simulations and experimental results); atomis-

tic simulations have shown that LER/LWR device effects gain increasing 

importance as CD shrinks (<20 nm). Furthermore, they have predicted the 

 V  th  distributions and their relation to gate CD distributions. 

 Challenges: Enhancement of the statistics of the simulations to include 

LER variability effects, and comparison of 2D modeling and 3D simulations 

to devise compact model for LER device effects are needed.   
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  Abstract : The infrared (IR) spectrum lies between the microwave and 
optical frequency ranges, which are well suited for communication and 
energy harvesting purposes, respectively. The long wavelength IR (LWIR) 
spectrum, corresponding to wavelengths from 8 μm to 15 μm, includes the 
thermal radiation emitted by objects at room temperature and the Earth’s 
terrestrial radiation. Therefore, LWIR detectors are very appealing for 
thermal imaging purposes. In this chapter, we investigate the prospects 
of Mid-IR antenna coupled Metal-Insulator-Metal rectifying diodes to 
be used for LWIR detection and harvesting purposes. Considering the 
research presented in the literature on this subject, we introduce current 
challenges that lead to the future research directions. Moreover, we 
support the analysis on the antenna coupled tunneling diodes with our 
most recent results to draw a solid picture. 

  Key words:  rectenna, energy harvester, IR detector, MIM junction/
diode, tunneling, junction/diode resistance, junction/diode capacitance, 
tunneling oxide/barrier, tunnel junction/diode, current-voltage asymmetry, 
geometric asymmetry, rectifi cation, EBL, lift-off, parasitic impedance, 
Antenna Coupled Metal Insulator Metal (ACMIM), Mid-IR, Terahertz, 
cut-off frequency, RC time constant, Geometric decoupling, Nonlinearity, 
Sensitivity, Responsivity, Quantum effi ciency, Antenna effi ciency, 
Impedance matching, Bow-tie antenna, Finite Element Method, AC 
harmonic simulations, E-fi eld enhancement, Nickel, IR imaging. 

    17.1     Introduction 

 Undoubtedly, the microelectronic industry has been a major driver in 

the fi eld of high-resolution patterning and pattern placement. For many 

years, Moore’s Law improvements in the functionality of digital technol-

ogy were driven almost exclusively by improvements in lithography. Now, 

this is no longer the case. That is not to say that such improvements are 

unimportant. As described in this volume, advanced design rule scaling 

is still an active area of scientifi c and technological research. New tech-

niques, such as  ‘ double patterning, ’  and new tools, such as multi-beam 
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e-beam pattern generators, still garner a fair amount of interest in the 

chip-making industry. But developmental emphasis within the  ‘ chip ’  com-

munity is shifting. 

 This is the result of two factors. In the past, shrinking component dimensions 

was a sure path to speed and to increased component density. Clearly, this is no 

longer the case. Over the last decade, we have engaged in exponential reduc-

tion in minimum feature size, but maximum clock-speed has remained in the 

vicinity of 3 GHz. Transistor count has increased by the Moore’s Law rule of 

doubling every two years. But some of this performance-increase stems from 

the effect of successful fi elding of  ‘ multi-core ’  technologies utilizing a number 

of parallel processor chips instead of a single large-area chip. 

 In addition, the component density problem is addressed today by using 

aggressive materials technologies that augment the lithographic tool set. For 

example, fully depleted, ultrathin silicon-on-insulator structures aid in den-

sity improvement by limiting space–charge encroachment into the fi eld of 

adjacent devices. Three-dimensional transistors (such as  ‘ fi nFETs ’ ) further 

increase density by turning the transistor on its side. This pushes a portion 

of the physical extend of the transistor above the chip surface, rather than 

running the whole structure parallel to the surface. 

 To make these chips work, other problems must be surmounted in addition 

to those presented by patterning. Signals propagate through interconnects that 

are, in effect, transmission lines. Propagation speed is far less than the speed of 

light – inversely proportional to the square root of line inductance times the line 

capacitance. Moving interconnects closer increases inter-line capacitance and 

mutual inductance. Varying line-density means varying propagation speed, cre-

ating  ‘ clock distribution problems. ’  That is, it is diffi cult to synchronize different 

subsystems so that they work together to create a useful computing machine. 

 Furthermore, geometric scaling leads to current leakage problems that 

increase power dissipation. Increased part density also leads to increased 

power dissipation. These problems are at least as diffi cult to surmount 

as those encountered in patterning. Thus, given a steady (or decreasing) 

research budget, patterning technology funding must surrender at least part 

of its resource to surmounting these other barriers. 

 But this does not mean that patterning research is at all receding, or that 

interest in it is abating. New and more varied applications are rapidly emerg-

ing. As our patterning and placement skills have touched on features the size 

of atoms, we can exploit whole new sets of phenomena based on the principles 

of quantum mechanics. Lithography is becoming more important in fi elds such 

as energy harvesting, terahertz communications, spectroscopy, and quantum-

optics, as well as in the emerging fi elds of plasmonics and metamaterials. 

 In this chapter we describe, in some detail, two new applications that 

entwine non-classical physical principles with advanced patterning tech-

niques. The phenomena exploited are tunneling and quantum confi nement. 
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In our discussion of tunneling, we stress the importance of spatial resolution 

in creating metal–insulator–metal (MIM) tunnel diodes. Our quantum con-

fi nement example is that of the quantum dot. Here we stress pattern place-

ment as a dominant requirement. 

 It must be stressed that a number of new technologies are in development 

aimed at component technologies that are not in the realm of the traditional 

integrated circuit (IC). The ability of certain chemical systems to  ‘  self-assemble ’  

into desired patterns has been exploited for many years. 1,2  While a consider-

able amount of effort has been devoted to applying these  ‘ radical ’  processing 

techniques to IC fabrication, they are generally restricted to highly regular 

pattern arrays (such as arrays of contacts or vias, or long  ‘ grating ’  like struc-

tures of metal lines). While these applications are important, they create spe-

cialized  ‘ niches ’  of use within the standard fabrication context. 

 More recent trends include the synthesis of  ‘ deterministic patterning ’  

(more or less synonymous with current day lithographic practice) and  ‘ self-

assembly. ’  For example, block co-polymers can naturally form patterns that 

might be useful in the lithography of contact-hole arrays. The addition of 

structural templates provided by conventional patterning has been shown 

to improve the fi delity and reproducibility of self-assembled patterning. For 

more on this important, emerging fi eld the reader is referred to some of the 

key literature in this fi eld. 3–6  These studies show that the enhanced material 

manipulation capability, obtained by synthesizing self-assembly with deter-

ministic patterning, can yield new insights into the basic science of phase 

transitions. In the text below, we show how new methods of patterning can 

yield new classes of devices as well as new science. 

 We begin with one of the most fundamental quantum phenomena: tunnel-

ing. While tunneling structures have been investigated extensively in the past, 

and a Nobel Prize was awarded to Esaki, Giaever and Josephson for this work, 

the area remains a fertile fi eld for research. Applications in high-frequency 

RF detection and infrared energy harvesting abound. Ultra-high-resolution 

lithography enables the operation of these devices at such high frequencies by 

allowing for the creation of very small junction area (small parasitic capaci-

tance) tunnel diodes. As a result of the very fast tunneling mechanism and the 

rapid diode response, when some asymmetry between the diode forward and 

reverse bias resistance exists, high rectifi cation effi ciency can be achieved. 

 Practically, to use tunneling structures as energy harvesters, they must be 

 ‘ printed ’  over large areas – extending over many square meters. This cannot 

be accomplished by a serial writing technique, such as e-beam lithography 

(EBL). Emerging lithographic technologies, such as stamping, are good can-

didates to solve these problems. But many of the tunnel junction processes 

require layer-to-layer alignment. And as we show, misalignment leads to 

parasitics that limit response speed and render the tunnel junction incapa-

ble of rectifi cation into the infrared. Novel self-alignment techniques must 

be used to augment advanced patterning. 7  
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 Physical confi nement also leads to unique quantum effects. In particular, the 

 ‘ particle in a box ’  problem of elementary quantum mechanics leads to physical 

systems whose  ‘ state structure ’  mirrors those of a naturally formed atom leading 

to discrete energy levels of well-defi ned separation. While particles of atomic 

dimensions can be formed using a variety of approaches, and these particles 

can maintain electrons in well-defi ned energy states whose separation depends 

on the geometry of the particle, it is a challenge to place these particles at pre-

determined positions. This placement is frequently necessary to fully exploit a 

full range of desirable properties. Placement accuracy is an important part of 

patterning and it will be discussed using the  ‘ quantum dot ’  example. 

 Thus, the examples chosen stress two of the basic aspects of microlithog-

raphy: resolution (in the case of the tunnel junction) and feature placement 

(in the case of the quantum dot). Recent technological developments are 

emphasized in both cases.  

  17.2     Applications of high-resolution patterning 
to new device structures: advances in 
tunneling structures 

 For many years, tunneling diodes have held the promise for effi cient, high-

frequency rectifi cation – rectifi cation well into the terahertz regime. The 

tunnel process itself is rapid – taking place in timeframes as short as those 

of atomic transitions (femto-seconds). What limits the response speed is the 

RC time constant of the tunnel junction. Making small junctions reduces 

capacitance. But area reduction of the diode increases forward resistance. 

 An ability to pattern sharply pointed  ‘ fi eld emission ’  tips in two dimensions 

improves the situation in two ways. First, a sharp tip concentrates fi eld lines 

(lightning-rod effect), leading to an increase in tunneling current at a given 

bias voltage, de-coupling capacitance from forward resistance. Second, diode 

structure is geometrically asymmetric, leading to asymmetry in the current-

voltage response. That is, there is an  ‘ easy ’  and a  ‘ hard ’  direction for electron 

current fl ow. This asymmetry is essential for rectifi cation to occur at zero bias. 

 The structure to be realized is shown in Fig. 17.1. On the left (Fig. 17.1a) 

we see a large square contiguous with the apex of a triangle. The point of 

contiguity forms a diode (Fig. 17.1b) with an easy electron current fl ow 

direction upward from the triangle tip. The material confi guration is shown 

in Fig. 17.1c. A thin insulating layer joins the square and rectangular metal 

shapes. Insulators normally block current fl ow. In this case, the insulator 

is so thin that tunneling can take place across it. This leads to a non-linear 

current-voltage response curve.      

 In general, when the MIM junction is geometrically symmetric, the IV 

curve associated with it is symmetric about the origin. The response is 

similar to two  ‘ normal ’  pn-junctions hooked in parallel, yielding forward 

bias response for either direction of bias polarity. This leads to ineffi cient 
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rectifi cation, as there will be positive and negative current fl ow when 

an AC signal is impressed across the diode. This averages to zero net 

current, delivering no power to load when integrated by a  ‘ smoothing ’  

network. 

 The structure shown, though, concentrates fi eld lines leading to electron 

emission from the triangle tip when the rectangle is positively biased. When 

the rectangle is negatively biased, electrons are  ‘ pushed ’  to the triangle tip 

by a relatively weak electron fi eld, lowering tunnel current signifi cantly. 

This creates the necessary conduction asymmetry required of a rectifying 

diode. 

 Other features of note include the fact that the square and rectangle can 

be viewed as antennas and their dimensions can be set to receive at spe-

cifi c bands of wavelengths. The confi guration shown makes use of both the 

 ‘ patch ’  and  ‘ bowtie ’  antenna confi gurations widely used in RF electronics. 

The resulting integration of the diode and the antenna into a common struc-

ture is known as a  ‘ rectenna. ’  This structure has the further advantage of 

having a near-zero  ‘ turn-on ’  voltage (as contrasted with a pn junction with 

a 0.7 V turn-on). High turn-on voltage  ‘ wastes ’  incident radiation energy as 

it leads to no power delivery to a load. As the radiation induced bias drop 

across a receiving antenna is proportional to the RF power incident, high 

turn-on voltage also means that incident radiation must be of high energy 

density to create any response from the rectifying diode. Low light levels are 

waste in high turn-on voltage diodes. 

 Thus, it is clear that the geometrically asymmetric tunnel diode structure 

described has the potential to  ‘ rectify ’  high-frequency radiation. In fact, such 

devices have been shown to be sensitive to radiation with wavelengths as 

short as 10 microns. This is the peak of the radiation spectrum created by the 

(b)

Insulator

Metal Metal

(a)

(c)

 17.1      (a) The basic patterns that comprise the tunnel junction and its 

associated antenna. (b) The location of the tunnel junction diode. (c) The 

material confi guration of the tunnel diode: MIM.  
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cooling earth. The potential application to energy harvesting in the infrared 

is apparent. But to accomplish this, we must address the following issues:

   The triangular tip should be as sharp as possible  • 

  The tunnel barrier thickness should be on the order of 1 nm to allow • 

reasonable amounts of current to pass  

  The tunnel junction area must be small to minimize the introduction of • 

parasitic capacitance.    

 In the sections below, we deal with each of these issues, in turn. The thrust of 

our presentation is to show how patterning, process and material technolo-

gies must work together to create the desired results.  

  17.3     Geometry control of the tunnel junctions 

 The highest resolution achievable on a routine basis is through particle beam 

technology. Electron beam lithography tools are ubiquitous, and issues in 

achieving resolution targets have been widely researched. Two areas of electron 

beam lithography are particularly important: proximity control and alignment. 

  17.3.1      The future of beam-based lithography: proximity 
control 

 Resolution is defi ned by a number of different physical phenomena in lithog-

raphy processes. In optical lithography, diffraction ultimately limits resolu-

tion. Diffraction effects do not limit resolution in EBL. The wavelength of 

the electrons shot in the beam is far smaller than target feature sizes. Indeed, 

EBL systems can focus electrons to spot sizes smaller than 1 nm in diameter 

when incident on the patterned surface (see Chapter 3). However, as soon 

as the highly focused electron beam enters the resist, electron interaction 

in the resist and in the substrate cause undesired dose to be delivered to 

points that are distant from the incident beam point. This unwanted expo-

sure on unintended regions of the resist is called the  ‘ proximity effect, ’  and is 

the main source of resolution limitations in EBL. New device applications, 

whose success relies on the ultra-high resolution promised by EBL, must 

overcome this effect to achieve nanometric dimension control. Techniques 

for PE control are also discussed in Chapter 3.  

  17.3.2     Asymmetric antenna fabrication 

 Recently interest has arisen in the reduction of conventional microwave 

antennas to sizes suitable for visible wavelengths. 8  By combining the 
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bow-tie shape with a point diode, one can simultaneously detect and rec-

tify weak optical signals. The architecture of asymmetric bow-tie antenna 

coupled MIM tunnel junction device needs high accuracy in the nano-

scale. As in any antenna design, the dimensional fi delity of the asymmet-

ric bow-tie antenna structure determines the capability of the device. 

Therefore, the antenna segment dimensions need to be constant while the 

smallest area and the narrowest gap requirement at the tunnel junction 

(the triangle and the rectangle patterns get closest) are satisfi ed. The big-

gest challenge is to avoid the formation of a bridge between the rectangle 

and the triangle antenna parts caused by the proximity effect. 

 Figure 17.2 shows the results that can be achieved with state-of-the-art 

processing, with no proximity correction (Fig. 17.2a), conventional proxim-

ity correction (Fig. 17.2b), advanced proximity correction 9  (Fig. 17.2c), and 

two-level patterning 7  (Fig. 17.2d). In addition, a new technique called  ‘ strain 

assisted lift-off process ’  has been developed to create complete planar 

devices. The tunnel diodes fabricated using this technique have extremely 

small junction areas because the overlapping metal piece detaches due to 

the strain induced on the top Ni thin fi lm. In Fig. 17.3a and 17.3b, micro-

graphs of an intermediate step where the overlap piece is rolling back and 

the fi nal planar device are shown, respectively.      

 In addition to the antenna coupling, surface plasmon enhancement can 

be employed to maximize the total fi eld at the junction. The most appropri-

ate method of generating surface plasmon is the periodic grating coupling. 

The period of the grating structure can be determined considering the mate-

rial parameters. In Fig. 17.4, a micrograph of periodic grating added antenna 

coupled MIM tunnel diode is shown.            

  17.3.3     The pattern placement problem 

 In conventional lithography a projected pattern is aligned to substrate 

features using alignment marks. These marks are patterns deposited on a 

substrate providing either optical or beam illumination contrast with the 

surrounding substrate. We rely on the mask fabrication tool (an e-beam or a 

laser) to accurately register features within the mask. This is done by mov-

ing the exposure beam and the substrate with high precision using electronic 

steering and interferometer stage motion control. A variety of alignment 

approaches (many of which are summarized in this volume) are used to tie 

the position of the mask to the alignment mark. These involve the use of dif-

fraction grains on the substrate and on the mask, moir é  pattern approaches 

and a host of pattern recognition approaches. 

 These approaches are aimed at achieving placement in a single sys-

tem: the rigid mask aligned to marks on a rigid substrate. Some emerging 
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          17.2      Results achieved on the asymmetric antennas with the state-

of-the-art processing. (a) Asymmetric antenna without proximity 

correction. (b) Conventional proximity correction results. (c) Junction 

with 2 nm gap achieved on the advanced proximity corrected pattern. 

(d) two-step lithography technique results.  
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      17.3      Devices fabricated by strain assisted lift-off process. (a) Parasitic 

capacitance forming overlap piece is rolling back due to the internal 

strain of the fi lm. (b) Complete planar MIM diode after the overlap 

piece detached.  

 17.4      Periodic grating added antenna coupled MIM tunnel diode.  
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technologies require more fl exibility. For placing objects on chip, there are 

both contact and non-contact methods. Contact methods refer to using 

atomic force microscopes (AFM) or micro-/nano-manipulation methods 

where the object is physically contacted by an AFM tip or by a micro-/nano-

arm and is pushed or pulled along the chip surface into place. 10  Since these 

methods rely on mechanical contact, particle control is sensitive to surface 

and friction properties. 

 Non-contact methods such as laser tweezers, 11  dielectrophoretic (DEP) 

actuation, 12  magnetic 13,14  and fl ow actuation 15,16  do not directly mechanically 

contact the particle but instead rely on intermediate forces, such as optical, 

electrical, magnetic, or viscous drag forces, respectively. Of these, laser twee-

zers is the most mature and widely used, and it is also the one that has the 

most parallel capacity – it can manipulate hundreds of particles at once. 17  

  The microfl uidic solution 

 Flow control has two advantages for manipulating nanoscopic particles. The 

fi rst is that, unlike laser tweezers, DEP, and magnetic actuation, fl uid viscous 

forces vary with particle radius, 18,19  (not with particle volume 20,21 ) and this is 

advantageous for manipulating nanoscopic objects since the viscous forces 

remain usable. The second is that a moving fl uid will apply viscous forces 

to any object, regardless of its optical or magnetic properties, and so fl ow 

control can manipulate particles independent of the optical, electrical, or 

magnetic properties required for laser tweezing, DEP, or magnetic actuation 

(see Reference 16).    

  17.4     The quantum dot placement problem 

 The positioning of quantum dots is an important example of microfl uidic 

control. The positioning of quantum dots (QDs) in the high fi eld region of 

nanophotonic devices can enable a strong light–matter interaction for the 

development of quantum devices. 22,23  In addition, the integration of pre-

cisely placed QDs with dielectric nanoparticles and metamaterials provides 

a promising route towards development of nanoelectronic circuits that can 

potentially operate at terahertz bandwidths. 24,25  

 Nanoscale precision is desired to position the dots within the high electric 

fi eld regions of photonic and plasmonic structures, typically on the order 

of ~150 nm in width. 26  This level of accuracy has been demonstrated 15  by 

placing a cross-channel micro-fl uidic device on top of the chip and creating 

a fl ow to move each quantum dot from its observed to its desired location. 

The location of a specifi c quantum dot is monitored through a microscope in 

real time as the fl ow moves the dot to its fi nal intended location. 
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 Two microfl uidic channels intersect at a 90 °  angle (Fig. 17.5). Electroosmotic 

fl ow actuation 27  is created by electrodes placed in four fl uid reservoirs at 

the ends of the channels. The colloidal QDs are imaged by an autofocused 

inverted confocal microscope. After each QD is delivered to the surface 

of the photonic chip it is fi xed in place using a low-viscosity, water-based, 

negative-tone photoresist. 28,29  A brief ultraviolet laser pulse polymerizes a 

small cap of fl uid immediately around the positioned QD, permanently fi x-

ing it on the chip surface.       

  17.5     Conclusion 

 Yesterday’s emerging technologies have either become mainstream or been 

forgotten, and it is impossible to predict what will happen next. Nevertheless, 

it is safe to say that the trend to smaller features will continue, and this chap-

ter explores two ways in which this may happen. For the rest, the best one 

can do is to look at all the other chapters in this book.  
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 17.5      Experimental setup and control principle. (a) Schematic of the 

cross-channel microfl uidic device structure for 2D control of a quantum 

dot on a chip. (b) The optical and electronic setup for tracking and 

feedback control of QDs. (c) Model of the four fl ow modes resulting 

from voltages applied to each electrode. 15  ( Source : Figure taken from 

Reference 28 and reproduced with permission.)  
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