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Foreword 
The purpose of this compact modeling monograph series is to provide an archival 

reference on each specific MOS transistor compact model as described by the originators or the 
veterans of each compact model. The monograph idea came about when this editor was looking 
into the literature to prepare for a keynote address, invited by the Founder of the Workshop on 
Compact Modeling, Professor Xing Zhou of Nanyang Technology University, and his program 
committee, to be presented at its 4Ih Workshop on May 10, 2005. The topic was on the history of 
MOS transistor compact modeling, a subject this editor could not find a reference or book that 
provided the descriptions of each of the dozen or more MOS transistor compact models, which 
had been extensively developed for the first-generation computer-aided circuit design 
applications during 1995-2005, such as the use of the Berkeley BSlM and SPICE. A second 
purpose is to serve as textbooks for graduate students and reference books for practicing 
engineers, to rapidly distribute the detailed design methodologies and underlying physics in 
order to meet the ever faster advances in the design of silicon semiconductor MOS and bipolar- 
junction-transistor integrated circuits, which contain hundreds or thousands of transistors per 
circuit or circuit function. I am especially thankful to the authors of the four startup monograph 
volumes who concurred with me and agreed to take up the chore to write their books in the very 
short time of less than six months in order to be published in one year, which we try as a rapid 
response to document the latest advances. It is also the objective of this monograph series to 
provide timely updates via website exchanges between the readers and authors, for public 
distribution, and for new editions when sufficient materials are accummulated by the authors. 

We are especially indebted to Dr. Narain Arora who agreed to allow us to reprint his 1993 
classic, first published by Springer-Verlag, Wien, New York, as the lead of these initial four 
monographs. Dr. Arora’s book was the first textbook and also reference book on MOS transistor 
modeling. It has since educated tens of thousands of practicing engineers and graduate 
students on the developments of compact MOS transistor models and their device physics 
bases, which have provided rapid computations of accurate MOS transistor characteristics. The 
physics base makes Arora’s book timeless, for the underlying physics on how the transistor 
works and how it should be modeled by equivalent circuits, does not change with time, only 
details from adding more physical phenomena as the technology advances. 

I would like to thank all the WSPC editors and this monograph volume’s copy editor Mr. 
Tjan Kwang Wei at Singapore, led by Dr. Yubing Zhai at New Jersey, for their and her timely 
efforts, and Professor Kok-Khoo Phua, Founder and Chairman of WSPC, for his support, all of 
which have made it possible to attain a less-than-one-year turn-around time to print each 
monograph volume, in order to meet our intention of responding to the rapid advances of the 
state of the art of computer-aided integrated circuit design. 

Chih-Tang Sah 
Gainesville, San Diego, Singapore, Beijing and Xiaman. 
October 1, 2006 
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Preface 

Metal Oxide Semiconductor (MOS) transistors are the basic building block 
of MOS integrated circuits (IC). Very Large Scale Integrated (VLSI) circuits 
using MOS technology have emerged as the dominant technology in the 
semiconductor industry. Over the past decade, the complexity of MOS IC's 
has increased at an astonishing rate. This is realized mainly through the 
reduction of MOS transistor dimensions in addition to the improvements 
in processing. Today VLSI circuits with over 3 million transistors on a 
chip, with effective or electrical channel lengths of 0.5 microns, are in volume 
production. Designing such complex chips is virtually impossible without 
simulation tools which help to predict circuit behavior before actual circuits 
are fabricated. However, the utility of simulators as a tool for the design 
and analysis of circuits depends on the adequacy of the device models used 
in the simulator. This problem is further aggravated by the technology 
trend towards smaller and smaller device dimensions which increases the 
complexity of the models. 
There is extensive literature available on modeling these short channel 
devices. However, there is a lot of confusion too. Often it is not clear what 
model to use and which model parameter values are important and how 
to determine them. After working over 15 years in the field of semiconductor 
device modeling, I have felt the need for a book which can fill the gap 
between the theory and the practice of MOS transistor modeling. This 
book is an attempt in that direction. 
The book deals with the MOS Field Effect transistor (MOSFET) models 
that are derived from basic semiconductor theory. Various models are 
developed ranging from simple to more sophisticated models that take into 
account new physical effects observed in submicron devices used in today's 
MOS VLSI technology. The assumptions used to arrive at the models are 
emphasized so that the accuracy of the model in describing the device 
characteristics are clearly understood. Due to the importance of designing 
reliable circuits, device reliability models have also been covered. Under- 
standing these models is essential when designing circuits for state of the 
art MOS IC's. 



X Preface 

Extracting the device model parameter values from device data is a very 
important part of device modeling which is often ignored. In this book the 
first detailed presentation of model parameter determination for MOS 
models is given. Since the device parameters vary due to inherent processing 
variations, how to arrive at worst case design parameters which ensure 
maximum yield is covered in some detail. 
Presentation of the material is such that even an undergraduate student 
not well familiar with semiconductor device physics can understand the 
intricacies of MOSFET modeling. Chapter 1 deals with the overview of 
various aspects of device modeling for circuit simulators. Chapter 2 is a 
brief but complete (for understanding MOSFET models) review of 
semiconductor device physics and p n  junction theory. The MOS transistor 
characteristics as applied to current MOS technologies are discussed in 
Chapter 3 .  The theory of MOS capacitors that is essential for the under- 
standing of MOS models are covered in Chapter 4. Different MOSFET 
models, such as threshold voltage, DC (steady-state), AC and reliability 
models are the topic of discussion in Chapters 5, 6, 7 and 8, respectively. 
Chapters 9 and 10 deal with data measurements and model parameter 
extraction. The diode and MOSFET models implemented in Berkeley 
SPICE, a defacto industry standard circuit simulator, are covered in 
Chapter 11. Finally, the statistical variation of model parameters due to 
process variations are covered in Chapter 12. 
It is my sincere hope that this book will serve as a technical source in the 
area of MOSFET modeling for state of the art MOS technology for both 
practicing device and circuit engineers and engineering students interested 
in the said area. 
During the writing of this book I have received much help and 
encouragement, directly or indirectly, from my colleagues. First I would 
like to express my gratitude to the management of Digital Equipment 
Corporation, namely Dr. Rich Hollingsworth (Corporate Consultant) and 
Dr. Llanda Richardson (Consultant) for their encouragement and assistance 
in writing this book. I am deeply indebted to Dr. F. Fox, Dr. D. Ramey, 
and Mr. K. Mistry for their excellent work in careful reading of many of 
the chapters in the first draft of the manuscript and giving their critical 
comments. I am also indebted to Drs. R. Rios, J. Huang and Mr. K. Roal 
for this invaluable help during completion of this work. I would like to 
express my thanks to the large number of my colleagues, within and outside 
my organization, who helped in preparing the manuscript in one way or 
the other, namely Drs. A. Bose, D. Bell, B. Doyle, J. Faricelli, A. Enver, 
K. L. Kodandpani, L. Richardson, A. R. Shanker, Messers L. Bair, N. 
Khalil, L. Gruber, Prof. S. C. Jain (former Director SPL), Prof. D. Antoniadis 
(MIT), Prof. G. Gildenblat (Penn. State), Prof. D. J. Roulston (UW), Dr. R. 
Chadha (AT & T), and Dr. M. Sharma (Motorola). This acknowledgment 
will not be complete without the name of Dr. Risal Singh, my old colleague 



Preface XI 

and close friend, who in spite of his busy schedule, spent many many hours 
to help me bring this book to the present form. 
Finally, I would like to express my deep gratitude to my family. This book 
would not have been possible without their support. The understanding 
of my wife Suprabha, and the cooperation of my son Surendra and daughter 
Shilpa all were indispensable in making this book a reality. 

April 11, 1992 
Shrewsbury, MA. 
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List of Symbols 

The following is list of symbols used in the text. This list excludes those 
symbols which are used locally in a particular chapter. 

Symbol Description Unit 

Ionization constants cm-I 
Ionization constants V/cm 
Depletion region capacitance per unit area F/cm2 
Flat band capacitance per unit area F/cm2 
Capacitance per unit area of a MOS capacitor F/cm2 
Gate-to-channel capacitance per unit area F/cm2 
Gate to bulk capacitance per unit area F/cm2 
Gate to source overlap capacitance per unit F/cm 
length 
Gate to drain overlap capacitance per unit length F/cm 
Gate to bulk overlap capacitance per unit length F/cm 
Intrinsic gate to source capacitance F 
Intrinsic gate to drain capacitance F 
Intrinsic gate to bulk capacitance F 
p n  junction depletion capacitance F/cm2 
Gate oxide capacitance per unit area F/cm2 
Total gate oxide capacitance (C,,WL) F 
Space charge capacitance per unit area F/cm 
Interface state density charges/cm2 
Electron Diffusivity or diffusion constant cm’/s 
Hole Diffusivity or diffusion constant cm’/s 
Ionized acceptor energy level eV 
Ionized donor energy level eV 
Energy level for the lower edge of the conduction eV 
band 
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Energy level for the upper edge of the valance 
band 
Energy gap of semiconductor 
Intrinsic energy level 
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Electron quasi-Fermi energy 
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MOSFET small signal output conductance 
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MOSFET small signal substrate 
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Gate current in a MOSFET 
Substrate current in a MOSFET 
Leakage current in a diode or source current 
in a MOSFET 
Drain to source current 
Electron current density 
Hole current density 
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Boltzmann constant 
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Mask or drawn channel length 
Extrinsic Debye length 
Length near the drain end due to channel 
length modulation 
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Electron rest mass 
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eV 
eV 
eV 
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eV 
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V/cm 
V Jcm 
V/cm 
V Jcm 
eV 
eV 
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A N  
A/V 
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A/V 

A 

A 
A 
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A 
A/cm2 
A/cm2 
A 
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Pn 
Pm 
cm 
cm 
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g 
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Symbol Description 

Impurity (accepter) concentration in p-type 
silicon 
Impurity (donor) concentration in n-type 
silicon 
Impurity concentration in (n or p-type) bulk 
silicon 
Ionized acceptor impurity concentration 
Ionized donor impurity concentration 
Free electrons concentration 
Intrinsic carrier concentration 
Electrons concentration in p-type silicon 
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Hole concentration in n-type silicon 
Magnitude of Electronic Charge 
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Intrinsic channel resistance 
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Absolute temperature 
Gate oxide thickness 
Gate voltage 
Channel to bulk potential 
Bulk to source voltage 
Drain to source voltage 
Gate to source voltage 
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Drain saturation voltage 
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Thermal voltage (kT/q)  
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Substrate bias V 
Carrier velocity cmjsec 
Carrier saturation velocity cm/sec 
Effective or electrical channel width Pm 
Mask or drawn channel width Pm 
Distance from Si-SiO, interface into silicon cm 
Inversion layer thickness cm 
Junction depth cm 
Depletion width on n-side of a pn junction cm 
Depletion width on p-side of a p n  junction cm 
Bulk depletion width in a MOS capacitor or cm 
MOSFET 
Maximum depletion width in a MOS cm 
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Square-root approximation factor in the bulk 
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channel width (W, - L) 
Carrier life-time sec 
Dielectric permittivity of SiO, Fjcm 
Dielectric permittivity of silicon F/cm 
The mobility degradation factor resulting 
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Low field channel mobility cm2/V.s 
Effective channel mobility cm2/V.s 
Electron mobility cm2/V. s 
Hole mobility cm2/V.s 
MOSFET surface mobility cm2/V.s 
Effective mobility due to gate and drain field cm2/V.s 
Electron affinity for silicon eV 
Metal (gate) work function eV 
Gate to substrate work function difference eV 
Electron potential barrier height at Si-SiO, eV 
interface 
Surface roughness scattering cm2/V.s 
Space charge density C/cm 

V-' 
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channel length modulation factor 
Electrostatic potential with respect to 
intrinsic level Ei 
Surface potential with respect to intrinsic 
level Ei 
Built-in potential of a p n  junction 
Fermi potential in (n  or p-type) bulk silicon 
Electron quasi-Fermi potential (imref) 
Hole quasi-Fermi potential (imref) 
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Acronyms 

Symbol Description 

CHE Channel Hot Electron 
CLM Channel Length Modulation 
CMOS Complementary Metal Oxide Semiconductor 
c-v Device Capacitance-Voltage Characteristics 
DIBL Drain Induced Barrier Lowering 
GCA Gradual Channel Approximation 
IGFET 
LDD Lightly Doped Drain 
LOCOS Localized Oxidation of Silicon 
MOSFET 
nMOST n-channel MOSFET 
pMOST p-channel MOSFET 
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MOSFET SourceIDrain 
Zero Temperature Coefficient 

SID 



Overview 1 

Even though the operation of the modern Metal-Oxide-Semiconductor 
(MOS) transistor was first described by Lilienfield in 1930 [l], it was not 
until 1960 that the first MOS transistor using silicon as the semiconductor 
material was reported by Kang and Atalla [2]. The MOS technology 
became viable only after methods of routinely growing reliable oxides were 
developed and reported by Snow, Grove, Deal and Sah in 1964 [ 3 ] .  Since 
that time the MOS industry has expanded very quickly. Today MOS 
integrated circuits (ICs) have emerged as the dominant technology in the 
semiconductor industry. The exponential growth in the number of com- 
ponents per chip and projections for the future are shown in Figure 1.1 
[4]. Also shown is the minimum feature size that can be produced on a 
chip. The dotted lines are projections for the future. Clearly with this 
technology it is now possible to have more than a million transistors on 
a single chip. All this has been possible due to the fact that the basic MOS 
transistor size has shrunk by a factor of about 20 during the last two 
decades, from a feature size of 20pm to less than a micron. Much of this 
shrinkage can be attributed to advances in lithography, the use of ion 
implantation, and low temperature annealing [4]. 

During the early days of MOS technology, aluminum (Al) gate p-channel 
MOS transistors were the workhorse technology. In the late sixties poly- 
silicon replaced A1 as the material for the MOS transistor gate [S]. The 
next major milestone was the LOCOS (Localized Oxidation of Silicon) 
isolation technique [6]. Commercially successful products using the NMOS 
process (all n-channel MOS transistors) with LOCOS isolation were 
developed in the mid seventies. NMOS device technology became the 
driving force of the 1970s because of its reliability, reasonable manufacturing 
cost, and scalability. During the last decade, MOS transistors have been 
scaled down in dimensions both vertically and horizontally. Rules of this 
scaling were originally formulated by Dennard et al. [7] in 1974 and 
subsequently other schemes of scaling were proposed 181 (see Section 3.3). 
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Fig. 1.1 (a) Exponential growth of the number of components on the chip (SSI = small-scale 
integration; MSI = medium-scale integration; LSI = large-scale integration; VLSI = very 
large-scale integration); (b) Exponential decrease of the minimum device dimensions, Dotted 

lines are projections. (From Sze [4, p. 31, slightly modified) 

Unfortunately not all device parameters can be scaled proportionately. 
These limits on scaling have increased the importance of device and circuit 
modeling. The CMOS (Complementary MOS, with both p -  and n-channel 
transistors) technology has revolutionized the state of the art of IC design 
due to its inherent noise immunity and reduced static power dissipation. 
CMOS technology became the technology of choice for the VLSI (Very 
Large Scale Integration) chips of the 1980s [9]. Although there has been 
considerable recent interest in incorporating bipolar transistors into CMOS 
processes, resulting in a BiCMOS technology [lo, 111, we will restrict our- 
selves to device modeling for NMOS and CMOS technologies. 

Although the MOS transistor (also called MOSFET) is the most important 
device for VLSI chips such as microprocessors and semiconductor memo- 
ries, it is also becoming an important power device. MOS transistors 
based on DMOS (Double-diffused MOS) and VMOS (Vertical grooved 
MOS) technology have highly asymmetrical characteristics which makes 
these technologies unsuitable for integrated circuit applications [ 121. 
Nevertheless, excellent discrete power devices are built with these technolo- 
gies. The modeling of power MOSFETs is not covered in this book [13,14]. 
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1.1 Circuit Design with MOSFETs 

For today’s circuit design, computer-aided simulation [ 151-[ 171 has 
become an indispensable tool because: 

0 Manual techniques traditionally used for circuit analysis and design are 
simply inadequate because of the complexity of today’s circuits. 

0 Simulation allows designers to design their chips under worst case con- 
ditions so that manufacturing tolerances can be incorporated into the 
design. It thus greatly increases the likelihood that the circuit (chip) will 
work as desired and have good production yield. 
Simulation allows designers to predict and optimize circuit performance. 

At the lower end of the hierarchy of VLSI design tools, circuit sirnulators 
offer the most detailed level of simulation normally used for circuit design. 
Some of the most successful circuit simulators of the early 1970s are still 
used extensively in the design and verification of VLSI chips; most notably 
are ASTAP(Advanced STatistical Analysis Program) from IBM [ 181 and 
SPICE2(Simulation Program with Integrated Circuit Emphasis) from the 
University of California, Berkeley’ [ 191. These simulators are typically 
used to analyze circuits with up to several hundred nodes. SPICE2 is the 
defacto industry standard and is used in many universities all over the 
world. Most of the circuit simulators which are available commercially are 
derived from SPICE. The commercial vendors claim to provide improved 
convergence, graphics capabilities, improved user interfaces, and often 
special analysis modes. Simulators that are not derived from SPICE differ 
from it in their choice of integration methods or in some aspect of modeling 
methodology. A very good survey of different commercially available circuit 
simulators was reported by Beresford and Domitrowich [20]. The capa- 
bilities of these simulators includes three basic types of analysis, e.g. 
nonlinear DC, nonlinear transient and linear AC analysis and several special 
options such as sensitivity analysis, noise and distortion analysis, worst 
case analysis, and Fourier analysis. In recent years relaxation based circuit 
simulators for special classes of MOS circuits have emerged that could 
speedup the simulation of big circuits by at least two orders of magnitude 

In general a circuit simulation program consists of the following four 
subprograms [22]-[24]: (1) the input subprogram that reads the input file, 
constructs the data structure for the original circuit description and checks 

w 1 .  

I SPICE3 is a redesigned implementation of SPICE2 program written in the C programming 
language and is designed to be modular. In terms of algorithms it is no improvement 
over SPICE2 which is written in Fortran. The SPICE software package is in public 
domain and can be obtained by writing to Ms. Cindy Manly, EECSiERL Industrial 
Liaison Program, 497 Cory Hall, University of California, Berkeley, California, 94720. 
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it for user errors; (2) the setup subprogram that sets up data structures 
required for the circuit analysis; (3) the analysis subprogram which performs 
the desired circuit analysis; and (4) the output subprogram which generates 
the output specified by the user. It is the analysis part where the system 
of equations describing the complete circuit are solved numerically to give 
the desired analysis results. This system of equations is formed for each 
element in the circuit and the topological constraint connecting them. In 
general, it is of the form 

f(x, x', t )  = 0 (1.1) 
where x is the vector of the unknown circuit variables, x' is the time 
derivative of x, t is the time, and f in general is a highly nonlinear function 
vector. A solution of Eq. (1.1) can be obtained by first converting nonlinear 
differential equations into nonlinear algebraic equations using numerical 
integration methods. The resulting nonlinear algebraic equations are then 
solved using the Newton-Raphson iterative algorithm. At each Newton- 
Raphson iteration the nonlinear equations are linearized around the 
operating point. The linear representation of nonlinear circuit elements 
like diodes and transistors is called the companion model. The latter describes 
the linearized characteristics of the nonlinear element as a function of its 
controlling voltage and current. The differential equation characterizing a 
capacitor or inductor is also approximated using a companion model 
(resistive circuit) that depends upon the integration algorithm 122,231. 
Thus a companion model reduces a dynamic network into a resistive network. 
It should be pointed out that the linearization process is approximate and 
therefore its accuracy depends on the error tolerance allowed. 
Numerical errors are unavoidable in the simulation process. However, by 
choosing suitable variables these errors may be reduced. From the 
computational point of view, when the circuit contains nonlinear capacitors 
it is advantageous to use charge Q as the state variable as this has been 
shown to result in less propagation of numerical error 1221. For MOSFET 
capacitances this choice of Q as a state variable becomes essential. Otherwise 
charge nonconservation problems can arise, as will be discussed in detail in 
Chapter 7. 
The utility of the circuit simulators as a tool for the design and analysis 
of VLSI circuits depends on the adequacy of the device model being used 
in the simulator. In particular, the accuracy and simplicity (computational 
efficiency) of the model directly affects the corresponding accuracy and 
speed of simulation. It has been found that for large circuits the MOSFET 
model evaluation accounts for a large percentage (up to 80%) of the total 
analysis time [ 151. This problem is further aggravated by the technology 
trend towards smaller and smaller device dimensions which increases the 
complexities of the models. Thus realistic circuit modeling requires an 
understanding of the accuracy and limitations of the various device models 
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and the computational techniques used for performing the analysis of the 
model. 

1.2 MOSFET Modeling 

The device models describe the terminal behavior of a device in terms of 
current-voltage (I-V), capacitance-voltage (C-V) characteristics, and the 
carrier transport process which takes place within the device. These models 
thus reflect device behavior in all regions of operation of the device. It is 
convenient to divide these models into two categories: (1) physical device 
models, and (2) equivalent circuit models. Physical device models are based 
on a careful definition of device geometry, doping profile, carrier transport 
equations (semiconductor equations) and material characteristics. These 
models can be used to predict both terminal characteristics and transport 
phenomenon. Modern MOS VLSI devices, due to their small size (micron 
and submicron), require two- or three-dimensional solutions of the coupled 
semiconductor equations which can be solved only by numerical methods 
[25,26]. These so called numerical device simulators provide detailed 
insight into the physical aspect of device operation and can predict the 
characteristics of new devices. For this reason they are mostly used to 
study device physics and device design 1271. Several public domain and 
commercial software packages are now available for device analysis and 
simulation; the most well known among them are MINIMOS [28], PISCES 
[29], FIELDAY [30], CADDETH [3 11. Since device simulators are 
computationally intensive and require large amount of computer memory, 
they are not suitable for circuit simulation. 
Due to the 2-D and 3-D nature of the physical effects governing electrical 
behavior of VLSI MOS transistors, it is very difficult to obtain a closed 
form analytical formulation which is valid in all operating regions of 
interest. However, one can still obtain closed form analytical models, based 
on device physics, that are generally valid only over a limited region of device 
operation. Despite this limitation, such models are frequently used for circuit 
simulators because of ease of computation. 
Equivalent circuit models describe electrical properties of the device by 
connecting electrical circuit elements in such a way that the model emulates 
the electrical terminal behavior of the device. These models are thus based 
on the device characteristics; the circuit elements of this model are derived 
either from closed form analytical function or using an empirical approach. 
These models are often used in circuit simulators to represent device 
characteristics because of the ease of evaluation; the circuit simulator SPICE 
exclusively uses equivalent circuit models. For semiconductor devices the 
equivalent circuit model elements are highly nonlinear and element values 
are strongly dependent on DC bias, frequency, signal level and temperature. 
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Therefore, in addition to having separate DC and AC circuit models, i t  is 
generally necessary to distinguish between the small-signal and large-signal 
(transient) models. Thus in general we require three types of circuit 
models-DC, transient and AC-corresponding to three basic types of 
circuit analysis: 

A DC model is a static model that evaluates the device current for a 
fixed voltage, not varying with time.Thus in a DC model dynamic effects 
such as time delay arising from the presence of energy-storage elements 
(capacitors and inductors) are ignored. This model is used to calculate 
quiescent operating points of a circuit.2 
A transient model is a large-signal dynamic model which evaluates the 
device current when the applied voltage is varying with time. It is called a 
large-signal model because no restrictions are placed on the magnitude 
of the applied voltage. This model is required for the time domain 
analysis. In this case current is the sum of both DC and transient currents 
arising from the charging or discharging of device storage elements, 
usually capacitances. 
An AC model is a small-signal model which evaluates the current when 
the variation in the applied voltage is so small that the resulting small 
current variations can be expressed using linear relations. The small- 
signal linear model can usually be obtained very easily and systematically 
from the DC model of the device. Since AC model is used for the 
frequency-domain analysis, it should take into account energy-storage 
elements and the frequency dependent effects of the transistor. 

The MOSFET model we will be concerned with contains only capacitances 
as the storage elements and not the inductors. The latter are important 
only at very high frequencies (GHz range). For the transistor model to be 
used in a circuit simulator, the following requirements should be satisfied: 

The model should be accurate so that it simulates actual transistor 
behavior over all regions of operation of interest. An accuracy of about 
5% between the experimental device current (and capacitances) and the 
model is generally sufficient for circuit modeling work. 
During transient analysis, calculation of transistor current is carried out 
thousands of time, therefore, it is imperative that the model be both 
computationally efJicient, and accurate. Thus, the model needs not only 
to be accurate but simple too; there is always a trade-off between accuracy 
and simplicity. 

0 In order to avoid any nonconvergence problems in the simulator, the 

The points (nodal voltages and branch currents) about which the circuit operates are 
termed quiescent points (Q-points) or bias points. Accurate Q-points are critical for the 
design and simulation of transient and AC response. 
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mathematical equations representing the device model must be contin- 
uous, with continuous first derivatives (which are required by the Newton- 
Raphson algorithm), although not necessarily in a strict mathematical 
sense. The degree of discontinuity, if present, must be so small that the 
resulting errors can be absorbed by the overall simulation program error 
tolerances. 
In MOS VLSI circuit design devices of different lengths and widths are 
used, therefore, it is desirable that a single model should fit all device 
sizes used in actual design practice. 

Clearly, any choice of the model must be based on compromises between 
the accuracy of the model in predicting device characteristics over the 
operating range of interest and the computational efficiency of simulating 
large circuits. As the size and the complexity of modern circuits increases, 
the choice of appropriate models becomes more critical. For this reason a 
hierarchy of models of different levels of accuracy are normally available 
in a circuit simulator so that designers can choose a model best suited to 
their potential application. For example, Berkeley SPICE has four different 
levels of MOSFET models. The combined requirements of computational 
efficiency and available memory restrict the device models for circuit 
simulators into the following three categories. 

Analytical Models. There are basically two types of analytical models 
where model equations are directly derived from device physics. One type 
of model is based on surface potential analysis, often called charge sheet 
models [32,33]. These models are inherently continuous in all regions of 
operation of the device. The current can be accurately determined using 
these models, but the equations themselves are complex, involving trans- 
cendental expressions, and often require iterations just to compute the surface 
potential for a given bias condition. They are thus not very suitable for 
VLSI circuit simulation, although recently they have been used for 
simulation of small circuits [34,35]. The second type of analytical model 
is the result of applying various approximations to the semiconductor 
equations, based upon decisions as to which physical phenomena dominate 
[S], [33], [36]-[38]. Thus, different equations are required to represent 
different regions of operation of the device. Such models represent first 
order device behavior fairly accurately, and higher order effects are normal- 
ly accounted for through the introduction of physical and empirical para- 
meters. These models are usually referred to as semi-empirical analytical 
models. Practically all the models used in today’s circuit simulators fall into 
this category, and range from simple to more complex models. These are the 
type of models which are covered in this book. 
The advantage of these models are that they do describe the relationship 
between the physical process and geometry structure on the one hand and 



8 1 Overview 

electrical behavior on the other, so that with some minor changes in the 
process, electrical behavior can still be predicted. However, the disadvan- 
tage is that they are technology dependent and takes considerable time to 
develop the model. Furthermore, effects resulting from new device structures 
often require minor or major modification of the existing model and may 
even require a new model. 

Table Lookup Model. In a table lookup model the device current data 
are stored for different bias points and device geometries in a tabular form 
1391-[41]. Generally some sort of interpolation scheme is used to obtain 
the current values which are not stored. This data base is collected from 
experimental devices or generated from device level simulators like 
MINIMOS/PISCES. In another approach, instead of directly storing the 
device current I d s ,  the coefficient of some mathematical functions like cubic 
splines are precalculated from original I,, data for different bias and 
geometry. It is the coefficients of this function which are then stored in a 
tabular form, and are later used to compute the currents and conductances 
required by the simulator [40]-1411. This approach increases model 
evaluation speed and reduces storage. These types of models have the 
advantage that they are technology independent and can be developed in a 
shorter time compared to  physical models. The disadvantage of this approach 
is that it gives no physical insight into device behavior. The model validity 
outside the data range is uncertain, and if accuracy is required storage is 
still a problem. 
It should be pointed out that table lookup models are generally used for 
device DC models. For transient and AC models, we still use analytical 
models because the charges associated with different device terminals are 
difficult to measure. The charges can be calculated from terminal capaci- 
tances [42], but even the capacitance measurements for VLSI devices are 
difficult to carryout. We will not cover the table lookup model and the 
interested reader should look into the references cited. 

Empirical Model. In an empirical model, the model equations representing 
device characteristics are purely of the curve fitting type and are thus not 
based on device physics [42a]. The only advantage of this type of model is 
that it requires small data storage as compared to table look models and 
model development time is shorter compared to other modeling approaches. 
The disadvantage is that this approach is not technology independent. 
Purely empirical models are seldom used in circuit simulators, although 
empirical (or curve fitting) parameters are often included in physical models 
to describe 2 or 3-D device behavior. 
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1.3 Model Parameter Determination 

The accuracy of a device model in predicting device characteristics is fully 
dependent on the accuracy of the model parameter values being used. With 
ever decreasing device dimensions, the complexity of the models used in 
circuit simulators have increased significantly. Further, most circuit models 
are semi-empirical analytical models containing various fitting parameters 
that do not have a well defined physical meaning, and the number of these 
fitting parameters increases with the complexity of the model. Very often 
some of these fitting parameters become redundant,j and no unique value 
can be determined for those parameters. Therefore, care must be taken in 
extracting model parameter values from device data so that physical 
meaning of the parameter is retained as far as possible. The device data 
required for extracting model parameters may either be obtained from a 
device level simulator or from electrical measurements on a number of test 
devices of different geometries (different widths and lengths). For MOS 
VLSI it is common practice to fabricate MOS transistors of different widths 
and lengths on special test chips, also called test patterns, along with other 
test structures required for process development and characterization 1431. 
The electrical measurements on test transistors are then normally performed 
using an automatic wafer prober and measurement system as discussed in 
Chapter 9. 
Various general purpose curve fitting programs called optimizers have been 
developed which extract model parameters by curve fitting model equations 
to the experimental device data using non-linear least square optimization 
techniques [44]-1461. One such optimizer which is in the public domain 
is SUXES (Stanford University extractor modEl parameters) from Stanford 
Uni~ersity.~ Other similar packages are commercially available from different 
companies and universities. 
To support designs that yield well across the full range of random variations 
in a process, the statistical behavior of the model parameters must be 
known. Since I-V and/or C-V characteristics of the devices represent the 
joint distribution of all the process variations, by extracting the model 
parameters from these curves for different size MOSFETs, and studying 
the observed distribution of extracted parameters, worst case design 
parameters can be created. This process spread information is essential for 
chip design for good manufacturing yield (see Chapter 12). 

Ifa physical effect can be described partially by two parameters or one parameter has much 
smaller influence than the other parameter, then one of the parameter becomes redundant. 
SUXES can be obtained by writing to Office of Technical Licensing, Stanford University, 
105 Encina Hall, Stanford, California 94305. 
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Fig. 1.2 Parasitic capacitances in 1 pm CMOS integrated circuits. The dimensions are 
approximately to scale. (From Yang and Chatterjee [47], slightly modified) 

1.4 Interconnect Modeling 

MOS VLSI circuits consist almost entirely of MOS transistors and their 
interconnections. In a typical MOS VLSI chip, active device area is 10% 
while the physical area occupied by interconnect and isolation regions is 
6 to 10 times the active device area. For this reason the role of interconnect 
is becoming increasingly important as the feature size is scaled down to 
submicron dimensions and device density is increased on the chip. 
Figure 1.2 shows a vertical cross-section of a 1 pm design rule CMOS 
technology [47]. From this figure it is reasonable to expect that capacitive 
coupling between the metal lines and from metal lines to devices will play 
a significant role in the circuit response. In fact, interconnect capacitances 
are becoming dominant in determining the performance of VLSI circuits. 
Therefore, these parasitic capacitances must be taken into account during 
the chip design. The distributed resistance and capacitance of long signal 
lines form a low pass filter circuit which can affect signal timing. The 
switching power necessary to drive this interconnect loading is a significant 
part of the total chip power dissipation. Modeling of these interconnect 
properties is 'thus important and must be included by the designer when 
checking circuit performance through circuit simulation tools. The models 
for the parasitic capacitances and resistances, outside the device but part 
of the chip, are outside the scope of this book and interested readers are 
referred to the references cited [27], [48]. 
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1.5 Subjects Covered 

In this book we will cover analytical models for MOS VLSI devices and 
their model parameter determination. Emphasis will be on models that 
are suitable for VLSI circuit simulation. Although models discussed will be 
based on device physics, these models will often include empirical factors 
in order to account for the second order effects essential to model short 
geometry device behavior. 
The basic semiconductor and p n  junction theory essential for the develop- 
ment of the MOS transistor models are reviewed in Chapter 2. The overview 
of MOS transistor operation and characteristics are discussed in Chapter 3. 
Also included in this chapter is the overview of VLSI MOSFET character- 
istics such as MOSFET scaling, hot-electron effects, and MOSFET parasitic 
elements. The MOS capacitor, which is used for the characterization of 
MOS process and is basic to understanding MOSFET operation, is the 
topic for Chapter 4. From a circuit modeling point of view, MOSFET 
threshold voltage is the single most important device parameter. The 
threshold voltage models for large and small geometry MOSFETs are 
developed in Chapter 5 .  The device DC models are discussed in Chapter 
6 while AC models, both small and large signal, are covered in Chapter 7. 
Models for hot-electron effect, particularly substrate and gate current 
models, and device life-time models are covered in Chapter 8. 
The experimental setup, required for taking device data for different 
geometries and as a function of bias, is discussed in Chapter 9. Methods 
of determining some basic parameters such as threshold voltage, mobility 
of the carriers in the inversion region, doping profile, MOSFET capacitance 
measurements etc. are also covered in this chapter. The general purpose 
nonlinear optimization techniques for model parameter extraction are 
discussed in Chapter 10. The MOSFET model parameter extraction in 
general are also covered in this chapter. Since SPICE is used extensively 
through out the industry and at various universities, we have devoted 
Chapter 11 to the Diode and MOSFET models and their parameters as 
implemented in Berkeley SPICE. Finally the statistical variations of 
the MOSFET parameters due to the process variations are covered in 
Chapter 12. 
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Review of Basic Semiconductor A 

and p n  Junction Theory 2 

This chapter reviews some of the basics of semiconductor theory that are 
necessary for an understanding of the development of the device models 
which follows. Also reviewed is p n  junction theory as its behavior is basic 
to the operation of transistors. The review is brief and covers only those 
topics which have direct relevance to MOS VLSI circuits. For more 
exhaustive treatments, the reader is referred to textbooks on the subject 
Cll-C121. 

2.1 Energy Band Model 

The starting material in the fabrication of MOS devices and integrated 
circuits (IC) is silicon in the crystalline form. The silicon wafers are cut 
parallel to either the ( 111 ) or (100) planes with (100) material being 
the most commonly used. This is largely due to the fact that (100) wafers, 
during processing, produce the lowest charges at the oxide-silicon interface 
and higher mobility [ 131. Polycrystalline silicon (polysilicon) is also 
extensively used in IC technology as a conductor, contacts or gate in MOS 
devices [14]. This material is structurally more complex than single crystal 
silicon. It consists of many small regions, each having well defined structure 
but differing from its neighboring regions. For circuit model purposes we 
can treat polycrystalline silicon as being crystalline in nature. 
In a silicon crystal each atom has four valence electrons to share with its 
four nearest neighboring atoms. The valence electrons are shared in a 
paired configuration called a covalent bond. It is predicted by quantum 
mechanics that the electrons of an isolated atom may exist only in certain 
discrete energy levels or orbitals which are characterized by specific values 
of the quantum numbers. When two atoms approach one another the levels 
must split so that there will be energy levels to accommodate all the electrons 
of the system. When the system has a large number of atoms, as in the 
case of crystalline material, the higher energy levels tend to merge into two 
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0 FREE ELECTRON (-) 
0 HOLE (+I  

Fig. 2.1 Energy band diagram of a semiconductor (silicon) 

separate bands of allowed energies, called the valence band and the 
conduction band. The energy levels in the valence bands are mostly filled 
with electrons forming the covalent bonds. The energy levels in the conduc- 
tion bands are nearly empty. Electrons which occupy the energy levels in 
the conduction band are called free electrons, (or conduction electrons). 

The very closely spaced energy levels in the valence and conduction bands 
are often separated by a energy range where there are no allowed quantum 
states or energy levels, known as the energy gap E ,  (or band gap). This 
energy gap between the two allowed energy bands is often referred to as the 
forbidden band or forbidden gap.  Although the energy is a complex function 
of momentum in three dimensions and there are so many energy levels, 
and so many electrons, the energy band picture will be tedious to draw 
out if all the energy levels are shown. Thus, only the edge levels of each 
of the allowed energy bands are shown in the energy band diagram (see 
Figure 2.1). The electron energy is considered a positive quantity and is 
plotted upward on the energy-band diagram. If E, and E, are the energy 
levels for the lower edge of the conduction band and upper edge of the 
valence band respectively, then the band gap E, is' 

E ,  = E ,  - E, (ev). (2.1) 

Note that the unit of E ,  is electron-Volt eV (or qV). By definition, an electron-Volt is the 
energy an electron of charge q acquires when it moves through a potential difference of 
1 Volt (V). When E, in eV is divided by q (in units of electron charge, not Coulombs), the 
charge q of the electron cancels out, and the result is Volts (V). Thus E,  and E,/q have 
the same numerical value but diferent units. In general any physical quantity expressed in 
eV can be converted into Volts by simply dividing the quantity by the charge q and vice 
versa. If E, is in Joules, then E,/q is in Volts where q = 1.602 x 10-'9C. 
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When a valence electron is given sufficient additional energy ( 2  Eg), it can 
break out of the chemical bonding state and become a free electron that 
moves about freely in the lattice. A hole (the absence of an electron) is left 
where the electron was bonded. Since net positive charge is now associated 
with the atom from which the electron broke away, a hole is associated 
with a positive charge. Note that both the electron and the hole are generated 
simultaneously. In the energy band diagram holes are normally represented 
as circles and electrons as dots. 
Experimental results show that the band gap energy E ,  ofmost  semicon- 
ductors, including silicon, decreases as the temperature increases, because 
the crystal lattice spacing increases due to the thermal expansion. The 
temperature dependence of the band gap E ,  for silicon can be modeled 
using the following polynomial equation [ 151 

1.206-2.73 x lOP4T (2.2a) 

1.1785-9.025 x 10-5T-3.05 x 10p7T2 (2.2b) 

1.17+ 1.059 x 10p5T-6.05 x 10-7T2 

(for T 2 250 K) 

(for 300 K > T > 170 K) 

(for T i 170 K) 
(2.2c) 

where Tis the temperature in Kelvin (K). Equation (2.24 fits the experimental 
data to within 1 meV in the temperature 250-415 K, while at temperatures 
below 250 K, E ,  is modeled to within 2 meV [l5]. Note that both Eqs. (2.2a) 
and (2.2b) are accurate for 250 < T < 300 K. Although Eq. (2.2) has been 
used for low-temperature device modeling work [ 16,171, the circuit 
simulator SPICE uses the following equation for E ,  [lS] 

(eV) (SPICE) 
7.02 x 1 0 - ~ ~ 2  

1108 + T 
E ,  = 1.160 - 

giving E ,  = 1.115eV at 300K, which is somewhat lower than the more 
accurate value of 1.124 eV predicted by Eq. (2.2). 

2.2 Intrinsic Semiconductor 

A pure, single crystal semiconductor in which all the electrons in the 
conduction band are thermally excited from the valence band is called an 
intrinsic semiconductor. In other words, in an intrinsic semiconductor, at a 
given temperature, the number of holes in the valence band equals the 
number of electrons in the conduction band. Thus if n and p are the free 
electron and hole concentrations (per cm3) respectively, then 
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Table 2.1. Effective mass ratios .for silicon at 300 K 

Density-of-states effective mass Conduction effective mass 
m:lm m p  

Electrons 1.08 
Holes 0.81 

0.26 
0.386 

np  = n; (2.4b) 
where ni by definition is the free electron (or hole) concentration in intrinsic 
silicon, often called the intrinsic carrier concentration. 

Effective Mass of Electron and Hole. The electrons in the conduction band 
and the holes in the valence bands move freely throughout the crystal as 
if they were free particles, suffering only occasional scattering by impurities 
and defects present in the crystal. Thus electrons and holes are analogous 
to electrons moving in a vacuum. The difference is the presence of the 
potential or the Coulomb force experienced by the electrons due to the 
charged atomic cores of host atoms. These charged atomic cores are located 
on a regular lattice, giving rise to a periodic potential energy; in vacuum 
there is no such periodic potential. 
The effect of the periodic potential on the motion of electrons in the 
conduction band and holes in the valence band is represented by the effective 
masses of the electrons (m:) and holes (m;) respectively, and by the 
equivalent positive charge of a hole. It should be pointed out that effective 
mass is not a simple scalar quantity. For a given material and carrier type 
there are several effective masses encountered in practice [1]-[ lo]. Further, 
the effective mass required to calculate carrier (electron and hole) 
concentration, called the density of states’ effective mass, is different from 
the conductivity effective mass required to calculate carrier mobility. These 
effective masses are function of temperature as well. There is large variation 
in the values of m: and mp* reported in the literature [lS]. The commonly 
used values for the effective mass for electrons and holes at room 
temperature are summarized in the following Table 2.1 [6]. 

Intrinsic Currier Concentration. According to Barber [19], who has 
reviewed and correlated the theoretical and experimental data on ni for 

* Density of states is the total number of energy levels per unit volume which are available 
for possible occupation by electrons. 
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exp [ 2kT 2kT0 

19 

(2.7) 

silicon we have 
I I 

1.206 
-__ n, = 3.1 x 10'6T3'2 exp ( 2kT) (cm-3) 1 

I I 

where 1.206 is the extrapolated zero-degree band gap energy E,(O) [cf. 
Eq. (2.2a)], k is the Boltzmann constant (= 8.62 x lo-' eV/K) and T is the 
temperature in K. The term kT is called Boltzmannfactor. Since it has the 
dimension of energy, it is often called the thermal energy and the 
corresponding factor kTlq (V), the thermal voltage which we will denote 
by V,. The value of thermal energy at 300 K is 0.02586 eV. At T = 300 K, 
Eq. (2.5) yields n, = 1.19 x 1010cm-3. Recently Green [lS] has reported 
that at 300K a more accurate value is ni = 1.08 x 10" ~ m - ~ .  Note that ni 
increases rapidly with temperature, doubling roughly every 8 O C 3  

Another expression which has been often used for ni calculation as a 
function of temperature is 

( ~ m - ~ ) .  

If ni(To) is the value of ni at the nominal or reference temperature To (say 
300 K), then using (2.6), n, at any other temperature T could be written as 

where E,(T) is given by Eq. (2.2). The above equation is used in SPICE 
for calculating ni at any temperature T with ni = 1.45 x 1010cm-3 at 
T = 300K. 

2.2.1 Fermi Level 

The number of carriers available for conduction determines the electrical 
properties of a semiconductor. This number is found from the density of 
allowed states and the probability that these states are occupied. The 
probability that an available state with energy E is occupied by an electron 
under thermal equilibrium conditions is given by the Fermi-Dirac 

At 77K ni for silicon is -10-20cm-3, while at  400K its value is - 1 O ' * ~ m - ~  
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probability density function f ( E ) ,  also called the Fermi function [l]-[lO] 

(2.8) 

where E, is the Fermi energy or Fermi level defined as the energy level at 
which the probability offinding an electron, for  T > 0 K ,  is exactly one-haEf: 
Note that the Fermi level is a purely mathematical parameter and provides 
a reference with which other energies can be compared. When E = E, we 
havef(E) = 1/2 which means that the electron is equally likely to have an 
energy above the Fermi level as below it. At T = OK, f ( E )  = 1 indicating 
thereby that the probability of finding an electron below E,  is unity and 
above E, is zero. In other words all energy levels below E ,  are filled and 
all energy levels above E ,  are empty. As T is increased above zero, the 
function f ( E )  changes as shown in Figure 2.2. Thus, the probability that 
energy levels above E, are filled increases with temperature. It is important 
to note that the Fermi function (or Fermi energy) applies only under 
equilibrium  condition^.^ 
The Fermi level can be considered to be the chemical potential for electrons 
and holes. Since the condition for any system in equilibrium is that the 
chemical potential must be constant through out the system, it follows that 
the Fermi level must be constant throughout a semiconductor in equilibrium. 
The Fermi level in intrinsic silicon, often referred to as intrinsic Fermi level 
Ei, is only 0.0073 eV below midgap at T = 300K. Thus for all practical 
purposes it can be assumed that Ei is in the middle of the energy gap. 

Here ‘equilibrium’ means no applied voltage, no applied external fields or thermal 
gradients. 

Fig. 2.2 A Fermi-Dirac distribution function
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For all energy levels higher than 3kTabove E ,  the functionf(E) can be 
approximated by 

which is identical to the Maxwell-Boltzmann density function for classical 
gas particles. For most device applications, the function f(E) given by 
Eq. (2.9) is a good approximation. 

2.3 Extrinsic or Doped Semiconductor 

When elemental impurities called dopants are added to ~ i l i con ,~  free carrier 
concentration of intrinsic silicon changes and the resulting silicon is called 
doped or extrinsic silicon. The most commonly used dopants in integrated 
circuit technology are boron(B), phosphorous(P), and arsenic(As). If the 
dopants are phosphorous or arsenic they are called donor atoms, since they 
donate an electron to the crystal lattice, and the doped silicon is called 
n-type material that contains excess electrons. However, if the dopant is 
boron, it is called an acceptor atom, since it can be thought of as accepting 
an electron from the valence band, and the doped silicon is called p-type 
that contains excess holes. In terms of energy band diagrams, donors add 
allowed electron states in the band-gap close to the conduction band edge 
as pictured in Figure 2.3a; acceptors add allowed states just above the 
valence band edge as shown in Figure 2.3b. Also shown in this figure are 
positions of the Fermi level due to donors (Fig. 2 .3~)  and acceptors 
(Fig. 2.3d). 
It is possible to dope silicon so that p = n. Material of this type is called 
compensated silicon. In practice, however, one impurity dominates so that 
semiconductor is either n-type or p-type. A semiconductor6 is said to be 
nondegenerate, if the Fermi level lies in the band gap more than a few kT  
( -  3kT) from either band edge. Conversely, if the Fermi level is within a 
few kT ( -3kT)  of either band edge, the semiconductor is said to be 
degenerate. In the nondegenerate case, the carrier concentration obeys 
Maxwell-Boltzrnann statistics (2.9). However, for the degenerate case where 
the dopant concentration is in excess of approximately lo1* ~ r n - ~  (heavy 

The silicon crystal contains 5 x lo2* atoms/cm3 [ = Avogadro number (6.02 x loz3) x 
Density (2.33)/Gram Molecular Weight (28.09)]. The doping concentration used in the 
devices ranges from 1014-1020cm-3 or from less than one atom in hundred million to a 
fraction of a percent. 
Through out this book the word semiconductor and silicon are used interchangeably. 
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Fig. 2.3 Energy-band diagram representation of (a) donor level Ed (phosphorous, P) in 
silicon (b) acceptor level E,  (boron, B) (c) Fermi level with phosphorous doping concen- 
tration of 1015 cm13 and (d) Fermi level with boron doping concentration of 1015 cm13 

d ~ p i n g ) ~  one must use the Fermi-Dirac distribution function given by 
Eq. (2.8). In what follows, unless otherwise specified, we will assume the 
semiconductor to be nondegenerate. 
In an n-type nondegenerate semiconductor the Fermi level E ,  (or Fermi 
potential 4, = - E,/q) lies above the intrinsic level Ei (or potential 4 = 
-Ei/q)8 by an amount given by the following equation (see Figure 2.3c), 

' The carrier concentration greater than 10" cml (heavy doping) is normally represented 
as n+(electrons) or p+(holes). 
Note the negative sign in the 4 = - E / q  relation; when the electron energy plotted upwards 
is positive, the positive potential must be plotted downwards because ofthe negative electron 
charge. 
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while in a p-type semiconductor the Fermi level E ,  (Fermi potential 4,) 
lies below the intrinsic level Ei (potential 4) by an amount (see Figure 2.3d) 

The Eqs. (2.10a) and (2.10b) for n and p ,  respectively, are often referred to as 
Boltzmann’s relations. 
At room temperature, the available thermal energy is sufficient to ionize 
nearly all acceptor and donor atoms due to their low ionization energies. 
Hence it is a safe approximation to say that in nondegenerate silicon at 
room temperature 

n z N, (n-type) (2.1 la) 
P Na ( P - ~ Y  (2.11b) 

where N ,  is the concentration of donor atoms ( ~ m - ~ )  and N ,  is the 
concentration of acceptor atoms ( ~ m - ~ ) .  In an n-type material, where 
N ,  >> ni, electrons are majority carriers whose concentration is given by 
Eq. (2.11a), while the hole concentration p, is9 

n,? 
p , z -  ( ~ m - ~ )  (2.12) 

N d  

remembering that pn = nf [cf. Eq. (2.4b)l. The hole concentration p, is much 
smaller than n,. Thus holes are minority carriers in an n-type semiconductor. 
Similarly, in a p-type semiconductor where N a  >> ni, holes are majority 
carriers given by Eq. (2.1 lb), while electron concentration np is given by 

(2.13) 

Since n p  << p, electrons are minority carriers in p-type semiconductor. 
Consequently, we often use the terminology of majority carriers and 
minority carriers. 
Taking Ei as the zero reference level and making use of Eq. (2.11a) in 
(2.10a) we can write the electron concentration n in terms of 4f, for an 
n-type semiconductor, as 

4 4 ,  (2.14a) 

It is common practice to represent carrier concentrations with the subscript denoting the 
type of semiconductor. Thus pn  denotes hole concentration p in an n-type semiconductor 
and likewise n, (or simply n) denotes electron concentration n in an n-type semiconductor. 
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Similarly, the hole concentration p in a p-type semiconductor becomes 

p = N ,  = niexp (=). q4r (2.14b) 

Rearranging Eq. (2.14a) or (2.14b) for 4f we get 

(2.15) 

where the (+) sign is for p-type semiconductors ( N ,  = N,) and the (-) sign 
is for n-type semiconductors ( N ,  = Nd) .  Note that 4f is not only ufunction 
of currier concentration, but is also dependent on temperature. The variation 
of Fermi potential I 4r I at T = 300 K as a function of substrate concentration 
Nb( = N ,  or N d )  is shown in Figure 2.4. As the temperature increases, ni 
increases [cf. Eq. (2.5)] and therefore 4f decreases (the increase in ni with 
temperature is much faster than the increase in thermal energy kT). Thus, 
with an increase of temperature, the Fermi level approaches the midgap 
position i.e. the intrinsic Fermi level; showing thereby that the semicon- 
ductor becomes intrinsic at high temperature. Thus doped or extrinsic silicon 
will become intrinsic i f t h e  temperature is high enough. The temperature at 
which this happens depends upon the dopant concentration. When the 
material becomes intrinsic, the device can no longer function and therefore 
the intrinsic region is avoided in device operation. 

06 1 
Q , < O  n-TYPE 

0.5 
2 

0.1 
1014 1015 1016 1017 1018 1019 

BULK CONCENTRATION N b (cm -3) 

Fig. 2.4 Fermi potential df in silicon as a function of substrate concentration N ,  
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The temperature coefficient of +f can be obtained by differentiating 
Eq. (2.15) giving 

(2.16) 

where we have made use of Eq. (2.5) for ni. This gives d@,/dT - - 1 mV/K. 
If we use Eq. (2.7) for ni, 4f at any temperature T can be written in terms 
of its value at a nominal temperature To as 

(2.17) 
This is the equation used in SPICE for the temperature dependence of 4f.  

2.3.1 Generation-Recombination 

Under thermal equilibrium, the condition p n  = nt  is maintained. This condi- 
tion may be disturbed by the introduction of free carriers (only electrons, 
only holes, or electron-hole pairs) in the semiconductor. This process of 
introducing additional carriers (excess carriers) is called carrier injection 
and can occur in different ways (optical, electrical, etc). Note that the 
injection refers to any increments of carriers due to a nonthermal source, 
irrespective of the nature of this source. If the injected carrier density is 
small compared to the majority carrier density at equilibrium, so that the 
latter remains essentially unchanged while the minority carrier density is 
equal to the excess carrier density, then the process is called low-leuel 
injection. If the injected carrier density is comparable to or exceeds the 
majority carrier density before injection, then it is called high leuel injection. 
Although in semiconductor device operation it is generally low level 
injection which is important, one also encounters high level injection. 
Let us take an example. Suppose in n-type silicon, N ,  = 10l6 cm-3 then 
from Eq. (2.1 1) the majority carrier concentration n,, = 10l6 ~ m - ~ ,  while 
from Eq. (2.12) minority carrier concentration" pno = 2 x 104cm-3. NOW 

The majority and minority carrier concentrations calculated using Eqs. (2.1 1)-(2.13) are 
thermal equilibrium values of the carrier concentration and are often denoted by adding 
the subscript 0 to any other subscript in order to distinguish them from the new carrier 
concentration after injection. Thus, thermal equilibrium values of the majority electrons 
and minority holes in a n-type silicon will be represented by the symbols n,, and p n ,  
respectively. 
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suppose lo8 cmP3 electron-hole pairs are injected into the material, then 
the new n, is still 10'6cm-3 while pn0 becomes 108cm-3. Thus, while the 
majority carrier concentration n, remains unchanged by carrier injection, 
the minority carrier concentration p ,  has risen significantly. This is low 
level injection. 
While generation represents the process whereby electrons and holes are 
created, recombination is the process whereby electron and holes are 
annihilated or destroyed. If G and R represents generation and recombina- 
tion rate ( c ~ - ~ . s - ' ) ,  respectively, then at thermal equilibrium R = G. 
Crystalline defects due to dislocation in the crystal lattice, which could be 
the result of imperfect fabrication techniques, and impurities that form 
electronic states deep in the energy gap, assist recombination of electrons 
and holes. Here the word deep indicates that the states are away from the 
band edges and near the center of the energy gap. These deep states are 
commonly referred to as recombination-generation (or simply recombination) 
centers or traps' '. Such recombination centers are usually unintentional 
impurities, which are not necessarily ionized at room temperature. These 
deep level impurities have concentrations far below the concentration of 
donor and acceptor impurities, which have shallow energy levels (see Figure 
2.3a,b). Gold is a deep level impurity intentially used in silicon to increase 
the recombination rate. This recombination via deep level impurity or trap 
is often referred to as indirect recombination in order to distinguish it from 
direct recombination wherein carriers make a direct transition between the 
conduction and valence bands. The probability of direct recombination is 
very low in silicon due to the nature of the silicon band gap structure. This 
indirect recombination process was originally proposed by Shockley and 
Read [22] and independently suggested by Hall [23] and therefore is often 
referred to as Shockley-Read-Hall (SHR) recombination. 
The other recombination process in silicon that does not depend on deep 
level impurities and which sets an upper limit on lifetime is Auger 
recombination, in which electrons and holes recombine without trap levels 
and the released energy (of the order of the energy gap) is transferred to 
another majority carrier (a hole in a p-type and electron in a n-type silicon). 
Usually Auger recombination is important when the carrier concentration 
is very large (> 5 x loi8) as a result of high doping or high level injection 
as is the case in bipolar transistors [12]. 
Recombination is not instantaneous. It takes a finite and measurable time, 
the average of which is called the lifetime denoted by the symbol z. Physically 
z represents the average time an electron remains free before it recombines 

" Strictly speaking recombination centres and traps are not the same. Traps implies that the 
carrier is captured for a definite time after which it is either re-emitted back to where it 
came from or recombines with other carries. However, for our discussion we will treat 
them as being the same. 
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with a hole. If N ,  is the density of the recombination centers corresponding 
to the energy level El  then it can be shown that [1]-[lo] 

(2.18) 

where C is the proportionality constant for the capturing process and 
describes the effectiveness of the deep state in capturing an electron or 
hole. The constant C is often expressed in terms of capture cross-section 
co such that C = cOu,,,, where u,,, = J3kT/m* is the thermal velocity. Here 
m* is effective mass of the carriers. At room temperature (300K) 
ulh - lo7 cm/s. From Eq. (2.18) it is evident that the higher the N ,  and/or 
larger the capture cross-section, the shorter the lifetime. 
The lifetime of most interest in semiconductor devices is the minority carrier 
lifetime z, for holes in n-type silicon and z, for electrons in p-type silicon. 
Thus z,(or z,) represents the average time an excess minority carrier 
hole(or electron) will remain free before combining with a majority carrier 
electron(or hole). Experimentally, it is found that minority carrier lifetime 
generally decreases with increasing majority carrier concentration as there 
would be more opportunities for recombinations, apart from being governed 
by Eq. (2.18). The lifetime generally encountered in silicon is in the range 
lop4 to lop9  sec depending on the density of the recombination centers 
and doping concentration. 
Lifetime is one of the important parameters that characterizes a semicon- 
ductor. Short lifetime generally enhances the undesired leakage currents. 
Long lifetimes are generally desirable in most cases, including MOSFETs. 
The carrier lifetime is temperature dependent [17], [21]. To a first approxi- 
mation it can be assumed to vary as T-1 /2  through v,,, dependence. 

2.3.2 Quasi-Fermi Level 

When carriers are injected into the semiconductor, the equilibrium 
condition is disturbed. The carrier densities can no longer be described by 
a constant Fermi level throughout the system. On the energy diagram this 
nonequilibrium condition is shown by using two different Fermi levels, Ffl 
for electrons and Fp for holes, called quasi-Fermi levels (also sometime 
referred to irnref). Thus quasi-Fermi levels apply when the equilibrium 
condition is disturbed and expresses the increased probability of finding 
minority carriers in an otherwise empty level. The quasi-Fermi levels Ffl 
and 9, are related to the nonequilibrium carrier concentration in the same 
way as the Fermi level E ,  is related to equilibrium carrier concentration. 
If qn and qp are the quasi-Fermi potentials for electrons and holes 
corresponding to the quasi-Fermi level 5, and 2Fp respectively, then under 
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nonequilibrium condition we have 

(2.1 9a) 

(2.19b) 

so that in equilibrium Fn = Fp = E,  and qn = qp = d,. Note that under 
nonequilibrium conditions the pn product is not equal to the thermal 
equilibrium value of n; but is a function of the separation of the two 
quasi-Fermi levels. This separation is a measure of the deviation from the 
equilibrium values of free carrier concentrations. 

2.4 Electrical Conduction 

The current flow in a semiconductor is the result of two different pheno- 
mena, namely: (1) the dr f t  of carriers (electron and holes), which is caused 
by the presence of an electric field, and (2) the diffusion of carriers which 
is caused by the concentration gradient in the semiconductor. We will now 
consider factors involved in both phenomena. 

2.4.1 Currier Mobility 

When an electron (or hole) in free space moves under the influence of an 
electric field, B, it will be accelerated (indefinitely) in proportion to the force 
of the field 8. However, an electron within a semiconductor (in fact any 
material) will not accelerate indefinitely in response to the field. This is 
because the carriers will collide with various scattering centers such as the 
atoms of the host lattice (lattice scattering), the impurity atoms (impurity 
scattering), other carriers (carrier-carrier scattering), etc.I2 These different 
scatterings tend to redirect the electron momentum, and in many cases 
tends to dissipate the electron energy gained from the electric field. Under 
the influence of a uniform electric field, the process of energy gain (from 
the field) and energy loss (due to the scattering) balance each other and 

l 2  The lattice scattering is due to the collision between carries and the thermally agitated 
lattice atoms. It involves transfer of kinetic energy from the carriers to vibrational energy 
of the host lattice. This energy transfer occurs in discrete quanta of vibrational energy 
known as phonons. For this reason lattice scattering is also known as phonon scattering. 
The impurity scattering is the result of Coulombic attraction or repulsion between 
charged carriers and the ionized donors and/or acceptors, and therefore also known as 
Coulombic scattering. 
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carriers attain a constant average velocity, called driji velocity. Except ,for 
very largejields, drijit velocity v of the curriers is directly proportional to the 
applied jield Q. Thus 

u = pQ (cm/s). (2.20) 

The proportionality constant p is called mobility of the carriers. Physically 
speaking p represents the ease with which carriers move in the semicon- 
ductor crystal and is given by 

97 
m* 

p = -  (cm2Vp's- ' )  (2.21) 

where m* is the carrier effective mass (cf. Table 2.1) and z is the mean free 
time between the collisions which depends upon different scattering 
mechanisms. Assuming different scattering mechanisms are independent, 
the total mobility is determined by combining the mobilities for different 
scattering mechanisms: p L  (mobility due to lattice scattering), pI (mobility 
due to ionized impurity scattering) etc, using Mathiessen's rule shown below 

1 1 1  -=-+-+... (2.22) 
P P L  P I  

Measurements show that electron mobility (pn) in n-type silicon is about 3 
times greater than the hole mobility (pp)  in p-type silicon. This difference is 
partly due to the difference in the effective mass of the electrons and 
holes and partly because of the difference in their scattering mechanisms. 
Carrier mobility in bulk silicon is a function of the doping concentrations 
as would be expected from Eq. (2.21) due to the presence of z. Mobility as 
a function of concentration for silicon at 300 K is shown in Figure 2.5. This 
figure represents the 'best fit' to the measured data and can be generated 
from the following empirical relation 

(2.23) 

where N is the total dopant concentration in the silicon and the four 
parameters pma,, pmin, Nref and cc have different values for different types 
of impurities. Values of these parameters for different dopants are shown 
in Table 2.2 [6]. Note from Figure 2.5 that there is a monotonic decrease 
in mobility with increasing concentration. The decrease in p with increasing 
N is caused by increased ionized impurity scattering. At low doping, p 
approaches the doping independent limiting value set by lattice scattering. 

The carrier mobility discussed above is called the bulk mobility in order to 
distinguish it from the so-called surface mobility in the channel region 
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Fig. 2.5 Electron and hole mobilities in silicon at 300K as a function of total dopant 
concentration 

Table 2.2. Mobility parameters for different douants in silicon at 300 K [6 I 
Parameter Arsenic PhosDhorus Boron 

%in 52.2 68.5 44.9 

Nref 9.68 x loL6 9.20 x 1 0 I 6  2.23 x 101’ 
Pmax 1417 1414 470.5 

a 0.680 0.7 1 1 0.719 

(inversion layer) of a MOSFET. The surface mobility is much lower than 
the bulk mobility because of the existence of the high electric field normal 
to the channel and increased scattering due to “surface roughness” at the 
Si-SiO, interface. We will discuss surface mobility in more detail in 
Section 6.6. 
It should be pointed out that the data in Figure 2.5 are applicable when 
the value of the electric field € is less than 1-5 x lo4 V/cm. For higher fields, 
p actually decreases from its low field value resulting eventually in the 
saturation of the drift velocity. This limiting high-$eld drift velocity is re- 
ferred to as the saturation velocity usat. For silicon a typical value of 
usat = 1.07 x lo7 cm/s for electron and occurs at an electric field of - 2.0 x lo4 V/cm. The corresponding values for hole is usat = 8.34 x lo6 cm/s 
and 8 - 5.0 x lo4 V/cm. 
Figure 2.6 shows measured value of the drift velocity for electrons and 
holes at 300K in silicon as a function of the applied field F. At low fields, 
carrier velocity increases linearly with the electric field indicating constant 
mobility. When the field exceeds about 20KV/cm, carriers begin to loose 
energy by scattering with optical phonons and their velocity saturates. As 
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Fig. 2.6 Drift velocities of electrons and holes as a function of applied field showing velocity 
saturation at high fields 

the field exceeds 100 KV/cm carriers gain more energy from the field than 
they can loose by scattering. Consequently their energy with respect to the 
bottom of the conduction band (for electrons) or top of the valence band 
(for holes) begins to increase. The carriers are no longer in thermal 
equilibrium with the lattice. Since they acquire energy higher than thermal 
energy (kT)  they are called hot-carriers. It is these hot-carriers which are 
responsible for reducing the mobility at high fields. Figure 2.6 can be 
approximated by the following empirical expression [24] 

I I 

&/&C (cm/sec) 
[ 1 + (€/&c)v] 

u = usat (2.24) 

where 8, is the critical field at which carrier velocity saturates. The 
parameter usat, bC and v in the above equation are given in Table 2.3 [24]. 

When hot-carrier acquire energy in excess of the binding energy of an 
electron to its parent atom, it can break the covalent bond in collision with 
the atom and produce an electron-hole pair. This process of creating 
electron-hole pairs by collision of energetic electrons (or holes) with parent 
atoms is called impact ionization. It is characterized by the ionization energy 

Table 2.3. Parametersforfield dependence ofdrqt velocity 
for silicon at 300K 
Parameter u,,,(cm/sec) gC(V/cm) v 

Electrons 1.07 x 10’ 6.91 103 1.11 
Holes 8.34 x lo6 1.45 x lo4 2.637 
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Ei (generally Ei > E,, the band gap energy) which is the minimum energy 
required by the electron or hole to ionize an atom. The electron-hole pair 
generation rate G due to impact ionization depends upon the ionization 
coejicients for electrons and holes respectively and is deJined as the number 
of electron-hole pairs generated by an energetic carrier per unit distance 
traveled. The ionization coefficients are strong functions of the electric field 
because the energy necessary for an ionizing collision is imparted to the 
carrier by the electric field. The ionization rate for electrons is higher than 
that for holes by 2-3 orders of magnitude [17]. 
Carrier mobilities exhibit a strong and somewhat complex dependence on 
temperature. This is because the scattering mechanisms are temperature 
dependent. For design and analysis purposes, the dependence of mobility 
on the temperature and dopant concentration are described fairly accurately 
by the following equations [7], [25] 

(2.25a) 

(2.25 b) 

where 

CI = 0.88Tn-0.146 and T,, = T/300 

T being measured in Kelvin and N is the total dopant density ( ~ r n - ~ )  in 
the ~ i l i con . '~  Based on Eq. (2.25) temperature dependence of mobility is 
shown in Figure 2.7. 
The temperature dependence of us,, has been reported for electrons in silicon 
~ 2 4 1  

2.4 x 107 
(cmjsec) 

1 + 0.8 exp (T/600) Vsat = (2.26) 

which predicts about 20% increase in vSat at 77 K compared to its value at 
300K. However, no such expression exists for holes, due to the fact that it 
is difficult to access the high-field region where, if any, hole velocity 
saturation occurs. From a global best fit to the velocity-field curve, it 
turns out that in the temperature range 245-430K we may assume 1201, 
c211 

(for electrons) 
(for holes) 

(2.26) 

l 3  There is a typo in Eqs. (8) and (13) of the original paper [25] where c! = 0.88T;0.146 
appears to be a multiplying factor while in fact it is in an exponent factor. 
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Fig. 2.7 Mobility as a function of temperature in silicon for doping concentration in the 
range lo i4  to 1019cm-3 (a) electrons and (b) holes 

Other formulations for temperature dependence of us,, has also been 
proposed [ 171. 

2.4.2 Resistivity and Sheet Resistance 

The flow of electrons carrying a charge q at drift velocity u constitute a 
current, called the electron driji current. If there are n free electrons per 
cm3 then the drift electron current density14 Jn,drift is given by 

Jn,drift = qnu = qnp,,& = a& (A/cm2) (2.28) 
where we have made use of Eq. (2.20) for u. Since, for a given material p,, 
and n are constants, we have lumped the product qpnn into a single 
parameter called electron conductivity' G,,. The resistivity p of a material 
is the inverse of conductivity; thus electron resistivity pn is 

(a cm). (2.29) 

l 4  Current density, represented by the symbol J ,  is the current I per unit cross-sectional area 
A of a conducting medium i.e. J = I / A  (A/cm2). The area A is perpendicular to the current 
path. 
Equation J = ~8 is another form of Ohm's law which states that the current density is 
proportional to the voltage gradient. 
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Similarly, one can write the hole current density Jp,drift and hole resistivity p p  
by replacing n and pn by p and pp respectively in Eqs. (2.28) and (2.29). If 
the silicon is doped with both donor and acceptors, then resistivity is 
expressed as 

(2.30) 

Thus the resistivity of the semiconductor depends on the electron and hole 
concentrations and their mobilities. Empirical curves of resistivity versus 
bulk impurity concentration are shown in Figure 2.8 for uniformly doped 
silicon at 300 K based on recent experimental data 1261. These curves differ 
from Irvin's curves (the most used curves prior to 1982 and given in many 
textbooks) by as much as 50% for boron doped p-type silicon. For 
phosphorous doped n-type silicon the difference is only 1574. Curves for 
n-type are lower than p-doped silicon because electron mobility is higher 
than hole mobility. 

Sheer Resistsrnce. The resistance of a uniform structure of width w, thickness 
t ,  and length I is given by 

I 
R = p -  (Q) 

t w  
(2.31) 

where p is resistivity of the material in Qcm. In integrated circuits, the 
diffusion lines are normally uniform in thickness, therefore, we can absorb 
t into resistivity p and define a new variable ps, called sheet resistance, 
which has dimensions of Ohm (Q). Thus, Eq. (2.31) becomes 

I 
R=p, -  (Q). 

U' 
(2.32) 

When 1 = w, the structure becomes square with R = p s .  Thus sheet resistance 
of a layer is the resistance measured between the opposite sides of a square 
of that layer, regnrdless of its actual dimensions. Hence p, is often expressed 
as Q/o (Ohm per square). Note that the sheet resistance does not depend 
on the size of the square. Typical sheet resistance of n+ and p +  polysilicon 
layer are 15 and 25 Q/n. The resistance of any layer is simply p, times the 
number of squares in the path of the current. The process parameters which 
determine the sheet resistance of a layer are the resistivity p and thickness 
(or depth) t of the layer. 
The concept of sheet resistance is important in a integrated circuits as it 
can simplify handling resistance calculations even when the thickness is 
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Fig. 2.8 Dopant density versus resistivity at 23°C for silicon doped with phosphorous and 
boron. (After Muller and Kamins [S].) 

not uniform, such as would occur for ion imp1anted"j or diffused layers. 
Since resistivity p is a function of carrier concentration and mobility, both 
of which are functions of temperature, p will be temperature dependent. 

l 6  Ion implantation is a technique of introducing a precise quantity of dopants (impurities) 
into the substrate. 
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2.4.3 Transport Equations 

The diffusion current density, which is due to the diffusion of carriers from 
regions of high concentration to regions of low concentration,” is given 
by 

dn 
Jn,diff = qD,- (electrons) 

dx 

dP 
Jp,diff  = - qD,- (holes) 

dx 

(2.33a) 

(2.3 3 b) 

where D ,  and D ,  are called the diflisiuity or difusion constants for electrons 
and holes respectively (see Fig. 2.5) and are related to the mobility by the 
relationship 

(2.34) 

where V, = kT/q  is the thermal voltage. Equation (2.34) is often referred to 
as the Einstein relation. For lightly doped silicon ( N  - 1014cm-3) at room 
temperature D, = 38 cm2/s and D, = 13 cm2/s. The negative sign in Eq. (2.33b) 
shows that hole current flows in a direction opposite to the gradient of 
holes. 
When an electric field is present in addition to a concentration gradient, 
drift current and diffusion current both will flow. The total electron current 
density J ,  at any point x is then simply J ,  = Jn ,dr i f t  + J n , d i f f .  In other 
words, 

dn 
J ,  = qnp,& + qD,- (A/cm2). 

dx 
(2.35a) 

l 7  Diffusion current Eq. (2.33) is a direct consequence of Fick’s first law of diffusion, which 
states that the flux of carriers (numbers per sec. passing through a unit area) F is propor- 
tional to the concentration gradient dnldx .  Thus 

dn 

dx 
F =  - D -  

where the proportionality constant D is called the diffusivity. 
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Similarly, the hole current density Jp( = Jp,drift + J,,diff) is given by 

(2.3 5 b) 

so that the total current density J = J, + J,. The current equations (2.35a) 
and (2.35b) are often referred to as transport equations. 
Under thermal equilibrium no current flows inside the semiconductor and 
therefore J, = Jp = 0. However, under nonequilibrium conditions J, and 
J ,  can be written as 

dv, 

dqP 
J, = - 4 P P p -  

J, = - qnp,- 
dx 

dx 

(2.36a) 

(2.36b) 

and are easily obtained by combining Eqs. (2.35) and (2.19) for n and [I 
respectively (quasi-Fermi potentials). 

2.4.4 Continuity Equation 

When carriers diffuse through a certain volume of semiconductor, the 
current density leaving the volume may be smaller or larger depending 
upon the recombination or generation taking place inside the volume. Let 
us consider a small length Ax of a semiconductor with cross-sectional area 
A in the y z  plane. The electron current density entering the volume A’Ax 
is J,(x) while that leaving is J;(x + Ax). The net increase in the electron 
concentration per unit time, an/&, is the difference between the electron 
flux per unit volume entering and leaving minus the recombination rate 
R, plus the generation rate G,. That is 

a n  1 J,(x) - J,(X + A ~ )  
- R, + G, - -~ - 

a t  4 Ax 

in the limit of Ax + 0, we get 

I 
a n  1 aJ, 
at q ax 

R, + G,. I -=--- 

(2.37) 

(2.3 8a) 
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Similarly for holes we have 

(2.3 8 b) 

where R, and G, are recombination and generation rates for holes. These 
equations are called continuity equations for electrons and holes respectively 
and describe the time dependent relationship between current density, 
recombination and generation rates and distance. They are used for solving 
transient phenomena and diffusion with recombination-generation of 
carriers. 

2.4.5 Poisson’s Equation 

Poisson’s equation is a very general differential equation, based on 
Maxwell’s field equations, that relates the charge density p to the electric 
field &(or potential 4). When the semiconductor as a whole is charge neutral 
i.e. it exhibits no net charge, p must be zero. However, when space charge 
neutrality does not apply Poisson’s equation must be invoked. Mathemati- 
cally Poisson’s equation is stated as follows: 

(2.39) 

where p is net space charge density (Coul/cm3), eO( = 8.854 x 10- l4 F/cm2) 
is permittivity of free space, and esi( = 11.7) is relative permittivity of silicon. 
If n and p are free electron and hole concentrations and No- and N l  are 
concentrations of ionized acceptors and donors respectively in the space 
charge region, we have 

d &  4 
- = - [p(x)  - n(x) + N,+(x)  - N i ( x ) ] .  
dx E ~ E , ~  

(2.40) 

Remembering that & = - d4/dx and since at room temperature No- M N a  
and N: % N d ,  the Poisson equation in terms of potential 4 can be written 
as 

(2.41) 

The current equation (2 .35) ,  the continuity equation (2.38) and the Poisson 
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equation (2.41) are one-dimensional equations; however, they can easily be 
extended to three-dimensional equations (see section 6.1). 

2.5 p n  Junction at Equilibrium 

The most remarkable property of the pn junction is that it rectzjies, i.e. i t  
allows current to flow in one direction but not in the opposite direction. 
When the p-side of the junction is made positive with respect to the n-side 
by applying an external voltage Vf, as shown in Figure 2.9a, the junction 
is said to beforward biased, giving rise to current that increases rapidly as 
the voltage increases. However when we reverse the polarity, i.e. a negative 
voltage is applied to the p-side with respect to the n-side, the junction is 
said to be reverse biased and in this case virtually no current flows initially 
(see Fig. 2.9b). As the reverse bias is increased the current remains negligible 
until a critical voltage is reached when the current suddenly increases. This 

FORWARD BIAS 

~ 1 m A  
REVERSE BIAS 

- 1  n A  
10 v 

I 
0 . 7 V  Vr 

( a )  

BREAKDOWN 
VOLTAGE 

( b )  Ir  

t+ 

( C )  

Fig. 2.9 Current voltage characteristic of an ideal diode under (a) forward bias and (b) 
reverse bias; note the change in the scale. (c) Circuit representation of a diode 
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critical voltage is called the junction breakdown voltage. The applied forward 
voltage is usually less than 1V while the reverse breakdown voltage could 
be tens of volts depending upon the structure of the pn junction and the 
dopant concentration in the p -  and n-sides. The junction symbol for a diode 
is shown in Figure 2 .9~ .  The arrowhead points from the p-type region 
towards the n-type region in the direction of forward-biased current flow. 

The most common method of forming a pn junction is by diffusion or ion 
implantation of one type of impurity into a background of the opposite 
type, so that in one region donor impurity ions are in majority while in 
the other region acceptor impurities are prevalent. This is illustrated in 
Figure 2.10 for a planar type pn structure that also shows the doping 
profile.I8 The metallurgicaljunction depth X j  is indicated as the point where 
the net impurity concentrations of donors and acceptors are equal. Follow- 
ing the implantation process, devices go through various high-temperature 
fabrication steps which change the final profile. For circuit models, the 
actual impurity profile (dotted line) is often approximated by a step or 
abrupt profile (solid line) or sometime a linearly graded proJile so that 
tractable circuit equations can be developed. Since most junctions encoun- 
tered in MOS technology are, to a good approximation, step junctions, 
we will focus our analysis on step junctions (step doping profiles). 
As shown in Figure 2.10b, a step doping profile is characterized by a 
constant p-type dopant concentration N ,  that changes with position in a 

I p-TYPE I (N, mi3) 
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a 
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(a) (b)  

Fig. 2.10 (a) Cross-section of a p n  junction formed by the addition of impurities into a 
background substrate (b) doping concentration profile as a function of depth into silicon 
from the surface. A shallow implanted junction (dashed line) with step junction (solid line) 

approximation 

l 8  The peak of the doping profile due to ion implantation is generally inside the silicon while 
that due to diffusion is at the surface. 
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-- - 
Na p-TYPE 11: 
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stepwise fashion to a constant n-type dopant concentration N,. Thus there 
is a large carrier concentration gradient at the junction resulting in carrier 
diffusion. Holes in the p-side diffuse to the n-side leaving behind negatively 
charged acceptor ions ( N U )  and electrons from the n-side diffuse to the 
p-side leaving behind positively charged donor ions ( N i ) .  Consequently, 
a space charge region is formed (negative charge on the p-side and positive 
charge on the n-side) creating thereby an electric field 6, and hence, a 
potential difference as shown in Figure 2.11. The direction of the field 
(n-region to p-region) is such that it opposes further diffusion of the carriers 
so that, in thermal equilibrium, the net flow of carriers is zero. The “internal” 
potential difference between the two sides of the junction is called the 

+ + +  1:: n-TYPE Nd 
+ + +  

SPACE CHARGE 
(DEPLETION) 

- - x ,  REGION -1 prn 
-q N, 

(b) DEPLETION CHARGE 

(c) ELECTRIC FIELD 

Fig. 2.1 1 Electric charge, field and potential relationships in the depletion region associated 
with a p n  junction 
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built-in potential or barrier height cPbi. The space charge region on the two 
sides of the metallurgical junction is often called the depletion region, 
because the region is depleted of the free (majority) carriers”, or transition 
reg ion. O 

The boundary of the depletion region is labeled as X ,  on the p-region side 
and X ,  on the n-region side; the sum of X ,  and X ,  is called the depletion 
width X,. The region outside the depletion width, on the two sides of the 
junction, is called the quasi-neutral region as in this region the majority 
carrier distribution does not differ much from the impurity distribution. 
This quasi-neutral region is also referred to as the ohmic or bulk region. 
The 4 b j  and X ,  are two important physical parameters that are used in 
developing the diode model and are discussed below. 

2.5.1 Built-in Potential 

The built-in potential 4bi of a pn junction in equilibrium can easily be 
calculated using current equations (2.35). With no external voltage applied 
no current can flow (equilibrium condition), i.e. J ,  = J ,  = 0 and therefore 
the electric field € across the junction becomes 

(2.42) 

Remembering & = - d$/dx and integrating the above equation from the 
n-type to p-type in the direction of the electric field, with equilibrium 
electron concentration n,, (majority electrons in the n-region) and npo 
(minority electrons in the p-region), or equilibrium hole concentration p n o  
and p p o ,  respectively at the edges of the depletion layer, we get 

(2.43) 

where V, = kT/q and 4, - 4,, is the voltage difference between the two sides 
of the junction at thermal equilibrium which by definition is the built-in 
voltage 4bj. 
For an abrupt junction with uniform dopant concentration on the two sides 
we have n,, = N ,  and p p o  = N,. Making use of Eqs. (2.12) and (2.13) for 

l 9  Strictly speaking the depletion region is not devoid of free carriers but the number is so 
small compared to N ,  and N ,  that for all practical purposes it can be assumed to be 
depleted of free carriers. 

2 o  The three terms, space-charge region, depletion region or transition region are generally 
used synonymously. 
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minority carrier concentration, Eq. (2.43) becomes 

(2.44) 

This is the potential diference which exists in a pn junction at thermal 
equilibrium and is a function of carrier concentration on the two sides of the 
junction. Its value is typically between 0.6-0.7 V for silicon junctions and 
is strongly temperature dependent due to its dependence on ni. Note that 
the built-in voltage &i can not be measured directly using a voltmeter. 
This is because the built-in voltage can be thought of as similar to contact 
potential between two dissimilar metals and the sum of all contact potential 
in a loop is zero. 
The value of &i given by Eq. (2.44) is valid under equilibrium conditions 
when no external voltage is applied to the diode. However, when voltage Vd 
is applied to the diode” (nonequilibrium situation) the potential barrier 
height becomes (&i - Vd); vd is positive for forward bias and negative for  
reuerse bias. If the applied forward voltage is exactly equal to the built-in 
voltage, there will be no barrier and therefore, there will be copious flow 
of forward current. This is the maximum voltage which can be applied 
across the pn junction (provided there is no external resistance in series 
with the diode). 

2.5.2 Depletion W i d t h  

The width X ,  of the depletion region can be obtained by solving Poisson’s 
equation (2.41). Let us assume that the free carrier concentrations n and p 
are negligibly small compared to the fixed ionized impurities N ;  N N ,  and 
N l  N N ,  over the entire region defined by the depletion width bounded 
by - X ,  and X ,  i.e. N ,  >> n, or p ,  and N ,  >> np or p p .  This assumption is 
often referred to as the depletion approximation. It is an excellent approxima- 
tion for most engineering purposes which will often be used during the 
development of analytical device models. 
Assuming a step pn junction so that N ,  and N d  are uniform in p -  and 
n-regions respectively, the Poisson’s equation (2.41) under the depletion 
approximation can easily be integrated using the boundary condition 

Note that voltage applied across the terminals of the diode will be the same as that 
appearing across the depletion region provided the diode contact resistance and p -  and 
n- bulk (or neutral) regions resistance is negligible (see discussion in section 3.2.1, 
Eq. 2.64). 
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b( - X,) = &?(X,) = 0 (see Figure 2.1 lc) to give 121-[12] 

qN €(x) = - L ( X ,  + x) - x, I x I 0  
EOEsi 

(2.45) 
qNd 
EOEsi  

€(x) = - - (X,  - x) 0 I x I x,. 
Since the field must be continuous at x = 0, we get from Eq. (2.45) the 
maximum field b,,, as 

(2.46) 

or 

1 qNuXp=qNdXn 1 (2.47) 

which gives the distribution of the charge on either side of the junction 
and shows that the negative charge on the p-side exactly equals the positive 
charge on the n-side. Equation (2.47) also shows that the width of the 
depletion region on each side of the junction varies inversely with the dopant 
concentration; the higher the dopant concentration, the narrower the depletion 
region. 
If we integrate Eq. (2.45) once again, remembering that € = - dV/dx, and 
the potential difference between the p and n sides is 4bi it can be seen that 
PI- c 121 

(2.48) 

and 

so that total depletion width X d  (= X ,  + X,) becomes 

(2.49) 

(2.50) 

The value of X d  given above is at thermal equilibrium with no external 
voltage applied to the diode. However, when the diode is in a nonequilibrium 
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condition, with voltage vd applied to it, then as was stated earlier, the 
potential barrier height becomes ( 4 b i -  V,), so that depletion width as a 
function of voltage becomes 

(2.5 1) 

This shows that forward bias V,(= Vf) will result in a decrease in the 
depletion width due to the decrease in barrier height, while reverse bias 
- V,( = Vr), will result in an increase in the depletion width due to a higher 
barrier height. 
Using Eq. (2.48) for X ,  or (2.49) for X ,  in Eq. (2.46), the maximum electric 
field, Q,,, in the depletion region becomes 

(2.52) 

The higher the reverse voltage the higher is the field. 

If the impurity concentration on one side of the junction is much higher 
than the other side, the junction is called a one-sided step junction; it is an 
excellent approximation for diffused junctions having shallow junction 
depths. In this case it can be seen that the depletion region expands almost 
totally into the lighter doped side. For example, in the case of an n'p junction 
( N ,  >> N a  and X ,  >> X,)  the depletion width X ,  is almost entirely in the 
p-side. Thus from Eq. (2.51) it is easy to see that X ,  for a one sided step 
junction becomes 

(2.53) 

where N ,  = N a  for n'p junction and N b  = N ,  for p'n junction. A more 
accurate result for the depletion width can be obtained by considering 
majority carrier distribution tails (electrons in the n-side and holes in the 
p-side) as shown by dashed lines in Figure 2.11b. Each contributes a cor- 
rection factor V, to dbi [ S ] .  Thus the depletion width is still given by 
Eq. (2.53) except that is replaced by 4 b i  - 2Vt so that using this more 
accurate expression, X ,  for a one-sided step junction becomes 

(2.54) 

However, Eq. (2.53) is accurate to within about 3% for the biases normally 
encountered in MOS circuitry. 
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2.6 Diode Current-Voltage Characteristics 

When an external forward voltage V, is applied to the junction, the holes 
that are injected from the p-region move across the depletion region and 
diffuse into the n-region. This is shown in Figure 2.12 where, for the condi- 
tion of forward bias, the minority carrier concentration in the neutral region 
is plotted on a linear scale. As these holes (minority carriers in n-region) 
diffuse away from the junction they recombine with free electrons, which 
are majority carriers, so the free hole density decreases with distance x 
from the junction. If the n-region is long enough, the hole density approaches 
the equilibrium hole density pno = nf/N, [cf. Eq. (2.12)] which is due to 
thermal generation. Similarly electrons injected into the p-region approach 
the equilibrium electron density npo = $/No. The complete minority carrier 
concentration distribution in the bulk of the semiconductor near the 
depletion region can be obtained using the continuity Eq. (2.38). Under the 
assumptions that: 

1. The step junction profile is applicable. 
2. The depletion approximation is valid. 
3. Low level injection is maintained in the bulk region. 
4. No generation-recombination takes place in the depletion region. 
5. There is no voltage drop in the bulk region so that Vd is sustained 

entirely across the depletion region. 
6. The width of the p- and n-regions outside the depletion region is much 

greater than minority carrier diffusion length for holes and electrons L, 
and L, respectively.22 

The diode current I ,  is given by [2]-[12] 

(2.55) 

where I ,  is called the reverse saturation current given by 

(2.56) 

2 2  The minority carrier dijjiision lenghts L, and L, are defined as 

L P = a  and L,=& (cm) 

Physically, LJL,) is the mean distance traveled by the injected hole (electron) before it 
recombines with an electron (hole) and may range from 1 to 100pm, depending upon the 
silicon purity and doping concentration. 
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Fig. 2.12 Excess minority carrier distribution in the bulk region when the diode is forward 
bias 

Dp, Lpv cp ++, 

Clearly, I ,  may be considered as arising from thermal generation of minority 
carriers in the bulk region. At T = 300 K, V, - 26 mV and for a forward bias 
V,( = V,) greater than 60mV, the exponential term is greater than 
ten. Therefore, the exponential term is dominant at practical levels of 
forward bias and the net forward current I ,  is 

(2.57) 

Thus, under forward bias with V,/V, >> 1, the current varies exponentially 
with the applied voltage. 
When the diode is reverse biased by a voltage - V,( = Ifr), the potential 
barrier increases resulting in an increase in the depletion width. Under 
reverse bias there is very little current flow as the minority carriers (electrons 
from p-side and holes from n-side) which constitute the current have very 
low density. The flow of minority carriers constitutes the so called leakage 
current of the junction. It turns out that Eq. (2.55) is applicable for both 
forward and reverse bias voltages. In reverse bias, the exponential term 
drops out at a relatively small value of V,, the current approaches I ,  and 
becomes independent of bias. For this reason I ,  is called the reverse 
saturation current. Thus, in reverse bias for vd I 5 4  

I,= -Is. (2.58) 

In practical diodes (step junction) the saturation current is mainly influenced 
by the lighter doped side, i.e. the side where minority carrier concentration 
is greatest. For example, for p + n  junctions, N ,  >> N,, and therefore Eq. (2.56) 
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,615 

I ,  = qA,n’ ~ D p  (A). 
LPNd 

/ 
/ INJECTION 

f.!- I, evd / 2  ‘t 
I I I I I  

(2.59) 

The above equation for I ,  is based on the assumption that the length X ,  
of the n-region from the junction to the ohmic contact is much larger than 
the diffusion length L, (see Fig. 2.12). In this case ( X ,  >> L,) the minority 
carrier concentration decreases to its thermal equilibrium value in a distance 
less than X,. When this happens it is referred to as a long-base diode. How- 
ever in IC technology we often encounter situations when X ,  << L,. Such 
diodes are called short-base diodes. In this case ( X ,  \< Lp),  recombination is 
completed at the ohmic contact that makes the connection to the n-region; 
I ,  for short base diodes simply can be obtained by replacing L, wit6 X i  
in Eq. (2.56) [12]. 

2.6.1 Limitation of the Diode Current Model 

The diode current Eq. (2.55), often called the ideal-diode equation, describes 
fairly accurately pn junction devices over a range of applied voltages. 
However, there exists a significant range of useful biases where the ideal 
diode equation becomes inaccurate. We will briefly discuss those regions 
of operations. 

Forward Bias. The current voltage characteristics of a forward biased 
silicon pn junction diode is shown in Figure 2.13, where the ideal diode 

VOLTAGE V,, ( V )  

Fig. 2.13 Forward bias characteristics of a real diode showing low-level and high-level 
injections. Saturation current I, is obtained by extrapolating current from the mid range 

(dotted line) 
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current is shown by the dotted line. Two different regions of nonideal 
behavior are illustrated in this figure. At a very small value of the forward 
bias (V, < 0.2-0.3 V) the injected carrier densities are relatively small. When 
these carriers move through the depletion region, same of them may be 
lost by recombination in this region thereby forming a recombination 
current I,,,, which is added to the ideal diode diffusion current. The result 
is a larger total current than that predicted by the ideal diode Eq. (2.55). 
This recombination current dominates in the silicon diode at very small 
current levels and violates assumption 4. Note that the recombination 
current is present at large current levels also, but then it is only a small 
fraction of the total current. Using the Shockley-Read-Hall (SHR) theory 
of generation and recombination, it can be shown that the space-charge 
recombination current I,,, is [ l l ,  121 

(2.60) 

where t, is the lifetime associated with the recombination of excess carriers 
in the depletion region. The lifetime t, is analogous to, but usually greater 
than z, or z p  for the neutral regions and is generally approximately equal 
to 2&[12]. Thus total diode current is the sum of Eqs. (2.60) and (2.55). 
In general until V,  reaches a value of about 0.4 V, the neutral region diffusion 
current will be less than I , , , .  
At high current levels, the injected minority carrier density is comparable 
to the majority carrier concentration (high-level injection)23, and therefore 
assumption 3 is invalid. For high level injection, majority carrier concentra- 
tion increases significantly above its equilibrium value, giving rise to an 
electric field. Thus in such cases both drift and difusion components must 
be considered. The presence of the electric field results in a voltage drop 
across this region, and thus reduces the applied voltage that appears across 
the junction resulting in a lower current than expected. It can be shown 
that under high level injection the diode current I,, is [l2] 

I ,  = 2qAdniDp exp (5) (high-level injection) x, 2 vi 
(2.61) 

which indicates that high level current depends on 1/2V, rather than l/Vi, 

2 3  Since the injected minority carrier is much greater than the background doping 
concentration, the conductivity of this region is increased. Therefore this region becomes 
conductivity modulated. For this reason the terms conductivity modulation and high leuel 
injection are often used interchangeably to denote this situation in different devices. 
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Thus, depending upon the magnitude of the applied forward voltage, the 
diode current can be represented by an empirical form 

(2.62) 

where the factor v]  is called the ideality factor and is a measure of how 
close to ideal the real diode curve is. When recombination current 
dominates or there is high level injection v]  = 2 and when diffusion current 
dominates q = 1. 

Reverse Bias. The current of a reverse bias diode is shown in Figure 
2.14 where the dotted line shows current I ,  due to an ideal diode Eq. (2.56). 
Clearly, the current in a real diode does not saturate at - I ,  as predicted 
by Eq. (2.56). This is because when the diode is reverse biased, generation 
of electron-hole pairs in the depletion region takes place, which was neglected 
in the ideal diode equation. In fact, the generation current dominates 
because carrier concentrations are smaller than their thermal equilibrium 
values. Again, using SHR theory [5]-[12], it can be shown that the gen- 
eration current Igen is 

(2.63) 

where zg is the generation life time of the carriers in the depletion region 
and is approximately equal to 22, if we assume Z,-Z, [12]. Note that 
while I ,  is proportional to n:, Zgen is proportional to ni only. Thus Zgen will 
be dominant when ni is small as is the case at room and low temperatures. 
Further, since the space charge width Xd increases as the square root of 
the reverse bias [cf. Eq. (2.51)], the generation current increases with reverse 
bias voltage as shown in Figure 2.14 as a solid line. Thus taking into 
account Igen the total reverse current I ,  becomes I ,  = - I d  = - ( I ,  + Igen). 
This value of I ,  not only approximately agrees with measured value of 
reverse current but in addition, it provides proper voltage dependence of 
the reverse current in properly constructed silicon planar pn junctions. 

In real devices there is a third component of leakage current, called the 
surface leakage current I S l .  This current can be treated as a special case of 
Zgen modeled at the surface where a high concentration of dislocations 
at the oxide-silicon interface, often referred to as fast surface states (see 
section 4.1.2), provide additional generation centers over those present in 
the bulk. It is very much process dependent and is responsible for large 
variation in the leakage current. Both process and electrically induced defects 
at the surface generally increase the charge generation rate by an order of 
magnitude compared with the bulk recombination-generation rate. In that 
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Fig. 2.14 Reverse bias characteristics of a real diode 

case I,, dominates over the other components of I ,  and is thus responsible 
for higher leakage current for a diode compared to that predicted by the sum 
of Zgen and I , .  Leakage current is highly temperature dependent due to the 
presence of the n, term. Also note that the generation limited leakage current 
is proportional to ni while diffusion limited leakage current is proportional 
to n:. 

2.6.2 Bulk Resistance 

At high current levels, bulk resistance and the metal-silicon contact resis- 
tance can produce a significant voltage drop (assumption 5 )  resulting in a 
smaller voltage across the junction and thus a lower current. Usually the 
bulk resistance and contact resistance are combined into one resistor called 
the series resistance Y,. Thus if vd is the applied voltage to the diode terminals 
and Vd is the voltage across the diode junction resulting in the current I d  
as shown in Figure 2.15, we have 

(2.64) v,j = v; + r s l d .  

k-vd -4 
I 
I 

I 
Is I ! 

P- $ I>I n 

+vd-+i 

Fig. 2.15 Diode model at high level current; r, is the diode resistance due to contact and 
bulk region resistivity 
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Under the ideal conditions when r s = O ,  V , =  V i  that is related to I, by 
Eqs. (2.55) or (2.62). Thus, in the presence of the series resistance, the diode 
current-voltage expression becomes 

(2.65) 

Rearranging this equation yields 

(2.66) 

Clearly, when I, is large, the terminal voltage V,  will increase linearly with 
I, because Idrs  increases faster than the logarithmic term. 

2.6.3 Junction Breakdown Vo l tage  

We have seen that the diode reverse (or leakage) current increases only as 
the square root of the reverse bias V, [cf. Eq. (2.63)]. But as V, increases 
so does the electric field in the depletion region [cf. Eq. (2.52)]. When the 
field reaches a certain critical field b, corresponding to the reverse voltage 
V,  = V,,, called the breakdown voltage, a slight increase of reverse voltage 
causes a very large increase of current as shown in Figure 2.14 (region BC). 
This condition is often called the breakdown condition and is a most 
important consideration in device design.24 The breakdown occurs because 
carriers, while moving through the depletion region, acquire sufficient 
energy to create new electron-hole pairs through impact ionization. The 
newly generated electron-hole pairs can also acquire sufficient energy from 
the field to create additional electron-hole pairs. Since electrons and holes 
travel in opposite directions, the carriers can multiply a few times in the 
depletion region before they reach the electrodes. This multiplicative process 
results in an avalanche effect. The resulting breakdown voltage, V,,, is 
called the avalanche breakdown and can be obtained using Eq. (2.52): 

(2.67) 

24 The breakdown process is not inherently destructive so long as the current is limited. 
For very large currents, however, it will be destructive if sufficient heat is generated in 
the junction by the current. This is true whether the diode is forward biased or reverse 
biased and so, to limit the maximum current flow, an external resistance might be added 
in series with the diode. 
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The above equation shows that any increase in the doping, either of n or p ,  
results in a decrease in the breakdown voltage Vbr. Further, it shows that 
V,, is controlled by the concentration N of the lightly doped region and is 
proportional to W1. In practical diodes, V,, generally varies as N - 2 / 3  
[12]. For moderately doped silicon (1014-1016cm-3) the value of the 
critical field is &, - 4. lo5 V/cm and to a first approximation is independent 
of doping [ 111. 
If the pn junction is heavily doped (concentration > 1 0 " ~ m - ~ )  on both 
sides, the depletion layer is very narrow. Carriers cannot gain enough 
energy within the depletion region so that avalanche breakdown is not 
possible. However, in the depletion region the electric field is high; &,,, 
can be close to lo6 V/cm. The field becomes so high that it exerts sufficient 
force to free the covalent bond electrons. This creates electron-hole 
pairs. This type of electron-hole pair generation is called tunneling and 
contributes to the current resulting in the breakdown of the junction. No 
carrier acceleration or collision is required for this type of breakdown. This 
mechanism of breakdown is called the Zener breakdown. In the source/ 
drain pn junction of a MOSFET, it is the avalanche breakdown that is 
important. 

2.7 Diode Dynamic Behavior 

So far we have considered diode characteristics under constant applied 
voltage, not varying with time. In circuits, however, diodes are often subject 
to varying voltages. Such dynamic operation causes charges in the diode 
to vary resulting in an extra current not predicted by the DC current 
Eq. (2.55). There are two types of stored charge in a diode: (1) the charge 
Qdep due to the depletion or space-charge region on each side of the junction 
[cf. Eq. (2.47)], and (2) the charge Qdif due to minority carrier injection. 
Remember that it is these injected (excess) mobile carriers which generate 
current I ,  and also represent a stored charge Qdif in the diode. The latter 
is given by the area between the curve representing p,(or np)  and the steady 
state level pno(or npo) (see Figure 2.12). These two types of stored charges 
result in two types of diode capacitances, the junction capacitance Cj  due 
to Qdep and the diffusion capacitance due to Qdiff, and are discussed below. 

2.7.1 Junction Capacitance 

When the voltage applied to the pn junction is changed by a small amount 
(incremental change), there will be an incremental change in the depletion 
region charge Qdep because the depletion width changes (see section 2.5.2). 
If the applied voltage is returned to its original value, carriers flow in such 



54 2 Basic Semiconductor and p n  Junction Theory 

a direction that the previous increment of charge gets neutralized. The 
response of the pn junction to the incremental voltage thus results in 
generation of an effective capacitance C j  referred to as the transition 
capacitance, junction capacitance or depletion layer capacitance.2s Recalling 
the definition of capacitance per unit area in terms of an incremental charge 
dQ,,, per unit area induced by an incremental change in applied voltage 
dVd, we have 

C.=- dQdep  (F/cm2). ’ dvd 
(2.68) 

Remembering that Qdep  = q N , X ,  = q N d X ,  [cf. Eq. (2.47)], it is easy to see 
that 

(2.69) 

where we have made use of Eqs. (2.48)-(2.49). 
This is the equation for the diode junction capacitance for a step profile 
in terms of the physical parameters of the device. Remember that this 
equation is valid for vd < &. Comparing Eqs. (2.69) and (2.51) it is easy to 
see that 

E E .  

x d  

c.=* ( F/cmZ). (2.70) 

This states that the junction capacitance is equivalent to that of a parallel 
plate capacitor with silicon as the dielectric and separated by a distance x d ,  

the depletion width. Though the derivation of Eq. (2.70) is based on a step 
profile, it can be shown [2] that the relationship is valid for any arbitrary 
doping projile. 
It should be pointed out that although the pn junction capacitance can be 
calculated using the parallel plate capacitor formula, there are differences 
between the two types of capacitors. While true parallel plate capacitance 
is independent of applied voltage, pn junction capacitance given by 
Eq. (2.70) becomes voltage dependent through X d .  Therefore, the total 
charge in a pn junction cannot be obtained by simply multiplying the 
capacitance by the applied voltage, although a small variation in the charge 

*’ The classical definition of the linear capacitance of a parallel plate capacitor structure is 
given by C = Q/V,  where Q is the charge on the positively charged plate and V is the 
potential of that plate relative to the other plate. Since in many cases, capacitance may 
be bias dependent, more generally we define the capacitance C of any geometry as 
C ( V )  = dQ/dV which is usually called the incremental capacitance and can easily be 
derived from the linear relation C = Q / V  remembering that the (displacement) current 
i, through a capacitor is i, = dQ/dt. 
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can still be obtained by multiplying a small variation in the voltage by the 
instantaneous capacitance value (see Eq. 2.68). Another difference is that 
in a p n  junction the dipoles in the transition region have their positive 
charge in the n-side depletion region and negative charge in the p-side 
depletion region, while in a parallel plate capacitor the separation between 
the charges in the dipoles is much less and they are distributed 
homogeneously throughout the dielectric. 
For a one-sided step junction, say n'p diode with N d  >> N , ,  Eq. (2.69) 
becomes 

(2.71) 

For the circuit designer it is more convenient to express capacitance in 
terms of electrical parameters. If Cjo is the junction capacitance at 
equilibrium i.e. at vd = 0 V, then from Eq. (2.69) we obtain 

The junction capacitance C j  can be written in terms of Cjo as 

C.= Cjo (F/cm2). 

(2.72) 

(2.73) 

In practical diodes, the doping profile is neither abrupt nor linearly graded 
as assumed in the derivation for C j  and therefore, to calculate the 
capacitance for real devices, we replace the one-half power in (2.73) by m, 
called the grading coeficient, resulting in the following equation for C j  

(2.74) 

For real devices m ranges between 0.2 and 0.6. Figure 2.16 shows a plot 
of the junction capacitance C j  as a function of junction voltage V d .  Note 
that the capacitance Cj decreases as the reverse biased I v d l  increases ( v d  is 
negative). When the diode is forward bias (vd is positive) the capacitance 
C j  increases and becomes infinite at v d  = +bi  as shown in Figure 2.16 
(continuous line, curve A). This is because Eq. (2.74) no longer applies due 
to the depletion approximation becoming invalid [27]. A more exact 
analysis of the behavior of C j  as a function of the forward bias v d  is shown 
by the dotted line (curve b) [28]. However, in SPICE a straight line 
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Fig. 2.16 Behavior of a p n  junction depletion capacitance C, as a function of the voltage 
V, across the diode 

approximation is used instead (see curve c in Figure 2.16). In this case we 
define a parameter F,(O < F, < 1) such that when the diode is forward bias 
and V,  2F,& the following equation for Cj is used 

that is obtained by matching slopes at Fc4bi. Thus, F, determines how 
depletion capacitance is calculated when the junction is forward biased. 
Normally F ,  is taken as 0.5. The above approximation avoids infinite 
capacitance and, though not accurate, is acceptable for circuit design work. 
This is because, under forward bias conditions, diffusion capacitance, as 
discussed below, dominates. 
It should be pointed out that for circuit models 4bi and rn become fitting 
parameters and are obtained by fitting Eq. (2.74) to experimental capacitance 
data, as is discussed in detail in section 9.14.2. 

2.7.2 DifSusion Capacitance 

The variation in the stored charge Qdif, associated with excess minority 
carrier injection in the bulk region under forward bias, is modeled by 
another capacitance Cd,. The capacitance C,, is called difusion capacitance, 
because the minority carriers move across the bulk region by diffusion. 
Since Qdif is proportional to the current I , ,  for an n + p  diode we can write 
1151~121  

(C/cm '). 
1 

Qdif = A, z p z d  (2.76) 
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For a short base diode, z p  is replaced by zr, the transit time of the diode. 
For the case of a long base diode the transit time z, is the excess minority 
carrier lifetime. Differentiating Eq. (2.76) gives 

(2.77) 

A more accurate derivation results in a C,, half of that shown in Eq. (2.77) 

Let us compare the magnitude of the two capacitances at a forward bias 
of say 0.3V; assume we have a n’p  diode with N ,  = 1015cm-3 and 
N ,  = 10’’ cm 3,  then Eq. (2.44) gives &i = 0.814 V. For a forward bias of 
0.3 V, Eq. (2.50) gives X ,  = 8.15 x lO-’cm and Eq. (2.70) gives C j  = 1.27 x 
lo-’ F/cm2. Assuming z, = lO-’sec, and I ,  = 4 x A for a junction 
area of 20 x 20pm2 gives Cd, = 4 x 10- F/cm2, which is much larger 
than Cj .  It should be noted that under forward bias C,, increases much 
faster with increasing V,( = V,), due to the exponential dependence on V d ,  

as compared to Cj.  However, under reverse bias C j  decreases much more 
slowly with increasing v d (  = - Vr), as compared to Cdf. Therefore, C j  is the 
dominant capacitance for reverse bias and small forward bias ( v d  < &/2), 
while dif ision capacitance C,, is dominant for forward bias (V, > &/2). 

[ l l ,  121.26 

2.7.3 Small Signal Conductance 

In the large signal model discussed in the previous section we did not place 
any restriction on the allowed voltage variations. However, in some circuit 
situations, voltage variations are sufficiently small so that the resulting 
small current variations can be expressed using linear relationships. This is 
the so called small signal behavior of the diode. An example of linear relations 
are the capacitances C j  and C,, in Eqs (2.74) and (2.77), respectively, as they 
represent an overall nonlinear charge storage effect in terms of linear circuit 
elements (capacitors), although we did not label them as such. 
For small variations about the operating point, which is set by the DC 
condition, the nonlinear diode current can be linearized so that the 
incremental diode current is proportional to the incremental applied 
voltage. This linear relationship is used to calculate the small signal 
conductance gd, 

dld 

dvd 

g d = -  (mho). (2.78) 

26 Cdf is independent of frequency w( = 2n x frequency) for wzP << 1. 



58 2 Basic Semiconductor and p n  Junction Theory 

Using Eq. (2.55) we have 

(2.79) 

Clearly gd is proportional to the slope of the DC characteristics at the 
operating point. When the diode is forward biased, 1, is much larger than I ,  
and therefore g d  is proportional to I d .  However, when the diode is reverse 
biased I d  = - I ,  and therefore from the above equation g ,  becomes zero. 
But in real diodes, g ,  # 0 in the reverse bias condition due to the fact that 
the generation current, Igen, [cf. Eq. (2.63)] is the dominant conduction 
mechanism. 

2.8 Real p n  Junction 

In the discussion so far we have assumed that the junction is planar. 
However, real junctions fabricated by IC technology depart from true 
planarity as shown in Figure 2.17. When the junction is formed by diffusion 
through a window in the oxide mask, the impurities will diffuse downward 
(depth X j )  and sideways (Ldif) resulting in a planar region with nearly 
cylindrical edges (see Figure 2.17). Thus, in reality, the junction boundary 
consists of the flat planar bottom and its rounded sides and corners. 
Typically, the radius of the cylindrical sides of the junction is 0.6-0.8 
times the junction depth X i .  Clearly the width X ,  of the depletion region 

_- - - - -- 
I' p- a -.\ 

DIFFUSION AREA=a.  b 
PERIMETER=Z(a+b) I WINDOW 

I p-SUBS T RATE 

Fig. 2.17 Schematic of p n  junction formation through an oxide window opening (a) top 
view and (b) cross-section 
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will not be uniform along the boundary of the junction. The depletion 
width will be narrower at the cylindrical edges due to the charge crowding 
at the edges resulting in a larger electric field than in the plane part of the 
junction. The higher electric field at the corners will result in a lower 
breakdown voltage of the real diode as compared to the true planar diode. 
The reduction in the breakdown voltage for a shallower junctions with 
smaller radius of curvature will be more severe as compared to true planar 
junctions. This is because the lines of force will concentrate more on the 
corners where the electric field is higher as compared to the planar region, 
resulting in a lower breakdown voltage at the corners. 

Due to the smaller depletion width at the edges (because of high fields), 
the junction capacitance will be larger at the edges compared to the plane 
portion of the junction. Thus, capacitance in a real junction can be thought 
of as consisting of two components: 

the area component, C,,,,; it is the capacitance per unit area due to the 
area A defined by the opening in the oxide mask through which impurities 
have been diffused. This is also called the bottom-wall capacitance. 

0 the periphery component, Cperi; it is the capacitance per unit length due 
to the periphery P of the oxide window opening, also known as the 
side-wall capacitance. 

so that the total capacitance C,  becomesz7 the sum of C,,,, x A and 
Cperi x P. Traditionally, the measured junction capacitance of discrete diodes 
is the area capacitance which submerges the periphery component. However, 
if the junctions are shallower, as is usually the case with source/drain 
junctions of VLSI MOSFETs, the periphery component is often larger than 
the area component. Both these capacitances follow the model described 
in section 2.7.1 with the model parameter (Cjo,&, and m) values being 
different in the two cases [cf. Eq. (2.74)]. 
In order to separate the two components of the junction capacitance, 
measurements are made on special test structures with extreme area to 
periphery ratios [29]. One such test structure which maximizes the area is 
shown in Figure 2.18a (structure ‘a’) and other which maximizes perimeter 
is shown in Figure 2.18b (structure ‘p’). Another structure which is often 
used for perimeter maximization is the “serpentine” structure. If C, is the 
total capacitance for structure ‘a’ and C, is the total capacitance for 

27 Throughout the text, the lower case subscript for charge Q and capacitance C denote per 
unit quantity while upper case subscript represent total quantity. Thus, for example, C j  
represents junction capacitance per unit area while C, denotes total junction capacitance. 
Similarly, charge Qdep represents depletion charge per unit area while QDEp will represent 
total depletion charge. 
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L - - L - - - - l  
(a) (b) 

Fig. 2.18 Test structures for separating area and periphery capacitance components of a 
junction diode. (a) maximum area structure (b) maximum perimeter structure 

structure ‘p’, then we can write 

CA = CareaAa + Cperi‘a (F) (2.80a) 

CP = CareaAp + CperiPp (F) (2.80b) 
where 

A ,  = Area of the structure ‘a’ = 1 x w (see Figure 2.18a) 
Pa = Perimeter of the structure ‘a’ = 2 (1 + w )  
A, = Area of the structure ‘p’ % m (1‘ x w’), (see Figure 2.18b) 
P ,  = Perimeter of the structure ‘p’ zz 2 m (1‘ + w’) 

Car,, = capacitance per unit area (F/cm2) 
Cperi = capacitance per unit perimeter (F/cm) 

m = number of fingers in structure ‘p’ 
Note that Eqs. (2.80) are based on the assumption that Care, and Cperi are 
the same for the two structures at a given voltage and temperature.This is 
normally the case when the test structures are side by side on a chip. Given 
measured data for C, and C p  and knowing A,, Pa, A, and P ,  for the two 
structures, we can calculate Care, and Cperi at each reverse voltage point 
using Eq. (2.80). In order to ensure that Care, and Cperi are the true area 
and perimeter capacitances, respectively, we must exclude any additional 
parasitic effects such as overlap capacitance between the junction and 
crossing conductors. The area and periphery capacitances, Care, and Cperi, 
respectively, as a function of reverse bias are shown in Figure 2.19 where 
dots are measured data (calculated from Eq. (2.80) using measured C ,  and 
C p ) ,  while the solid lines are the fit to the data (dots) using Eq. (2.74). 

Similar to junction capacitances, the reverse leakage current will also be 
different in the plane portion and corners of the junction resulting in the 
area (or bottom-wall) and periphery (or side-wall) components. The area 
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REVERSE VOLTAGE, V, ( V )  

Fig. 2.19 Area capacitance C,,,, and periphery capacitance CDeri as a function of reverse 
bias Vd( = Vr). Dots are experimental points (see text), while continuous lines are obtained 

by fitting the data to the Eq. (2.74) 

component is the current crossing the area defined by the opening in the 
oxide mask through which impurities have been diffused. The periphery 
component is the current crossing the periphery of the oxide window 
opening and is usually dominated by the surface generation. The two 
components of I, are again separated by doing measurements on two 
different test structures, one that maximizes area and another which 
maximizes perimeter, similar to the structures shown in Figure 2.18. If I ,  
is total current for structure a and I, is the total current for structure p, 
then we can write 

where I,,,, and Iperi are the currents per unit area (A/cm2) and per unit 
perimeter (A/cm), respectively. Measuring the diode current I ,  and I ,  for 
the two different structures as a function of voltage and knowing A,, Pa ,  A ,  
and P, for the two structures, we can calculate I, , , ,  and Iperi using Eq. (2.81) 
respectively for a given voltage V,. 

2.9 Diode Circuit Model 

The DC equivalent circuit model for a p n  junction diode is shown 
schematically in Figure 2.20a, which establishes dependence of the diode 
current I, on the diode voltage V,. The rhombic symbol for I, simply 



62 2 Basic Semiconductor and p n  Junction Theory 

Ideq 

Fig. 2.20 Diode (a) equivalent circuit model for the DC analysis (b) linearized equivalent 
circuit model 

represents a controlled current source. In this figure Y, is the diode series 
resistance and p and n are the nodes as specified in a SPICE input file. The 
value of Id is determined by the following equations 

v d  = - Vb, 

where I ,  is the ideal saturation or leakage current defined by Eq. (2.56) and 
q is the ideality factor defined in section 2.6.1 and lies in the range 1-2. 
Note that q is constant for the whole DC current computation. The SPICE 
diode model is not capable of simulating diode characteristics that allows 
q to vary depending upon regions of operation. Therefore, for a fixed q 
(say q = 1) the model becomes inaccurate at low and high current level as 
discussed earlier. 
Since I ,  is a nonlinear function of Vd, in order to solve nonlinear circuit 
equations, the equivalent circuit model of Figure 2.20a is converted into 
its companion model (linearization of the nonlinear current) as shown in 
Figure 2.20b. In this figure g, is the conductance of the p n  junction given 
by Eq. (2.79) while the corresponding equivalent current Ideq is given by 

(2.83) 

The small signal gd is related to the large signal model by the following 
equation 

I d e q  = I d  - gd' Vd. 

(2.84) 

where the subscript op denotes that the relation is evaluated at the operating- 
point bias value. Thus, to describe the DC behavior of the diode, we need 
four parameters: I , ,  yl, r ,  and breakdown voltage Vb, (or current I,, corre- 
sponding to the breakdown voltage Vbr). 
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(Cl 

Fig. 2.21 Diode (a) large signal model for the transient analysis (b) linearized small signal 
model. (c) Companion model for the nonlinear capacitance 

The large signal equivalent circuit model for the diode transient analysis 
is shown in Figure 2.21a. The total stored charge QD is given by 

Q D  = Ad(Q,if  + Qdep) = zfzd + Ad Cjdv (2.85) 

where we have made use of (2.76) for Qdif and Id is given by Eq. (2.82). 
Using Eqs. (2.74) and (2.75) for Cj we get 

IOVd 

vd ' Fc($bi. 
(2.86) 
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The variables F,,F, and F3 are 

F ,  =- *bi [l -(1 - F,)'-"] 
(1 -4  

F 2  = (1 - F,)l+m 

F ,  = 1 - F,(1 + m) 

(2.87) 

where F, is normally taken as 0.5 (cf. section 2.7.1) and is not a fitting 
parameter. The charge QD can be defined equivalently by the capacitance 
C, as 
I 

C ,  = (2.88) 

Again, C ,  is first linearized using the companion model for the capaci- 
tance (see Figure 2.21c), which is nothing but a parallel combination of 
equivalent current and equivalent conductance whose value depends upon 
the integration method used [30]. Thus, to describe the large signal behavior 
of the diode, we need four parameters namely Cjo,  m, d)bi and z,. 
The small signal equivalent circuit model for the diode AC analysis is 
shown in Figure 2.21b. The model requires small signal conductance gd 
which is obtained from Eq. (2.78). Methods of determining diode model 
parameters are discussed in section 9.14 and 11.1. 

2.10 Temperature Dependent Diode Model Parameters 
Of the eight diode model parameters discussed in the previous section, those 
which change with temperature are I,, z,, Cjo and *bi. The transit time z, 
varies rather weakly with temperature and therefore, its temperature 
dependence is not modeled in SPICE. Thus, the temperature dependence 
of only three parameters is considered. 

2.10.1 Temperature Dependence of I ,  

The saturation current I ,  depends on temperature T through nt (Eq. 2.56) 
and hence, it increases strongly with temperature. Using Eq. (2.5) for n,  we 
can write I ,  as 

(2.89) 
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where C includes all terms which are approximately independent of T. 
Note that we are ignoring any temperature dependence of D,, D,, L, and 
L,, although strictly speaking all these terms are temperature dependent. 
The temperature coeficicient of I ,  (fractional change in I ,  per unit change in 
temperature) can be obtained by differentiating Eq. (2.89) as 

1 d l ,  3 E,(T) 
~~ =-+- 
I,dT T k T 2 '  

(2.90) 

The first term is - 1%/K at T = 300K but the second term is - 14%/K. 
In other words, I ,  approximately doubles euery 5°C. However, experimentally 
it has been observed that the I ,  reverse current doubles every 8°C. This is 
because Eq. (2.90) assumes that I ,  is governed by nt while in reality, as was 
pointed out earlier (section 2.6.1), leakage current is governed by ni rather 
than n t .  
A relation similar to (2.89) holds for other types of diodes, like Schottkey 
Barrier Diodes (SBD), and in general 

(2.91) 

where p is the saturation-current temperature exponent and E ,  is the band 
gap energy, which is a function of temperature. SPICE assumes E ,  = 1.1 1 eV 
for silicon, 0.67 eV for Germanium, and 0.69 eV for SBD. The temperature 
exponent factor p equals 3 for silicon and germanium while for SBD its 
value is 2. From Eq. (2.91), I ,  at any temperature T can be calculated in 
terms of its value I,(To) at a known temperature To (say room temperature) 
from the relation 

~ 

This is he equation used in SPICE for temperature dependence of I,. 
The temperature coefficient of diode forward current for a fixed forward 
bias is given by 

1 d l ,  1 d 
1,dT T d T  
- ~ - - (I,e"d/"t) 

(2.93) 

This shows that the fractional change in the forward current is less than 
the fractional change in the saturation current. 



66 2 Basic Semiconductor and p n  Junction Theory 

2.10.2 Temperature Dependence of +bi 

According to the Eq. (2.44), the temperature dependence of 4bi is through 
V,( = kT/q) and ni,  i.e. 

&=---In - 
2kT 4 

(2.94) 

where C = J", is a constant independent of temperature. The tempera- 
ture dependence of is obtained in a way similar to that for the tempera- 
ture dependence of 4,. [see Eq. (2.17)] and is given by the following equation 

I 

(2.95) 
where &(TO) is the value of 4bi at reference temperature To. This is the 
equation used in SPICE for temperature dependence of &. 

2.1 0.3 Temperature Dependence of C j ,  

The temperature dependence of zero-bias depletion layer capacitance Cjo 
is due to the temperature dependence of the dielectric constant of silicon 
(cSi )  and that of 4bi. Generalizing Eq. (2.72) for any doping profile we have 

cj, = B ( ? T  (2.96) 

where B is a constant. Differentiating Eq. (2.96) with respect to T and 
remembering that 

1 aEsi 
- 2 . 1 0 - 4 ~  

eSi dT 
for silicon, we obtain Cj, at any temperature T in terms of a known 
temperature To as 

Cjo(T) = Cjo(To) 
4 b i ( T )  - @bi(TO)]] 

4.10-4(T- To) - 
4 b i ( T O )  

I I 

(2.97) 

Measured Cjp in the temperature range 0-120 "C agrees fairly well with 
Eq. (2.97). This can be seen from Figure 2.22 where measured diode junction 
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(b) 
Fig. 2.22 Diode zero-biased junction capacitances as a function of temperature; (a) area 
capacitance and (b) periphery capacitance. Circles are measured data while lines are based 

on Eq. (2.97) 

bottom-wall (area) and side-wall (periphery) capacitances at zero bias, C .  

and p + n  diodes. The capacitances were measured using the test structures 
shown in Figure 2.18. 

and Cjswo, respectively, are plotted as a function of temperature for a n +'O p 

References 

[I] R. A. Smith, Semiconductors, 2nd Ed., Cambridge University Press, London, 1978. 
[2] A. S. Grove, Physics and Technology of Semiconductor Devices, John Wiley & Sons, 

[3] B. G. Streetman, Solid State Electronic Devices, 2nd ed., Prentice Hall, Englewood 

[4] R. M. Warner Jr. and B. L. Grung, Transistors-Fundamentals for  the Integrated- 

[ 5 ]  S. M. Sze, Physics and Technology of Semiconductor Devices, John Wiley & Sons, 

[6] R. S .  Muller and T. I .  Kamins, Device Electronicsfor Integrated Circuits, John Wiley 

[7] R. F. Pierret, Advanced Semiconductor Fundamentals, Vol. VI, Modular Series on 

[8] S. Wang, Fundamentals ofSemiconductor Theory and Devices, Prentice Hall, N.J., 1989. 
[9] M. Zambuto, Semiconductor Devices, McGraw-Hill Book Company, New York, 1989. 

[lo] M. Shur, Physics ofsemiconductor Devices, Prentice Hall, Englewood Cliffs, N.J., 1990. 
[l 11 G. W. Neudeck, The P N  Junction Diode, Vol. 11, 2nd Ed., Modular Series on Solid- 

New York, 1965. 

Cliffs, NJ, 1981. 

Circuit Engineer, John Wiley & Sons, New York, 1983. 

New York, 1985. 

& Sons, New York, 1986. 

Solid-state Devices, Addison-Wesley Publishing Co., Reading MA, 1987. 

State Devices, Addison-Wesley Publishing Co., Reading MA, 1987. 



68 2 Basic Semiconductor and pn Junction Theory 

[I21 D. J. Roulston, Bipolar Semiconductor Devices, McGraw-Hill Publishing Company, 
New York, 1990. 

1131 M. Aoki, K. Yano, T. Masuhara, S. Ikeda, and S. Meguro, ‘Optimum crystallographic 
orientation of submicron CMOS devices’, 1985 IEDM Technical Digest, pp, 577-579. 

1141 T. Kamins, Polycrystalline Silicon ,for IC Application, Kluwer Academic Publisher, 
Boston, 1988. 

[JSJ M. A. Green, ‘Intrinsic concentration, effective density of states, and effective mass in 
silicon’, J. Appl. Phys., 67, pp. 2944-2954 (1990). 

1161 F. H. Gaensslen and R. C. Jaeger, ‘Temperature dependent threshold voltage behavior 
of depletion-model MOSFETS-characterization and simulation’, Solid-State Electron., 

[I71 S. Selberherr, ‘MOS device modeling at 77K’, IEEE Trans. Electron. Devices, ED-36, 

[l8] Y. P. Varshni, ‘Temperature dependence of the energy gap in semiconductors’, Physica 
(Amsterdam), 34, p. 149 (1967). 

[19] H. D. Barber, ‘Effective mass and intrinsic concentration in silicon’, Solid-state 
Electronic, Vol. 10, pp. 1039-1051 (1967). 

[20J S. Selberherr, Anal.vsis and Simulation ofSemiconductor Devices, Springer-Verlag, Wien, 
New-York, 1984. 

[21] M. Chrzanowska-Jeske and R. C. Jaeger, ‘BILOW-simulation of low temperature 
bipolar device behavior’, IEEE Trans. Electron. Devices, ED-36, pp. 1475- 1488 (1989). 

[22] W. Shockley and W. T. Read, ‘Statistics of the recombination of holes and electrons’, 
Phys. Rev., Vol. 87, p.835 (1952) 

1231 R. N. Hall, ‘Electron-hole recombination in germanium’, Phys. Rev., Vol. 87, pp. 387- 
392 (1952) 

[24] C. Jacoboni, C. Canalo, G .  Ottaviani, and A. Quaranta, ‘A review of some charge 
transport properties of silicon’, Solid State Electron., 20, pp. 77-89 (1977). 

1251 N. D. Arora, J. R. Hauser, D. J. Roulston, ‘Electron and hole mobilities in silicon as 
a function of concentration and temperature’, IEEE Trans. Electron. Devices, ED-29, 

[26] W. R. Thurber and J. R. Lowney, ‘Electrical transport properties of silicon’, in VLS1 
Handbook, Ed. N. G. Einspruch, Academic Press, New York, 1985. 

[27] B. R. Chwala and H.K. Gummel, ‘Transition region capacitance of diffused pn 
junctions’, IEEE Trans. Electron. Devices, ED-18, pp. 178-195 (1971). 

[28] H. G. Poon and H. K. Gummel, ‘Modeling of emitter capacitance’, Proc. IEEE (Lett.), 
57, pp.2181-2182 (1969) 

[29] B. A. Freese and G. L. Buller, ‘A method of extracting SPICE2 Junction capacitance 
parameters from measured data’, IEEE Electron Devices Lett., EDL-5, pp. 261 -263, 
(1984). 

[30] L. 0. Chua and P. M. Lin, Computer-Aided Analysis ofElectronic Circuits: Algorithms 
& Computational Techniques, Prentice Hall, Englewood Cliffs, NJ, 1975. 

22, pp. 423-430 (1979). 

pp. 1464-1474 (1989). 

pp. 292-295 (1982). 



3 MOS Transistor Structure 
and Operation 

In this chapter we will give an overview of the MOS transistor as used in 
VLSI technology, and its behavior under operating biases will be explained 
qualitatively. First we will describe the basic MOSFET structure and 
then qualitatively discuss its current-voltage characteristics. During the last 
two decades, device lengths have been reduced from 20pm to less than a 
micron, which has resulted in high fields in the device. The rules of device 
scaling are first discussed followed by the impact of high field effects on 
device characteristics. Although there are various high field effects, the one 
which is of most concern for VLSI design is the so called hot-carrier 
effects. Only an overview is covered in this chapter, the detailed hot-carrier 
modeling is the subject of discussion in Chapter 8. Finally, a brief description 
of device structures specifically for VLSI design, that is important from a 
device modeling point of view, will be covered. 

3.1 MOSFET Structure 

As the name metal-oxide-semiconductor (MOS) suggests, the MOS transistor 
consists of a semiconductor substrate (usually silicon) on which is grown 
a thin layer of insulating oxide (SiO,) of thickness to, (80-lOOOA).' A 
conducting layer (a metal or heavily doped polysilicon) called the gate 
electrode is deposited on top of the oxide. Two heavily doped regions of 
depth X j  (O.l-l.Opm), called the source and the drain are formed in the 
substrate on either side of the gate. The source and the drain regions overlap 
slightly with the gate (see Fig. 3.1). The source-to-drain electrodes are 
equivalent to two p n  junctions back to back. This region between the source 
and drain junctions is called the channel region. Thus a MOS transistor is 
essentially a MOS structure, called the MOS capacitor, with two pn junctions 
on either side ofthe gate. The field oxide (FOX) shown in Figure 3.1 is for 

I In the future, with higher package density chips, to, will be less than 80A. 
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"b 

Fig. 3.1 MOS transistor structure showing three-dimensional view 

isolating various devices on the same substrate as will be discussed in 
section 3.5.4. From the circuit model point of view, a MOS transistor is a 
four terminal device, the four terminals are designated as gate g, source s, 
drain d ,  and substrate or bulk b. Note that the structure is symmetrical. 
Because of this symmetry one cannot distinguish between the source and 
drain of an unbiased device; the roles of the source and the drain are 
defined only after the terminal voltages are applied. 
Under normal operating conditions, a voltage V, applied to the gate 
terminal creates an electric jield that controls the flow of the charge carriers 
in the channel region between the source and the drain. Since the device 
current is controlled by the electric field (vertical field due to the gate 
voltage and lateral field due to the source to drain voltage) the device is 
known as a MOS Field-EfSect-Transistor (MOSFET). Because the gate is 
electrically isolated from the other electrodes, this device is also called an 
Insulated-Gate Field-Efect Transistor (IGFET). Another acronym sometime 
used is MOST for the MOS Transistor. The bulk of the semiconductor 
region, shown as substrate in Figure 3.1, is normally inactive, since the 
current flow is confined to a thin channel (lo-lOOA thick) at the surface 
of the semiconductor. It is for this reason the substrate region is also 
referred to as the body or bulk of the MOSFET. 
MOSFETs may be either n-channel or p-channel depending upon the type 
of the carriers in the channel region. An n-channel MOS transistor (nMOST) 
has heavily doped n+ source and drain regions with a p-type substrate and 
has electrons as the carriers in the channel region. While a p-channel MOS 
transistor (pMOST) has heavily doped p +  source and drain regions with 
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an n-type substrate and has holes as the carriers in the channel region.2 
Since a single type of charge carrier is involved for normal device operation 
(electrons for n-channel and holes for p-channel), these devices are also 
called unipolar transistors in contrast with the bipolar transistors whose 
operation depends on both type of carriers (electrons and holes). In addition 
to the type of the channel, MOSFETs are also classified according to the 
mode of operation. 
The MOSFET which has no conducting channel between the source and 
drain at zero gate voltage is termed a normally-of device or more commonly 
an enhancement-mode device (E-device). In such devices a certain minimum 
gate voltage, called the threshold or turn-on voltage V,, is required to induce 
a conducting channel. In other words, the channel must be “enhanced” to 
cause conduction and hence the name enhancement mode device. If a 
conducting channel exists between the source and the drain so that the 
device is conducting even at zero gate voltage (i.e. the device is normally-on) 
then it is called a depletion-mode device (D-device) as a gate voltage is 
required to “deplete” the channel so as to turn the device off. The depletion- 
mode device is sometimes referred to as a buried channel device, because 
current flow is not exactly at the surface, as in the case of the enhancement- 
mode device, but some what away from the surface in the bulk of the 
silicon. Table 3.1 gives conditions on the gate electrode for turning ‘on’ or 
turning ‘off the four types of MOSFETs. 
Since the gate is isolated from other electrodes by the insulating oxide 
layer, there is effectively no DC path between the gate and other electrodes. 
This results in a very high DC input impedance of the order of 10’3-1015 C2 
and is primarily capacitive. Because of its high input impedance, a MOSFET 
requires very low steady state input power. This means that one transistor 
can conceptually drive many other transistors similar to it, i.e. it has a high 
fan-out capability3. 
The MOSFET shown in Figure 3.1 is an n-channel device. The distance L 
between the n +  source-drain edges is called channel length. The distance 

Table 3.1. Four different types o f M O S F E T s  

Gate Voltage 
Normal 

Device Type State n-channel p-channel 

Enhancement mode OFF + V, turns on - V, turns on 
Deoletion mode ON - V- turns off + V” turns off 

Throughout the book we will use the acronym nMOST and pMOST for n-channel and 
p-channel MOSFET respectively. 
Note that switching time will be affected by the capacitive loading and requires careful 
attention in real circuit design. 
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W to which the device is extended in the lateral direction (ie. into and out 
of the page) is called channel width. The device width to length ratio (W/L) 
is called the aspect ratio and is normally used as a design parameter that 
can be varied to set the desired drain-source conduction properties of the 
MOSFET. 

MOSFET Circuit Symbols. Circuit symbols for MOSFETs are shown 
in Figure 3.2. The symbols for enhancement mode devices are shown in 
Figure 3.2a while those for depletion mode devices are shown in Figure 
3.2b. In fact these symbols reflect the basic structural features of the device, 
that is, gate to be physically isolated from the source and drain regions. The 
type of the MOSFET (i.e. either n- or p-type) is designated by the direction 
of the arrow on the body or the substrate terminal. This arrow designates 
the polarity of the pn junction formed between the source/drain and the 
substrate, and is in the same direction as a forward biased diode, that is, 
it points from the p-side to the n-side of the junction. The depletion mode 
MOSFETs are shown with a thick line across the source-drain regions to 
show the existence of a conducting channel under the gate. In many circuit 
drawings where the body or substrate connection is not shown explicitly, 
a slightly different set of symbols are used for enhancement devices as 
shown in Figures 3 . 2 ~  and 3.2d. 
In circuit design it is customary to define voltages at different terminals of 
the device with respect to the source as the reference potential. Thus, if 
V,, V,, V, and V, are the gate, source, drain and bulk (substrate) voltages 
respectively to some arbitrary ground reference, then we normally define 

GrGATE D= DRAIN S=SOURCE E =  BULK 

Fig. 3.2 Set of commonly used circuit symbols for n-channel and p-channel (a) enhancement 
mode MOSFET, (b) depletion mode MOSFET, (c) and (d) alternate symbols for enhancement 

mode devices 
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Table 3.2.  Operating voltages for nMOSTand  p M O S T  

Device type Vd, VSlS Vb, 1,s 

+ - nMOST + + 
pMOST - - - + 

terminal voltages as drain-source voltage Vds( = V, - VJ, gate-source voltage 
V,,( = V, - V,), and bulk-source voltage vb,( = vb - Vs). For normal DC 
operation of the device i t  is implicitly assumed that the only current that 
flows through the device is the drain-source current or simply drain current 
I d ,  and is defined to be positive flowing into the drain terminal; it is the 
terminal current of the MOSFET. The current-voltage (I-V) relation 
assumes the general form 

I d s  = f ( v g s ?  vds, V b s )  (3.1) 
indicating that all of the device voltages are important in controlling the 
drain current. Note that the controlling parameters of a MOSFET are 
voltages as opposed to currents in a bipolar transistor. Polarities of voltages 
and currents for nMOST and pMOST are reversed as shown in the 
Table 3.2. 

3.2 MOSFET Characteristics 

This section gives an informal, qualitative description of the classical long 
channel enhancement n-type MOSFET (nMOST) shown in Figure 3.3. 
Although continuous shrinking of MOSFET size and technology improve- 
ments have resulted in a more complicated structure, which has its effect 
on modeling, the essential structure remains the same as that shown in 
Figure 3.3. Under normal operating conditions, the source and drain voltages 
are always such that the source and drain-to-substrate pn junctions are reverse 
biased. The simplest bias arrangement that can be used to illustrate the 
operation of a MOSFET is when both the source and the bulk are at 
ground potential i.e. v b  = ys = V,b = 0. Even at V,,. = vd, = 0 a depletion 
region is formed around n source and drain regions (see dashed lines 
Figure 3.3) due to the n'p junction formed with the p-type substrate of 
concentration N b  ( ~ m - ~ ) .  The width X,, and X,,  of this depletion region 
under the source and drain, respectively, based on the one-dimensional 
abrupt junction approximation [cf. Eq. (2.53)], is given by the following 
equation 

(cm) at vd, = v b ,  = 0 2 E O E s i 4 b i  / q N b  

x,, = x,, = 
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Fig. 3.3 Cross-section of a n-channel MOSFET showing voltages, currents, and charge 
symbols. Dotted lines show depletion boundaries 

where &,i is the built-in potential between the source/drain to substrate pn 
junction given by [cf. Eq. (2.44)] 

where V ,  = kT/q  is the thermal voltage, Nsd( - 10'' cm-3) is the concentration 
of the source/drain region, and ni is the intrinsic carrier concentration. 
Let us assume the drain terminal is at a certain positive voltage Vds. When 
a positive V,, that is less than a certain minimum gate voltage, called the 
threshold voltage Vch, is applied to the gate, the p-type surface region is 
depleted of holes underneath the gate oxide.4 Because holes are pushed 
away from the surface leaving behind the immobile negatively ionized 
atoms, a negative charge is built up at the silicon surface. This charge is 
called the depletion or bulk charge Qb. Under this condition the only current 
that flows is the leakage current. 
If VgS is now increased so that V,, > V,, is applied to the gate, a conducting 
channel with a mobile negative charge Qi is formed at the surface. This 
channel at the surface is also called an inversion layer because the surface 
layer i s  inverted from p-type, before conduction, to  n-type after the conducting 
channel is formed. The thickness of this inversion layer is 10-100A and 
depends upon the applied bias (see section 4.2.3). At Vgs = V , h ,  the concentra- 
tion of the minority carriers (electrons) at the surface equals the majority 
carrier holes (p-type substrate). The higher the V,,( > Vfh); the higher 
the minority carrier charge density Qi. The mobile charge Qi IS also called 

This can be understood more clearly after we study the MOS capacitor in Chapter 4. 
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inversion charge. From the charge conservation principle, the sum of Qi 
and Qb equals the gate charge Q,. Now if there is a voltage difference 
between the source and drain, a current Id, will flow, due to the difSusion 
of the curriers (electrons in nMOST) from the drain to ~ o u r c e . ~  Note that 
pn junction leakage current still flows and adds to the current due to 
channel formation. However, it is so small in magnitude compared to the 
current due to the channel formation that it can be neglected. Since the 
inversion charge Qi depends heavily on the applied gate voltage, the gate 
can be used to control the current through the channel. Thus, an amplifying 
function can be realized. By biasing the structure in the cutoff region 
(5, < Vfh) current is prevented to flow between the source and drain. Hence 
the transistor can be used as a switch. 
For a fixed Vgs( > Vth), the drain current Id, increases linearly with increasing 
drain voltage Vds. The rate of increase decreases until I d ,  saturates to a 
constant value. In this region the MOSFET is operating as a variable 
resistor which varies with the gate voltage; the channel resistance decreases 
with increasing VgS. For this reason the MOSFET is said to be a voltage 
controlled device. The relationship between Id, and V,, for various values 
of Vqs for an experimental polysilicon gate nMOST with L = 10 pm is shown 
in Figure 3.4. It shows four distinct operating regions [1]-[3]: 

Linear Region. It is the region in which Id, increases linearly with Vd, for 
a given Vg,( > V,,,). To a first approximation, I d ,  in the linear region is given 
by (see section 6.4.1) 

where p is mobility of the carriers (electrons for nMOST) in the channel 
(inversion) region, Cox is the gate oxide capacitance per unit area,6 W / L  is 
device width to length ratio, and V,, is threshold voltage. As we shall see 
later in section 5.1, to the first order V,,, depends upon the gate oxide 
thickness to,, substrate doping concentration N,,  and type of the gate 

An alternative view point of the current flow from source to drain that does not require 
the concept of surface inversion layer is as follows. There exists an energy barrier across 
the source which inhibits the flow of electrons from the source. Application of gate voltage 
reduces this energy barrier and when V,. becomes greater than V,,, electrons are emitted 
from the source. For nonzero V,,, emitted electrons are collected by the drain resulting 
in a flow of current from drain to source. The name “source” and “drain”, probably have 
been derived from this concept where source is emmitter of the carriers and drain is 
collector of the carriers. 
In MOS modeling it is common practice to express the gate oxide capacitance as per unit 
area rather than the total capacitance. If to, is the gate oxide thickness then C,, = ~ O c , , / t , , ,  
where c0( = 8.854.10- l4 F/cm) is the permittivity of free space and cox( = 3.9) is the relative 
permittivity (or dielectric constant) of gate oxide material. 
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DRAIN VOLTAGE, V,, (V)  

Fig. 3.4 Typical enhancement MOSFET (L = l o p )  drain current ( I d s )  drain voltage ( v d s )  

characteristics with gate voltage (V,,) as a parameter, showing different regions of device 
operation; (a) linear, (b) saturation, (c) cut-off, and (d) breakdown regions 

material (A1 or polysilicon); V,, increases with increase of to, or N , .  Although 
to a first approximation p is assumed constant in Eq. (3.4), in reality it is 
a function of gate and drain fields as we shall see in section 6.6. 

Saturation Region. In this region I,, no longer increases as V,, increases, 
i.e. it saturates. Again to a first approximation, I,, in the saturation region 
is given by 

1 

2 
I,, = - pcox (:) (v,, - V,,,)’ (saturation-region) (3.5) 

showing that Id, does not depend on V,,. This is evident from Figure 3.4. 
It should be pointed out that this complete current saturation occurs only 
for MOSFETs with long channel lengths ( L  = 10pm, for example). As L 
decreases the saturation behavior degrades rapidly, causing an increase in 
I,, when V,, is increased (for details see section 6.7). Different mechanisms 
contribute to the degradation of saturation behavior for short channel 
devices, like mobility degradation due to carrier velocity saturation, source- 
drain resistance, etc. Dashed line ‘a’ (Figure 3.4), shows an approximate 
boundary between the linear and saturation region. 

Breakdown Region. With further increase of vd, beyond saturation, the 
transistor enters a region in which I , ,  suddenly increases until breakdown 
of the drain-to-substrate p n  junction occurs (cf. section 2.7) and is caused 
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by the high electric field at the drain end. This increase is quite sharp in 
aluminum gate technology but is much softer f o r  polysilicon gate technology. 
In short-channel devices, particularly in nMOST, the so called hot-currier 
effect, due to the high electric field at the drain end, can also result in device 
breakdown [4]-[6]. Dashed line 'b' (Figure 3.4) shows the boundary 
between the saturation and breakdown region. 

Cut-Off Region. This is the region in which V,, < V,, so that no channel 
exist between the source and the drain, resulting in I,,=O. However, in 
real devices, behavior is different as shown in Figure 3.5. In fact for Vgs < Vth, 
drain current follows an exponential decay (see Figure 3.5; note the log 
scale in the current axis) and is referred to as weak inversion or subthreshold 
(or leakage) current. This leakage current is over and ubove the leakage 
current due to the reverse biased source-drain junction diode which is of the 
order of 10-12A or lower. In weak inversion, the p-type silicon surface 
has changed to n-type, but the inversion is weak meaning electrons concen- 
tration at the surface is still lower than the holes concentration. The low 
electron concentration results in low electric field along the channel and 
hence the subthreshold current is mainly due to difusion of carriers. The 
current in subthreshold region is approximated as (see section 6.4.5) 

l d 2 , L '  ' ' ' 0.75 ' ' ' ' ' 1.50 ' 
GATE VOLTAGE, Vss (V )  

Fig. 3.5 Typical enhancement MOSFET I,, - V,, characteristics at a fixed V,, = 0.1 I/: The 
drain current I , ,  follows an exponential decay for gate voltage V,, less than the threshold 

voltage V,h. 
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where q is a factor between 1 and 3 and signifies capacitive coupling between 
the gate and silicon surface. Note that I, ,  in the subthreshold region is 
almost independent of V,,, for V,, larger than a few kT/q (i.e. Vd, > 0.1 V). 
However, for short channel devices I d ,  does depends upon Vd, .  

Normally leakage currents are minimized in device design. Leakage currents 
are sometimes ignored for circuit simulation models. Cut-off is important 
in digital switching circuits since it allows the drain current to be switched 
off by setting V,, < Vth. The slope of the Ids-Vgs curve in the subthreshold 
or cut-off region, often referred to as subthreshold slope, is an important 
parameter in device design as we shall see in section 6.4.5. 

EfSect of Substrate Bias. In the discussion so for we have assumed that 
V,, = 0. However, when bias is applied to the substrate, modulation of the 
channel conductance results. Thus the substrate can act as a second gate 
and in fact is sometimes referred to as the back gate and V,, is referred as 
backgate bias.’ The input impedance of this control electrode is much lower 
than that of the front gate. Leakage currents are also higher in this case. 
Increasing the magnitude of V,, will lower I, ,  for a given value of V,, and 
V,,. This is because as I V,,l increases, the depletion region extends further 
into the substrate as more holes are depleted from the surface and immobile 
acceptor ions are generated-just as in pn junction theory. This results in 
higher bulk charge Qb.  A portion of the electric field lines originating from 
the inversion layer charge Qi will now be diverted to the new immobile 
fixed charge Qb.  For a fixed V,, and Vd,, the gate charge Q,  is fixed; therefore 
from the charge conservation principle (Q, = Qi + Qb) ,  there will now be less 
inversion charge Qi and hence less conduction. Mathematically, as V b ,  

increases so does V,, (as we shall see in section 5.1), therefore according to 
Eqs. (3.1) and (3.4) I,, decreases. This indeed is the case as shown in 
Figure 3.6, where experimental I , ,  - V,, characteristics at two V,, values 
(0V and -3V) are shown for a long channel MOSFET. 
The MOSFET characteristics shown in Figures 3.4 and 3.6 are often called 
output characteristics while those shown in Figure 3.5 are called transfer 
characteristics. The transfer characteristics showing all regions of device 
operation are shown in Figure 3.7. The above considerations for n-channel 
enhancement MOSFETs also applies to p-channel MOSFETs, except that 
channel conduction is then due to holes and hence, hole mobility p p  must be 
used. Also, all polarities of voltages and currents are reversed (see Table .3.2). 

As was pointed out earlier, unlike enhancement devices, the depletion 
devices conduct even at zero VgS. In this case, the gate voltage which 
completely turns the device off (no conduction) is called ‘pinch-off voltage’ 

’ The voltage V,, is also called the body or back bias. The three terms body bias, backgate 
bias or simply back bias are often used synonymously. 
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DRAIN VOLTAGE ws(v ) 

Fig. 3.6 Typical enhancement MOSFET output characteristics with gate voltage V,, as 
parameter at  two back bias V,, 
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GATE VOLTAGE V,, ( V )  

Fig. 3.7 Typical MOSFET transfer characteristics showing all regions of device operation 

Vp, also referred to as threshold voltage V,,,. Thus, in depletion devices V, 
and V,, are used synonymously. While the n-channel enhancement device 
has a positive threshold voltage, the corresponding n-channel depletion 
device will have a negative threshold voltage. The depletion device has 
similar structure to that of the enhancement device except that a conducting 
channel region is  diflised into the substrate surface so that the device is 
normally on. The transfer characterstics of an n-channel depletion device are 
shown in Figure 3.8a; compare these with the transfer characterstics of an 
enhancement device (Figure 3.7). For Vgs = 0, application of Vd, causes I d ,  
to flow through the conducting channel. As v d ,  increases saturation occurs 
at the drain end similar to the enhancement device. Considering an n- 
channel depletion device, negative Vgs causes electrons to be repelled from 
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Fig. 3.8 Typical n-channel depletion MOSFET characteristics: (a) transfer, (b) output 

the surface of the channel thereby reducing the conductivity and hence the 
drain current (see Figure 3.8b). This is the depletion mode of operation. If 
Vgs is positive, electrons are attracted to the channel region thus increasing 
the conductivity and hence the drain current increses. This is the enhance- 
ment mode of operation. 
To a first order the drain current in a depletion device can be modeled 
using Eqs. (3.4) and (3.5) with negative Vth. Since in depletion devices the 
channel is formed away from the surface, the inversion layer mobility p of 
the cariers is higher (10-2070, due to less scattering, than the enhancement 
devices where channel is formed at the surface. Note that depletion devices 
can be operated in both enhancement and depletion mode depending upon 
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the applied voltage. In fact these devices have more than two modes of 
operations as discussed in section 6.5. 

3.2.1 Punchthrough 

Let us consider a MOSFET to which a small V,,( < Vrh) is applied and 
V d ,  = 0 so that the device is off. An energy barrier exists between the source 
and the region under the gate, it is this barrier that holds the electrons in 
the source. The only current that flows is the drain leakage current of the 
reversed biased drain-substrate junction. The space-charge depletion width 
at the source and drain ends are symmetrical (dashed line a in Figure 3.9a). 
Applying a positive V,,( > Vth) lowers the energy barrier, thus allowing 
electrons to move from the source and form a conducting channel connecting 
the source and the drain. Now if V,, is increased with V,, held constant, 
then the depletion width of the drain becomes closer to the source (dashed 
line b in Figure 3.9a). If Vd, is increased still further, eventually at a certain 
drain voltage the drain depletion width touches the source depletion width 
resulting in lowering of the energy barrier of the source (dashed line c in 
Figure 3.9a). When this happens a large amount of current flows even 
though the gate has been biased to turn the device off. The gate loses control 
over the drain and the device fails to operate normally. This phenomena 
is called punchthrough and Vd, induced current is called the punchthrough 
current. The corresponding drain voltage vd, that causes a small but finite 
amount of drain current (usually 1nA-lpA) at or near zero V,, is called 
punchthrough voltage Vpf .  The amount of drain current used to define VPr 
varies depending on the circuit requirements. For example, for DRAM’S 
it is 1 pA while for SRAM’s it is 1 nA. The punchthrough voltage Vpf  can 
be calculated from the following approximate relation [2] 

P vds 
I 

Fig. 3.9a Illustration of punchthrough phenomena in a MOSFET. The drain voltage V,, 
increases from (a) to (c). At (c) drain depletion width touches source depletion width resulting 

in the punchthrough 
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Fig. 3.9b MOSFET output characteristics showing punchthrough phenomena 

In short-channel devices, punchthrough causes breakdown of the source/ 
drain junctions. The effect of the punchthrough on the MOSFET current- 
voltage characteristics is shown in Figure 3.9b for a device with L = 0.54 pm 
and to, = 225 A. When the device is in punchthrough, the drain current 
increases superlinearly with the drain voltage even at gate voltages below 
an expected threshold voltage (0.65 V, in this case). The punchthrough is 
normally avoided during device design and operation [7]. 

3.2.2 M O S F E T  Capacitances 

The I-V characteristics shown in Figures 3.4-3.7 are steady-state or DC 
characteristics of a typical MOSFET. The transient behavior of a MOSFET 
is due to the device capacitive effects, which in fact are the results of the 
charges stored in the device. The stored charges are (1) the inversion charge 
Qi in the inversion or channel region, (2) the bulk charge Qb in the depletion 
region underlying the channel, (3) the gate charge Qg( = Qi + Qb)  at the gate 
terminal, and (4) the charges due to the source/drain pn junctions. These 
charges give rise to the device capacitances shown in Figure 3.10. From 
the point of developing MOSFET dynamic or transient models, it is 
instructive to divide the device into two parts: 

The intrinsic part which forms the channel region of the device, and is 
mainly responsible for the transistor action (see Figure 3.10, dashed line). 
The charges which are responsible for the transistor action are the gate 
charge Qg, the depletion or bulk charge Qb and the inversion charge Qi. 
The capacitances arising from these charges are called intrinsic capacitances. 
Thus, the capacitances C,,, C,, and C,,, shown in Figure 3.10, are the 
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Fig. 3.10 MOSFET capacitances showing intrinsic and extrinsic part 

intrinsic capacitances. The simple first order MOSFET capacitance 
model assumes only these three intrinsic capacitance, but in fact there 
are many more as we shall see in Chapter 7. These intrinsic capacitances 
are normally derived from the charges which are used to calculate the 
steady-state current Ids .  Thus, the capacitance expressions do not involve 
any new parameters other than those required for Id,  calculations (see 
Chapter 7). 
The extrinsic part which includes the source and drain p n  junction portion 
of the MOSFET. Note that in the extrinsic part there is an inevitable 
overlap of the gate over the source and drain region. The capacitance 
arising from this overlap are called gate overlap capacitances shown as 
CGs0 and C,,, in Figure 3.10. The source and drain p n  junction capaci- 
tances (CBs and CBD) plus the gate overlap capacitances (C,,, and CGDO) 
are called extrinsic capacitances. These extrinsic capacitances are often 
called parasitic capacitances of the MOSFET (see section 3.6). 

The capacitive characteristics of a MOSFET are then the sum of the 
intrinsic and extrinsic capacitances. It is these capacitances which are 
responsible for limiting overall device performance in terms of device 
switching speed. 
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3.2.3 Small-Signal Behavior 

Under normal operation, a voltage applied to the gate, drain or substrate 
results in a change in the drain current. The ratio of change (increase) in 
the drain current (Aids) to the change (increase) in the gate voltage (AVqs) 
while keeping drain and substrate voltages (Vds and V b , )  constant is called 
gate transconductance or simply transconductance g,, 

The transconductance g, is one of the important device parameters as it 
is a measure of device gain. From Eqs. (3.4) and (3.5) it can be seen that 

Thus, the gain of a MOSFET can be increased by 

Increasing Cox, that is, using a MOSFET with a thinner gate oxide 
(lower t J .  
Using devices with higher carrier mobility p. Since p of the electrons is 
higher than that of holes, an nMOST has higher gain compared to 
pMOST. 
Using devices with larger channel width W and shorter channel length 
L. While decreasing L, scaling considerations must be taken into account 
as discussed in section 3.3. 

It should be pointed out that though Eq. (3.9a) shows that gm in the linear 
region is constant independent of the gate voltage V,,, in real devices g, 
varies with V,,, being maximum at low VgS. This discrepancy is due to the 
assumption of constant p (independent of V,,) in Eq. (3.90), while in reality 
p is V,, and vd, dependent as we shall see later in section 6.6. For the same 
reason, in real devices g, in saturation is Vd, dependent while Eq. (3.9b) 
predicts constant g, (see Figure 3.1 1). 
Since 9 ,  is sensitive to the quality of the gate oxide (through p and V,, 
parameters), it is frequently used to monitor the effect of hot-carrier stress 
and accelerated aging on device reliability as discussed in section 8.5. 
In addition to gm, the MOSFET has two other conductances. The ratio of 
change (decrease) in the drain current due to change (increase) in 1 V,,l for a 
fixed V,,, and Vd, is called substrate transconductance gmbs ,  

(3.10) 
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Fig. 3.1 1 Small-signal parameters gm,gmbs  and gds as a function of (a) V,,, and (b) V,, based 
on Eqs (3.5)-(3.7) 

Finally, the ratio of change (increase) in the drain current ('Ids) to the 
change (increase) in the drain voltage (AVds)  is called drain conductance or 
simply conductance gds ,  

g d s  = __ ' I d s  1 (A/V). (3.11) 

Figure 3.11 shows plot of gm,gmbs  and g d s  as a function of Vgs and v d ,  

obtained using Eqs. (3.4) and (3.5) that are based on first order MOSFET 
model. 
If all the voltages are changed simultaneously, then the corresponding total 
change in the drain current is 

"dS v g s , v b s  

= g m ' A v g s  + g d ' A v d s +  g m b s ' A v b s .  (3.12) 

If the change in the voltages is small, approaching zero, then these 
(trans)conductances are called small signal (trans)conductances. The small- 
signal equivalent circuit of a MOSFET is shown in Figure 3.12, where 
rhomic symbols represents controlled current sources. Note that the linear 
model can be easily derived from the device DC model using Eqs. (3.9)- 
(3.1 1). 
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Fig. 3.12 A low frequency, usually less than 1 KHz, small-signal model for a MOSFET 

3.2.4 Device Speed 

The ratio of transconductance g, to the gate input capacitance C, gives a 
relative measure of the switching speed of the device. This ratio g,/C, is 
roughly the 3-dB bandwidth of the device itself [l]. To a first order the 
intrinsic gate capacitance C, is simply that of a parallel plate capacitance 
of area WL and thickness to,, i.e C, = WLC,,, so that 

(3.13) 

where we have made use of Eq. (3.9b) for the saturation region trans- 
conductance gm. Note that Eq. (3.13) depends only upon the length of the 
channel and not on the width. Thus increasing the channel width increases 
the gate capacitance as much as the transconductance and no increase in 
the speed is achieved. Thus, to  increase device speed, the channel length L 
should be as short as possible. Assuming L = 1 ,urn and ,u = 600 cm2/V.s and 
Vgs - Vth = 5 V gives a device with cutoff frequency of 

However, due to the device extrinsic capacitances (S/D junction and gate 
overlap capacitances), the switching speeds of the actual devices are much 
less than that predicted by the above equation. 
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3.3 MOSFET Scaling 

During the last two decades, MOS transistors have been systematically 
scaled down in dimensions in order to achieve increased circuit density 
(more circuit functions in a given silicon area) and higher performance 
(higher switching speed, lower power dissipation, etc). Rules of scaling were 
first proposed by Dennard et al. [8] with the idea of reducing the device 
dimensions while still maintaining the current-voltage behavior of a large 
device. According to this rule, all horizontal and vertical device dimensions 
(i.e., device length L, width W, gate-oxide thickness to ,  and sourceldrain 
junction depth X j )  as well as voltages are scaled down by a factor X > 1, 
called the scaling factor, while the doping concentration N ,  is increased 
by the same factor. This scaling rule, often known as classical or constant 
field scaling, results in electric fields inside the device that are unchanged 
compared to the unscaled or original device. The effect of keeping the 
electric field unchanged in the scaled device is to avoid undesirable high 
field effects such as mobility degradation, impact ionization, hot-carrier 
effect etc. Let us see how the drain current I & ,  of the scaled device changes 
compared to the current I,, of the original device. According to Eq. (3.5) 
the drain current I & ,  after scaling becomes 

where prime represents a scaled parameter and remembering that 

Note that we have assumed V,, scaled by Yr which is only approximately 
true [8]. The scaled total gate capacitance C, is 

and, the scaled gate delay t is 

The results of this scaling, are summarized in Table 3.3 [8]. 
As is evident from this table, when the devices are properly scaled for 
increased packing density, it also increases the performance in terms of 
power dissipation and speed. This simple MOS scaling rule provides a 
useful starting point for the design of small-geometry MOS transistors. 
For example, according to these rules a 1 pm gate length MOS transistors 
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Table 3.3. MOSFETscal inq laws 181 
Scaled Parameters: 
Device dimensions, W ,  L, to,, X j  1 1-x 
Substrate doping N ,  3" 
Supply voltage V,, 1 1x 

Gate capacitance C, 1 l-x 
Drain current I,, 1l-x 
Gate delay v d d c , / I d s  11% 
Power dissipation I,, V,, 11x2  
Speed-power product 1 

AfSected Parameters: 

should be designed to have to, z 200 A, X j  = 0.2-0.25 pm and N ,  z 2 - 
3 x 1OI6 cm-3. These values are also consistent with the following empirical 
relationship between these parameters and the minimum channel length 
Lmin above which a MOSFET will behave like a long channel device [9] 

&nin = 0.4[Xjtox(Xsd + Xdd)211'3 (pm) (3.14) 
where X j  is the junction depth in pm, to, is gate oxide thickness in 8, and 
X,, and Xdd are the depletion widths under the source and drain respectively 
in pm [cf. Eq. (3.2)]. 
Figure 3.13 shows Eq. (3.14) compared with experimental and 2-D simu- 
lation results. Note from this figure that if for a given technology x = 
Xjtpx(Xsd + X d d ) 2  = lo5 (pm3 A) then a device with L = 10pm is a short 
device. However, if x = 1 (pm3 A) then a device with L = 0.5 pm is a long 

1 0 

C ._ 
E 

0 
0.1 1 10' 102 103 104 105 

x = xj to, ( x d  + x d  2 ( pm3 - A 
Fig. 3.13 Minimum channel length versus Xjtox(Xsd + X,,)'. (From Brews et al. [9]) 
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device. Thus, electrically, whether a device is long or short really depends 
upon the process conditions rather than strictly on the physical dimensions. 

It is worth pointing out that not all device parameters scale proportionally. 
For example, subthreshold slope does not scale IS]. This means that sub- 
threshold current in scaled devices becomes larger while current above 
threshold is reduced. This is undesirable for digital circuit design because 
it means that it will be difficult to turn off the device. In addition to this, 
for practical and standardization reasons, the supply voltage was not scaled 
as per the scaling rules.* In order to minimize the undesirable high electric 
field in the devices, due to unscaled voltage, the gate oxide was scaled by 
a factor v which is less than X (1 < v < X )  [lZ]. Nonetheless, in this case 
of the so called constant voltage scaling, the electric fields can still be very 
large, resulting in undesirable effects. This has lead to alternative schemes 
of scaling in which supply voltage does not scale as fast as the device 
dimensions [ 121-[ 141. The quasi-constant voltage scaling is the same as 
constant voltage scaling except that the voltage is scaled by a factor v. This 
means that the electric field will be smaller compared to constant voltage 
scaling. Baccarani et al. [14] have proposed a more general scaling law in 
which scaled devices perform somewhere between constant field and constant 
voltage scaling. These different schemes are summarized in Table 3.4 131, 

Although these scaling rules have provided some useful guidelines for 
reducing the size of a MOSFET, practical considerations like processing 
capability and device reliability tend to limit strict observance of these 
scaling rules. 

115, pp. 1-37]. 

Table 3.4. MOSFETscaling rules 

Constant voltage Quasi-constant Generalized 
Constant field scaling voltage scaling scaling 

Parameters scaling l < v < . w  1 < v < x  1 < v < x  

The standard supply voltage is 5 V. This was not scaled until very recently when technology 
moved into submicron feature size. To reduce hot-carrier effects it is imDortant that s u ~ u l v  
voltage be reduced. The suggested standard supply voltage for these device is j.jV 
[lo]-[ 111. 
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3.4 Hot-Carrier Effects 

When the channel length L is reduced, while keeping the supply voltage 
constant, the maximum electric field experienced by the carriers in the 
channel region near the drain end is increased. As the carriers move from 
the source to drain they can acquire enough kinetic energy in the high field 
region of the drain junction so as to cause impact ionization. Some of them 
can even surmount the Si-SiO, interface barrier and enter into the oxide. 
These high energy carriers that are no longer in thermal equilibrium with 
the lattice, and have energy higher than the thermal energy (kT),  are 
called hot-carriers. Effects arising from heating of carriers from the channel 
under normal MOSFET operation are called channel hot-carrier efSects. 

When the impact ionization occurs, a primary hot-carrier will generate a 
secondary electron-hole pair. While the electrons (primary and secondary 
for the case of nMOST) continue to constitute drain-to-source current, the 
secondary holes generated by the impact ionization drift through the sub- 
strate to the substrate contact resulting in a so called the substrate current 
1, (see Figure 3.14). Measurement of 1, provides a good monitor as to the 
heating of the channel carriers and to the electric jield in the drain region. 
A low level of 1, usually will cause no undesirable effect. However, if the 
substrate current from a single MOSFET or the sum of the substrate 

DUE TO PHOTON 
GENERATION 

n n n  - - -  
p -SUBS T RAT E 4 4  4 

I T vb 

Fig. 3.14 Cross-section of a nMOST in saturation showing hot-carrier effects (1) substrate 
hole current I ,  due to impact ionization, (2) electron injection into the oxide resulting in 
the gate current I , ,  (3) electron forward injection, and (4) secondary electrons leading to  

photogeneration 
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Fig. 3.15 Three different types of carrier injection into the gate resulting in hot-carrier effects 

currents from a large number of MOSFETs (for example, in a RAM chip) 
is excessively high, the substrate current will potentially saturate an on-chip 
substrate bias generator [16] and lead to circuit malfunction. An excessive 
substrate current flowing through the substrate contact will result in an 
ohmic voltage drop in the substrate. Since the source of the MOSFET is 
usually grounded, this ohmic drop in the substrate can forward bias the 
source-to-substrate junction [ 171. When coupled with the drain, a parasitic 
bipolar transistor exists in parallel with the MOSFET. This composite 
structure (MOSFET and parasitic bipolar transistor) is the cause of most 
drain-to-source breakdown in short-channel MOSFETs [4]-[6] and results 
in snap back characteristics of the I-V curves. In CMOS circuits the same 
mechanism can trigger a similar phenomena resulting in a latchup (see 
section 3.5.5). 
Some hot-carriers, though small in numbers, can acquire enough energy 
(higher than that required for impact ionization) so as to surmount the 
Si-SiO, interface barrier ( - 3.2 eV for electrons and - 4.9 eV for holes) and 
thus move (get injected) into the gate oxide (see Figure 3.15). Most of the 
injected carriers will be collected by the gate electrode resulting in a so 
called the gate current I , .  Since the energy barrier for this process is very 
high, the number of hot-carriers injected into the gate will be much smaller 
compared to those which cause impact ionization. Therefore, the gate 
current will be smaller than the substrate current by a few orders of magni- 
tude. Figure 3.16 shows gate, substrate and drain current for a typical 
nMOST with L = 1.3 pm. For a fixed drain bias I ,  peaks when Vgs % Vd,/2 
while I, peaks at V,, % Vds. The reduction in the I ,  or I ,  beyond the maxi- 
mum is due to decreasing channel electric field with increasing gate bias. 
It should be pointed out that carriers can also enter the gate oxide by 
tunneling (see Figure 3.15). For direct tunneling the oxide has to be very 
thin ( < 100 A) and the field be high (gOx > lo6 V/cm). Even for thicker oxide 
the carrier with energy close to but less than the energy barrier can tunnel 
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Fig. 3.16 Typical gate and substrate currents I ,  and I, respectively as ; function of gate 
voltages Vqs at drain voltages Vdr = 7.5 V. The device has to, = 200 A ,  L = 1.3 pm 

through the barrier. This eRect is called jield assisted or Fowler-Nordheim 
tunneling. 
Another result of hot-carrier injection into the gate oxide is that some 
carriers are either (1) captured by electrically active defects in SiO, (trapping) 
thus modifying fixed oxide charge density Q,, in the oxide and/or (2) create 
fast interface state density Qir at the Si-SiO, interface (see section 4.1). The 
charge accumulation due to either Q,, or Qi, leads to the creation of a 
potential barrier to the carriers in the channel. The interface charge Qit 
also increases the Coulombic scattering degradation of electron mobility 
at the interface. Either one of the effects or both combined brings about 
significant device degradation over a period of time. The degraded region 
is located near the drain and stretches towards the source with increasing 
stressing time [ 181. This degradation of device characteristics manfests itself 
as s h f t  in the threshold voltage AV,,, transconductance degradation Ag,,,, and 
reduced subthreshold slope, thereby affecting the circuit performance. Hence, 
channel hot-carrier injection poses a long-term reliability issue in VLSI 
MOS integrated circuits. Obviously this is not desirable and should be 
avoided. From this discussion it is clear that the cause of device degradation 
is the high channel electric jield near the drain junction that accelerates or 
heats inversion layer charge carriers [IS, pp. 119-1601, [19,20]. Although 
special source/drain structures such as the lightly doped drain (LDD) are 
fabricated (see section 3.5.3) to reduce this field thereby minimizing the 
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hot-carrier effect [21], it remains an increasingly important issue. This is 
because as device are scaled down, the power supply is not scaled pro- 
portionally. 
From the device modeling point of view, the substrate current I,, and gate 
current I, are two basic monitors for assessing the overall effect of hot 
carriers on device performance. The detailed models for these currents are 
discussed in chapter 8. It should be pointed out that at 1 pm, the hot-carrier 
problems are more severe in nMOST as compared to pMOST. This is 
because at a given channel field the impact ionization rate of holes is 2 to 
3 orders of magnitude lower than that of electrons. Also the potential 
barrier heights for holes is higher compared to electrons. However, for 
sub-half micron pMOST devices hot-carrier effects can begin to cause 
reliability problems. 
Besides these undesirable effects, a beneficial application of channel 
hot-carrier (electron) injection into the gate oxide is the programming 
(writing) mechanism in Erasable Programmable Read Only Memories 
(EPROM) [22]. By the injection of hot electrons into the floating gate of 
EPROMs, the threshold voltage of the transistor is changed and thus 
the ‘on’ or ‘off’ state of the memory cell is set. 

3.5 VLSI Device Structures 

Although the MOSFET structure shown in Figure 3.3 is the basic device 
structure, it has become more complicated as device dimensions have been 
reduced [23]-[25]. We will now discuss some of the important features of 
these devices in order to better model them. 

3.5.1 Gate Material 

In present day MOS technology the gate electrode is invariably made of 
degenerate polysilicon9 (doping concentration > 5 x ~ m - ~ ) .  Typical 
thickness of the polysilicon gate is about 0.35 pm. The polysilicon gate 
technology has many advantages over the aluminum (Al) gate technology. 
Some of these advantages are (1) the polysilicon functions as a gate mask 
during the high temperature sourceldrain diffusion step so as to avoid 
alignment difficulties, (2) the stability of the polysilicon-SiO, interface, and 
(3) the ability to shift the threshold voltage of MOSFETs by about 1 V by 
varying polysilicon doping from degenerate p-type to degenerate n-type. 
A disadvantage of the polysilicon gate is its high resistivity compared to 

The gate has to be degenerately doped so that it can be treated as an equipotential surface, 
otherwise one needs to consider the so called polydepletion effect while modeling current 
and capacitances in a MOSFET (see section 4.5). 
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the A1 gate; typical sheet resistance of n +  and p t  polysilicon layers are 15 
and 25sZ/O respectively compared to A1 sheet resistance of few msZ/o. 
The problem of high resistivity has been solved by using a combination of 
polysilicon with refractory metal silicides (such as CoSi,) [26]-[28]. The 
combination is called polycide and has a sheet resistance of 2-5 a /U.  For 
submicron technology, gates are generally polycides. 

3.5.2 Nonuni$orm Channel Doping 

To avoid the problem of device punchthrough, VLSI devices are fabricated 
with channel implants which change the doping at the surface; higher 
doping concentration near the surface reduces the extension of the source 
and drain depletion layers into the channel. In fact the channel implant is 
also used to achieve a desired threshold voltage. The implant used to adjust 
the threshold voltage is often referred to as threshold adjust implant. Thus 
in VLSI devices more than one implant is often used in the channel region, 
one to adjust the threshold voltage and the other to avoid the punchthrough 
effect. The latter implant is normally of high energy and high dose and 
thus is deep (extends close to source/drain depletion widths) compared to 
the threshold adjust implant, which is of low energy and is thus closer to 
the surface. 
Generally in 1 pm and higher CMOS technologies both nMOST and pMOST 
are fabricated with n + polysilicon gates. In this technology (n+ polysilicon 
gates) the nMOST has channel implant dopants (boron) which are of the 
same type as that of the substrate (p-type). However, in order to obtain an 
appropriate threshold voltage for pMOST, a shallow channel implant of 
dopants which are of the opposite type to that of the substrate (p-type 
implant in n-type substrate) has to be performed, thereby forming a pn 
junction under the gate. Without this extra implant, V,, of the p-device will 
be too negative a value in a CMOS process. These p-channel devices in 
n i  polysilicon gate technology are sometime called compensated devices. 
In a recent submicron CMOS technology, p-channel MOSFETs are being 
fabricated with p +  polysilicon gates, while n-channel MOSFETs are with 
n +  polysilicon gates [29]. With p +  polysilicon gate the pMOST has the 
same type of channel implant as that of the substrate. The pMOST with 
p +  polysilicon gate has various advantages over n + polysilicon gate devices 
(compensated devices), such as (1) lower gate current and hence more 
resistant to hot-carrier effects, (2) smaller subthreshold slope and hence 
better turn-off characteristics, and (3) smaller off-state drain leakage current. 
However, a disadvantage is lower drain current due to lower hole mobility 
at the surface inversion layer. In a CMOS technology both n- and p-channel 
MOSFETs are enhancement type devices and as such they are normally-of 
at zero Vgs. 
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In the depletion type MOSFET, the channel implant is opposite to that of 
the substrate and is deep instead of shallow (unlike in the compensated 
devices) so that significant current flows even at VgS = 0 V. Since these 
devices are normally-on they are also referred to as normally-on buried 
channel (BC) MOSFETs. The term buried channel is used because the 
current flows away from the surface in the area confined between the surface 
and bulk depletion regions. The depletion devices are used as a load in high 
performance enhancement/depletion (E/D) logic circuits and their advan- 
tage over enhancement devices include increased carrier mobility, low noise, 
reduced hot electron injection and improved breakdown voltage. 
Because compensated devices also have channel implant opposite to that 
of the substrate, these devices are some time referred to as the normally- 
08 buried channel (BC) MOSFETs. Thus, a buried channel can result in a 
MOSFET which is normally-on or normally-off depending on the surface 
doping in the channel region. These two types of devices have entirely 
different behaviors as discussed in Chapter 5 and 6. It should be 
pointed out that in practice p-channel depletion devices are not made. It 
is the n-channel depletion devices, with negative threshold voltage, which 
are more important. 

3.5.3 Source-Drain Structures 

As was discussed in section 3.4, high channel electric fields at the drain end 
are the main cause of hot-carrier effects in short channel devices. To reduce 
the channel fields, VLSI n-channel devices almost universally use graded 

( a )  
nc (As) n+ (As)  

p -SUB 

p-SUB 

( C )  

Fig. 3.17 Cross-section of different source/drain MOSFET structures (a) conventional 
(single diffused) drain structure (b) Double diffused drain (DDD) structure, and (c) Lightly 

doped drain (LDD) structure 



96 3 MOS Transistor Structure and Operation 

drain structures formed by using two donor type implants. The two most 
commonly used graded junctions are double diffused drain (DDD) 1301 and 
lightly doped drain (LDD) [31,32] (Figure 3.17). A DDD structure for n- 
channel MOSFET is formed by implanting phosphorous (P) and arsenic 
(As) into the source-drain region. A lightly doped n-region (n-) is first 
formed using P and then a heavily doped n +  region using As, remembering 
that P is lighter than As and therefore diffuses faster. Thus, in a DDD 
structure a lightly doped n-  region encloses the n+ region as shown in 
Figure 3.17b; the doping level drops by 2-3 orders of magnitude from the 
n +  to n -  region. Note that in practice the source is also modified due to 
the symmetrical nature of the MOSFET although it is the drain side where 
the maximum field is to be reduced. The DDD structure, though simple, 
is normally used to reduce the hot-carrier effects for channel lengths down 
to 1.5-2 pm devices. However, this structure is not suitable for submicron 
devices due to the fact that it results in deeper junctions and hence increased 
shortchannel effects and more gate-to-source/drain overlap capacitance. 

For submicron devices, the most commonly used SJD structure is the LDD. In 
this structure a lightly doped n-region (n- )  is first created by implanting 
low energy P or As and then oxide spacers are formed at the side wall of 
the polysilicon gate (see Figure 3.17~). The oxide spacers then serve as a 
mask for the standard n +  As implant. The n +  implants do not diffuse 
laterally under the gate but diffuse under the spacers to the edges of the 
gate. The lateral doping profile of the LDD structure is shown in Figure 
3.18a; also shown (Figure 3.18b) is a conventional nMOST with its doping 
profile [31]. By introducing an n-  region between the drain and channel, 
the peak channel field is not only shifted towards the drain, but is also 

- l9 h SECTION A-A z 0 l 9  r\ SECTION 8-8 

5 17 

Fig. 3.18 MOSFET cross-section and doping profile for (a) lightly doped drain (LDD), 
and (b) conventional source and drain. (After Ogura et al. [31]) 
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Fig. 3.19 Magnitude of the electric field at  the Si-Si02 interface as a function of distance; 
L = 1.2 pm, V,, = 8.5 V, V,, = V,, in a conventional S/D (dashed line and LDD (continuous 

line). The physical geometries are shown above the plots. (After Ogura et al. [31]) 

reduced to about SO% of the value for a conventional device (see 
Figure 3.19). Since the peak field is now reduced and shifted inside the 
drain region, carrier injection into the oxide is reduced resulting in a more 
reliable device. This structure results in a higher breakdown voltage and 
substrate current I ,  is reduced considerably. Note that the overlap 
capacitance is also reduced resulting in a lower gate capacitance and hence 
higher speed. This improvement is not without cost. Apart from having 
additional fabrication steps as compared to the standard source drain 
structure, performance is slightly reduced (4-8%) due to the higher series 
resistance of the n-  region 123,241. 

As junction depths are scaled down, the resistivity of the source/drain 
diffusion region becomes higher which again results in higher source/drain 
resistance and hence lower transconductance as we shall see in section 3.6.1. 
Low resistivity materials such as refractory metal silicides are often used 
to reduce this resistance [26]. In fact self-aligned silicides (called salicides) 
have become essential ingredients in present day submicron VLSI technology 
1271-1281. In this process Titanium (Ti) or Cobalt (Co) film is first deposited 
on the wafer after the formation of source/drain and polysilicon gate. The 
metal is then reacted with silicon at - 600°C to form TiSi,(CoSi,). The 
silicide is formed only on the silicon surface (source/drain and polysilicon 
gate) and not on the oxide. There can be some variation in this process. 
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3.5.4 Device Isolation 

In MOS integrated circuits, all active devices are built on a common silicon 
substrate and therefore, it is important that they should be adequately 
isolated from each other. This isolation becomes more important in a VLSI 
chip because of increased numbers of transistors and decreased isolation 
space on the chip. If the isolation is not adequate, a leakage current will 
flow through the substrate resulting in a DC power dissipation and crosstalk 
among different transistors, which ultimately can destroy the logic state 
(on-of) of each device. 
The most commonly used isolation technique is the so called LOCOS 
(LOCalised Oxidation of Silicon) scheme which depends upon the local 
oxidation of silicon using a silicon-nitride mask. In this scheme a thick 
oxide is grown over heavily doped silicon regions except where it is actually 
intended to form active transistors. The thick oxide is often called the 
isolation or .field oxide and the heavily doped region under the field oxide 
is called the channel stop (see Figure 3.20). The implant used to create the 
heavily doped region under the field oxide is called the field implant or 
channel stop implant. Typical thickness of the field oxide t f o x  is of the order 
of 3000 8, as compared to 200 8, for to,, the gate oxide thickness in a typical 
1 pm CMOS technology. 
In the LOCOS isolation technique a parasitic MOSFET is also formed 
because the metal or polysilicon lines used to interconnect transistors acts 
as a parasitic gate with two n+ diffusion areas adjacent to it acting as 
source/drain. It is necessary to keep the threshold voltage Vfrox of this 
parasitic MOSFET high compared to that of the active MOSFET in order 
to avoid formation of a channel region under the field oxide so as not to 
create any leakage paths. Normally Vtfo ,  is around 10 V or more compared 
to V,, of 1 V for an active MOSFET. As we shall see in Chapter 5, threshold 

fl 

Fig. 3.20 Active area width reduction during LOCOS (top) Nitride/oxide stack (bottom) 
field implant after LOCOS field oxide (1) encroachment of the field oxide (2) lateral diffusion 

of the field dopants 
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voltage is directly proportional to the oxide thickness, therefore, higher tf,, 
is used to achieve high Vtsox. This explains why tf,, >> to,. 
The LOCOS scheme for VLSI isolation is limited by the field oxide 
encroachment and lateral diffusion of the field implant dopants into the 
active device area (see Figure 3.20). The lateral oxidation encroachment 
makes the edges of LOCOS oxide resemble a bird’s beak. The “bird’s beak” 
width usually ranges from 0.5 to 1 pm per side. The LOCOS surface area 
represents a significant overhead in surface wafer utilization and thus 
hinders achieving higher packing density. 
Several other isolation approaches have been used which are either improve- 
ments over LOCOS isolation in terms of reducing the bird’s beak or creating 
a fully recessed isoplaner bird’s beak free configuration [23]-[25], [33]. 
The one most promising technology is the trench isolation technique, 
where lateral encroachment is all but eliminated and isolation can be 
achieved with very narrow n+ to p +  spacing, thus resulting in very high 
packing density [33]. A typical trench is shown in Figure 3.21. A deep 
grove (more than twice the S/D junction depths) is first etched into the 
silicon by reactive ion etching (RIE) and then the side walls are oxidized. 
The oxide on the walls blocks the diffusion of impurities in subsequent 
process steps. Next the trench is filled with SiO, or polysilicon and is 
capped with SO,. All this is achieved at the cost of a more complex process, 
resulting in a higher cost and probably lower yield. The trench isolation 
technique will most likely replace LOCOS for future sub-half micron 
MOSFET technologies. 

3.5.5 CMOS Process 

In a CMOS process both p-  and n-channel transistors have to be on the 
same substrate. This is normally achieved by creating a secondary substrate, 
called the well or tub, in the main (primary) substrate. Thus, depending 
upon the primary substrate type, the process is called an n-well process 
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Fig. 3.21 Cross-section of a CMOS trench isolation process 
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(primary substrate p-type for nMOST and n-well for pMOST) or a p-well 
process (primary substrate n-type for pMOST and p-well for nMOST). 
Another alternative is to form two separate wells (n-well for pMOST 
and p-well for nMOST) in the primary substrate so that n- and p-device 
characteristics can be adjusted independently. This is called a twin tub (well) 
CMOS process. I t  is the n-well process which is most commonly used. This 
is because when technology transitioned from NMOS to CMOS, the then 
existing n-channel MOSFET designs could easily be exploited for CMOS 
circuit designs. Moreover, at micron and submicron channel lengths hot- 
carrier effects in nMOST become very severe. It is easier to ensure a low 
resistance path for nMOST channel to substrate contact if nMOSTs are 
formed in p-substrate than if they are formed in a p-well. 

The cross-section of a CMOS n-well device structure is shown in Figure 3.22. 
Note from this figure, that the CMOS process creates two parasitic bipolar 
transistors, lateral and vertical. In a n-well process the p+ source, n-well and 
the p-substrate constitute a vertical pnp transistor while the n-well, p-substrate 
and n+ source form a lateral npn transistor. These are parasitic transistors 
intrinsic to the process, not required for MOS operation. Notice that the 
base of each parasitic transistor (npn and pnp) is driven by the collector of 
the other thereby forming a feedback loop. The loop gain of this przpn 
switch, called silicon controlled rectifier (SCR), is equal to the product of 
the common-emitter current gains, and bpnp, of the npn and pnp transistors 
respectively. When the loop gain is greater than one, the SCR can be 
switched to a low impedance state with large current conduction (often many 
milliamperes). This condition is called latchup [34]. It is a very important 
effect in CMOS technology as it can easily destroy a chip. Under certain 
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Fig. 3.22 Cross-section of a n-well CMOS process showing both n- and p-channel MOSFET 
with isolation 
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DEPTH INTO SILICON 

Fig. 3.23 A typical retrograde doping profile in a CMOS process 

conditions such as transient currents, ionizing radiations, etc. lateral currents 
in the well and substrate can forward bias emitter-base junctions of the 
bipolar transistors, thus activating the switch resulting in the latchup. 
Latchup is a problem inherent to CMOS technology. The critical parameters 
that affect latchup are well and substrate resistance, Rwell and Rsub, 
respectively, and parasitic transistor current gains Pnpn and Ppnp .  By reduc- 
ing Rwe,, and Rsub, the gain PnpnPpnp can be kept below one thus avoiding 
latchup. The well resistance is normally reduced by forming a retrograde well 
with a doping profile somewhat similar to that shown in Figure 3.23. The 
high doping concentration in the bulk provides a low resistivity path for 
lateral current, while relatively low doping at the surface maintains high 
breakdown voltage of the S/D junctions. To reduce substrate resistance 
Rsub often a lightly doped epitaxial layer is formed on a heavily doped sub- 
strate of the same type. For a n-well process a p -  epitaxial layer (concentration - 10'4cm-3) is grown on a p +  substrate (concentration - 1 0 ' ' ~ r n - ~ )  as 
shown in Figure 3.24 and the process is called epi-CMOS process. The 
heavily doped substrate provides a low resistivity path for lateral substrate 
currents. The effectiveness of this approach depends on the thickness and 
bias voltage of the epitaxial layer. A twin tub CMOS process is far less 

p+ SUBSTRATE 

Fig. 3.24 An epi-CMOS n-well process for minimizing latchup 
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prone to latchup compared to a n-well process [34]. Thus using suitable 
fabrication and appropriate layout techniques, latchup is generally minimized, 
although it can never be eliminated. 

3.6 MOSFET Parasitic Elements 

As was pointed out earlier, the source/drain junction portion of a MOSFET 
is a parasitic component. These junctions have resistance and capacitances 
(S/D pn junction capacitance and gate-to-source/drain overlap capacitance). 
These parasitic elements (resistance and capacitance) limit the drive capability 
and switching speed of the device and therefore should be minimized. 
However, S/D is an essential part of the device, therefore, these effects can 
not be eliminated. It is therefore important to model these elements in 
order to simulate the device switching behavior accurately. 

3.6.1 Source-Drain Resistance 

The first order drain current Eqs. (3.4)-(3.6) implicitly assume that the 
voltages applied at the device terminals are the same as those across the 
channel region. In other words, voltage drops across the intrinsic resistances 
R,  and R, associated with the source and drain regions, respectively, are 
negligible compared to the applied voltages. Stated another way, the series 
resistance R ,  and R,  are negligible compared to the channel resistance R,,. 
This indeed is true for long channel devices as R,, is directly proportional 
to channel length L; the higher the L the higher the R,,, as can easily be 
seen from the following equation obtained by differentiating Eq. (3.4) with 
respect to Vds 

However, as the channel length L decreases the series resistance Rs and R,  
become appreciable fractions of R,, and thus can no longer be neglected. 
This can be seen from Figure 3.25 where the ratio of the series resistance 
R,( = R, + R,) to the total device resistance R,( = R, + Rch) is plotted against 
channel length; R, and R, were measured on a set of n-channel MOSFETs 
fabricated using a typical 2 ,um CMOS process. Note that for L = 25 pm this 
ratio is 1.2% while it becomes 15% at L = 2pm. The impact of R,, particularly 
for short channel devices, is a reduction of the transconductance g, and 
the device current drive capability. The fact that series resistance is less 
sensitive to scaling than the device itself, it is  one of the major factors 
limiting the performance of scaled MOS devices [35].  In order to understand 
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Fig. 3.25 Ratio of the source and drain series resistance R, to  the total device resistance 
(R, + Rch) as a function of channel length 

this, it will be instructive to see what are the factors which influence R, 
and R,. 
The schematic diagram of the current pattern in the source (drain) region 
is shown in Figure 3.26. The resistance RJR,), which is in series with the 
channel resistance Rch, can be expressed as the sum of three terms" [36] 

Rs  = Rsh + Rco + R s p  ( s z )  (3.16) 

where R,, is the sheet resistance of the heavily doped source (drain) diffusion 
region where the current flows along the parallel lines, R,, is the contact 
resistance between the metal and the source (drain) diffusion region, and 
R,, is the spreading resistance due to the current lines crowding near the 
channel end of the source (drain) (see Figure 3.26). 
The sheet resistance R,, is simply given by 

(3.17) 

where S is the distance between the contact via and the channel region, p ,  
is the sheet resistance per square (n/o) and W is device width. For a typical 
1 pm CMOS technology, p ,  = 30 and 60R/O for n+ and p +  regions, re- 
spectively (see Table 3.5). For LDD source/drain structures, commonly used 

l o  The separation of the series resistance into three terms is ofcourse only an approximation, 
which is convenient for qualitative discussions. Strictly speaking, R, should be determined 
by matching the solution of the field and current continuity equation in the channel and 
the source/drain region using approximate boundary conditions at the metal semi- 
conductor contact. 
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METAL L UR G I C AL 

Fig. 3.26 Schematic diagram showing current pattern in a source/drain region and (b) their 
representative resistance components. (After Ng and Lynch [ 3 5 ] )  

in (sub)micron n-channel devices to reduce hot-electron effects, an additional 
sheet resistance due to the n-  region needs to be considered which results 
in a higher p,. 
Within the contact area, the voltage drop in the diffused region results in 
current crowding near the front end of the contact. This effect results in a 
contact resistance R,,,. Based on the transmission line model of the interface 
between the metal and the diffused region, it has been shown that R,, for 
a rectangular contact of length I ,  can be expressed as [36,37] 

R,, = ~ &.coth ( I ,  f )  
W 

(3.18) 

where p, is the interfacial specific contact resistivity (a cm’) between the 
metal and the source (drain) region. The magnitude of p, depends on charge 
transport mechanisms and is determined primarily by the surface impurity 
concentration N , ,  potential barrier height 4 and ambient temperature T 
[36]. In practice p, is sensitive to the metal-silicon interface preparation 
procedure. In particular, the presence of an oxide in the contact hole 
strongly affects p,. A good aluminum-diffusion contact should have p, 
below 100Rpm2. Equation (3.18) assumes that all channel width is used for 
the contact. However, this is not generally the case and multiple standard 
contacts of minimum size 1, separated by spacing d are used (see Figure 3.27), 
therefore, Eq. (3.18) is multiplied by a factor (1  + d/l,). 
The spreading resistance R,, arises from the radial pattern of current spread- 
ing from the MOSFET channel, which has a thickness of the order of 50 .&. 
A first order expression for Rsp, based on the assumption of uniform doping 
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Fig. 3.27 Layout of a MOSFET showing relevant source/drain dimensions. /c = S/D contact 
size and d = S/D contact space 

in the source (drain) region, is given by [38]-[40] 

(3.19) 

where t,, is the thickness of the surface accumulation layer of length 1,, in 
the gate-to-source/drain overlap region and H is a factor that has been 
found to have a value in the range 0.37-0.9 [38]-[40]. The exact value of 
H plays a minor role due to the logarithmic nature of the equation and 
the fact that the ratio Xj/ t , ,  is large (see Table 3.5). Since the current is 
first confined to the accumulation layer and then spreads into the bulk, 
the resistance R,, of this accumulation layer must be added to R,, [39]. 
Notice that R,, and R,, are invariant with scaling mainly due to increased 
ps caused by using the solid solubility doping concentration at the surface 
of heavily doped shallow junctions and by the corresponding decrease in 
junction depth due to scaling. For a typical 1 pm CMOS technology, values 

Table 3.5. Typical I pm CMOS process parameters 
~~ 

n-channel p-channel 
Parameter nf S/D P +  S/D Units 

P. 30 60 n/o 
P C  10 60 R p m z  
X j  
to,  

RS, 30 60 R 
R c o  18 78 R 
R," 17 52 R 

0.35 y 0.25 
50 50 
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of the different parameters are shown in Table 3.5. While calculating R,, 
and R,, it has been assumed that S = W = 1 pm, 1, = d = 1 pm. 
Note that all three components of the series resistance have values of the 
same order of magnitude. Also note that the pMOST has higher S/D 
resistance as compared to the nMOST. Both p, and p, will increase by a 
factor of 2 for future 0.5 pm technology because of the decrease in junction 
depth X j .  However, self-aligned silicided S/D (a standard technique for 
0.5 pm technology) will reduce the sheet resistance p, to roughly 2-4 Q/n 
and contact resistivity p, to below 20 Qp'. Without the silicide technology, 
the g m  degradation will be over 10% for 0.5 pm technology. 
Equations (3.17)-(3.19) give fairly good estimates of the series resistance 
for standard source/drain junctions. However, experimental results, parti- 
cularly for LDD sourceidrain devices, show underestimation of the R,, 
term. The series resistance of LDD source/drain structures, is much higher 
compared to devices with standard (conventional) sourceidrain structures. 
This is due to the n-  region which has lower X j  and lower doping compared 
to the n+ region. 
More realistic expressions for R,, have been determined assuming a non- 
uniform doping profile of the source (drain) junction near the vicinity of 
the channel end. This results in R,, being gate bias dependent. In addition, 
R,, (accumulation layer resistance) also becomes gate bias dependent [39]. 
Both R,, and R,, have been shown to be strong function of the slope of 
the doping profile near the junction. A large slope minimizes both R,, and 
R,, and both these resistances decrease with increasing Vg,. The gate bias 
dependence of R,( = R, + R d )  is shown in Figure 3.28 for standard and LDD 
devices [43]. Note that while the change in R, due to a change in gate 

W =100pm 
vsb= 0 v 

l , , , , l , , , , l , ~ ~ ~ ~ ~ . ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ '  
5.0 7.5 10.0 12.5 

VSS -Vth ( V )  

Fig. 3.28 Extracted R, from conventional and LDD nMOST as a function of effective gate 
voltage (V,,- VJ .  (After Hu et al. [43]) 
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Fig. 3.29 MOSFET showing source and drain resistance R, and R, respectively 

overdrive (V,, - V,,) from 0.75 V to 11.25V is only 6R for a conventional 
device, the corresponding change in an LDD device is almost 45 !2 (78-33 R) 
with n-  concentration of 1 x 1017cm-3. It has been found that the bias 
dependence of R, varies considerably with concentration of the n - region. 
The bias dependence of R, is small for n-  implant dose 2 cmp2. At 
higher V,,, R,, decreases at the drain end because channel current has 
already spread into the bulk in the pinch-off region [42]. For MOSFET 
circuit models bias dependence of R, is ignored in order to keep current 
equations simple. 

EfSect of SourcelDrain Resistance on Device Transconductance. The effect 
of R, and Rd in calculating I,, can be understood from the equivalent circuit 
shown in Figure 3.29. We will assume that R, and R, are independent of 
the bias. If the effective or intrinsic drain and gate voltages are denoted 
by V,, and ViS respectively while V,, and Vg, are the voltages applied at 
device external terminals, then from Kirchiff s law we get 

(3.20) 
V' = V,, - I,,.R, 

V&, = Vd, - Zd,.(R, + Rd). 
gs 

From above equations it follows that at constant Vd, (i.e, dV,, = 0) 

(3.21) 

Assuming V,, is constant and using Eq. (3.12) the differential of the drain 
current can be written as 

dV$, = dVgs - dl,,.R, 
dV,, = - dI,,.(R, 4- Rd). 

(3.22) 
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where g:, and gb, are the intrinsic transconductance and drain conductance 
respectively (R ,  = R,  = 0). Substituting Eqs. (3.21) in (3.22) we get [44] 

(3.23) 

If however, we also include Vb, dependence on the drain current then 
Eq. (3.23) is modified as [45] 

(3.24) 

Both Eqs. (3.23) and (3.24) show that g m  reduces due to the presence of 
S/D resistance. In the saturation region, gb, is zero (strictly speaking, true 
only for long channel devices) and therefore 

(3.25) 

which shows that in the saturation region g m  is degraded by a factor 
(1 + R,gk). Since g&, is non-zero in the linear region, it is evident from 
Eq. (3.23) that the impact of R, and R, on g m  in the linear region is more 
pronounced than in the saturation region. This is true of drain current also, 
that is, the drain current reduction due to R, is more pronounced in the 
linear region compared to the saturation region [46]. 

3.6.2 SourcelDrain Junction Capacitance 

The source/drain to substrate boundary is an n + p  (or p+n)junction. Recall 
from our discussion in section 2.8, the capacitance of a p n  junction consists 
of two components, the area component (or bottom-wall capacitance) and 
the periphery component (or side-wall Capacitance). In a MOSFET the 
S/D doping concentration towards the outer side (field side) is different 
from the inner side (channel side), therefore a MOSFET junction capacitance 
is divided into the following three components as shown in Figure 3.30 

2. outer side-wall capacitance Cjswl 
3. inner side-wall capacitance Cjsw2 

All three capacitances are generally modeled by Eq. (2.74). For submicron 
devices, due to thinner gate oxides, low junction depth and higher channel 
doping concentration (as per scaling laws), the inner side-wall capacitance 
becomes higher than the outer side-wall capacitance. For shallow junctions, 
the side-wall capacitance is much larger than the bottom-wall capacitance 

1. bottom-wall capacitance Cjw (F/cm2), 
(F/cm), 
(F/cm). 
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BOUNDARY 

p-SUBSTRATE 

Fig. 3.30 MOSFET source or drain junction capacitances showing area (bottom-wall) and 
periphery (side-wall) components 

(cf. section 2.8). Thus, the total junction capacitance (source or drain) can 
be written as 

(3.26) 
where Cjwo ,  C j S w l o  and Cjswzo are bottom-wall, outer and inner side-wall 
capacitances at zero substrate bias. A,,, Pswl and Pswz are bottom-wall 
area, outer and inner periphery respectively of the S/D opening. Special 
test structures are used to measure the three components of the capacitances. 
Since the values of d)  and m depend upon the exact doping profile, they 
can vary considerably for the three capacitances. 
In older technologies the difference between the inner and outer side- 
wall capacitances was insignificant, therefore, SPICE only allows for 'one' 
side-wall diffusion capacitance. Thus, SPICE has only two components of 
the S/D junction capacitances. However, in submicron technology the 
difference between the inner and outer side wall capacitance is significant 
and must be taken into account. 

3.6.3 Gate Overlap Capacitances 

The overlap capacitances are parasitic elements that originate from the 
basic fabrication steps. In the self-aligned process, the polysilicon gate is 
employed as the mask to define the source and drain regions. The overlaps 
occur because the remaining processing steps require heating of the wafer. 
This gives rise to lateral diflision of the source/drain dopants so the poly- 
silicon gate overlaps the source and drain regions of the final structure. 
Since in a MOSFET source and drain regions are normally symmetrical, 
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~i 1 ;  

L 6i! - - - - - - - - - 
Fig. 3.3 1 Cross-section showing overlap capacitances between the source/drain and the 

gate which give rise to C,,, and CGDo 

one can assume the source and drain overlap distance 1," to be equal'' 
(see Figure 3.3 1). Assuming the parallel plate formulation, the overlap 
capacitance CGso and C,,, for the source and drain regions respectively 
may be approximated as 

(3.27) 

If Cgso and Cgdo are the overlap capacitance per unit width (F/cm) for the 
gate-source or gate-drain overlap respectively, then 

cgso = C g d o  = cox l o ,  (F/cm). (3.28) 
A third overlap capacitance that can be significant is due to the overlap 
between the gate and the bulk as shown in Figure 3.32a. This is the capaci- 
tance C,,, that occurs due to the overhang of the transistor gate required 
at one end and is a function of the effective polysilicon width that is 
equivalent to the drawn channel length (Figure 3.32b). Thus, if Cgbo is the 
gate bulk overlap capacitance per unit length, then the total gate-to-bulk 
overlap capacitance becomes 

(3.29) 

where Lpoly is the width of the polysilicon (defining gate length) after etch. 
Normally CGBo is much smaller than C,,o/C,Do and therefore is often 
neglected. 
Clearly circuit designers do not have control over the overlap distances, 
and hence the overlap capacitances, as these are the fabrication parameters 
that are defined by the processing steps. 
For a typical 2 pm CMOS process the junction depth Xj = 0.3 pm and thus 
1," is approximately 0.21 pm (assuming 0.7 to be the side diffusion). Since 

Strictly speaking this is not necessarily the case for submicron devices with extremely 
shallow junctions ( X j  - 0.1 pm) where off-axis S/D implants can cause implant shadowing, 
producing asymmetry in the source and drain overlap capacitances. 

I 1  
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GATE 
OVERHANG 

SU BSTAT E 

Fig. 3.32 Cross-section (a) 3-D representation (b) showing gate overlap capacitance C,,, 
between the overlap of the polysilicon gate over the field oxide 

1," is small, Eq. (3.28) underestimates the overlap capacitance [47,48] due to 
the fringe capacitance being ignored, which could be significant percentage 
of the total capacitance. This can be seen from Figure 3.33 which is the 
plot of overlap capacitance Cgxo (x = s or d) as a function of overlap distance 
1," for a typical 2 pm CMOS technology with gate oxide thickness 
to, = 300 A and gate polysilicon thickness tpoly = 0.4 pm, based on 2-D 

0 L / ,  , , , , , , , , 
0 0.5 1 

OVERLAP DISTANCE d w m )  

Fig. 3.33 Plot of the overlap capacitance (including fringing) versus overlap distance using 
parallel plate capacitance formula and exact numerical solution 
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Fig. 3.34 Cross-sectional view of the geometrical parameters of a MOSFET and three 
components of the overlap capacitances, C, ,(parallel plate), C2 (outer fringing) and C, 

(inner fringing) 

numerical solution of the field equations. Also shown is a plot of the parallel 
plate component (dashed line) which would be the value of C,, if one used 
Eq. (3.28) to estimate the overlap capacitance. For a typical case of 
lo, = 0.2 pm, the error using Eq. (3.28) will be greater than 40% in calculating 
the overlap capacitances. 

In a MOSFET, in addition to the outer fringing field capacitance, there is 
another parasitic capacitance which must be taken into account while 
calculating the overlap capacitance (see Figure 3.34). Thus MOSFET 
overlap capacitance can be approximated by the parallel combination of 
the (1) direct overlap capacitance C ,  between the gate and the source/drain, 
(2) fringing capacitance C, on the outer side between the gate and source/ 
drain and (3) fringing capacitance C ,  on the channel side (inner side) 
between the gate and side wall of the source/drain junction such that [47] 

Note that C, is the parallel plate component of length (l,” + A) where A 
accounts for the fact that polysilicon thickness has a slope of angle a,. It 
is a correction factor of higher order and is given by 

+ 1 1 -cosa, 1 -cosa2 
2 [ sincr, sin a, 

A = &  

where a2 = ( ~ c / ~ . E , , / E , ~ ) .  It is interesting to note that the fringing component 
C, (channel side) is much larger than C, (outer side) because cSi is roughly 
3 times E,, and also quite often a, 2 ~ / 2 .  From Eq. (3.30) it is clear that 
even if the overlap distance 1,” is reduced to zero, there will be an 
“overlap” capacitance present due to the fringing components still. 
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Although in Eq. (3.30) the channel side fringing capacitance C, is assumed 
to be bias independent, in reality it is gate and drain voltage dependent. 
C, in Eq. (3.30) gives the maximum value of the inner fringing capacitance. 
Note that when the device is in inversion C, is zero. 
The overlap capacitance is bias dependent particularly for LDD and thin 
gate oxide devices 149,501. The bias dependence of the overlap capacitance 
in accumulation has been modeled using an equation similar to the junction 
capacitance Eq. (2.74) [ S  13. However, most of the circuit simulators, 
including SPICE, use only one value of the bias independent overlap 
capacitance. 

3.7 MOSFET Length and Width Definitions 

At the device level, the circuit designer has control over only two parameters, 
the device channel length L and width W, that have important effects on 
device behavior. For increased current drive and hence circuit speed a large 
W and small L is required. It is important to understand what device L 
and W stand for from the modeling point of view. 

3.7.1 Efect ive  or Electrical Channel Length 

We define the channel length L a s  the distance between the source-drain 
junctions as shown in Figure 3.35a. This distance is in reality process depen- 
dent and hence, we call it efective channel length in order to distinguish it 
from the drawn gate length (physical mask dimensions) L,. Due to the 
manufacturing tolerances, L, is slightly different from the final gate length 
LpOly. The difference between the drawn and final gate length” is L,,,( = L, 
- Lpoly). During the high temperature fabrication steps the source and 
drain junctions not only diffuse vertically but also move laterally under 
the gate. This lateral diffusion Ldi, is typically 0.6-0.8 of the source-drain 
junction depth X j ,  depending upon the type of dopants. Thus we define 
the effective channel length L as 

(3.31) 

These definitions are shown in Figure 3.35a. For circuit models, L,,, and 
Ldi, are combined together and therefore 

L = L, - AL (effective channel length). (3.32) 

L = L, - L,,, - 2L,, (effective channel length). 

l 2  Note that L,,, is not necessarily a positive number, it could be negative too depending 
upon the tolerance. 
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HANNEL STOP 

( b )  

Fig. 3.35 MOSFET (a) channel length definition and (b) channel width definition 

Thus AL contains both Lqif and Lyar. It is this AL which we measure 
electrically, and therefore L is also called the electrical channel length. 

3.7.2 EfSective or Electrical Channel Width 

As was pointed out earlier, in present day MOSFET isoplanar processes 
different devices are isolated from the neighboring devices by the so called 
field oxide whose thickness t f 0 ,  >> tax. This is typical of devices made from 
LOCOS technology. During high temperature processing steps, the heavily 
doped region under the field oxide will encroach into the channel, which 
when combined with some fabrication process, causes tapering of the thin 
oxide (active) to thick oxide (field) resulting in a structure that looks like 
a bird’s beak. This causes the efective, or electriccl, device width W to be 
smaller than the drawn device width W, (physical mask dimension) by a 
factor A W (see Figure 3.3%). Thus 

W = W, - A W (effective channel width) (3 .33)  

Thus both AL and A W depend on mask fabrication techniques, photolitho- 
graphic process and equipment, production quality control, S/D junction 
depths, and the size of the minimum dimensions. In most processes L is 
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less than L, because lateral diffusion is dominant compared to other 
photolithographic variations. In the older A1 gate process when X j  was 
around 2 pm, AL was - 2.5 pm. In present day polysilicon gate processes 
with X j  - 0.3 pm or even less, AL is about 0.8 - 1 pm. In the A1 gate process 
W is always larger than W, because over-etching of either or both S/D 
diffusion and gate oxide is used to compensate for the misalignment in 
order to improve yield. Polysilicon gate processes result in a W which is 
almost always smaller than W, because of the bird's beak and because gate and 
junction regions combined on the same pattern makes the active area pattern 
larger. 
Remember that it is the L and W, defined by Eqs.(3.32) and (3.33) 
respectively, that are used in MOSFET model equations. Unless otherwise 
stated, through out this book we will use the symbols L and W for the eflective 
or electrical channel length and width, respectively. The detailed methods of 
determining AL and A W and hence Land W are discussed in section 10.6. 
It is worth pointing out here that methods of extracting AL and AW 
resulting in effective L and W are purely electrical parameters. Thus for 
example the effective channel length L is not necessarily the same as the 
physical parameter L, which is the distance between the metallurgical source 
and drain (S/D) junctions. The difference between the physical and electrical 
L is small for conventional S/D junctions. However, it can be quite 
significant for LDD devices, especially when the n- implant dose is low 
or n-  region is long. For LDD junctions, the electrical methods generally 
give L that represents the distance between points somewhere within the 
n-  S/D regions. This is because, in this case current is confined to the 
silicon surface even beyond the metallurgical junctions in the y1- regions 
[39],[46]. The higher the n-  dose, the closer these points are to the 
metallurgical n-/p-substrate (n-channel device) junction; the lower the dose 
the closer they are to high-low n'/n- transition point. 
While the effective channel length L depends upon the S / D  structure, the 
effective channel width W depends upon the isolation structure. Thus 
MOSFETs with LOCOS isolation structure have higher A W compared to 
trench isolated structures. 

3.8 MOSFET Circuit Models 

The equivalent circuit model for the DC operation of a MOSFET is shown 
in Figure 3.36 which establishes the dependence of the drain current I,, on 
the source, drain, gate and bulk voltages [52]. In Figure 3.36 S and D are 
the source and drain nodes as specified in a SPICE input file (wirelist); S' 
and D' are the corresponding internal node respectively representing 
channel portion of the device (intrinsic part). g s  and gd are conductances of 
the source and drain series resistance, respectively. The gate and bulk nodes 
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'bd 

de 
(b)  

Fig. 3.36 MOSFET (a) equivalent circuit model and (b) linearized equivalent circuit model 
for DC analysis. 

are represented by G and B respectively. Since the gate is separated from 
the source and drain by an insulator (gate oxide), the gate is assumed to be 
a DC open circuit. The drain-source current is represented by a voltage 
controlled current source I,, which is given by Eqs. (3.4)-(3.6) for the first 
order model. The I,, and I,, are the DC source and drain p n  junction 
currents respectively. 
The Zds,Ibs and I,, are all nonlinear functions of the node or terminal 
voltages. To solve the nonlinear circuit equation by the nonlinear Newton 
Raphson method, the equivalent circuit model in Figure 3.36a is converted 
into its companion model as shown in Figure 3.36b. In this figure gm, gmbs 
and gds are small signal MOSFET intrinsic conductances defined by 
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Eqs. (3.8)-(3.11) and are related to the large signal model by the equations 

(3.34) 

where the subscript op denotes that the independent variables V,,, Vds and 
v b ,  assume the values at the operating-point bias. These conductances can 
easily be obtained from the DC drain current model. The equivalent current 
source for the intrinsic MOSFET is calculated from the following equation 

(3.35) I d e q =  * ( I d s - g r n .  I / g s - g m b s .  V b s )  - g d s '  vds 

where the + sign indicates that S and D nodes specified in SPICE input 
file is for normal operation (qs > 0), while the - sign is for inverted 
operation ( V d s  < 0), such as when the source and drain are interchanged in 
the SPICE input or voltage polarity across the device changes, as is typical 
in a pass gate. 
The conductances for the source and drain junctions are represented by 
gbs and gbd respectively, while the corresponding equivalent currents are 
shown as Ieqbs and I e q b d  respectively and are given by 

(3.36a) 

(3.3 6b) 

The equivalent current source Ideq ,  l e q b s  and I e q b d  are multiplied by ( -  1) 
for p-channel devices. 
For transient and small-signal analysis, we need capacitance components 
as well as the previously described DC model. Figure 3.37 shows the 
complete equivalent circuit for a MOSFET. c b s  and c,,d are the source and 

I e q b s  = I b s  - g b s '  

'eqbd = I b d  - g b d '  Vbd.  

Fig. 3.37 MOSFET large signal equivalent circut model for transient analysis
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drain junction capacitance respectively while Qbs and Qbd are the corres- 
ponding charges. The gate overlap capacitances are shown as C,,,, C,,, 
and C,,,. The twelve intrinsic capacitances are shown as CGS, CGD, C,,, C,,, 
CB,, C,,, C,,, C,,, C,,, C,,, CDG, C,,. These nonlinear and nonreciprocal 
capacitances are required to conserve the charge in the device during the 
transient analysis and are discussed in Chapter 7. In the first order 
equivalent circuit model, only 3 nonlinear reciprocal capacitances C,,, 
C,, and CGB are normally considered as was discussed in section 3.2. 
However, this simple model is inadequate for many circuits as discussed 
in chapter 7. For the transient analysis companion models are first formed 
for these capacitances similar to the case of the diode model discussed 
earlier in section 2.9. 
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MOS Capacitor 4 

The metal-oxide-semiconductor (MOS) structure is the heart of MOS 
technology. When this structure, commonly referred as MOS capacitor, is 
connected as a two terminal device, with one electrode connected to the 
metal and the other electrode connected to the semiconductor, a voltage 
dependent capacitance results. The MOS capacitor is a very useful device 
both for evaluating the MOS IC fabrication process and for predicting the 
MOS transistor characteristics. For this reason MOS capacitors are often 
included on the chip test sites. Note that the term MOS is still used even 
if the top electrode is not a metal and the insulator is not an oxide. Some- 
times the acronym MIS (Metal-Insulator-Semiconductor) is also used for 
the MOS structure. 
In this chapter we first discuss the behavior of a MOS capacitor and then 
develop the charge-voltage (Q-V) and capacitance-voltage (C-V) relation- 
ships, which will be used later in the development of the MOS transistor 
model. We will conclude the chapter by discussing applications of the C-V 
curves in MOS technology. 

4.1 MOS Capacitor with No Applied Voltage 

The cross-section of an MOS capacitor is shown in Figure 4.1. Essentially it 
consist of a p-  or n-type silicon substrate covered by an insulating layer of 
oxide.' The oxide is thermally grown silicon dioxide (SiO,) with a thickness 
that usually lies between 100 and lO00.k. On the top of the oxide is a 
conducting layer of metal (usually aluminum) or, more commonly, degener- 
ately doped polysilicon or a combination of polysilicon and silicide (e.g. 
TiSi,,CoSi,). This conducting metal layer at the top is called gate. The 

One may use other insulating materials such Si,N, (silicon nitride) or even sandwich 
structures, the most common being a combination of SO,,  Si,N, and SiO,N,. 
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GATE ELECTRODE SILICON DIOXIDE 
(METAL OR POLYSILICON) 

p - T Y P E  SUBSTRATE,  N, 

Fig. 4.1 Cross-section of a MOS capacitor fabricated on a p-type substrate of concentration 
N, 

gate structure is defined either by photolithography or the metal is evapo- 
rated on the wafer through a metal defining mask. The second electrode 
is the back (bulk) contact obtained by evaporating metal which is in intimate 
contact with silicon to make an ohmic contact. If the substrate conducts 
sufficiently to support displacement currents, this configuration results in 
a parallel plate capacitor with the gate as one electrode, the silicon as the 
other electrode, and SiO, as the dielectric. Such a system, called a MOS 
capacitor, is in thermal equilibrium with the DC voltage applied, or if the 
voltage changes suficiently slowly to be approximated as being constant. 
Recalling the parallel plate capacitance formulation, we can write the oxide 
capacitance per unit area, Cox, between the metal and the silicon surface as2 

where E,, is the dielectric constant of the oxide (SiO,) and to, is the oxide 
thickness. C,, is a very important parameter in MOS technology. 
In order to study the MOS capacitor, let us first consider the metal, oxide 
and semiconductor (p-type silicon) as three separate components. The 
energy band diagram of the three components is shown in Figure 4.2. In 
this Figure E ,  denotes a convenient reference potential energy level, which 
is the vacuum or free electron energy.3 It is the level at which the ( l l r )  
Coulombic potential of an isolated positive charge becomes zero. Note that 

If a dual insulator is used, the capacitance per unit area of the structure could be obtained 
by defining an equivalent oxide thickness t,, that is electrically equivalent to that of the 
two insulators. Thus, for SiO,/Si,N, composite system t,, = to ,  + ( E , , / E , , ~ ~ ) ~ ~ ~ ~ ,  so that 
C,, = E ~ E , , / ~ , , .  Here tni ,  and enit are thickness and dielectric constant, respectively, of the 
nitride layer. Note that in MOS modeling it is common practice to express the gate oxide 
capacitance as per unit area rather than the total capacitance. 
The potential energy of an electron sufficiently far away from the material surface, to be 
considered at  infinity, is called vacuum level, symbolized by E,. 
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+VACUUM _ _  
qXoX=0.95 LEVEL 

INSULATOR 
(SILICON DIOXIDE) 

(a) (b) (C) 

Fig. 4.2 The energy-band diagram of three separated components that form the MOS 
capacitor;(a)aluminum,(b) thermallygrown SiO,,and (c)p-typesilicon ( N b  = 10l5 cm-3) 

the bandgap energy of SO, is shown to be 8.8eV [l] although others 
have used 8.0-9.0eV [2]-[4]. The exact value of the energy band gap is 
debatable due to the amorphous nature of the oxide. 

4.1.1 Work Function 

The characteristic energy of a metal is its workfunction usually expressed 
by Om in eV or O,/q in Volts. It is the energy that must be supplied to an 
electron to take it across the surface energy barrier. In other words the 
work function Om is the energy diflerence between the vacuum level E ,  and 
the Fermi energy of the metal E,, (@, = E ,  - E,,). @, depends only on 
the charge distribution of the atomic core or the type of atom involved if 
the surface is free of foreign impurities and contamination. For aluminum 
Om = 4.10 eV. 
In a semiconductor and insulator, the height of the surface energy barrier 
is specified in terms of electron afJinity x. It  is the energy difference between 
the vacuum level E ,  and the conduction band edge E ,  at the surface, that is, 
x = E ,  - E,. x is a property of the material and is not affected by the 
presence of impurities or imperfections to any extent but only varies from 
one atomic type to another or is changed by alloy composition. In semi- 
conductors electron affinity xs is used instead of ( E ,  - Ef), because the 
latter quantity is not a constant in the semiconductor but varies as a 
function of doping. From Figure 4.2, it is clear that the work function Os 
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for p-type semiconductors is given by 

4 Os = xs + - + q4sp (eV) for p-type 
2 

where E ,  is the band gap energy given by Eq. (2.2) and $ s p  is the Fermi 
potential for p-type silicon. Similarly for an n-type semiconductor 

(4.3) 

where 4fn is the Fermi potential for n-type silicon. For the same doping 
concentration I $ s p l  = = 4f, given by Eq. (2.15), repeated here for 
convenience 

where V,( = kT/q)  is the thermal voltage and N ,  is the substrate dopant 
concentration. It is the magnitude of 4s which is to be used in these and 
subsequent equations involving these quantities. For silicon, xs = 4.05 eV 
and for p-type silicon with an acceptor concentration N ,  = 1015 cmp3, 
4f = 0.29 V, giving Os = 4.90 eV.4 This shows that the energy required for 
an electron to escape from n-type silicon (as = 4.9 eV) is higher than the 
energy required for an electron to escape from aluminum (Om = 4.1 eV). 
The work functions for the commonly used gate materials for IC technology 
are shown in Table 4.1. When calculating O for degenerately doped poly- 
silicon, it is assumed that the Fermi energy lies at  the band edges. 
We can visualize the work function difference between two materials as a 
contact potential between them. It can be easily shown that when different 

Table 4.1. Workfunction @ ofdifferent materials 
as determined by photoresponse [ 4 , 5 ]  

Al 4.10 
Au 5.21 
MoSi, 4.13 

n-type degenerate polysilicon 4.05 
p-type degenerate polysilicon 5.17 

TiSi, 3.95 

In the literature, to calculate Os for silicon. some authors have used 4so, the energy 
difference between vacuum level and valance band, rather than xs, resulting in Os for p-type 
silicon as Os = 4so - E,/2q + q4r. The quoted value of &, = 5.35eV 113 results in Os of 
5.08 eV assuming 4f = 0.29 V. This results in a difference of 0.18 V with those calculated 
using Eq. (4.2). 



4.1 MOS Capacitor with No Applied Voltage 125 

materials are in contact with each other, the work function between its two 
ends depends only on the$rst and the last material [6]. Thus, when three 
components of the MOS structure are brought into contact, it is only the 
work function difference between the metal and the semiconductor which 
matters. Since in general the metal and semiconductor will have different 
work functions, this difference will cause distortion in the band shape. This 
is because the Fermi levels E ,  have to be aligned when the system is in 
equilibrium, and the vacuum energy level E ,  has to be continuous. When 
the metal of the MOS structure is shorted to the semiconductor, electrons 
will flow from the metal to the semiconductor or vice versa until a potential 
is built up between the two, that will counterbalance the difference in 
their work functions. Thus, there is a variation in electrostatic potential 
from one region to another resulting in E, (E , )  band bending in the interior 
of the structure. Since metal is an equipotential region, no band bending 
occurs there. Therefore the energy bands bend in the oxide and semi- 
conductor showing upward slope when @, > as and downward slope when 

For the case Al-Si0,-Si( p-type) system CD, < Qs, the bands bend down- 
wards as shown in Figure 4.3a. This of course assumes that oxide is an 
ideal insulator with no charges of its own. We can compensate for this band 
bending by applying an external voltage AV,,, which is simply the work 
function difference that caused the band bending in the first place. 
Thus for the bands to become flat at  the surface (see Figure4.3b) we 
have 

a), <as. 

where a),, is the work function difference between the gate electrode and 
bulk silicon in Volts. 
For an Al-Si0,-Si( p-type) system 

Q m s  = ( a m  - @s) = @m - (x, + Eg + q4f) (V) (4.6) 
or 

Oms = -0.51 - 4f (V) p-type Si. I (4.7) 

Since CDf is typically 0.3V, am, is a negative number. Similarly for an 
Al-Si0,-Si(n-type) system, 

I mrnS = - 0.51 + 4 ,  (V) n-type Si I 
which is again a negative number. Thus for an Al-SiO,-Si(n- or p-type) 
system CD,, is always negative. 
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Fig. 4.3 MOS capacitor (a) showing band bending at the surface due to Oms, the work 
function difference between the metal (Al) and semiconductor (p-type silicon), with no bias 
applied; (b) flat band condition for structure shown in (a). Oxide is assumed to be free of 

any charges 

As was pointed out earlier (cf. section 3.5.1) in present day MOS techno- 
logies the gate electrode is invariably made of degenerate polysilicon. For 
the polysilicon gate electrode, the workfunction difference @,, becomes 

Qms = 4f(polysilicon gate) - 4f(substrate). (4.9) 
Figure 4.4 shows the energy band diagram for the p-type substrate with 
an n+ polysilicon gate. In this case QmS becomes 

I Oms = - 0.56 - 4f (V) p-type Si I (4.10) 

which is a negative number. Here 0.56 is half of E ,  for silicon. Similarly 
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Fig. 4.4 MOS capacitor (a) showing band bending at the surface due to am,, the work 
function difference between the n+ degenerately doped polysilicon and semiconductor 
(p-type silicon), with no bias applied; (b) flat band condition for structure shown in (a). 

Oxide is assumed to be free of any charges 

for an n-type substrate with a n+ polysilicon gate, we have 

1 Qms = - 0.56 + +f (V) n-type Si I (4.1 1) 

which shows that Qms will still be negative but by a smaller amount as 
compared to the case for n+ polysilicon with a p-substrate. Detailed 
investigation of n i  polysilicon gate suggests that Oms has a maximum 
magnitude at a dopant concentration of about 5 x 1019 cmp3 and becomes 
less negative for higher dopant concentration; the behavior is different for 
As and P, suggesting that the polysilicon grain structure affects the work 
function difference [7,8]. Note that for n-type substrate with a p +  poly- 
silicon gate, Oms will be a positive quantity. The work function difference 
ams as a function of silicon doping concentration N ,  for aluminum, pi and 
n+ polysilicon gates are shown in Figure 4.5 and are based on Eqs. (4.7)- 
(4.1 1). 

4.1.2 Oxide Charges 

Some impurities or defects can be inadvertently incorporated into the oxide 
during oxide growth or subsequent processing steps. This results in the 
oxide being contaminated with various types of charges and traps. Four 
different types of charges have been identified in thermally grown oxide 
on a silicon surface [ll]. These charges are shown schematically in 
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Fig. 4.5 Work function difference Qms versus substrate doping N ,  for degenerately doped 
polysilicon and aluminium. (From Kim et al. [lo]) 

Figure 4.6. They are (1) interface-trapped charge Qit ,  (2) fixed-oxide charge 
Qs, (3) oxide trapped charge Q,,, and (4) mobile ionic charge Q,. All of 
these charges are very much dependent on the device fabrication process. 
Here we discuss basic properties of these charges, however for details of 
the origin and techniques of measurements of different oxide charges, the 
reader is referred to [l]-[3], [13]. 

Interface Trapped Charge Qi,. The interface trapped charge, Q i i ,  is the 
charge due to electronic energy levels located at the Si-SiO, interface with 
energy states in the silicon band gap that can capture or emit electrons 
(or holes). These electronic states arise because of the lattice mismatch at 
the interface, dangling (incomplete) bonds, the adsorption of foreign impurity 
atoms at the silicon surface, and other defects caused by radiation or similar 
bond-breaking processes. These are the most important type of charges 
becatlse of their wide-ranging and degrading effect on device behavior. 



4.1 MOS Capacitor with No  Applied Voltage 

" " Y " u Y Y I, " 
A , \ , , , , -  _ , , A  

129 

50, 

sio, 

I CHARGE ((3,) 

INTERFACE 
TRAPPED CHARGE 

Si 

These types of charges have also been referred to as surface states, fast 
states, or interface states denoted by Q,,. Under equilibrium condition, the 
occupancy of these interface states or traps is governed by the position of 
the Fermi level in the same way as for any other electron energy level. 
Because interface trap levels are distributed across the silicon energy band, 
we normally define an interface trap density D ,  [I-41 

1 dQit 

4 dE 
Di, = -- number of charges/cm2.eV. 

Di, is extremely sensitive to even minor process details, varies significantly 
from process to process, and is orientation dependent. Present day MOS 
devices with thermally grown SiO, on Si have most of the interface trapped 
charge neutralized by low temperature ( I 500 "C) hydrogen annealing. In 
(100) orientation, Di, is about an order of magnitude smaller than in < 11 1 ); smaller Di, is correlated with the smaller density of the available 
bonds at the surface. The value of Di, at mid gap for ( 100) oriented silicon 
for modern MOS VLSI process can be as low as 5 x lo9 cmp2eV- ' .  A n  
increase in Di, causes instabilities in the MOS transisfor threshold voltage 
and reduces the carrier mobility at the surface, which results in a reduction 
in the device transconductance. 

Fixed Oxide Charge Qs. As the name suggests these are the immobile 
charges located within approximately 25 8, of the Si-SiO, interface (see 
Figure 4.6) and normally arise from structural damage associated with 
oxidation or various impurity atoms. Generally Qs is positive and depends 
on the oxidation ambient, temperature and annealing conditions, and 
silicon orientation. Like Qit, Qr is low for (100) orientation. However, it 
is independent of the doping type and concentration in the silicon, oxide 
thickness and oxidation time. QJ can be minimized by annealing in an 

Fig. 4.6 Naaames and location of the charges associated with  thermally grow siO2 on
silicon (From Deal [11])
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inert ambient, such as, Argon at a temperature in excess of 900°C. Typical 
values of Q, for a carefully treated Si-SiO, system is about - 10'0cm-2 
for the (100) surface. Because of the low value of Qit and Q f ,  the (100) 
orientation is preferred for  silicon MOSFET.  

Oxide Trapped Charge Q,,. The oxide trapped charge Q,, is associated with 
defects in SiO,. The oxide traps are usually electrically neutral and are 
charged by introducing electrons and holes into the oxide through ionizing 
radiation such as implanted ions, X-rays, electron beams, etc. The magnitude 
of Q,,, depends on the amount of radiation dose and energy and the field 
across the oxide during irradiation. Like Qir these charges could be positive 
(trapped hole) or negative (trapped electrons). Q,, resembles Qr in that its 
magnitude is not a function of silicon surface potential and there is no 
capacitance associated with it. 

Mobile Ionic Charge Q,. The mobile ionic charges Q, are due to sodium 
(Na') or other alkali ions that gets into the oxide during cleaning, proc- 
essing and handling of the MOS devices5 These ions move very slowly 
within the oxide; their transport depends strongly on the applied electric 
field ( -  1 MV.cm-') and temperature (30-400°C). Positive voltages push 
the ions towards the interface, while negative voltages draw them towards 
the gate. A current is observed in the external circuit during ion drift. After 
the ion drift, the changed centroid of charge within the oxide layer results 
in a shijt of the f lat  band voltage or in a threshold voltage shift in the 
M O S F E T ,  and may cause an unexpected device failure. Device instabilities 
from mobile ions are minimized by avoiding contamination during proc- 
essing. Chlorine neutralization is the most commonly accepted procedure 
for reducing mobile ion contamination in gate oxides. The other most 
common approach to counter the action of alkali ions is by gettering them 
far from the interface in a gettering layer. The most commonly used gettering 
medium is Borophospho-silicate glass (BPSG). 
The result of these charges in the oxide and at the S O ,  interface is to bend 
the bands at the silicon surface in a fashion similar to that shown in 
Figure 4.3 due to the work function difference QmS.  If p(x)  is the charge 
density/unit volume within the oxide, then the total voltage shift Avfb or 
band bending due to the various charges is simply the sum of the voltage 
shifts due to the individual charges; that is [4] 

(4.12) 

In the early 1960s Na' ions were the main source of the instability in the threshold 
voltage of a MOSFET. 
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remembering that the charges Qi, and Qf are located at or near the Si-SiO, 
interface (x = tax), while the mobile and the oxide trap charges Q, and Q,, 
respectively are distributed throughout the oxide. 
For circuit simulation models, it is common practice to model these different 
types of charges by a sheet of charge Qo which is assumed to be located 
at the Si-SiO, interface and causes the same effect as that of actual charges 
of unknown distribution. This charge Q, is called the equivalent interface 
charge and is always positive for both p -  and n-type substrate. The total 
band bending due to the effective oxide charge becomes 

(4.13) 

This is the gate voltage that is needed to cause all the charge Q, to be 
imaged in the gate electrode so that none is induced in the silicon. However, 
when the gate “floats”or the gate electrode is absent, the oxide charges will 
seek all their image charges in the silicon. 

4.1.3 Flat Band Voltage 

We have already seen (cf. section 4.1.1) that when different elements of a 
MOS system are brought into contact with each other forming a MOS 
capacitor, the oxide and the semiconductor bands bend as shown in Figure 
4.3. This band bending is due to the work function difference Qms between 
the metal and the semiconductor given by Eq. (4.5). Band bending also 
takes place due to the oxide charges and is given by Eqs. (4.12) or (4.13). 
The total band bending V,, due to Oms and Qo is obtained by adding 
Eqs. (4.5) and (4.13). That is 

(4.14) 

It should be pointed out that in present-day VLSI technology the 
contribution of the Qo/COx term to V’, is much smaller than the Qms term, 
and therefore the value of V’, is controlled mainly by Oms. Thus, for nMOST 
with n+ polysilicon gate, V,, is a negative number because Oms is negative. 
However, for pMOST V,, is positive for p +  polysilicon gate and near zero or 
negative for n+ polysilicon gate (see section 4.1.1). 
Let us now see how this band bending at the silicon surface affects surface 
behavior. The hole concentration in a p-type substrate is given by Eq. (2.10b), 
repeated here for convenience, 

p = n i e x p ( F )  Ei - E ,  cm-3 (4.15) 



132 4 MOS Capacitor 

When the bands bend downwards, as is the case for the Al-SiO,-Si system, 
the energy difference ( E i - E s )  decreases at  the surface. According to 
Eq. (4.15), this decrease in (Ei  - E r )  will result in a decrease in p ,  the hole 
concentration. In other words, holes are depleted at the surface giving rise 
to a space charge region. On the contrary if the band bend upwards, as 
happens in the case of an Au-SO,-Si system (Om>Os) ,  the energy 
difference (E i  - Es)  increases which results in an increase in the hole con- 
centration at  the surface. Thus, we see that even when no external voltage 
is applied to a MOS capacitor, there will be a change in the concentration 
of carriers at the surface as compared to that in the bulk, due to the Oms 
and/or charges Qo in the oxide. This change in the concentration creates 
an electric field at the surface and hence a voltage difference between the 
silicon surface and the silicon bulk. This voltage difference, referred to 
as the surface potential q5s, represents the electrostatic potential at the 
suYface measured from the bulk intrinsic level Ei .  I t  is a measure of the amount 
of band bending at the surface, as shown in Figure 4.7. Note that +s is a 
positive quantity when bands bend downward and it is negative when 
bands bend upward. When +s is zero the bands are flat at  the surface. 
Thus, at  any point x from the surface towards the bulk the potential is 4(x). 

Band bending can be compensated by applying an external voltage equal 
to Vrb [cf. Eq. (4.14)]. This condition under which bands become flat at  the 
surface is called theflat band condition and the corresponding voltage which 
is required to bring about the flat band condition is called theJlat band 
voltage, Vsb. Thus, theflat band voltage is that gate voltage which must be 
applied so as to have zero surface potential (q5s = 0) with j u t  energy bands 

SILICON 
SURFACE 

Fig. 4.7 Band bending showing surface potential +s at the surface of a p-type silicon 
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over the entire semiconductor surface. The flat band condition is often used 
as a reference state and the flat band voltage as a reference voltage and is 
thus an important MOS device parameter. 

4.2 MOS Capacitor at Non-Zero Bias 

The behavior of the MOS capacitor described in the previous section was 
under conditions when no external voltage was applied to the gate. Let us 
now discuss what happens when an external voltage V, is applied between 
the gate and the substrate (bulk) as shown in Figure 4.8. The applied voltage 
V, is shared between the voltage across the oxide V,,, the surface 
potential 4, and the work function difference CD,, (V) between the metal 
and the substrate. Thus, 

(4.16) 

When a gate voltage V, is applied to a MOS capacitor, it induces a charge 
Q, in the silicon. From the charge point of view, we will have three charges 
in the system: 

Charge Q, on the gate due the voltage V, applied to the gate. 
Effective interface charge Q, in the oxide silicon interface because the 

0 Charge Q, induced in the silicon under the oxide. 

The charge neutrality condition requires that 

v, = v,x + 4 s  + Q m s .  

oxide is not a perfect insulator (section 4.1.2). 

(4.17) 
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Fig. 4.8 MOS capacitor under applied gate voltage V, showing charges, fields and 
potentials 
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Fig. 4.9 Gaussian volume relating charge Q, stored in the silicon to the field €ox in the 
oxide 

If the applied voltage Vg is positive, then the electric field &,, is directed 
into the silicon surface at the interface and will induces a charge Q, in the 
silicon. The density of the induced charge Q, per unit area can be calculated 
using Gauss’ law.6 Figure 4.9 shows an imaginary Gaussian surface en- 
closing part of the MOS capacitor in the silicon. Deep in the silicon the 
electric field & is zero, therefore there is no contribution to the flux through 
the Gaussian volume from the bottom surface. Also there is no flux 
contribution from the sides of the Gaussian volume, since the electric field 
lines run parallel to the sides. The only flux contributing to Q, is from the 
oxide silicon side and as such Q, becomes 

Q, = - E ~ E , ~ & , ~  (Ficm’). (4.18) 

Similarly, applying Gauss’ law at the metal-oxide interface gives 
Q, = E O E , , ~ , ,  V,,C,, (F/cm2) (4.19) 

where €,, = V,,/t,, is the electric field in the oxide. The field Q,, and QSj 

are related by Eq. (4.17). For the ideal case with Qo = 0 (no interface/oxide 
charge) we have E ~ E , , ~ , ,  = E ~ E , ~ & , ~ .  Now combining Eqs. (4.14), (4.16)-(4.19) 
it is easy to see that 

(4.20) 

This gives the relationship between the applied gate voltage V, and the 
surface potential 4,. Note that under the flat band condition Vg = Vfb ,  

Gauss’ theorem states that the outgoing flux of the electric field through a closed surface 
is equal to the sum of the charge located within the closed surface. 
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because +s = 0 and Q, = 0. Depending upon the value of V,, different surface 
conditions will results, which will now be discussed. 

4.2.1 Accumulation 

Suppose we apply a gate voltage V, such that V,,( = V, - V,,) is negative, 
that is V, < VJb. This negative voltage at the gate will create an electric 
field Box which points towards the gate electrode as shown in Figure 4.10a. 
Since the applied negative voltage depresses the electrostatic potential of 
the metal relative to the substrate, electron energies are raised in the metal 
relative to the substrate. As a result the Fermi level E,, for the metal lies 
above its equilibrium position by qVgo. Moving E,, up in energy relative 
to the substrate Fermi level E,  causes the oxide conduction band to bend 
upwards, consistent with the direction of the field &ox. 

From the charge point of view, V,, < 0 results in a negative charge on 
the gate. This in turn will induce a positive charge Q, at the silicon surface. 
Such a positive charge in the p-type silicon means excess hole concentration 
is created at the surface (see Figure 4.10a). Since excess holes are accumulated 
at the surface, this is referred to as the accumulation condition. As the hole 
concentration increases at the surface, (Ei - E,) must increase in accordance 
with Eq. (4.15), resulting in the bands bending upwards as shown in 
Figure 4.10a. Thus in 

V g  < 
accumulation 4, (0, . I Q, > O .  

(4.21) 

Although this bias condition is extremely useful in measuring some basic 
MOS system characteristics, it is not of much importance from the MOS 
circuit point of view. 

4.2.2 Depletion 

Now consider the case when the gate voltage is such that V,,( = V, - Iffp) 
is positive, that is V, > V f b .  This positive gate voltage will create an electric 
field box pointed from the gate towards the substrate as shown in 
Figure 4.10b. A positive gate voltage raises the potential of the gate, 
lowering the Fermi level EJm by qV,,. Moving E,, down in energy relative 
to the substrate Fermi level E,  causes band bending downward in the 
oxide conduction band, consistent with the direction of the field €ox. 

A positive voltage at the gate places positive charge on it, which in turn 
will repel holes from the silicon surface and thus exposes the negatively 
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Fig. 4.10 Effect of applied voltage on a p-type MOS capacitor; (a) negative voltage 
V,, = (V, -_ yfb) causes hole accumulation at  the surface; (b) positive voltage depletes holes 
from the silicon surface; and (c) a large positive V,, causes inversion, forming an n-type 

layer at the silicon surface 

charged acceptor ions. In other words, a positive charge on the gate induces 
a negative charge Q ,  at the silicon surface. Since holes are depleted at the 
surface it is referred to as the depletion condition. This is analogous to the 
depletion region in p n  junctions discussed in section 2.5. Since hole 
concentration decreases at the surface, we see from Eq. (4.15) that (Ei - Ef) 
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must decrease resulting in Ei coming closer to E,  thereby bending the 
bands downward near the surface (Figure 4.10b). Thus in 

v g  ’ vfb 
depletion 4s > O ,  (4.22) 

Let us now calculate the depletion layer charge. The band bending potential 
4 ( x )  must satisfy Poisson’s equation (2.41) and is used to calculate the 
induced charge Q, within the space charge region of width X ,  at the surface, 
also called the depletion width. We refer to this induced charge in the 
depletion region as the bulk charge denoted by Qb. Applying Gauss’ law 
we have [cf. Eq. (4.18)] 

Q, = Q,(depletion) = - E ~ E , ~ € , ~  (F/cm2). (4.23) 

Under the depletion approximation (cf. section 2.5.2) n = p = 0 (no free 
carriers) and the assumption that the substrate is p-type (uniform concentra- 
tion N, cm- ’) so that No( = Nb) >> N,, the Poisson equation (2.41) becomes 

I Q, < O .  

(4.24) 

Integrating the above equation twice from the interface (x = 0) to the 
depletion edge ( x  = X , )  and using the boundary conditions 

4=4, and - = - & s i  d 4  at x = O  (4.25a) 
d x  

and 

d 4  
d x  

4=-=O at x = x ,  

we get 

(4.2 5 b) 

(4.26) 

which gives a relationship between the band bending and the surface 
potential. The depletion width X, in the above equation can easily be 
calculated by substituting Eq. (4.26) in (4.24) giving 

(4.27) 
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Note that the depletion width given by the equation above is the same as 
that obtained for one sided step pn junction under the depletion approxima- 
tion [cf. Eq. (2.53)]. This shows that we can treat the silicon surface/silicon 
bulk system as a one sided step junction. 
The depletion or bulk charge Qb can now be obtained from Eq. (4.23) using 
Eqs. (4.26) and (4.27) giving 

Q b -  - - E 0 E SI  .€ SI  . = E 0 E sidch1 .- = - J- (F/cm2). (4.28) 

Alternatively, Qb can also be obtained by integrating the charge qNb under 
the depletion width X ,  giving 

dx x = o  

(4.29) 

where we have made use of Eq. (4.27) for X,. For n-type silicon, Qb, given by 
Eq. (4.29), is a positive quantity. 
Note that Eq. (4.27) for X ,  is in terms of surface potential $s. Since $s itself 
is a function of gate voltage V, [cf. Eq. (4.20)], one can also write X ,  in 
terms of V,. Thus, by substituting $s from Eq. (4.27) and Qs( = Q b )  from 
Eq. (4.29) in Eq. (4.20) and solving the resulting quadratic equation in X ,  
we get, under the depletion approximation 

:ox \ v  E O E s i q N b  
(4.30) 

Equation (4.30) shows that when V, = Vfb, the depletion width X ,  = 0, 
consistent with the definition of the flat band voltage. 

4.2.3 Inversion 

If we continue to increase the positive gate voltage V,,( = V, - V,,), the 
downward band bending would further increase. In fact, a sufficiently large 
voltage can cause so much band bending that it may cause the midgap 
energy Ei to cross over the constant Fermi level E ,  i.e. E ,  > Ei. When this 
happens the surface behaves like n-type material with an electron concentra- 
tion given by Eq. (2.10a). Note that this n-type surface is formed not by 
doping but instead by inversion of the original p-type substrate due to the 
applied gate voltage. This is referred to as the inversion condition and is 
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shown in Figure 4.10~. Thus in 

Vg >> V f b j  

inversion 4,  > O ,  (4.3 1) 

The surface is inverted as soon as E ,  > E j .  This is called the weak inversion 
regime because the electron concentration remains small until E,  is 
considerably above Ei. If we further increase Vg,, the concentration of 
electrons at the surface will equal, and then exceed, the concentration of 
the holes in the substrate. This is called the strong inversion regime. 
One may ask, where these electrons (minority carriers) in the p-substrate 
come from when inversion sets in. Physically speaking these electrons come 
from the electron-hole generation, within the space charge (depletion) 
region, caused by the thermal vibration of lattice phonons. The rate of 
thermal generation depends upon the minority carrier life time zo which 
is typically in p e c  (lO-%ec). This means that minority carriers are not 
immediately available when an inverting gate voltage is applied. The time 
tin" required to form an inversion layer at the surface is approximated by 

r Q, <O.  

c141 

(4.32) 

where ni is the intrinsic carrier concentration. For a typical value of 
z,, = 1 psec and N ,  = l O I 5  ~ m - ~ ,  tin" - 0.2 sec. Thus the formation of the 
inversion layer is a relatively slow process compared to the time required 
for the holes (majority carriers) topow from or to the silicon surface which 
is of the order of picoseconds (i.e. the dielectric relaxation time associated 
with the substrate.) 
The inversion layer is important from the MOS transistor operation point 
of view. It is the nature of the inversion layer, that is, number of carriers 
in the inversion layer (i.e. inversion layer charge Qi), the mobility of 
the carriers in the layer etc. which determines the current in the transistor. 
The inversion layer charge Qi can be calculated by including the electron 
concentration n in Poisson's equation (4.24). Let us first calculate n. 
Rewriting Eq. (4.4) as ni = N,e-4f lv t  and substituting ni in Eq. (2.10) we get 

n = Nbe(@-2#'f)/Vc. (4.33a) 

and 

p = N e-6'lvt (4.33b) 
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At the surface 4 = 4s and therefore, from Eq. (4.33a), the electron concen- 
tration n, at the surface is given by 

(4.34) 

When 4, = 4f,  i.e. Ei = E,, we see that n, = ni. That is, the silicon becomes 
intrinsic. ‘When 4s > g 5 f ,  we have E ,  > Ei and the surface is inverted. At 
the onset of weak inversion the surface potential 4, is slightly larger than 
4f and in this case the depletion width is given by Eq. (4.27). As we further 
increase 4, by increasing the gate voltage V,, the depletion width X ,  widens 
and the electron concentration n, at the surface increases (see Eq. 4.34). 
When the gate voltage is such that 4,=24,, n,= N , ,  i.e., the electron 
concentration at the surface becomes equal to  the hole concentration in 
the bulk. When this happens the surface is said to be strongly inverted, and 
under this condition, the depletion width reaches its maximum value Xdn,,  
which can be obtained by replacing $s = 24, in Eq. (4.27). Thus, 

n s b  = N e(4”-24f)/vt. 

(4.35) 

The condition 4, = 24, is often referred to as the classical condition for  
strong inversion. When 4, > 24,, the depletion width increases but very 
slowly. This is because the inversion charge immediately adjacent to the 
oxide-silicon interface shields the interior (bulk) of the semiconductor from 
any additional charge on the gate. 

- 
1.4 ‘ 5  

N ~ ~ ~ = Q ~  /q=1~’3cm2 0- 

N, =to’5cm‘3 
T = L * 2 O K  

Oo 
0 10 20 30 

DISTANCE FROM SURFACE,X ( A )  
0 

Fig. 4.11 Calculated electron concentration in silicon (100) and (111) surface as a 
function of distance from the surface for classical and quantum case. (From Stern and 

Howard [IS]) 
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The thickness of the inversion layer has been calculated using both quantum 
mechanical and classical approaches. These calculation show [ 15,161 that 
theo average “inversion layer thickness” at room temperature is about 
50 A, depending on the substrate doping concentration and gate voltage. 
Although not important from a circuit modeling point of view, it is 
interesting to consider the differences in the charge distributions calculated 
using the two approaches. The differences are, as shown in Figure 4.11, in 
two aspects. 

In the classical case, the electron density has its maximum value at the 
oxide-silicon interface, and it decreases steadily as we move from the 
surface into the bulk. In the quantum mechanical case, the electron 
density is zero at the interface, increases to its maximum value, and then 
decreases with the distance from the surface. 
In the classical case, the electron distribution is independent of the crystal 
orientation while it depends on the crystal orientation in the quantum 
mechanical case. 

Figure 4.1 1 also shows that most of the electrons are confined in a layer 50 A 
thick. For this reason, the motion of the electrons in the channel of a 
MOSFET can be regarded as two-dimensional, provided device width and 
length are not very small (cf. section 3.7.7). 
We will now return to calculate the inversion layer charge density Qi. 
Including the electron concentration n from Eq. (4.33) in Poisson’s equation 
(4.24) yields 

(4.36) 

Integrating once under the boundary conditions (4.25) we get7 

’ Multiplying both sides of the Poisson’s equation by Z(d+/dx) and using the identity, 

Eq. (4.36) becomes 

which can easily be integrated to give (4.37). 
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Using Gauss’ theorem, we get the induced charge density Q, in the silicon 
as [cf. Eq. (4.18)] 

Qs = - EOEsigsi 

= - Jm ~ 4 ,  + Ke(4. 2 4 f ) / v t 1  (C/cm’) (4.38) 

which could further be simplified to 

Q, = - J W r 4 ,  + ~ ~ e ( + s - 2 ~ f ) / ~ ~ 1 ~ / ~  (C/cm’) (4.39) 

where we have dropped - 1 after the e4s’vt term because the exponential 
term is so large in strong inversion that - 1 makes no difference, and in 
weak inversion the term Vte(4sp24f)ivt is so small that the entire minority 
carrier term can be neglected. Note that this induce charge Q, is the sum 
of the inversion charge Qi and depletion charge Qb, that is 

Qs = Q i  + Qb.  

21 I I I I I 

to, = 3 0 0  
15 -3 

Nb = 5 x 1 0  cm 

U I  

d I  I I  g 

(4.40) 
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Fig. 4.12 Variation of inversion layer charge density Qi [Eq. (4.41)], bulk charge density Qh 
[Eq. (4.29)], and the total semiconductor charge density Q,( = Qb + Qi) [Eq. (4.39)] versus 
surface potential ds in all regimes of device operation for a p-type substrate, N ,  = 5.1015 cm- ’, 

to, = 300 A, and V,, = 0 V 
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Using Eq. (4.29) for Qb and Eq. (4.39) for Q,, we get the inversion charge 
Qi from Eq. (4.40) as 

Qi = - ,/-[,/4, + Vte(4s-2$f)'"t - A] (C/cm2). (4.41) 
This gives the relationship between the inversion charge density Qi and the 
surface potential 4,. Figure 4.12 shows various charges as a function of 
4,. Note that the depletion charge Qb does not vary appreciably. Also note 
that Qi and Q, have two distinct regions, which become more apparent when 
plotted on a logarithmic scale as shown in Figure 4.13a, where Qi is plotted 
as a function of 4s. These regions are (a) weak inversion and (b) strong 
inversion. Classically, the condition 4, = 24,. separates the region between 
the weak and strong inversion. Often, however, the inversion regime is 
divided into three regions; the third region which lies between the weak 
and strong inversion is called moderate inversion, defined as the region 
between 24,. and 24,. + 6Vt (see Figure 4.13b). In this scheme the region 
beyond 24,. + 67/, is the strong inversion region [IS]. 

Weak Inversion. Weak inversion sets in when the surface band bending is 
4,. and it extends to 24r (see Fig. 4.13). Within this region, the inversion- 
layer charge Qi is small compared to the depletion-layer charge Qb, that is 

I Qi I << I Q b  I (weak-inversion). (4.42) 

I 04r 

5 Id" > 

0.5 0.7 0.9 1.1 
SURFACE POTENTIAL, ps(V 1 

r 

0.5 0.7 0.9 1.1  
SURFACE POTENTIAL,$,CV 1 

(a) (b) 

Fig. 4.13 Variation of inversion layer charge density Qi versus surface potential 4s for 
p-type substrate. (a) showing weak and strong region of operation (b) three different 
regimes of inversion; weak, moderate and strong inversion. N ,  = 5.1015 C I T - ~ ,  to ,  = 300A 

and V,, = OV 
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For a small 4s, Eq. (4.41) could be simplified* by assuming that the 
exponential term is small compared to 4s, resulting in the following 
expression for Qi 

E E .  N Vte(bs- 2bf)/“t  (weak-inversion) (C/cm2). 

(4.43) 

Thus, in the weak inversion regime Qi is essentially an exponential function 
of the surface potential 4,. This is plotted as a dashed line in Figure 4.13a. 

Strong Inversion. Strong inversion is defined by the condition that the 
inversion layer charge Qi is large compared to the depletion region charge 
Q b ,  i.e. 

1 Qi I > I Q, I (strong-inversion). (4.44) 

Here the exponential term in Eq. (4.41) is large compared to 4s and thus 
Qi in strong inversion becomes 

Q~ = .J2E,t,iqN,I: e4JZVt (strong-inversion) (C/cmZ)). (4.45) 
The inversion layer charge is an exponential function of the surface potential 
with a slope of 1/2V1 (on a log scale). Therefore, a small increment of the 
surface potential induces a large change in the inversion layer charge. 
Using Eq. (4.39) for Q, in Eq. (4.20) we get a relationship between the gate 
voltage and surface potential as 

This is an implicit relation in +s and must be solved numerically (see 
Appendix E). The result of such simulations are shown in Figure 4.14. At 
low gate voltage (>  V,.,) 4s increases reasonably rapidly with gate bias and 
so does the depletion width X ,  under the gate. This regime corresponds 
to the depletion and weak inversion regions of the device operation. At 
larger gate biases, $s hardly changes; 4s has become pinned. The classical 
condition for the pinning is +,=24 , . .  This pinning occurs when strong 
inversion sets in. The condition when this happens is often called the 
condition for threshold and the corresponding gate voltage is called thre- 
shold voltage Vth. It is one of the important device parameter which will 
be discussed in more details in Chapter 5. 

Using the Binomial theorem 
terms we have f i  = 1 + x/2 

= 1 + x/2 - x2/8 + ... and retaining the first two 
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Fig. 4.14 Variation of surface potential q5s with gate voltage V, obtained using Eq. (4.46). 
N ,  = 1.0 x l O I 6  cm- ', to, = 300 A, V,, = OV. Cross indicates dS = 24, point which separate 

weak and strong inversion region 

To summarize, we have calculated separate expressions for the induced 
charge Q, that are valid in the depletion [Qb ,  Eq. (4.29)] and inversion [Qi ,  
Eq. (4.41)] regime of MOS capacitor operation. However, one can easily 
derive a general expression for Q, that is valid for all the regimes of device 
operation by including both the holes and electrons and thus solving the 
Poisson Eq. (2.41). Using Eqs. (4.33) for n and p and noting that in the 
bulk charge neutrality dictates that N ,  - N ,  = npo - ppo,  npo and p p o  being 
the carrier density in the bulk ( p p o  % Nb and npo z Nbe-2'fiVt), the Poisson 
Eq. (2.41) becomes 

d x 2  E~E,( 
d2Q, - qNb [I + , ( + - 2 + f ) / V r  - e-4ivt - e-26fivtl for 01 x 5 x,. 

(4.47) 

Integrating the above equation, under the boundary condition (4.25), results 
in the following expression for Q, which includes both holes and electrons 
1613 c121, 

Q, = - J2E,E,iqN,[4, + e-2$fiVt(Vre$JVt - Vr - 4 s )  
+ Vre-@J"t - ~ ~ 1 ' ' ~  (C/cm2). (4.48) 

The charge expression (4.48) is valid in all the regions of MOS capacitor 
operation-accumulation, depletion, and inversion. It should be pointed 
out that in the literature Eq. (4.48) is also written in terms of npo and ppo  
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Fig. 4.15 Variation of the induced charge density Q, in silicon versus surface potential q5s 
for p-type substrate in all regimes of device operation obtained using Eq. (4.48). 

N ,  = 5 x 10'5cm-3, to, = 300A and V f b  = OV 

where L, is the Debye length defined as 

(4.50) 

and the ratio n,,/p,, = VIec24fi"t. Equations (4.29) and (4.41) are special 
cases of Eq. (4.48). The variation of the induced charge Q, as a function of 
4, using Eq. (4.48) for p-type substrate is illustrated in Figure 4.15 which 
clearly shows all the three regimes of operation. These regimes are easily 
identified: 

When 4s < 0, the MOS structure is in the accumulation mode. The term 
that predominates in Eq. (4.48) is e-4s/vt and therefore in this regime 
Q, varies as 

Q, - ec4s/2vt (accumulation). (4.5 1 a) 
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Table 4.2. Definition of silicon surface parameters 

- + P Accumulation - 

Depletion/lnversion + 
n Accumulation + 

Depletion/Inversion - 

+ 
+ 

- 

- 

- + 

b When 4s > 0 such that 0 < 4, < 24 f, the structure is in the depletion and 
weak inversion regime. In this case the term that predominates in 
Eq. (4.48) is 6 and therefore Q, varies as 

Q, - ,,/& (depletion and weak inversion). (4.5 1 b) 

b When 4s > 24 f, the structure is in the strong inversion mode. The 

Q, - e4s/2Vt  (strong inversion). (4.51~) 

Note that the accumulation, depletion and inversion conditions described 
by Eqs. (4.21), (4.22), and (4.31) are for p-type substrates. However, for 
n-type substrates these conditions will be reversed as shown in Table 4.2. 

predominant term in Q, varies as 

4.3 Capacitance of MOS Structures 

In the previous section we developed relationships between the charge and 
potential under different gate voltage conditions across a MOS capacitor. 
Now we will see how the capacitance of the MOS system varies with the 
applied voltage. The capacitance of any system is the ratio of the variation 
in charge to the corresponding variation in the small-signal applied voltage. 
Thus the capacitance C ,  of a MOS structure is 

Substituting the value of V,, from E q .  (4.19) in Eq. (4.16) we get 

Q 
c o x  

v, = (Dms + 4, + L. 

Since QmS is a constant, it follows that 

(4.52) 

(4.53) 
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dQ 
d 4 S  

C, = - 2 

Combining Eqs. (4.52) and (4.53) gives the capacitance of an MOS system as 

(F/cm2) 

( F/cm2). 

Rearranging Eq. (4.17) and differentiating with respect to 4, we get 

1 1  1 

C, C,, dQ,ld4, 

__ d Q ,  1 - d Q ,  d Q ,  
d4s d 4 s  d4s 

---+- - (4.54) 

(4.55) 

The quantity - dQs/d4, can be interpreted as the capacitance per unit area, 
C,  associated with the silicon depletion or space charge region, i.e. 

(4.56) 

and, can easily be obtained by differentiating Eq. (4.48) giving the follow- 
ing expression for C, 

m E O E s i  
[1 - e-4./vt + e-29f /Vc( ,9 . /vt  - I ) ]  

2[l/,e-9s/vr + 4s - v, + e-ZOl~/~r(vted~s/vl - 4, - vt)1”2 c, = 
L, 

(F/cm2). 
(4.57) 

Similarly, the capacitance per unit area C, associated with the interface 
charge density Qo can be defined as 

dQ 
&s 

C, = -2 (F/cm2) 

so that we have from Eqs. (4.55)-(4.58), 

-- d Q g  - c, + c,. 
d 4 S  

Combining Eqs. (4.54) with (4.59) we get 

1 1  1 +-. -=- 

c, c o x  c,+co 

(4.58) 

(4.59) 

(4.60) 

Thus the MOS capacitor is the series combination of the oxide capacitor C,, 
and the parallel combination of the silicon capacitor C, and interface charge 
capacitance Co. For a given oxide thickness to,, the value of C,, is constant 
and corresponds to the maximum capacitance of the system. This equivalent 
circuit of the MOS capacitor is shown in Figure 4.16, where R,  is the 
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Fig. 4.16 Equivalent circuit of an MOS capacitor. R ,  is the resistance associated with the 
interface charge capacitance Co 

resistance associated with the interface charge capacitance C, and is in 
parallel with the silicon capacitance C,. The fixed positive interface charge 
density Q, is independent of the surface potential and if it is assumed that 
no voltage dependent trapping mechanisms are occurring at the Si-SiO, 
interface, then C, will be zero and C, will be given by 

I I 

1 
(4.61) 

Combining Eqs. (4.20), (4.57), and (4.61) gives a complete description of an 
MOS capacitor as a function of gate voltage Vg. Thus, to calculate the MOS 
Capacitance-Voltage (C-V) curve we first choose a set of 4, values com- 
patible with the silicon band gap. For each value of 4, we in turn 

0 calculate C,, the space charge region capacitance, using Eq. (4.57), 
0 calculate C,, the total MOS structure capacitance, using Eq. (4.61), 
0 calculate Q,, the charge contained in the silicon space charge region, 

0 finally determine the gate voltage V,  using Eq. (4.20) for a given value 

For each value of 4, chosen we can draw one point of coordinate (V,, CJ. 
The set of chosen 4, values allows us to plot the C,-V, curve point by point. 
Note that if we assume Vf!=0, the resulting C-V curve is called ideal 
C-V curve and is shown in Figure4.17. Depending upon the applied 
voltage, the MOS capacitor will either be in accumulation, depletion or 
inversion. Let us now consider these cases. 

using Eq. (4.49), 

of Vfb. 

Accumulation. We have already seen that for a p-type substrate in 
accumulation there are excess carriers (majority holes) at the surface. In 
this case, the applied voltage V, < Iffb and the surface potential 4s is 
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GATE VOLTAGE,Vg 

Fig. 4.17 Capacitance-voltage (C-V) curve of a MOS capacitor under (A) accumulation, 
(B) depletion, and (C)-(E) inversion. Curve (C) is at  low frequency and (D) at  high frequency. 

(After Sze [4], slightly modified.) 

negative. Recall from Eq. (4.51a), Q, and hence C, in accumulation is 
proportional to e-$s'"t, which means that for negative +s, C, becomes very 
large. Therefore, as can be seen from Eq. (4.61), the total MOS capacitance 
C, is approximately Cox. Thus, in accumulation 

C, Cox (accumulation). (4.62) 
I I 

This is plotted as curve A in Figure 4.17. 

Depletion. As the negative voltage is reduced sufficiently so that V, > Vsp, 
a depletion region of width X ,  is formed near the silicon surface. This 
depletion width acts as a dielectric in series with the oxide. Consequently 
the silicon capacitance C ,  decreases and according to Eq. (4.61) the total 
capacitance decreases resulting in the following expression for the capaci- 



4.3 Capacitance of MOS Structures 151 

tance in depletion 

(depletion) (4.63) 

where C, is the capacitance per unit area associated with the depletion 
region at the surface. General expression for C, is given by Eq. (4.57). 
However, a much simpler expression for C, can be obtained using the 
depletion approximation. As was mentioned earlier, the silicon-surface/ 
silicon-bulk system may be approximated by a one sided step junction in 
depletion or inversion. Therefore, from Eq. (2.70) we have 

C,(depletion) = __ E o E s i  (F/cm2) 
x d  

(4.64) 

where X d  is the depletion width at the surface and is given by Eq. (4.27) in 
terms of +, or Eq. (4.30) in terms of V,. Substituting X ,  from Eq. (4.30) in 
Eq. (4.64) we get space-charge capacitance c , , d  in depletion mode as 

so that the gate capacitance C, in depletion becomes 

(4.65) 

(4.66) 

This is plotted as curve B in Figure 4.17. The MOS capacitor follows this 
curve until inversion sets in. From Eq. (4.66) it is clear that for a given 
voltage V, - V f b ,  the capacitance in the depletion region will be higher f o r  
higher N b  and/or low Cox (larger tax). Further, note that at V, = v f b  (flat 
band condition, 6 = 0), we have C, = Cox. However, in a real MOS capacitor 
at the flat band, C, is less than Cox (see Fig. 4.17). This is because the 
transition between the accumulation and depletion regions is not abrupt 
as is assumed in the depletion approximation on which Eq. (4.66) is 
based. 

To solve for the MOS capacitance at flat band, called thepat band capaci- 
tance C f b ,  we need to use Eq. (4.48) for Q ,  or Eq. (4.57) for C,. For 4 < 0 
we have e-+s  >> e C 2 + f >  e - 2 + f + 6 s  and therefore, E q .  (4.48) can be approxi- 
mated as 

(4.67) 
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which on differentiation gives’ 

C,(flat band) = - (4.68) 

Combining Eqs. (4.68) and (4.61) we get the MOS capacitance at flat band 
as 

- 1  

(flat band). (4.69) 

Inversion. If the gate voltage (V,  - V,,) is sufficiently positive such that 
4, > df, an inversion layer is formed at  the surface of the silicon. Recall 
that this inversion layer is formed from the generation of minority carriers 
(electrons in our example of a p-type substrate). The concentration of 
minority carriers can change only as fast as carriers can be generated within 
the depletion region near the surface. This limitation causes the MOS 
capacitance in inversion to be a function of frequency of the AC signal 
used to measure the capacitance. If the AC signal frequency is sufficiently 
low (typically less than 10 Hz) so that the inversion charge carriers (minority 
carriers) are able to follow the AC bias voltage and the DC sweeping 
voltage, then the resulting C-V curve is know as a low-frequency (LF) C-V 
plot.” However, if the AC bias signal frequency is too high (typically above 

Using the expansion ex = 1 + x + x2/2 + x3/6 + x4/24... and retaining its first 5 terms we 
get from Eq. (4.67), after some algebra, 

which could further be simplified using Binomial expansion of 
resulting in 

z 1 + x/2, 

Above equation, on differentiation with respect to f#Js, in the limit f#Js tends to zero, leads 
to Eq. (4.68). 
For a typical value of T~ = 1 psec and a dopant concentration of 10’5cm-3, the time 
required to form an inversion layer is roughly 0.2sec [cf. Eq. (4.32)]. This explains why 
the AC signal voltage must be changed very slowly to observe the low-frequency C-V 
curve. 
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lo5 Hz) so that the inversion charge carriers do not follow the AC voltage, 
the measured C-V curve is called the highfrequency (HF) C-V plot. 

It is worth noting here that the calculations leading to MOS capacitance 
Eq. (4.57) assumes that all charges in the depletion region follow the 
variation of 4s. This means that Eq. (4.57) is valid only for low frequency 
C-V curve. In order to derive a general expression for the high frequency 
capacitance we first evaluate the charge contained in the space-charge layer 
by neglecting the contribution of minority carriers in Eq. (4.48). We then 
determine the equivalent thickness of the depletion layer possessing the 
same integrated charge and then calculate the corresponding capacitance 
using Eq. (4.64) [2, p. 247, Pt. I]. 
Note that in the accumulation and depletion mode the MOS capacitance 
C,  is independent of the frequency for  all frequencies of practical interest. 
This is because in this region minority carriers are negligible and so do 
not contribute to the total charge, which is governed by majority 
carriers. The latter have transport time of the order of picoseconds (see 
section 4.2.3). Thus, depending upon the frequency of the AC signal and 
measurement conditions, three types of C-V plots are generally obtained 
as discussed below. 
I t  should be pointed out that frequency dependence of capacitance in 
inversion is true only for MOS capacitor and not MOS transistors. In the case 
of MOS transistors, the source and drain diffusions can supply minority 
carriers to the inversion layer almost instantaneously. 

4.3.1 Low Frequency C-V Plots 

In this case the D C  gate voltage and the AC signal voltage are changed 
very slowly so that the MOS capacitor always approaches equilibrium. 
This means that the signal frequency is low enough so that the inversion 
layer carriers can follow it. In this case the capacitance C, is just that 
associated with the charge storage on either side of the oxide. Thus, in 
inversion at low frequency (LF) 

C, E C,, (inversion-LF signal). (4.70) 

Under these conditions a plot of measured capacitance versus gate voltage 
follows curve C in Figure 4.17. Starting from the value of C,, in accumula- 
tion, the capacitance decreases (as the depletion region is formed) and goes 
through the minimum and then increases moving back to Cox as the surface 
becomes strongly inverted. Note that the increase in the capacitance 
depends upon the ability of the minority carriers to follow the AC signal. 
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It can be shown that the space charge capacitance at low frequency C,,,, 
is'' 

1 
Cs,,,(Min, LF) = 

Ld 2 J m  
(4.71) 

where Us( = +,/T/r) is the normalized Fermi potential so that LF minimum 
capacitance becomes 

(4.72) 

The discussion above assumed that the MOS system was in a dark enclosure 
so that no external source of minority carriers generation other than thermal 
generation was available. However, if the surface is illuminated, the surface 
carrier generation rate will increase resulting in an increase in the low 
frequency capacitance. 

4.3.2 High Frequency C-V Plot 

If the AC measuring signal frequency is so high that the inversion layer 
charge density Qi cannot follow the high frequency (HF) variation in the 
gate voltage, Qi can be assumed to be constant for a given DC bias. Under 
this condition the depletion region charge density Qb and the width X ,  of 
the depletion region will fluctuate around the quiescent value Qbmax and 
X d m  respectively. In this case the capacitance of the depletion region is 
given by 

Cs,,f(inversion) = ~ - (4.73) 

The minimum of C,,,, can be obtained by differentiating Eq. (4.57) with respect to &, 
equating the resulting equation to  zero and then solving for cjs = &,,in. The algebra 
could be simplified if one writes Eq. (4.57) in terms of normalized potentials U,( = $,/Vt) 
and Us( = $JK) as 

E&si sinh(U,)+sinh(Ui,- U,) 
JZL, [cosh(U, - U,) + U,sinh(U,) - ~osh(U,)]'~" 

C , = -  

At U s  = Usmin, dC,/d$, = 0 which gives Usmi" x 2U, - In (4U, - 4). Substituting value 
of U s  = Usmin in C, gives Eq. (4.71). It should be pointed out that an approximate 
expression for C,,, (min) is given as [17] 

&eOEsi C,(Min, LF) x -. 
5L'i 
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where we have made use of Eq. (4.35) for Xdm. Thus, the gate capacitance 
in inversion at H F  becomes 

(inversion-HF) (4.74) 

and is constant independent of bias because Xd, is constant. This is shown 
in Figure 4.17 as curve D. Note that C, given by the above equation is 
also Cmin at HF. 
Experimentally, at H F  more rapid saturation of capacitance to its minimum 
is observed than is predicted by the above equation. This would be expected 
if minority carrier redistribution is taken into account. Since the inversion 
layer is not infinitesimally thin, a redistribution of the carriers within the 
inversion layer at the AC measurement frequency will cause capacitance 
to saturate more abruptly. As a further consequence, the saturation capaci- 
tance will be larger than predicted by the above equation. Several authors 
have taken into account the redistribution of minority carriers and have 
used a more accurate estimation of the space charge layer. However, an 
excellent approximation for the asymptotic behavior of C,,,, at inversion is 
due to Berman and Kerr [18] which gives 

(4.75) C,,,,(Min, HF) = J' €0 E s i q N b  

2Vt(2U,- 1 +1n[1.15(UJ- l)])' 

It should be reiterated that though the inversion layer of a MOS capacitor 
cannot follow the high frequency signal, this is not the case with MOS 
transistors which are capable of operating at much higher frequencies. This 
is because the heavily doped source region of the MOS transistor will 
always be in contact with the inversion layer and thus can supply the 
charge required to follow the high frequency gate signal. 

4.3.3 Deep Depletion C-V Plot 

If a MOS capacitor is swept from the accumulation to the inversion region 
at a relatively fast rate (about 10 V/s and higher) so that there is not enough 
time for the thermal generation of the inversion charge carriers (minority 
carriers), the capacitance will continue to drop following the depletion 
curve. This is a non-equilibrium situation in which the depletion width 
widens (to balance the increased gate charge) past its maximum value X,, 
and c d  does not reach a minimum. This is shown as curve E in Figure 4.17. 
This expansion of the depletion region deep in the silicon bulk is referred 
to as deep depletion. The capacitance in the deep depletion is given by 
Eq. (4.65). The deep depletion curve is obtained when the DC voltage 
sweep rate is high, independent of the frequency of the AC signal voltage 
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Fig. 4.18 Typical C-V relationship for an MOS capacitor with (a) p-type silicon substrate, 
and (b) n-type silicon substrate 

(HF) and no inversion charge can form. The easiest way to obtain deep 
depletion is to sweep the DC voltage by either applying a voltage step or 
using a fast voltage ramp on the gate. 
Deep depletion is a nonequilibrium condition. The generation rate of minority 
carriers increases as the depletion layer is widened, and the deep depletion 
curve is frequently observed to relax to the high frequency curve at higher 
biases. A fast relaxation time indicates an excessive generation rate and hence 
excessive leakage in the device. Thus the measurement of relaxation time 
(minority carrier lifetime) provides a tool for the detection of defects near 
the surface that may be induced during processing. 
Which of the three curves (LF, HF or DD) are obtained during C-V 
measurement depends upon the frequency of the applied AC signal and 
the DC sweep rate. The shape of the low and high frequency curves vary 
as a function of doping concentration N ,  and gate oxide thickness to, and 
can easily be computed as discussed earlier. In MOS C-V plots the value 
of gate-to-substrate capacitance C, is often normalized to gate oxide 
capacitance Cox. It is this normalized capacitance (Cg/Cox)  which is normally 
plotted against the gate voltage V,. Figure 4.18 shows typical C-V relation- 
ships for MOS capacitors for p- and n-type silicon substrate. Solid curves 
are low frequency C-V plots while dashed curves indicates high frequency 
behavior after inversion sets in. Note that the C-V plots for an n-type 
substrate is obtained simply by changing the voltage axis of a p-type 
substrate. 

4.4 Deviation from Ideal C-V Curves 

The MOS capacitance plots shown in the Figure 4.17 are for the ideal case, 
wherein it was assumed that the gate oxide is a perfect insulator free of 
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Fig. 4.19 Influence of the metal-semiconductor work function difference Qms and fixed 
oxide charge Q, on H F  C-V curve for an MOS capacitor. Curve A is for ideal case with 
Qms = 0 and Q, = 0, while curve B is experimental curve. Parallel shift of curve A to  curve 

B is direct measure of V,, 

charges (Qo = 0) and Oms = 0, so that V,, = 0. In reality, the gate oxide is 
not a perfect insulator and contains various type of charges as was discussed 
in section 4.1.2. Due to the nonideal nature of the real MOS structures, 
experimental C-V plots, both LF and HF, deviates from the ideal by one 
or more of the following parameters: (1) nonzero Oms, the metal-silicon 
workfunction difference, (2) interface traps, (3) mobile ions in the oxide, 
and (4) fixed oxide charge. 
In fact this deviation is used to study the properties of the silicon surfaces. 
Figure 4.19 illustrates an experimental HF C-V plot of an MOS capacitor 
on a p-type substrate (curve B) along with a ideal curve (V,, = 0) shown 
as a dotted line (curve A). The horizontal parallel voltage shift between the 
curve A and the experimental curve B is a direct measure of the flat band 
voltage Vfb. A negative V,! causes a shift to the left of the curve A for both 
n- and p-substrates. If Vfb.is positive (n-substrate with p +  polysilicon gate) 
the shift is to the right of curve A. Recall from Eq. (4.14) that Vfb is due 
to the work function difference Oms and effective gate oxide charge Qo, 
that is, 

ms Qdox (4.76) 

If it is assumed that effective gate oxide charge Qo is independent of the 
oxide thickness, to,, and remains constant during processing, then from 
Eq. (4.76) the amount of the shift is directly proportional to the workfunc- 
tion difference Oms. Thus, using MOS capacitors of different to, and then 
measuring v f b  as a function of to, one can easily calculate mmS [19]. 

v - @  -2=@ Q -~ 
f b -  ms 

c o x  EOEOX 
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As was mentioned earlier, mobile alkali ions move in the oxide under high 
temperature and high field resulting in the shift of C-V curve when a 
sample is heated during the applied bias. This is often referred to as a 
bias-temperature stress cycle or simply B-T cycle. Typically the device is 
heated around 200-300°C and a gate bias that results in the oxide field of 
around lo6 V/cm is applied for about 10 minutes or so. The device is then 
cooled to room temperature and the C-V curve is plotted. The procedure 
is then repeated with opposite bias polarity. At any instant of time the effect 
of mobile ions on the C-V curve is the same as though they are fixed 
charges (curve B in Figure 4.19). A negative B-T stress will result in the C-V 
curve shifted towards the right of curve B due to mobile ions moving 
towards the gate. A positive B-T stress will result in the C-V curve being 
shifted towards left of curve B. The total shift in the C-V curve becomes 

(4.77) 

which can be used to calculate the total mobile ionic charge per unit area 
Q,. Although in modern MOS processing the contamination due to mobile 
alkali ions are minimized, routine C-V plots using B-T stress are used as 
one of the several monitors of checking oxide quality. Unexpected sources 
of contamination are plentiful resulting, for example, from a bad batch of 
a chemical, a leaky vacuum system, etc. 
Unlike the nonideal C-V curves discussed so far, which results in a parallel 
shift of the C-V curve along the voltage axis, experimental C-V curves are 
sometime distorted or smeared out with a slope which is less than that of 
the ideal (theoretical) curve, as shown in Figure 4.20. This distortion or 
decrease in the slope can be directly attributed to the interface traps charge 
Qi, at the oxide-silicon interface, because the amount of charge trapped at 
the interface depends on the surface band bending, i.e., surface potential. 
One can see from Figure 4.20 that the influence of donor-like interface 
traps (positively charged) is to stretch the curve outwardly to the left (curve 
B) in accordance with Eq. (4.12). in this case the C-V curve shows a 
maximum negative shift in accumulation, gradually changing to almost no 
shift in inversion. This is because, in accumulation, all interface traps will be 
positively charged for donor like states and, in inversion, the amount of 
positive charge reduces to a minimum.'2 i f  interface traps are acceptor-like, 
then the trapped charge Qit will be negative and the voltage shift will be 
in the positive direction resulting in a C-V curve which is shifted towards 
the right (curve C). This is due to the variation in the total number of 

l 2  Remember that this is the case for p-type substrate. However, for n-type substrate with 
donor-like traps C-V curve will show smallest shift in accumulation. The shift continues 
to increase as the device goes through flat band, depletion and inversion. 



4.5 Anomalous C-V Curve I59 

cox 

(DONOR LIKE) 

INTERFACE 
TRAPS 

0 
-Vg +GATE VOLTAGE ( V )  - +Vg 

Fig. 4.20 Influence of the interface traps on the high frequency MOS C-V curve. Curve A 
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acceptor like interface traps 

empty or filled states as the Fermi level is swept across the band gap by 
changing the surface potential (or applied voltage). 

Nonuniform Substrate. The discussion so far has assumed that the substrate 
is uniformly doped. Frequently, ions are implanted into the substrate, 
through the oxide, for example, to adjust the threshold voltage of a MOSFET. 
The ion implantation leads to nonuniform doping in the substrate, or may 
result in the formation of a layer of opposite doping buried in the substrate, 
thereby forming a p n  junction underneath the Si-SiO, interface. Depending 
upon the energy and the dose of the implant, the C-V curve may look 
different. When the dose is low (say, 10” Boron/cm2 in an n-type substrate), 
the substrate doping is not fully compensated and the C-V curves obtained 
are almost identical to those of true n-type substrates. The same applies 
to large doses (10’’ Boron/cm2) if the peak concentration is sufficiently 
close to the Si-SiO, interface. 

4.5 Anomalous C-V Curve (Polysilicon Depletion Effect) 

In the discussion so far we had assumed that the polysilicon gate is degene- 
rately doped (concentration > 5 x 1019 ~ m - ~ ) .  This is usually the case when 
gates are POCl, doped (for n +  polysilicon gates). However, in submicron 
technologies the gates are ion implanted and may not be degenerately 
doped depending upon the process conditions. This is specially true when 
the gate oxide is thin, of the order of 1008, and lower. If the gate is non- 
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Fig. 4.21 MOSFET gate capacitance showing heavily doped polysilicon gate (dotted line) 
and source/drain implanted n-doped polyside gate (continuous line) showing polysilicon 

depletion effect. (From Chapman et al. [22]) 

degenerately doped, it can ncr longer be treated as an equipotential area. 
This means that the capacitance describing the MOS capacitor can no 
longer be given by Eq. (4.61) and one needs to include the capacitance Cpoly 
due to the polysilicon gate. The resulting gate capacitance equation becomes 
P O 1  

(4.78) 

The result of the nondegenerate polysilicon is that the LF capacitance in 
inversion (Cg,inv) is much smaller than in accumulation, and Cg,inv decreases 
slightly with gate bias. However, at gate bias larger than a certain voltage 
the Cg,inv recovers to Cox rather abruptly [21]-[24]. This is shown in 
Figure 4.21, where high frequency C-V curve of an MOS capacitor (using 
split-CV method13) is plotted for POCl, doped (dotted lines) and implanted 
gate (continuous line). Note that in addition to the lowering of the gate 
capacitance in inversion there is a slight shift in the flat band voltage 
resulting in an increase in the threshold voltage [24]. 
This anomalous C-V behavior has been explained assuming that there 
exists a layer of partially activated dopants near the polysilicon/SiO, 
interface [23] or by assuming that the polysilicon gate is non-degenerately 
doped (concentration - 1019cm-3) [24]. When the gate bias is swept 
positive (for the As implanted gate/SiO,/p-substrate), the p-substrate is 

1 1  1 1  +-+-. - - -~ 

c, Cpoly c o x  cs 

l 3  Split-CV method is discussed in section 9.9.1. 
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inverted and the electrons inverted at the Si0,-Si interface may deplete 
the electrons in the polysilicon gate, if the activated concentration of 
electrons near the polysilicon-SiO, interface is not high enough. The total 
capacitance will be lowered by the series polysilicon depletion capacitance. 
In addition, the depletion width increases with gate bias and when it extends 
to the highly activated region, the holes will flood the polysilicon-SiO, 
interface and the apparent Cg,inv will recover to Cox (see Figure 4.21). 

Since this anomalous C-V behavior is due to the depletion in the polysilicon 
near the polysilicon-SiO, interface, it is also referred to as the polysilicon 
depletion eflict. The decrease in capacitance due to polysilicon depletion 
effect can be expressed as an increase in the “effective” gate oxide thickness 
and thus a reduction in the MOSFET drain current. In other words, 
polysilicon depletion efSect results in a degraded MOSFET,  that has higher 
threshold voltage and lower drain current, compared to the device with 
degenerate doped polysilicon gate (no poly-depletion efSect). Although in 
this case gate capacitance in inversion is reduced and thus should result 
in a higher device speed, but due to reduction in the device current the 
overall device speed is reduced. For this reason polysilicon depletion effect 
is avoided in an MOSFET. 

4.6 MOS Capacitor Applications 

As was said in the beginning of this chapter, the simple MOS capacitor 
structure is a very powerful tool for studying the silicon surface and the 
results obtained are directly applicable to MOS transistors. In fact C-V 
measurements are routinely used to monitor IC fabrication processes. For 
this reason, MOS capacitor structures are often placed within the scribe 
lanes between circuits in regular production wafers; or they could be part 
of stand alone test structures, where the entire wafer consists of different 
structures for process and device modeling work. 
An MOS capacitor as a test device is used to measure H F  and LF C-V 
plots, which in turn are normally used to measure gate oxide thickness 
to,, oxide charges and interface-state density Di t ,  flat band voltage Vfb ,  
doping concentration in the silicon, etc. [1]-[3]. These test devices are 
also used to measure non-equilibrium properties such as generation and 
recombination lifetime z and surface generation and recombination velocity. 
These characteristics are derived from the transient capacitance response 
(C-t), that is by measuring the speed at which an inversion layer forms 
from initial deep depletion to its final minimum capacitance due to the 
minority carriers generation. Thus, C-t curves provide an indication of 
the charge generation processes both in the bulk of the silicon and at the 
surface. Both these processes have a significant effect on device performance, 
particularly for charge coupled devices. In this book we will be only 
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concerned with C-V plots and not C-t plots; readers interested in studying 
the latter are referred to [1]-[3]. 
The general setup for measuring LF and H F  MOS C-V curves are discussed 
in Chapter 9. Also discussed there are device parameter measurements 
using MOS capacitor C-V plots, that are routinely used for MOS process/ 
device characterization. 

4.7 Nonuniformly Doped Substrate and Flat Band Voltage 

As was stated earlier, the flat band voltage is an important MOS parameter. 
It is a good reference potential as it represents that gate voltage at which 
surface potential 4, = 0 that is, energy bands are flat for the entire silicon 
surface. For uniformly doped substrate Vfb can easily be determined as the 
gate voltage corresponding to the theoretically computed flat band capaci- 
tance C,, on C-V curve [cf. Eq. (4.69)]. Alternatively, V,, can also be 
obtained by measuring the parallel voltage shift in the measured HF C-V 
curve relative to the ideal H F  C-V curve (see Figure 4.19). The first method, 
however, has large uncertainty and therefore the second method is preferred 
[l, pp. 477-4991. Moreover, at low temperatures, particularly below 180 K, 
the first method gives inconsistent values of I / fb .  [25]. This is because 
Eq. (4.69) was derived assuming complete ionization of impurity energy 
levels, which is a fairly good assumption for temperatures above 250K. 
However, at lower temperatures this assumption is no longer valid, and in 
this case one must take into account the impurity freezeout effect [26]. 

Real MOS devices are invariably nonuniformly doped. Strictly speaking, 
the concept of the flat band is not applicable for nonuniformly doped 
substrates. This is because non-uniform doping causes a built-in field at 
the surface resulting in band bending independent of that caused by the 
metal-semiconductor workfunction difference (D,,,, and oxide charge Qo. 
Thus, with the implanted channel it is not possible to achieve flat band 
conditions throughout the silicon for any combination of voltages. However, 
since V,, is a good reference potential, it is still used in context with 
non-uniform doping but rede$ned as that gate voltage which causes overall 
space charge to be zero [27]-[29]. With this definition, I/fb for implanted 
devices can be expressed as [29] 

(4.79) 

where I/;, represents the flat band voltage as defined in Eq. (4.22) for 
uniformly doped substrate, N ,  is the concentration at the surface, and '+' 
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Fig. 4.22 Method showing flat-band voltage V,! determination by measuring deep depletion 
MOS capacitance C-V curve and its comparison with the ideal C-V curve (dotted line) 

and ‘-’ signs are for p-type and n-type substrate, respectively. There are 
other definitions of V,, which are not based on charge neutrality like the 
one given in [30]. 
It should be pointed out that differences in the definitions of V,, is not 
important for circuit modeling work so long as one understands where it 
is coming from. This is because for circuit modeling work V,, is considered 
as a model parameter to be determined for a given process. For a non- 
uniformly doped substrate, V,, is obtained by comparing the experi- 
mental and ideal HF C-V curve, (see Figure 4.22), similar to the uniformly 
doped case. Generating an ideal C-V curve for a uniformly doped substrate 
is straightforward as discussed in section 4.3. However, for a nonuniformly 
doped substrate one needs to solve Poisson’s equation numerically using 
the nonuniform doping concentration of the substrate. Program like 
MOSCAP could be used for this purpose [31]. 

4.7.1 Temperature Dependence of’ V,, 

The flat band voltage decreases with increasing temperature. This variation 
is caused by the temperature dependence of the work function difference 
Oms between the gate material and the substrate, as Qo is independent of 
temperature to a first order approximation. Thus, one can write [cf. 
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Fig. 4.23 Variation of the flat-band voltage Vfh with temperature for a p-type MOS 
capacitor. Symbols are V f h  measured using MOS C-V curve while continuous line is 

based on Eq. (4.80). (After Huang and Gildenblat [25]) 

Eq. (4.911 

v f b ( T )  = @rdT) = d ) p 0 1 y ( ~ )  - d)si(T) (4.80) 

where d)po,y and 4si are Fermi-potentials of the polysilicon gate and sub- 
strate, respectively. This simple model accurately predicts measured vfb 

over a wide range of temperatures (77-300K) for n-channel devices [25]. 
Figure 4.23 shows I / j b  as a function of temperature for an MOS capacitor 
with n+ polysilicon gate and p-substrate (tor = 300w). Circles are experi- 
mental data obtained by measuring the voltage shift in the measured H F  
C-V curve relative to the ideal C-V curve at each temperature, while the 
continuous line is calculated V f b  based on Eq. (4.80). Also shown in the 
figure (dashed line) is V f b  calculated using Eq. (4.69). This shows that at 
low temperutures Eq. (4.69) becomes invalid for  calculating Vfb. 
Depending upon the type of gate material and substrate concentration, the 
temperature coefficient of Vfb lies in the range 1L2mV/K and can easily 
be calculated from the temperature coefficient of d) [cf. Eq. (2.17)]. Dif- 
ferentiating Eq. (4.80) and making use of Eq. (2.17) we have, for an MOS 
capacitor with n+polysilicon gate and p-substrate, 

(4.81) 
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For an MOS capacitor with n+ polysilicon gate and n-silicon surface we 
get 

(4.82) 

This explains why temperature coefficient of n-channel enhancement devices 
is higher than that of depletion devices (see section 5.4). 
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Threshold Voltage 3 

One of the most important physical parameters of a MOSFET is its 
threshold voltage I/,,,, defined as the gate voltage at which the device starts 
to turn on. The accurate modeling of threshold voltage is important to 
predict correct circuit behavior from a circuit simulator. Since V,, has 
profound effect on circuit operation, it is often used to monitor process 
variations. Present day MOS process invariably use ion implantation into 
the channel region, a step often called the threshold adjust implant, that alter 
the doping profile near the surface of silicon substrate. By changing dose 
and energy of the threshold implant a desired threshold voltage is achieved. 
The threshold voltage is by no means a constant quantity but varies with 
the back bias. With larger back bias, circuits have slower transitions due 
to decreased drain current and as a result, noise margins decrease. 
In this chapter we develop models for the threshold voltage of MOSFETs. 
First, we will derive the expression for V,, for a uniformly doped substrate. 
We will modify the model for channel implanted devices. The effect of 
device channel length and width on V,, is then modeled from a circuit 
simulation point of view. 

5.1 MOSFET with Uniformly Doped Substrate 

In this section we will develop a basic threshold voltage expression for 
large and wide MOSFETs, neglecting edge effects due to short channel 
and narrow widths. Let us consider an n-channel device with a uniformly 
doped substrate of concentration N ,  (cm- ’), the structure and dimensions 
of which are shown in Figure (5.la). In our coordinate system, the x direc- 
tion is the distance into the silicon measured from the oxide-silicon inter- 
face, the y direction is the distance along the length of the channel measured 
from the source end increasing towards the drain, and z direction is the 
distance along the width of the device. 
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Fig. 5.1. (a) Schematic diagram of n-channel MOSFET (nMOST). Its energy band diagram 
at (b) the source end, and (c) the drain end of the channel 

Strictly speaking, modeling a MOSFET is a three-dimensional (3-D) 
problem; however, for all practical purposes (unless the width Wand length 
L are very small) we can treat the system as a 2-D problem in the x and y 
direction only. Even as a 2-D problem, calculation of charges in the system 
is quite complex. Therefore, in order to obtain a MOSFET model for use 
in circuit simulators, we generally make some simplifying assumptions. It 
is generally assumed that the variation of the electric field By in the y 
direction (along the channel) is much less than the corresponding variation 
of the field 8, in the x direction' (perpendicular to the channel). This is 
called the gradual channel approximation (GCA). Mathematically the GCA 
means 

a€, a€, 
ay ax -<<-, 

which, in terms of electrostatic potential 4, is equivalent to 

a24 a24 
121 << 121. 

Although GCA is valid for most of the channel length, it breaks down near 
the drain end. In spite of this shortcoming, it is used for MOSFET modeling 
because Poisson's equation becomes one-dimensional. This means that 
the charge expressions developed in chapter 4 for an MOS capacitor could 
be used for a MOS transistor. Recall that those charge expressions were 

The field I, is also termed normal or transversefield, while the field 8, is also termed 
longitudinal, tangential or lateral field. 
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developed using Gauss’ Law under the assumption that the electric field 
was perpendicular to the gate oxide. This means that implicitly we assumed 
the GCA to be valid. Also recall that the gate, bulk and inversion charges, 
Qs, Qb and Qi, respectively, were assumed to be uniformly distributed along 
the y direction. This will not be the case now because the surface potential 
will vary along the y direction due to the applied source and drain voltages 
relative to the substrate (bulk). This means, the application of the drain 
voltage vd, and substrate voltage v,b in a MOSFET will result in potentials 
and charges per unit area that will be position dependent along the y direction. 
In normal operation of an n-channel MOSFET, the only major current 
results from the flow of electrons from the source to drain. Since the hole 
current is negligible everywhere, it is reasonable to assume that the electron 
quasi-Fermi energy (or level) F,, is constant in the surface region where 
electron concentration is large. Similarly, one can assume the hole quasi- 
Fermi energy (or level) ,FP to be constant where hole concentration is 
significant. Application of a positive bias v,b to the source relative to 
the substrate lowers F,, in the source relative to the Fermi level E ,  in the 
substrate (bulk) by an amount qVsb (see Figure 5.lb). Similarly, the positive 
drain voltage Vd, lowers F,, in the drain relative to the substrate by an 
amount q(Vds + V,b) (see Figure 5.1~). It is the difference in F,, (or quasi- 
Fermi potential cp,) between the source and drain that drives the electrons 
down the channel. If we define Vcb(y), called the channel potential, as the 
potential difference between F,, at the silicon surface and E ,  in the bulk, 
such that 

at y = 0 (source end) 
at y = L(drain end) v,b + v d ,  

then, compared to the case of an MOS capacitor, the surface potential or 
band bending 4, in a MOSFET becomes 4, + vcb(y). Strictly speaking, 
this relation is only approximate and breaks down near the source/drain 
boundaries. However, it is good enough for MOSFET circuit models. We 
will use this relationship for developing threshold voltage and drain current 
models of a MOSFET. Let us now discuss the threshold voltage model. 

At equilibrium, there exists a depletion region between the pn junction 
formed by the p-substrate and the ni source and drain regions (see dotted 
lines in Figure 5.2a). With no applied voltages, the source and drain 
depletion widths represented by X, ,  and X d d ,  respectively, under the one- 
dimensional abrupt junction approximation, are given by Eq. (3.2). In 
general a back bias v,b is applied to the source relative to the substrate. 
This v?b is such that it reverse biases the source/drain junction for proper 
operation of the device. This results in an increase in the source/drain 
depletion widths [cf. Eq. (2.53)]. Let us assume that only a small voltage 
is applied at the drain, relative to the source (i.e. vd, < 0.1V). Then, to a 
good approximation, V,,(y) z Vsb. 
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Fig. 5.2 Cross-section of an nMOST in (a) accumulation, (b) depletion, and (c) inversion. 
Dotted lines show depletion width under source and drain p n  junction and the gate 

From our earlier discussion on an MOS capacitor, recall that a positive 
gate voltage V,, (for p-substrate) induces a charge Q, in the silicon such 
that [cf. Eq. (4.20)] 

where V,, is the flat band voltage and 4, is surface potential or band bending 
at the surface. Note that both $s and Qs are functions of distance along 
the y direction (length of the channel), due to the applied channel voltage 
Vcb. However, under the assumption that V,, is very small (< 0.1V) we can 
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replace 4,(y) with (4, + V s b ) .  Remembering V,, = (V,, + I/,b), Eq. (5.3) can be 
simplified as 

Similar to the case of an MOS capacitor, the channel region of a MOSFET 
exhibits three different regimes of operation-accumulation, depletion and 
inversion-that depends upon the values of the applied gate voltages. 

Accumulation. When the gate voltage V,, < Vfb,  holes are accumulated at 
the silicon surface under the gate. No current flows between the source 
and the drain as the source and drain to substrate pn junctions are still 
separated by the accumulated p-region (see Figure 5.2a). 

Depletion. When V,, > V f b ,  the silicon surface is depleted of holes thereby 
forming a depletion layer under the gate as shown by the dotted line in 
Figure 5.2b. The depth X ,  of this depletion layer is easily obtained from 
the MOS capacitor Eq. (4.27) by replacing 4, with 4, + v,b. Thus, 

and is constant along the length of the channel under our assumption of 
small Vds( < 0.lV). Since there are no free carriers, only a small leakage 
current flows from the source to the drain. 

Inversion. When V,, >> Vfb, an inversion layer is formed at the surface under 
the gate (see Figure 5.2~). This induced layer of electrons extends continuously 
from source to drain, thus forming a conduction path resulting in electron 
current flow between source and drain.2 The higher the gate voltage, the 
larger will be the number of induced electrons and thus, the larger the 
current. Recall that in inversion, the induced charge Q, consists of fixed 
bulk charge Qb (due to the ionized acceptors in the depletion layer) and 
the mobile inversion charge Qi (due to the electrons in the inversion layer) 
that is, Q, = Qb + Qi [cf. Eq. (4.40)]. Accordingly Eq. (5.4) becomes 

As was discussed earlier for the case of an MOS capacitor, at  low values of 
the gate voltages (> Vfb), 4, increases reasonably rapidly with gate bias 

Recall that in an MOS capacitor under inversion there is no conduction path and hence 
no DC current flows. 



172 5 Threshold Voltage 

and so does the gate depletion width X d .  This regime corresponds to the 
depletion and weak inversion regions of device operation (see Figure 4.14). 
At higher values of gate voltages (>> VJb), 4, hardly changes with the gate 
bias; 4,  has become pinned. This pinning occurs when strong inversion 
sets in. The condition when this happens is often called the condition for 
threshold and the corresponding gate voltage is called the threshold voltage 
vth. Thus, threshold voltage is that gate voltage, relative to the source, at which 
the transistor enters the strong inversion regime, thereby forming a conducting 
channel at the surface from the source to the drain. It must be emphasized 
that the formation of a conducting channel is not an abrupt process in 
which the channel is completely depleted of carriers at a given V,, and then 
a small increase in V,, causes channel to be formed. It is rather a continuous 
process. 
At the edge of the strong inversion, Qi is small compared to Qb. Therefore, 
neglecting Qi and replacing 4, in Eq. (5.6) with 4si (the value of 4s at strong 
inversion) yields the following expression for V,,( = Vth), 

where Qb(4si)  is the value of Qb at strong inversion. Note that neglecting 
Qi in Eq. (5.7) results in an abrupt transition to the conducting state, although 
the exact transition is exponential and occurs over several tenths of a volt 
(see Figure 4.12). Despite this inaccuracy, V,, as defined by Eq. (5.7) is a 
very useful parameter for describing MOSFET characteristics. 
When strong inversion sets in, the gate depletion width Xd reaches its 
maximum value xd, and is obtained by replacing 4 ,  in Eq. (5.5) with 4,i ,  
that is, 

(4si + I f s b )  (strong inversion). (5.8) 2EOEsi Xdm= ~ J qNb 
Similarly, the bulk charge Qb in the depletion region under the gate, when 
strong inversion sets in, is simply obtained by replacing X d  with X d m  in 
Eq. (4.29) for Qb. Thus, under the depletion approximation we have 

Q b ( 4 s i )  = - qNbXdm (C/cm2). (5.9) 

Combining Eqs. (5.7)-(5.9) yields the following expression for vt,,: 

vth = + $si + y d m  ('1 (5.10) 

(5.11) 

where 
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Fig. 5.3 Variation of the body factor y as a function of gate oxide thickness to, for different 
substrate concentrations N ,  

The factor y defined by Eq. (5.1 1) is called the body factor or body-efect 
coeficient and depends upon both the bulk concentration N ,  and the oxide 
thickness to, (see Figure 5.3). Since both these parameters are process 
dependent, knowing the dependence of y on process parameters to, and N ,  
permits designers to determine the sensitivity of V,, to process control. 
There are several criteria used in the literature to define the onset of strong 
inversion [ l]-[4]. The two most commonly quoted criteria are: 

In strong inversion, the minority carrier (electrons in our case of an 
nMOST) density at the surface is equal to the majority carrier (holes) 
density in the substrate. Stated another way, when the surface potential 
+s equals twice the Fermi potential $f with respect to the substrate 
[cf. Eq. (4.4)] 

(5.12) 

This criterion is often referred to as the classical criterion for strong 
inversion. 
Given the fact that pinning of q5s occurs at somewhat higher potential 
than 24,, it has been suggested that the criterion which gives better 
estimate of the measured threshold voltage is [3] 

(5.13) 

This definition of strong inversion is six times the thermal voltage (6VO 
higher than the classical criterion. The inversion regime between 4si = 
24, to g5si = 24, + 67: is called moderate inversion by Tsividis [l]. 

4si = 24 , + 67/,. 

1.

2.
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Various different criteria reported in the literature [1]-[4] are not equi- 
valent and hence lead to different values of V,,,. However, almost all of the 
threshold voltage models implemented in circuit simulators are based on the 
classical criterion and hence it is this criterion we will use to develop the 
V,, model. 
While it is convenient to model V,, as described above, it is difficult to 
measure the Vgs value at which a particular strong inversion condition 
occurs. Experimentally, V,, is obtained by measuring drain current I d ,  as a 
function of gate voltage Vgs. Several definitions are in use for determining 
V,, from I,, - V,, data, as discussed in section 9.4. However, the most 
commonly used definition is called the extrapolated Vth. In the latter 
method, V,, is obtained by extrapolating the I,, - V,, curve to I d ,  = 0. Most 
often the extrapolated V,, is matched to the model equation that incorporates 
a particular strong inversion condition. 
Assuming the classical criterion for strong inversion, the threshold voltage 
Eq. (5.10) becomes 

This is the basic equation for  the threshold voltage of a MOSFET It shows 
that plot of V,,, as a function Jm will result in a straight line, 
the slope of which gives the body factor y. This indeed is the case as shown 
in Figure 5.4 for n-channel devices fabricated using NMOS technology 

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 
-+V,b,tvl’? 

Fig. 5.4 Variation of threshold voltage Vth against J q x  for experimental uniformly 
doped nMOSTs; to, = 420& W J L ,  = 25/25 (0), 25/6 (a), 2S/S ( 0 )  
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Table 5.1. Sign convention ofdifferent parameters in V,, Eq. ( 5 . 1 4 )  

Substrate V f b  df Q h  Y <h VTO 
nMOST p-type - + -  + + +  

pMOST n-type - - + -  
(for metals and 

n+ polysilicon gate) 
- - 

(for metals and 
n +  polysilicon gate) 

+ 
(for p +  polysilicon gate) 

(tax = 420 A), having width to length ratio W,,,/L,(pm/pm) = 25125,2516, 
and 2515. If the gate oxide thickness to, and hence C,, is known, the intercept 
of the line could be used to calculate Iflb and N b .  In fact, this procedure is 
often used to calculate y and V f b ,  as will be discussed later in section 9.5. 
When the body bias v s b  = 0, Eq. (5.14) yields 

I vTO = I f f b  + 2df + 1 (5.15) 

and is called the zero body bias threshold voltage I f T o .  For circuit modeling 
purpose, Eq. (5.14) is often written as 

Vth = VTO + y ( d m  - &) (v). (5.16) 

Equation (5.16) for v,, is used in the SPICE Level 1 MOSFET model. 
Although Eq. (5.14) has been derived for n-channel MOSFETs, it is also 
valid for p-channel MOSFETs (pMOSTs), provided proper signs are used 
for different parameters, as shown in Table 5.1. 
Based on the sign conventions shown in Table 5.1, V , ,  for nMOSTs 
become a positive number while for pMOSTs it is a negative number. 
From Eq. (5.14) it is clear that the threshold voltage depends upon the 
following parameters: 

The gate oxide thickness to,, through Cox [cf. Eq. (4.1)]; the thicker the 
oxide, the higher the threshold voltage. This explains why field oxides in 
LOCOS isolation technique are very thick (0.2-0.4 pm) because field 
transistors need to have higher threshold voltage than the active 
transistors (cf section 3.5.4). 
The flat band voltage V f b  that depends upon the work function difference 
Dms between the gate material and the substrate, and charge Qo at the 
oxide-silicon interface [cf. Eq. (4.14)]. 
The substrate doping concentration N ,  that enters through the 4f and 
y terms; the higher the N b ,  the higher the Vth. A plot of V,h versus N,, for 
both nMOST and pMOST with n+ and p +  polysilicon gates for three 
different tux (150& 250A and 650A), is shown in Figure 5.5 [5]. These 
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Fig. 5.5 Calculated threshold voltage V,, for n- and p-channel MOSFETs as a function of 
substrate doping N ,  for n+ polysilicon gate (left scale) and p +  polysilicon gate (right scale) 

for three different oxide thickness. (After Sze [ 5 ] )  

curves are based on the assumption that Qo = 0, a reasonable assumption 
for modern VLSI processes. 
The temperature through the 4f term, the higher the temperature, the 
lower the Vlh (for details see section 5.4) 
The body bias Vsb; the higher the Vsb, the higher the Vfh.  The increase in 
Vth due to an increase in V,, can be obtained from Eq. (5.16) as 

(5.17) Avfh = vfh - vTO = Y [ J m  - 6 1 .  
Body-EfSect. The variation of v ,h  with v,, is often called the substrate bias 
sensitivity or body-efSect. Differentiating Eq. (5.14) with respect to V,, we 
get 

(5.18) 

where the + and the - signs are for n- and p-channel devices, respectively. 
This equation shows that the body-effect increases as the body factor y 

Y f dv fh  - 

"sb 2 J m  
-- 
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increases and body bias V,b  decreases. For circuit design, it is often desirable 
to lower the body effect,3 which means the body factor y should be reduced. 
From Eq. (5.1 1) it is evident that y can be reduced with lower doping con- 
centration N ,  and/or lower oxide thickness tax. However, lowering N , ,  for 
example, conflicts with the scaling rule (cf. section 3.4). In fact, the choice 
of process or circuit parameters is a trade off between various parameters 
involved in device design. 

SPICE Implementation. Note that Eq. (5.14) becomes invalid for v , b  I 
- 24,., i.e., when the S/D diodes become forward biased by an amount 24,.. 
Although during normal operation of the device the S/D diodes will not 
be forward biased; however, in SPICE, during Newton-Raphson iterations, 
it is possible to encounter V,, < - 24,.. This is just an artifact of the iteration 
solution process, and convergence to a proper solution requires the model 
to behave well even in such invalid operating regions. Therefore, to use 
Eq. (5.14) or (5.16) in the forward biased region of S/D junction, some sort 
of smoothing function is used to limit the value of (V,, + 24f)  such that it 
is always positive. The smoothing function assures a smooth transition with- 
out any discontinuity. In SPICE, the transition point is chosen as V,, = - 4,.. 
Thus, when V,, + 4J 2 0, Eq. (5.14) is used and when V,, + 4,. < 0, the term Jm is replaced by 2&/(1 - V s b / 4 f )  such that V,,, and its first 
derivative are continuous at V,, = - 4f in the forward biased S/D region. 

5.2 Nonuniformly Doped MOSFET 

In the previous section we have seen that for a given gate material the 
threshold voltage V,, of a MOSFET depends upon the substrate doping 
concentration N b  and the gate oxide thickness Lox.  Therefore, in principle, V,,, 
could be set to any value by proper choice of N b  and f o x  (see Figure 5.5). 
However, considerations like the body-effect, source-drain junction capaci- 
tances and breakdown voltages often dictate desirable values of these 
parameters. In practice this is achieved by ion implanting a shallow layer 
of dopant atoms into the substrate in the channel region. Thus, by adjusting 
the channel surface concentration (using ion implantation) any desired 
value of V,, can be achieved. In fact, in VLSI devices, more than one 
implant is often used in the channel region-one to adjust the threshold 
voltage and another to avoid the punchthrough effect-as was discussed 

~ 

3 During circuit operation, in NMOS circuits, the MOSFET source voltage often increases 
which results in higher V,, thereby causing V,, to increase. This results in a decrease in 
the drain current I,, [see Eq. (3.4)], consequently the circuit runs at a lower speed and 
might not even function properly. For this reason, it is desirable to reduce the change in 
V,, due to increase in V,,, that is reduce body-effect. 
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in section 3.5.2. The fact that the surface is no longer uniformly doped, 
due to the channel implant, means Eq. (5.14) is generally not valid. 
Recall that in n +  polysilicon gate CMOS technology, an nMOST has 
channel implant dopants (boron) which are of the same type as that of the 
substrate (p-type), while pMOST (compensated p-device) has shallow 
channel implant dopants, which are of the type opposite to that of the 
substrate (cf. section 3.5.2). Since compensated pMOST has shallow channel 
implant, the surface layer is depleted at zero gate bias. When Vys > I/th, 
the current flows at the surface. Therefore, these compensated devices are 
usually modeled in the same way as nMOST, so far as the drain current 
modeling is concerned; however they have a different threshold voltage 
model as we will see later. In a recent submicron CMOS technology, 
pMOSTs are being fabricated with p +  polysilicon gate while nMOSTs are 
with n +  polysilicon gates. With p +  polysilicon gate, pMOST has channel 
implant of the same type as substrate and therefore, from a modeling point 
of view, these devices are similar to nMOST. 
In the depletion type devices the channel implant, which is of opposite 
type to that of the substrate, is deep so that significant current flows even 
at V,, = OV. These (depletion) devices are referred to as normally-on buried 
channel (BC) MOSFET as against the compensated devices, which are also 
referred to as normally-of buried channel (BC) MOSFETs. The two BC 
MOSFETs result in entirely different V,, behavior due to the different 
potential distributions associated with the built-in pn junctions in the 
channel region. This can easily be seen from their energy band diagrams 
as shown in Figure 5.6 for a p-channel device with a p-type buried layer 
in n-type substrate and an n +  polysilicon gate. While for the normally-off 
BC MOSFET (Figure 5.6a) the energy band bending of the bulk junction 
extends to the channel surface, the depletion device (normally-on) has an 
(hole) energy minimum (Figure 5.6b). It was pointed out earlier (cf. section 
3.5.2) that in practice p-channel depletion devices are not usually made. It 

Ec 
E f 
E i  ------- 

n E" 

(a )  (b )  

Fig. 5.6 Energy band diagram for a p-type buried-channel MOSFET in (a) the surface 
channel mode and (b) the buried channel mode (depletion device) 
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is the n-channel depletion device, with negative threshold voltage, which 
is more important and thus modeled here. 
There is an extensive literature on threshold voltage models for ion implanted 
devices [ll-[36]. However, we will discuss and develop only those models 
which are suitable for circuit simulators. We will first discuss enhancement 
mode devices and then depletion mode devices. 

5.2.1 Enhancement Type Device 

When ions are implanted into the channel, the implanted profile can be 
fairly accurately approximated by the following Gaussian distribution 
function (see Figure 5.7, also see Appendix H, Eq. (H.5)) 

(5.19) 

where 

N o  = Di/(ARp&) is the maximum concentration and occurs at x = R,, 

R, = projected range (average penetration depth), 

Di = dose, i.e., number of implanted ions per unit area. 

x = the depth measured from the oxide-silicon interface, 

ARp = straggle (standard deviation) 

The channel implant dose Di is typically of the order of 10" - 1012 cm-2 
while the implant energy varies from 10-200 KeV. Following the implantation 
process, devices go through various high-temperature fabrication steps, 
which change the final profile. Figure 5.8 shows the final channel implant 
profiles for nMOST and pMOST for a typical 2pm CMOS technology 
with n +  polysilicon gate. 

Fig. 5.7 Gaussian doping profile in the channel region of a VLSI MOSFET 
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The result of the channel implant in an otherwise uniformly doped substrate 
is to change the threshold voltage. The extrapolated threshold voltage V,, 
as a function of Jm for different channel implant dose is shown 
in Figure 5.9 [6]. One can see from this figure that the slope of the V,, 
versus V,, curve changes from single dope at low doses to  two distinct slopes 
at higher doses. This shows that a simple square root dependence, which 
relates V,, to Vsb, is not correct for channel implanted devices with high 
doses. However, for these devices Eq. (5.7) is still valid provided we use 
appropriate value of Vfbr 4si, and Qb(4si). We will now consider each of 
these terms and see how they are modified for implanted devices. 
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Fig. 5.9 Threshold voltage dependence on body bias for different channel implants. (After 
Kamoshida [ 6 ] )  

Flat Band Voltage V fb .  As has been discussed earlier (cf. section 4.7), the 
concept of the flat band voltage is strictly applicable to a uniformly doped 
substrate. However, being an important reference voltage, it has been 
redefined for nonuniformly doped substrates as that gate voltage which 
causes the overall space charge to be zero [cf. Eq. (4.79)]. Whatever 
definition is used, for circuit modeling v f b  is treated as a model parameter 
to be determined for a given process. 

Surface Potential at Strong Inversion (4si). Like the uniformly doped case, 
different criteria for strong inversion have been suggested for non-uniformly 
doped substrates [2], [33]-[36]. Some of these are: 

I. The classical criterion given by Eq. (5.12) is still used for non-uniformly 
doped substrate [33], although strictly speaking it is valid only for 
implanted channels with low dose. Others [ 1 I] have used this criterion 
by replacing N b  (bulk concentration) with N, (surface concentration) in 
the df term, that is, 

c $ ~ ~  = 24f(surface) = 2Vt In 2 . (ti 1 (5.20) 
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Compare Eq. (5.20) with the corresponding Eq. (5.12) for uniform doped 
substrate. 

2. The minority carrier concentration at the surface is equal to majority 
carrier density at the boundary of the depletion region 171, 191, [31] 
that is, 

(5.21) 

where N(X,,) is the dopant density at the edge of the depletion region 
of width X,,. Note that, the condition defined by Eq. (5.21) reduces to 
Eq. (5.12) when N(X,,) = N,, i s .  when the boundary of the depletion 
region is located in the uniformly doped part of the profile. In real 
devices this will be the case for shallow implants or higher values of the 
back bias. 

3 .  The variation in the inversion and depletion charge densities Qi and 
Qb, respectively, with respect to the surface potential $s are equal 
[34]-[36], that is, 

This criterion is equivalent to 

(5.22) 

where N is the average concentration given by 

It can easily be seen that this criterion is equivalent to the classical 
criterion for uniformly doped substrate. 

Again, these different criteria result in slightly different values of threshold 
voltages. In fact, the above three criteria lead to threshold voltages that are 
about 0.2 V apart. A detailed comparison of the threshold voltage shift as a 
function of implant dose for boron implanted MOS structures, based on 
both 2-D numerical solution and depletion approximation, has been studied 
by Demoulin and Van De Wiele [2]. It has been found that agreement 
between the criterion 3 and experimentally measured V,, is fairly good, 
while the classical condition 1 is not valid for heavy implant doses. I n  spite 
ofthis inadequacy of the classical criterion [cf. Eq. (5.20)], it is still usedfor 
circuit models because of its simplicity. 
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Bulk Charge Qb. Under the depletion approximation, the bulk charge 
Qb for implanted channels can be obtained from the following equation4 
[cf. Eq. (4.29)] 

X d m  

Qb = - 4 J,, N(x)dx. (5.23) 

Therefore, Eq. (5.14) for implanted devices becomes 

(5.24) 

Assuming that the implanted profile is Gaussian as given by Eq. (5.19), 
many authors [9], [27] have calculated Qh using Eq. (5.23). The resulting 
expression for Qb is fairly complex, involving error functions. These expres- 
sions have predictive capabilities so that, for example, one can know how 
the change in the implant dose Di will affect the bulk charge and hence 
threshold voltage. However, such complex models are not suitable for use 
in circuit simulators. For this reason they are not discussed here and details 
of the equations for Qb and V,, are left to the interested reader. 
The fact that the threshold voltage is determined by the integral of the 
doping profile rather than by its actual shape, and the desire to get tractable 
equations for Vth have led to the replacement of the exact profiles by 
idealized step profiles of concentration N ,  and width Xi, as shown by dotted 
lines in Figure 5.8a, such that 

(5.25) 

We choose N ,  and X i  such that the total charge under the exact profile is 
the same as that under the step profile. Rearranging Eq. (5.25) yields the 
following expression for the surface concentration N ,  of the step profile 

Di 
Xi 

N ,  = - + N ,  (cm ~ ’). (5.26) 

Although one can express N, and Xi in terms of implant parameters 

Equation (5.23) assumes that quasi-neutrality holds at every point outside the depletion 
region of width X,,,. This in general is not true and concentration gradient causes a built- 
in field which has to be taken into account when integrating Poisson’s equation. Therefore, 
strictly speaking Eq. (5.23) needs to be modified as [9] 

Jo  
where €(X,,) is the electric field at the boundary X,, of the depletion region 
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( R , , A R ,  and Di as given in Eq. (5.19)) [29] ,  for circuit models it  is more 
appropriate to use N ,  and X i  as model parameters. These parameters are 
then chosen to make the resulting threshold voltage model match the 
experimental data. 

Shallow Implant Model. In many devices, a very shallow implant is used 
to modify V,,,. The limiting case would be an infinitely thin sheet, approxi- 
mately a delta function, of ionized charge 4 0 ,  localized at the Si-SiO, 
interface. This is equivalent to modifying the flat band voltage by an amount 
qDi/Co, resulting in the following equation for V,, [8] 

C o x  

V,,, = Vfb + 2 4 f  + + y,/- (shallow implant). (5.27) 

Thus, a shallow implant increases V,, without increasing the depletion width 
xdm. 

Deep Implant Model. The threshold model described by Eq. (5.27) is fairly 
good for shallow channel implants. However, the model becomes inaccurate 
when the implant becomes deep. In such cases the channel doping profile 
is often replaced by an idealized step profile (see Figure 5.10a). Depending 
upon the depth of the channel depletion width X d m ,  in relation to the depth 
X i  of the step profile, two cases will arise: 

Case I .  When the back gate bias V,, is such that the depletion depth X,, 
is less than the depth of the implant X i  (i.e. X,, < Xi), the surface can be 
considered to be uniformly doped with concentration N ,  given by Eq. (5.26). 
In this case V,, is obtained simply by replacing N b  in Eq. (5.14) with N , ,  
that is, 

(5.28) 

where 4si is given by equation Eq. (5.20) and 

(5.29) 

In fact, for low values of V,, (0-1 V), the slope of the V,, versus V,, curve 
could be used to calculate N,. 

Case 11. When V,, is such that X,, lies outside X i  (i.e. X,, > X i ) ,  V,, is no 
longer given by Eq. (5.28) because X,, has now to be determined from the 
high-low step doping profile. In this case the bulk charge Qb is given by 
(see Figure 5.10a, shaded area) 

(5.30) - Qb = qNsXi  + qNb(Xdm - xi). 
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Fig. 5.10 (a) Step doping profile for an n-channel MOSFET, (b) Doping transformation pro- 
cedure for calculating the equivalent concentration N,, and width X, ,  of the transformed box 

Thus, Q h  can be determined provided X d m  is known. The latter can be 
obtained by solving the Poisson’s equation (2.41) under the depletion 
approximation in the two regions subject to the following doping distribution: 

N s  f o r x I X i  
N b  f o r x > X i  

N(x) = 

and satisfying the following two boundary conditions: 

the electric field &(x) is continuous at x = X i ,  
the field &(x) = 0 at x = xdm. 

This yields, after some algebraic manipulation, 

(5.31) 

(5.32) 

Combining Eqs. (5.30) and (5.32) and using the resulting value of Qb in 
Eq. (5.7) yields the following expression for the threshold voltage’ 

Often Eq. (5.33) is written in terms of dose Di as 

where we have made use of Eq. (5.25). Compare this with Eq. (5.27) for shallow implants. 
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where 

(5.34) 

and y is given by Eq. (5.29) with N ,  replaced by N b  [cf. Eq. (5.11)]. 
Note that Eq. (5.33) has the same functional dependence on Vsb as Eq. (5.28) 
and the two become the same for uniformly doped substrate (N,=N,).  
Thus, V,, of an implanted device could be modeled using Eqs. (5.28) and (5.33) 
depending upon the substrate bias. 
This model is often referred to as the two sections model. In practice, in 
order to implement this two sections V,, model [Eqs. (5.28) and (5.33)], we 
normally define a potential 4i such that it results in a depletion width X,, 
which is exactly equal to the depth of the implant Xi, that is, 

(5.35) 

called the critical voltage. In fact ( p i  is the intersection of slopes I and I1 
(see Figure 5.9), and is a function of the ion implant parameters and the 
surface concentration. In terms of 4i, Eq. (5.32) for X,, could be written as 

(5.36) 

where 

4 s  = 4 s i  -k Vsb. (5.37) 
When q5i 5 4s we use Eq. (5.28) for V,, while when 4i > 4s, we use Eq. (5.33). 
It should be pointed out that for two sections models, not only must V,, 
be continuous at the boundary but its first derivative must also be conti- 
nuous, a convergence requirement for the model to be used in a circuit 
simulator as discussed in Chapter 1. 

Doping Transformation Model. Very often in VLSI devices, we need deep 
channel implants such that the resulting implant depth X i  is comparable 
to depletion region depth X,, in the back bias range of interest. In such 
cases the two-sections v,, model [cf. Eqs. (5.28) and (5 .33 ) ]  becomes in- 
accurate for k',, > 1 V .  Accurate results have been obtained using a method 
called the doping transformation procedure [ll], [13], 1301. In this method 
we transform the doping (actual or step) profile into another step profile 
of equivalent doping concentration N,, and width X,, (see Figure 5.10b). 
While the method of calculating N,,  proposed by Ratnam and Salama 
[13] is an improvement over that of Chatterjee et al. [ll], it has the 
drawback that the doping transformation procedure must be done for every 
different channel length device fabricated by the same channel implant. 
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Another procedure which is device independent and is applicable for step 
profiles was proposed by Arora [30] and is based on the following 
conditions: 

1. the total induced charge Q, under the channel is conserved, and 
2. the surface potential 4, is constant. 

If X,, is the width of the new transformed profile of concentration N,,  as 
shown in Figure 5.10b, then condition (1) leads to the following equation 

(5.38) qNeqXeq = qNsXi + qNb(Xdm - xi)? 
while condition (2) leads to 

(5.39) 

where g5s is given by Eq. (5.37). Solving Eqs. (5.38) and (5.39) for N,,  and 
using Eq. (5.36) for X , ,  yields 

(5.40) 

where q5i is given by Eq. (5.35). This value of N,,  is used for N ,  in Eq. (5.29) 
for the body factor term y1 when 4, > + i .  We thus see that in this procedure 
N,,  becomes a function of back bias, and therefore y is no longer a constant 
but is bias dependent. 
For a uniformly doped substrate N ,  equals N, ,  and therefore Eq. (5.40) 
gives N,,  = N , .  Thus, using either N ,  (when 4i  I 4,) or N, ,  (when $i > 4J 
in Eq. (5.29), one can calculate the threshold voltage Vth from Eq. (5.28) for 
a large geometry enhancement MOSFET having a nonuniformly doped 
substrate. This procedure of calculating K h  has been found to work well with 
diflerent generations of VLSZ technologies [30], [59]. This doping transfor- 
mation model is also a two-sections model, since one needs to use either 
N ,  or N,,  depending upon values of VSb. The calculated threshold voltages 
(continuous lines) as a function of back bias shown in Figure (5.4) are based 
on Eq. (5.40). 

Compensated Devices. The threshold voltage models developed so far 
assumed that the channel implant is of the same type as that of the substrate. 
Although, the model equations were developed for n-channel devices, these 
models are also valid for p-channel devices with p +  polysilicon gate and 
with appropriate sign changes (see Table 5.1). However, as was pointed 
out earlier, p-channel CMOS devices with n +  polysilicon gate need shallow 
channel implant of the type opposite to that of the substrate or well (which 
is n-type). Therefore, strictly speaking, the model developed earlier for 
n-channel implanted devices are not valid for p-channel compensated 
devices. Since these p-devices are normally-off at V,, = 0 V, the shallow 
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Nb 

Fig. 5.1 1 Step doping profile for a compensated p-channel MOSFET 

implanted layer is completely depleted and therefore, a sufficiently negative 
voltage is required for an inversion layer to form. Again, approximating 
the actual doping profile by a step profile of concentration N s  and width 
X i  (see Figure 5.8b), the bulk charge Qb is given by (see shaded area in 
Figure 5.1 1) 

(5.41) 

The channel depletion width X , ,  can be obtained as usual by solving 
Poisson’s equation under the boundary conditions given by Eq. (5.31) 
resulting in the following expression 

Q b  = qNb(Xdm - x i )  - q N s X i .  

(5.42) 

Combining Eqs. (5.41) and (5.42) and using the resulting equation for Q b  

in Eq. (5.7), with appropriate sign changes, yields the following equation 
for p-channel Vth6 [ 15- 161 

where 

(5.44) 

Note that when NJ, = N,(X,, -Xi),  the depletion charge at the surface (p-type) just 
balances the depletion charge in the substrate (n-type). Under this so called compensation 
condition, V,, = V,, - +Ai = VlhC. When V,, < VIhc we have a surface channel device, 
however, when V,, > VIhc we have a buried channel device. For n-well CMOS p-channel 
devices, VIhc - - 1.0 V. 
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and y is given by Eq. (5.29) with N ,  replaced by N,. Note that for p-channel 
devices, V,, is negative and the dose D i = ( N , + N b ) X i .  Note also that 
Eq. (5.43) is similar to Eq. (5.33) for n-channel devices except that the term 
V,  is now added to +si term. It should be pointed out that for compensated 
devices, N ,  and N ,  are usually of the same order of magnitude which yields 
Vo - 0.1 V. Therefore, to a first order, one can still use Eq. (5.14) for V,,, of 
p-channel compensated devices with appropriate sign changes. Due to the 
positive value of V,  the back bias dependence of V,, for compensated 
devices is smaller compared to n-channel devices with n + polysilicon gates 
or p-channel with p +  polysilicon gates. 

Empirical Models. Various empirical approaches have been suggested to 
model V,, for implanted devices [37]-[39]. Note from Figure 5.9 that for 
channel implanted devices the slope of the V,, curve decreases as back bias 
increases. This change in slope can be accounted for in the V,, expression 
(5.14) with replacing the voltage V‘ corresponding to the depletion charge 
Qb [cf. Eq. (5.7)] with a polynomial of the form [37] 

(5.45) 
k =  1 

In practice, it is quite sufficient to add only one more term to the classical 
body factor term so that Eq. (5.14) for implanted devices become 

The parameter y o  adjusts the body-effect relationship for nonuniformity of 
the doping. In general, y o  will be a negative number. This is because in 
general the doping concentration decreases as we move away from the 
surface into the bulk (see Fig. 5.8) and thus offsets an initially high value 
of y .  Note that 4J in Eq. (5.46) is now determined using Eq. (5.20) with N ,  
replaced by some average value of the substrate concentration Navg. It is 
Navy which in turn is used to calculate y from Eq. (5.11). The Navg and y o  
are normally obtained by curve fitting Eq. (5.46) to the experimental data. 
Equation(5.46) for V,, is used in the SPICE Level 4 MOSFET model 
(BSIM model) [40]. Comparing Eq. (5.46) with Eq. (5.14), it is easy to see 
that the modified y for implanted devices becomes 

and is bias dependent, similar to the doping transformation model. 
In another approach, threshold behavior of implanted devices has been 
modeled by the following relationship [39] 

(5.48) 
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where G,, and G,, are fitting parameters and are obtained by curve fitting 
the experimental data with Eq. (5.48). 
The advantage of using empirical relations in V,, models is that they can 
be used for both p -  and n-channel devices. Note that not all V,, models 
discussed above will work for a given technology, because of the semi- 
empirical nature of these models. It has been found that the doping trans- 
formation procedure of modeling n-channel threshold voltage works very 
well for present day MOS technologies. On the other hand Eq. (5.46) seems 
to work well for p-channel devices. 

5.2.2 Depletion Type  Device 

As was pointed out earlier, depletion type MOSFETs (normally-on BC 
MOSFETs) conduct even at V,, = 0 V. A cross-section of an n-channel 
depletion mode MOSFET is shown schematically in Figure 5.12. When 
V,, < Vfb, a surface space charge region develops under the gate in the 

OV* ovdS 

_ _ _ - #  -- --- 
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Y 

X I I 

Fig. 5.12 (a) Cross-section of an n-channel depletion type device and (b) its charge 
distribution 
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channel region. The depletion width X, of this surface space charge region 
is due to the combined effects of the gate voltage Vgs and channel voltage 
Vc,(y) [cf. Eq. (5.2)]. Another space charge region is formed along the 
channel and substrate pn junction. The depletion width of this pn junction 
in the channel region is controlled by the channel voltage Vcb. A conducting 
channel is thus formed between the boundaries of the two space charge regions. 
With decreasing values of the gate voltages (more negative V,,), the surface 
depletion region penetrates deeper into the channel until the depleted region 
at the surface reaches the depleted region of the pn junction. When this 
happens at the source end of the channel the device is turned off. The gate 
voltage which “pinches off’ the channel is called the pinch-off voltage V,  or 
threshold voltage’ Vth. Under pinch off condition, the surface space charge 
Q,, under the gate and the charge Qj ,  stored in n-side of the substrate must 
balance the charge Qim in the implanted region. That is [17]-1221 

- Q i m  + Q j n  + Qsc = 0. (5.49) 

Under these conditions the charge distribution is shown in Figure 5.12b. 
Approximating the channel doping profile by a step profile of width X i  
and concentration N s  (see Figure 5.8b), the implanted layer charge density 
Qim can be written as 

I Q ~ , , , = ~ N , x ~  (C/cm2). I 
The pn junction space charge density Q j ,  is given by 

(5.50) 

Q j n  = qNsXn (C/cm2) (5.51) 

where X ,  is the depletion width on the n-side of the pn junction in the 
channel region. Recall from pn junction theory that X, under the depletion 
approximation is [cf. Eq. (2.51)] 

( 4 j  + V,b) (n-side depletion width) 

(5.52) 

where we have assumed Vcb z V,, because V,, is small (< 0.1 V), and 4 j  is 
the built-in voltage of the pn junction in the channel region, given by [cf. 
Eq. (2.44)] 

(5.53) 

’ For depletion devices, the two terms threshold voltage and pinch-qfluoltage are generally 
used synonymously. 



192 5 Threshold Voltage 

If we define y e  as the effective body-factor term 

L O X  

where 

then combining Eqs. (5.51), (5.52) and (5.54) we get 
I 

(5.54) 

(5.55) 

The surface charge density Q,, is given by 

Q,, = q N J ,  (5.56) 
where X ,  is the surface depletion width. Recall from the MOS capacitor 
theory that X ,  under the depletion approximation is given by Eq. (4.30). 
However, in a MOSFET, the effective V,b varies from the source to the 
drain end. Therefore, to calculate X s  for a MOSFET one should replace 

N,. This results in the following expression for X,, 
in Eq. (4.30) with T/,b - v,b(y) FZ V,, (assuming v,b FZ V,b) and Nb with 

where y, is defined as 

J2EOEsi qNs 
C O X  

Y ,  = 

Substituting Eq. (5.57) in (5.56) yields 

I 

(5.57) 

(5.58) 

At the pinch-off, i.e. when device is turned off, V,, = Vth, and X i  = X ,  + X , .  
Thus, combining Eqs. (5.49), (5.50), (5.55) and (5.58) yields, after some 
algebraic manipulation, the following expression for the threshold voltage 
of a depletion MOSFET 

~ 

(5.59) 
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where 

is the body-factor for depletion devices. For N ,  >> N b ,  V,, can be approxi- 
mated as 

(5.60) 

where C i  = E ~ E , ~ / X ~ .  It is interesting to note the following 

The threshold voltage equation defined this way has exactly the same 

The body factor for depletion devices is higher than the enhancement 

The threshold voltage Eq. (5.59) is based on approximating the channel 
doping profile by a step junction. However, it has been suggested that a 
linearly graded profile would approximate the actual profile more closely, 
thus resulting in a more accurate threshold voltage model, although at the 
expense of more complexity of the model [23,24]. 
If the substrate doping is high or the ion implanted dose is low (lightly 
doped layer) the depleted region of the channel p n  junction on the n-side 
can reach the interface. This of course can happen much more readily when 
the substrate is reverse biased. Under these conditions, free charge carriers 
can only be accumulated at the interface (as in the enhancement devices), 
so that in this case we have 

(5.61) 

instead of Eq. (5.58). In this case the V,, equation will be different because 
the gate controlled charge is either a depletion one or an accumulation one. 

Another threshold voltage, called the threshold for inuersion at the source 
end, is also defined for depletion devices. It is the gate voltage that causes 
channel surface inversion, denoted by Vthi. When inversion occurs at the 
surface, the surface space charge region X ,  attains a maximum value X,, 
given by 

form as for an enhancement mode device. 

devices and depends on the width X i  of the implant. 

Qsc = - Cox(Vgs - v f b )  

and results in the following value of Vthi, 

(5.62) 
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If V,, > I/rhi,, then the device cannot be completely turned off, because 
inversion will occur at the surface first, resulting in a constant drain current. 
It should be pointed out that in the Berkeley SPICE, depletion mode 
MOSFETs are treated as enhancement mode devices with a negative thre- 
shold voltage corresponding to the charge introduced to form the built-in 
channel. This zero order model ignores the channel depth and assumes the 
channel charge to exist as a thin sheet at the Si-SiO, interface. If the device 
is used simply as load then this model is good enough. However, if it is 
to be used in other applications, then it requires a separate model. 
Considering both pMOST and nMOST devices, a general expression for 
the threshold voltage can be written as 

(5 .63)  

where the + and - signs are for n- and p-channel devices respectively, 
and AV,, is the threshold voltage shift due to the channel implant of depth 
Xi. The term Vo(Ns,  N,, Xi) is a correction term due to the threshold voltage 
implant. For a uniformly doped substrate (unimplanted channels), AV,, = 

V, = 0. For channel implanted enhancement devices, with a channel implant 
of the same type as that of the substrate, V, has a sign opposite to that of 
+si  (=2@,) for classical criterion). Therefore, 4si + V, can approach zero. 
For depletion devices or unimplanted (uniformly doped) devices, V,  has a 
value of zero. For compensated p-channel devices with a channel implant 
of the opposite type to that of the substrate, V ,  has the same sign as +s i ,  

therefore, +si  + V,  may take values in excess of 1 V. 

5.3 Threshold Voltage Variations with 
Device Length and Width 

The threshold voltage models presented in the previous sections indicate 
that V,, is independent of the device length L and width W. This is true 
only for large geometry MOSFETs, but not when L and W become small 
as is evident from Figure 5.4 which shows different values of V,, for different 
W / L  devices from same technology. Experimentally it has been found that 
when L and W become small, V,, changes from its long channel value. This 
is shown in Figure 5.13 where curve A shows variation of V,, with L for a 
fixed W, while curve B shows variation of V,, with W for a fixed L [41]. 
Clearly for a $xed W, V,, decreases with decreasing L, while for  a $xed L 
decreasing W increases V,,. This reduction in V,, with decreasing L becomes 
noticeable when L becomes comparable to Xsd and x d d  the source and 
drain depletion widths, respectively. When this happens the MOSFET is 
considered a short channel device. Similarly, when W becomes comparable 
to X d m ,  the depletion width in the channel region, then the MOSFET is 
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called narrow width device. Indeed, these variations in V,, are not predicted 
by the model developed in the previous sections. 

5.3.1 Short-Channel EfSect 

Recall that while deriving Eq. (5.9) for Qb we implicitly assumed that the 
depletion region due to the gate field was rectangular in shape with charge 
l Q b l  = qN,X,,. This approximation neglects the charges near the source 
and drain ends that terminate the built-in field from the source and drain 
junctions. In fact, the depletion regions in the channel due to the gate 
overlap with that due to the source/drain junctions. Due to the overlapping 
of the fields, the effective gate controlled charge Qb becomes smaller than 
Qb. In other words, as the channel length reduces, the gate controls less 
charge by an amount AQl( = Qb - Qb), resulting in a decrease in the Vth. 

Because of the two dimensional nature of the charge and electric field 
distribution, this decrease in V,, (short-channel effect) could best be analyzed 
by solving a 2-D Poisson's equation either numerically or analytically 
[46]-1491. However, for  reasons of simplicity, the most widely used V,, 
models for  circuit simulators are based on either charge sharing concepts or 
empirical relationships. 
Charge sharing models account for the reduction in Vth through the sharing 
of the channel depletion region charge between the gate and source-drain 
junctions. These models assume a priori geometrical forms for the source 
and drain depletion regions and their boundaries. The channel depletion 
width is then geometrically divided into two parts, one associated with the 
gate and the other associated with the junctions. It is the gate controlled 
charge Qb which is then used as Qb in Eq. (5.7). The accuracy of the models 
obviously is dependent on how Q, is geometrically divided to get Qb. Based 

F i g .  5 . 1 3  T h r e s h o l d  v o l t a g e  v a r i a t i o n  w i t h  c h a n n e l  l e n g t h  L  ( c u r v e  A )  a n d  w i d t h  W  ( c u r v e )
B )  b a s e d  o n  2 - d  d e v i c e s  s i m u l a t i o n . ( F r o m  a k e r s  a n d  s c a n c h e z [ 4 1 ] )
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on charge division and geometric shapes, various V,, models, ranging from 
simple to more complex models, have been developed. The most simple 
of many geometrically based models is that of Yau [Sl], shown in 
Figure 5.14a, and is based on the following assumptions: 

the substrate is uniformly doped with concentration N, ,  
the source and drain are at zero potential, i.e., vd, = 0, 
the source/drain junctions (depth X j )  are cylindrical in shape with radius 

the charges at the source/drain end of the channel are shared equally 
between the gate and the source/drain junctions resulting in a trapezoidal 
shape for the gate controlled depletion charge, 
the channel depletion width is equal to that of the source/drain depletion 
widths, that is, xsd = x d d  = Xd,  = J2&0&,i(24f  + vsb)/qNb [Cf. Eq. (5.1 I)]. 

From Figure 5.14a, the gate controlled depletion charge Qb is in a 
trapezoidal area of depth X d m ,  length L at the surface, and length L' at the 
bottom of the depletion region, and is given by 

xj, 

(5.64) 

where Xd, is given by Eq. (5.8). From Figure 5.14b it can easily be seen, 
using triangle ABC, that 

x c = x j ( J 1  tX,- 2 x d m  1 )  

which leads to 

L+L' - - L + ( L - 2 X c )  - - 1 -"'(Jl +2x,,- l). 
2 L  2L L X i  

This equation when combined with Eq. (5.64) yields 

If we define 

then Eq. (5.66) reduces to 

Qb = qNbXdmFf = YCoxFl Jm 

(5.65) 

(5.66) 

(5.67) 

(5.68) 
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Fig. 5.14 Yau charge sharing model (a) for calculating threshold voltage V,, in a short 
channel MOSFET and (b) calculation of X ,  from the triangle ABC, (c) condition when 
source and drain depletion boundaries meet and depletion width X,, reaches maximum 

value X i ,  

where we have made use of Eqs. (5.8) and (5.11). Now substituting Q6 for 
Qb in Eq. (5.14) yields the following equation for the threshold voltage of 
short channel MOSFETs 

I v,, = l / f b  + 24f  + ~F,J- (v) (short-channel). 1 (5.69) 

The factor F ,  is called the charge sharing factor. It is a means of describing 
the fraction of the total depletion charge in the channel that is terminated 
on the gate; its value being always less than one. Clearly for long channel 
devices F ,  approaches unity, so that, Qb approaches Qb. 
Equation (5.69) remains valid as long as the substrate bias l / ,b is less than 
the voltage needed to cause the source and drain depletion regions to meet. 
As the substrate bias is increased to the point where both regions touch, 
the charge enclosed is represented by the triangular region shown in 
Figure 5.14~. If X i m  denotes the channel depth where both the source and 
drain regions meet, then 

X '  dm ="[xj+;] .  2xj (5.70) 
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For Xd, > Xi,,,, we assume X d m  = Xirn.  Comparing Eq. (5.69) with (5.14) 
we get the change AKh, [  in V,, due to the short-channel effect as 

AQL 
C O X  

AVth,[ = V,,(long channel) - Vt,(short channel) = - 

(5.71) 

This simple model predicts most short-channel effects and the results, in 
general, are in agreement with the experimental data, although the exact 
amount of the change in V,, may not be represented by Eq. (5.71). For a 
given channel length, A V,,,, depends upon the following device parameters: 

The gate oxide thickness to,; the higher the to ,  (or lower the Cox) the 
higher the AVt,,,[ and hence the higher the short-channel effect. To reduce 
the short-channel effect, VLSI/ULSI devices need to have thinner gate 
oxides. 
The substrate doping concentration N,; the lower the N,, the higher the 
Xdm,  and therefore the higher is the short-channel effect. This is why 
(sub)micron devices have higher substrate doping at the surface, obtained 
using a channel implant. 
The junction depth X j ;  the higher the X j ,  the higher the short-channel 
effect. 

Dependence of the short-channel effects on process parameters are evident 
not only from Eq. (5.71) but also from Eq. (3.14). As was pointed out earlier, 
whether or not a device is short channel depends not so much on the 
physical mask length of the channel, but rather more on to,, N ,  and X j .  
A 4pm device with higher X j ,  higher to ,  and/or lower N ,  can evidence 
more severe short-channel effect than a 2 pm device with lower X j ,  lower 
to, and/or higher N,. The short-channel effect becomes higher with back 
bias &,; the higher the Vs,, the higher the x d ,  thus resulting in an increased 
short-channel effect. 
The simple geometrical approximation of Yau has been modified by many 
others, resulting in different expressions for F,. Some of these are reviewed 
by Akers et al. [41] and Fichtner et al. [52]. For example, Dang [53] 
assumed the boundary of the space charge shared by the S/D to bulk to 
take the form of an ellipse with the center at the gate, and axes as follows: 

minor axis, 2a, = 2 ( X ,  + a x j )  
(5.72) 

major axis, 2b, = 2(X,, + X j )  
where the factor a( = 0.6-0.8) is the side diffusion factor. In this case it can 
easily be seen that the factor F ,  is [30], [53]  

xc F,= l - - ,  
L 

(5.73) 
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Fig. 5.15 Diagram illustrating the partioning of the depletion charge for calculating charge 
sharing factor F ,  assuming cylindrical junctions 

where (see Figure 5.15)' 

and 

(5.74) 

(5.75) 

Here C,(= 0.0631353), C , (=  0.8013292) and C2(= - 0.01110777) are con- 
stants that relate the depletion width of a cylindrical junction to that of a 
planar junction through Eq. (5.75). This model for F ,  is used in the SPICE 
Level 3 MOSFET model. 
Using 2-D device simulators, it has been shown that the charge sharing 
scheme [Eqs. (5.67) or (5.73)] in general, overpredicts the reduction AQI in 
the charge Qb.  In order to correct for this overprediction we multiply X ,  
by a fitting parameter G,, whose value is less than unity and is technology 
dependent [30]. Otherwise, one would have to use more complicated 
expression for F , ,  which is not desirable for circuit models. 
In order to use Eq. (5.69) for the implanted devices y will be replaced by 
yim. The variation of V,, with the channel length L for nMOST, fabricated 
using an NMOS process, is shown in Figure 5.16a. The corresponding 
variation for devices fabricated using a CMOS process is shown in Figure 
5.16b. Dots are experimental data while continuous lines are calculated 
based on Eqs. (5.28) and (5.40) with F ,  given by Eqs. (5.73)-(5.75). In order 
to obtain the best fit between the experimental data and calculated Vrh, a 

To arrive at  Eq. (5.74), we use the equation of an ellipse xz/a:  + yZ/b:  = 1, where Za, and 
2b1 are given by Eq. (5.72). 
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nonlinear least-square curve fitting routine such as SUXES was used (see 
Chapter 10). 
An approximate expression for Qb based on Eq. (5.66), has also been 
suggested for CAD applications. It is based on the assumption that the 
angle a,  (see Figure 5.14a) does not change over the bias range in which 
the device is used. By fixing tana,, which is defined as [37] 

tan a, = [ 2( J1 + x, 2 x d m  - I ) ]  

and substituting it into Eq. (5.71) we get 

Fig. 5.16 Threshold voltage of n-channels devices as a function of devicxe length at Vds=0.1 V
for two different substrate bias Vsb for devices fabricated using (a) NMMOS process and (B)

CMOS process. (After Arora [30])
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where G, = E ~ E , ~ ~ / ( C , ,  tan a,) is a fitting parameter. Although the assumption 
that the angle a, is constant is not strictly correct, the resulting error in V,, 
for a properly scaled process is very small ( -  4'73, because G, is insensitive 
to the angle a,. However, in a poorly scaled process, if short-channel effects 
change the K h  by more than 30%, this would imply that the initial assump- 
tion of charge partitioning illustrated in Figure 5.14 might not be correct. 
In that case more complicated two-dimensional analysis is required. 
Comparing Eqs. (5.69) and (5.14), one can easily see that the eflectioe body 
fuctov for short channel devices reduces to y F ,  from its long channel value 
of y .  This is also evident from Figure 5.4 where the slope y is smaller for 
shorter devices. For a given to,, this reduction in the effective body factor 
will result in the lowering of effective substrate doping. Thus, the smaller 
the channel length, the lower will be the e8ectit.e substrate doping and hence, 
the lower the threshold voltage. Based on this reasoning, the SPICE BSIM 
model uses the following simple empirical formula for F ,  

(5.77) 

where K ,  is another fitting parameter. Note that in this simple expression 
for F ,  there is no V,, dependence. 

Buried Channel Devices. The short-channel effect in buried channel devices 
is relatively small compared to the enhancement type devices. This is 
because the p-implanted layer (p-channel device) under the gate suppresses 
charge sharing between the gate and the sourceldrain. The small dependence 
of V,, on L can be understood from Figure 5.17a, where one needs to sub- 
tract the hatched depletion charge area from the charge balance equation 
at the threshold condition. Since this shaded area is relatively small 
compared to an n-chann'el device, the effect of roll-off due to short-channel 
effects is small. Using Yau's approach, one can easily calculate the charge 
sharing factor F ,  for compensated p-devices as 

F - 1 - 2 = 1 - -  X xj (/- - 1). (5.78) 
L L I -  

Comparing this equation with F ,  calculated for an enhancement device [cf. 
Eq. (5.67)] it is easy to see that the correction factor for buried channel 
devices is small. Basically the same result may be obtained using more 
complicated expressions for F ,  [ZO]. This can be seen from Figure 5.17b 
where p-channel V,, has been plotted against channel length L (continuous 
lines). For comparison, Vth values of n-channel devices (dotted lines) from 
the same CMOS process have also been shown 1161. Remember that for 
depletion mode devices, X, (Eq. (5.52), and Figure 5.12) will be changed to 
FIX". 
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Fig. 5.17 (a) Schematic of a buried channel MOSFET for use in calculation of the charge 
sharing factor. (b) Threshold voltage as a function of channel length at two values of back 
bias for compensated p-channel (continuous line) and n-channel (dotted line) devices. (After 

Klaassen and Hes [16]) 

Note that for all charge sharing models AVt,,,  is proportional to 1/L. In 
terms of AQL the expression for short channel V,, becomes 

For implanted devices y is replaced by yimp,. Although this charge sharing 
concept does explain the reduction in threshold voltage, a more physical 
explanation of the short-channel effect is due to the penetration of the 
junction electric field into the channel region [14], [43]-[50], as we will 
discuss later in section 5.3.3. 
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Fig. 5.18 Experimental results for threshold voltage versus channel length showing the 
threshold hump in CMOS (a) n-channel (b) compensated p-channel MOSFET. (After 

Orlowski et al. [56]) 

Anomalous Threshold Voltage Characteristics. Normally, the threshold 
voltage decreases monotonically with decreasing channel length. However, 
in some situations, it has been observed that V,, will initially increase with 
decreasing channel length. After it reaches a maximum value, it will start to 
decrease at even shorter channel lengths resulting in a “hump” in the 
threshold voltage versus channel length characteristics. This hump or 
anomalous behavior has been observed experimentally for both enhance- 
ment [56], [59] and buried channel devices [25,26] as shown in Figure 5.18. 
It has been found that V,, enhancement depends on the energy and dose 
of the punchthrough implant and reoxidation (REOX) time.’ 
This threshold enhancement has been explained on the basis of nonuniform 
channel dopant distribution along the channel region. During the gate 
REOX step oxidation enhanced diffusion (OED) occurs. As a consequence, 

As was pointed out earlier, at sub-micron channel lengths high doping concentration in 
the channel region is required. This is achieved by a double channel implant. After the 
gate patterning etch a reoxidation (REOX) step follows. This reoxidation step in fact is 
responsible for the hump in V,, [56]. 
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diffusion of the channel dopants is enhanced not only under the oxidizing 
regions but also in the adjacent channel regions. The result is a laterally 
nonuniform increase of N , .  The concentration gradient at the surface d N , / d y  
is the driving force for the dopant redistribution. The magnitude of the Vt, 
enhancement has been modeled by assuming that there is a surface charge 
density at the source/drain ends, which varies as [59] 
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(5.80) 

where QISo (C/cm2) represents the peak charge density at the source/drain 
ends, y is the distance along the channel and Go (cm) is the characteristic 
length over which this charge distribution is spread. This charge could be 
generated, during processing, because of the lateral distribution of the 
impurities in silicon at the surface near the source and drain ends. Inte- 
grating this equation from the source (y = 0) to the drain end (y  = L) yields 
the total surface charge QFS,  so that the shift (increase) in the threshold 
voltage due to QFS becomes [59] 

(5.81) 

where the factor 2 accounts for the charge at both the source and drain 
ends. This shift in the threshold voltage due to the fixed charge is independ- 
ent of the back bias, and therefore, can be absorbed in the flat-band 
voltage VIb.  This means that V f b  becomes length dependent. Thus, modeling 

Fig. 5.19 measured and modeled threshold voltage Vth versus channel L showing the 
threshold hump in n-chennel Cmos devices (After Arora and Sharama [59])
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the anomalous v,, needs two extra parameters Go and Qsso. Figure 5.19 
shows measured (symbols) and calculated (continuous lines) V,, based on 
Eq. (5.81). 
For buried channel devices, the enhanced K,, has also been explained on 
the basis of a majority carrier spill over effect [20], [25]. For example, in 
the case of p-channel compensated devices a high-low p + p  junction is 
formed between the source/drain and the channel. Therefore, majority 
carriers from the source/drain tend to diffuse into the channel region 
resulting in an increase in the carrier concentration. As the carrier con- 
centration increases, v,, increases and as the channel length becomes 
shorter, the ratio of the diffused charge to the implanted charge increases 
further, thereby increasing the threshold voltage. 

5.3.2 Narrow- Width Eflect 

In a modern MOSFET technology there is a tapering of the oxide from 
thin to thick oxide as was discussed earlier in section 3.5.4. This results in 
a gate controlled depletion region at the edges of the device where thin 
oxide at the center under the gate transitions to the thick field oxide that 
is part of the isolation between the devices (LOCOS isolation). This oxide 
transition region is the bird beaks discussed earlier and shown in Figure 
5.20. As a result of the gate inducing fringing field around the device 
edges, there is an extra depletion charge AQw under the gate with AQw/2 
on each side. This charge AQw must also be supported by the gate voltage. 
So long as the device width W is large compared to the gate depletion 
width X d m ,  the charge AQw can be neglected compared to the total depletion 
charge Qb. However, when W becomes comparable to Xdm,  the charge AQ,,, 
becomes significant with respect to Qb. Since this additional charge must 
also be supported by the gate, it causes an increase in v,, by an amount 

DEPLETION BOUNDARY 

Fig. 5.20 Cross-section of a narrow-width device showing depletion charge AQw 
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AVth,,,( = AQW/COx). Thus, decreasing W increases Vth, assuming of course 
that the device L is large. Similar to the short channel modeling, the 
threshold voltage for narrow width devices, with large L, becomes 

(5.82) 

Different circuit models have been proposed to calculate the value of 
AQ,. However, these models differ primarily in their treatment of the 
transition region from thin to thick oxide and their accounting for the 
lateral diffusion of the channel stop implant [60]-1641. One model pro- 
posed by Akers et al. [61] is shown in Figure 5.21. It includes the effect of 
tapered oxide, field dopant encroachment at the channel edges, and gate 
overlap at the thick recessed field oxide edge, so that the net change in 

Vt,(narrow-width) = V,, + 24, + y d F + T  + -. AQW 
COX 

0.7- 

0.6 

- > 0.5 
>- 

0.L 

LDEPLETION BOUNDARY 
1 :  
o a  b b+w 

(a) 

- 
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- 

16 -3  A Nb=1.71 x 10 cm 
x Nb = 1.5 6 x 1Ol6c m3 

N 4 - 2 5  x 1 0'6cm-3 

0.3- 
2 6 10 I& I8 2 

WIDTH (pm) 
(b) 

Fig. 5.21 (a) Aker's model for calculating threshold voltage of narrow width MOSFETs 
fabricated using the LOCOS isolation. (b) Threshold voltage versus width for various 
channel doping. Continuous lines are model based on Eq. (5.85) while symbols are data 

points. (After Akers et al. [61]) 
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T/fh+ due to the narrow-width effect is given by 

(5.83) 

where QT is the total gate controlled charge and is the sum of the charge 
Qb in the channel depletion region, the charge Q,,, in the tapered region, 
and the charge Qsox in the field oxide depletion region, i.e. 

(5.84) 

Similarly, C ,  is determined from the parallel combination of the gate 
capacitance Cox ,  the capacitance Ctap due to the tapered oxide, 2nd the 
capacitance C,,, due to the overlap of the gate to the field oxide, i.e. 

AJ/  =--L QT Q 
CT c o x  

rh,w 

QT = Qb + 2QSox + 2QtaP. 

(5.85) 

where the factors n, and n2 account for the edge fringing of the electric 
field and the potential difference between the surface potential in the channel 
and the potential under the tapered and thick oxide regions. The oxide 
transition region is determined by fitting the linear variation over a distance 
( b  - a), which is the width of the tapered region. Figure 5.21b illustrates 
comparison of the experimental V,, due to change in the device width W, 
for different substrate concentration N,, and the model Eq. (5.83). 
This model gives fairly accurate results, but the final expression for AK, ,w  
is fairly complex. Normally, for circuit models, a more simplified approach 
is used which assumes a step like transition from the gate to the field oxide 
resulting in a planer silicon surface. Let A denote the cross-sectional area 
of the additional bulk charge AQw (see Figure 5.22) so that 

(5.86) 

where Q ,  is the bulk charge given by Eq. (5.9). Different approximations 
have been used to calculate A.  If the depletion edge is modeled as a quarter 
circle arc with radius Xdmr then A = $ n X i m  so that 

(5.87) 

If a triangular cross-section is assumed, then A = +(GwXdm)'Xdm (see Figure 
5.22b) so that 

(5.88) 

where G ,  is a fitting parameter. For circuit models, the above variations 
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SUBSTRATE, p-TYPE (N,  cm3) 

Fig. 5.22 (a) MOSFET structure in width direction assuming step like transition for 
isolation. (b) 3-D model for V,, calculation of the MOSFET shown in (a). 

in general can be written as [30] 

(5.89) 

where G, is a fitting parameter to account for the shape of the transition 
region and q5Jld is the surface field potential, given by 

(5.90) 

Equation (5.89) is based on the assumption that the field implant 
concentration Nlld  is much larger than the channel surface concentration 
N , ,  and there is no short-channel effect. It should be pointed out that 
taking 4fld as a fitting parameter rather than calculating it from (5.90) gives 
a better fit to the experimental data. The fitting parameter G, helps in 
getting accurate V,, for channel widths down to 1 pm; its value is always 
less than unity and is technology dependent [30]. For circuit models N f l d  
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often is assumed to be equal to Nb so that 4fld equals 241. The SPICE 
level 2 model uses a similar form 

(5.91) 

Note that the models that use geometrical shapes for the additional charge 
AQw have AVt,,, proportional to l / W  due to the narrow-width effect. 
I t  is important to note that change in V,, due to the width eflect is strongly 
dependent on the device isolation geometry [65]. In the LOCOS method, 
tapering of the oxide from thin to thick oxide resulted in extra charge AQ, 
which has to be supported by the gate. This results in an increase in v,,, 
with decreasing W. Recently, a new device isolation structure, called the 
fully recessed or trench isolation structure, has been developed in which 
the field oxide is buried in the substrate to a give relatively flat oxide 
surface (cf. section 3.5.4). In this case, no bird beaks are formed and therefore, 
this structure results in a high packaging density. Such devices behave 
somewhat differently than LOCOS isolated devices [66,67]. It has been 
found that V,, in such devices decreases with decreasing W as shown in 
Figure 5.23 [66]. This is known as the inverse width eflect [67]. 
In the trench isolated (fully recessed isolation oxide) MOSFET structure 
(see Figure 5.23a), the gate overlaps the field oxide on both sides of the 
channel. Based on 3-D device simulation, it has been shown that the 
potential at the edges of the channel are enhanced by fringing gate fields 
terminating on the side wall of the channel. The contribution of the fringing 
capacitance C, is significant as device width is reduced below 3 pm and is 
given by [67]-1701 

where t ,  is the depth of the trench oxide (Figure 5.23a). Due to this fringing 
field the total effective gate oxide capacitance becomes 

Co,(effective) = Cox W L  1 + - ( 3 
resulting in a net gate controlled charge Qb as 

Q b  = e b (  ") W f F  

where F is fringing factor defined as 

(5.92) 
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Fig. 5.23 A fully recessed (bird-beak free isolation) MOSFET (a) structure in width direction 
and (b) Vrh variation with width W. (After Kurosawa et al. [66]) 

It is the QL given by Eq. (5.92) that is used for Qb in Eq. (5.7). Thus, for 
nonrecessed oxide V,, increases, while for  fully recessed oxide V,, decreases 
with decreasing width (see Figure 5.23b). 

5.3.3 Drain Induced Barrier Lowering (DIBL)  Eflect 

The preceding discussion of short-channel and narrow-width effects on the 
threshold voltage assumed that source to drain voltage V,, is very small 
(< 0.1 V). However, when higher Vds is applied to the device, the channel 
depletion width x d ,  is no longer constant along the length of the device 
as was assumed earlier, but varies from the source to the drain as shown 
in Figure 5.24. From Eq. (5.8) it follows that for an applied voltage V,,, 
the channel depletion width becomes a function of y in the form 

(5.93) 
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Vsb 

Fig. 5.24 Diagram illustrating charge sharing model with applied drain voltage 

This shows that xd, varies along the length of the channel, being maximum 
at the drain end, where V(y )  = V,, and minimum at the source end, where 
V(y )  = 0. Since V,, reverse-biases the drain-substrate junction, it increases 
the depletion charge near the drain end due to the increase in X,,. This 
further reduces the gate controlled charge thereby lowering V,,, compared 
to when V,,, - 0. The decrease in V,, due to increasing V,, can be modeled 
using Yau’s approach where X,, at the source end will be x , $ d  while that 
at the drain end will be X,,, so that 

where x,, and x d d  are now given by [cf. Eq. (2.53)] 

(5.94) 

(5.95a) 

(5.9 5 b) 

In this case, V,, is still given by Eq. (5.69) with F ,  replaced by Eq. (5.94). It 
is through this F ,  term that the dependence of V,, on Vd, is accounted for and 
is used in the SPICE Level 2 model. This procedure of generalizing Yau’s 
approach imposing no restriction on the possible value of V,, has been 
used by many others 1411, [71]. Due to the simplifying assumptions made 
in the charge sharing model to account for the drain and back bias depend- 
ences, such models often include fitting parameters in order to better fit 
the experimental data. 
The decrease in V,, due to an increase in V d s  could be looked at in another 
way. As L is reduced and V,, is increased, the drain depletion region moves 
closer to the source depletion region, resulting in a significant field pene- 
tration from the drain to the source. Due to this field penetration, the 
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Fig. 5.25 Surface potential distribution for a constant gate voltage. Only channel length 
and drain voltage are varied. (After Troutman 1721) 

potential barrier at  the source is lowered, resulting in increased injection 
of electrons by the source over the reduced channel barrier, giving rise to 
increased drain current. This process is called drain induced barrier lowering 
or simply DIBL [72]-[77]. 
Figure 5.25 illustrates the surface potential distribution along the channel 
between the source and drain for long (curve A) and short channel (curve 
B and C) devices. For long channel devices, the surface potential is constant 
over most of the channel length. As the channel length is reduced (curve 
B), keeping all other parameters constant, the peak of the surface potential 
is reduced and is constant only over a small fraction of the channel length. 
Since the peak potential is reduced, the current will increase. If Vds is 
increased (curve C) the peak is further reduced and the region of constant 
potential is also reduced. From these observations, the short-channel effect 
has been attributed to the penetration of the junction electric fields into 
the channel region, causing barrier lowering, which in turn leads to 5, 
reduction. This reduction in V,, depends linearly on V,, (see Fig. 5.26), so 
that 

(5.96) 

where V,, is threshold voltage at low V,, (< 0.1 V) as discussed in previous 
sections and CJ is called the DIBL parameter. I t  is interesting to note that 
since the drain modulates the potential in the channel, it is sometimes called 
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Fig. 5.26 Threshold voltage versus drain bias at different back bias (a) V,, = 0 and (b) 
V,, = - 2 V with channel length as a parameter. Measurements were taken on implanted 
devices. Parameters ofdoping box approximation are: N ,  = 1.6.10'6cm-3, N ,  = 4.1014cm-3 
and Xi = 0.29 pm. Other parameters are: to, = 250a, X j  = 0.27 pm, V,, = -0.706 and 

q = 0.942. (After Skotnicki et al. [SO]) 

a second gate and cr is called the coeficient of static feedback. DIBL is a 
strong effect for short channel devices operated near threshold. For such 
devices operating in saturation, the DIBL parameter o is the principal 
factor determining the output conductance. 
Based on 2-D device simulations it has been found that the degree of lateral 
field penetration or the DIBL, which results in reduction in Vth, depends 
on the following factors: 

0 The channel length L; the lower the L, the higher the DIBL, i.e., lower 
V,,,. This is evident from Figure 5.26, which is a plot of experimental V,, 
as a function of V,, for different channel lengths "721. 

0 The gate oxide thickness to,; the higher the to,, the higher the DIBL. 
This can be seen from Figure 5.27 which shows that as drain voltage is 
increased from 0.1 to 5 V and channel length is reduced the DIBL effect 
increases ( -  AVt, reduces) unless to,  is decreased. In general this effect 
adds about 0.1 V to V,, [73]. 
The source/drain junction depth X j ;  the higher the Xj, the higher the 
DIBL. Simulated results showing V,, variation with two Xi are shown 
in Figure 5.28. 
The channel doping concentration N,; the higher the N,, the higher the 
DIBL. 
The back gate bias Vsb; the higher the Vsb, the lower the DIBL effect 
(see Figure 5.26b). 
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Fig. 5.27 Measured reduction of the threshold voltage versus channel length with oxide 
thicknes's as a parameter at V,, = 5 V compared to V,, = 0.1 V. (After Sodini et al. [73]) 
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Fig. 5.28 Simulated results for threshold voltage versus channel length for two different 
junction depths X j  

Note that the above are the same parameters on which the short channel 
Vi,,, at low V,,, depends (cf. section 5.3.1). Thus, higher V,, increases the 
short-channel effects due to DIBL effect. 
Based on varying surface potential along the channel, various authors have 
calculated DIBL parameter (T using either a charge sharing model [78] 
or solving analytically 2-D Poisson's equation [43]-[49]. In their 2-0 
solution of Poisson's equation diferent authors have made diferent assump- 
tions, but all these results show an exponential dependence of V i h  on channel 
length. Specifically, the change from the long channel v,,, value is propor- 
tional to exp(-L/L,), Lo being the long channel length. For example, 
in one approach by Toyabe and Asai [43] and Wu et al. [44], the silicon 
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potential (p in the x direction (depth) is assumed to be a cubic function as 

4(x,y) = a, + a,x + u2x2 + a3x3 (5.97) 
where the coefficients a,,a, etc. (which may be functions of y )  are found 
from the assumed boundary conditions for the potential and electric field 
at the silicon surface and depletion layer edge: 

@(x, y )  = @,(y) and = 5 ”(’) - Vgs at x = 0 (silicon surface) 
dx Esi t o ,  

d(P 4(x,y)= V,, and - = 0  
dx 

at x = xd, (depletion edge). 

(5.98) 
The assumed potential distribution (p [cf. (Eq. (5.971 then allows the 
Poisson equation for bs to be reduced to a differential equation in one 
variable (y), which is then solved using the above boundary conditions. 
The final equation for V,, becomes fairly complex. In other approaches such 
as that of Ratnakumar and Meindel [45], the 2-D nature of the Poisson 
equation is explicitly maintained. By solving the Poisson equation in terms 
of a Fourier series, it has been shown that for short channel devices the V,, 
is lowered by an amount 

(5.99) 

where d ,  is the depth of the equivalent box profile. Although this approach 
is physically sound, results are still approximate due to various assumptions 
made in arriving at Eq. (5.99). Other models using this methodology differ 
mainly in the approximation used to determine boundary conditions and 
the assumptions made for device doping [46]-1481. 
In an approach called the voltage-doping transformation, a 2-D Poisson’s 
equation is reduced to 1-D by assuming that the potential distribution 
along the channel ( y  direction) varies quadratically with distance. The 
resulting equation is then solved for only the potential at the center of the 
effective channel length, which is the minimum potential point (for 
implanted channels). In this case the equation to be solved is [49] 

(5.100) 

where 

vds = ‘ds + 2 ( d ) b i  + vsb - q d ) s i )  

+ 2 J ( d ) b i  + vsb - q 6 s i ) ( d b i  + vds - q d ) s i )  (5.101) 

and q is a spreading parameter, which accounts for the transverse 
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distribution of the potential 4. Physically speaking, Eq. (5.100) means that 
the influence of the lateral drain-source field on the potential barrier height 
is equivalent to and can be replaced by the reduction in the doping concen- 
tration [50]. Although Eq. (5.100) could be solved for any doping profile, 
assuming a step doping profile one obtains [49] 

while 

where 

and Vis  is given by Eq. (5.101). The above model for V,, shows an approxi- 
mately inverse quadratic dependence on channel length L and an inverse 
dependence on oxide capacitance Cox. It should be pointed out that the 
weak dependence of the short-channel effect on the junction depth X j  has 
not been taken into account. In normal enhancement devices, this effect is 
small. Figure 5.26 shows the V,, variation with drain bias for two different 
back bias ( K b  = 0 V and V,, = - 2 V). Continuous lines are experimental 
data while dashed lines are based on Eq. (5.102). As can be seen, agreement 
between the experimental data and the model is fairly good. 

Empirical Approach. Very often in actual devices, the exponential depen- 
dence of the DIBL effect on L is not observed. In such cases an empirical 
approach is often used, assuming the surface potential to be constant along 
the length of the channel, even for short channel devices. This assumption 
results in a very simple expression for cr, which can be derived as follows 
[79]: 
When V,, is small (< 0.1 V), the substrate depletion region width X , ,  may 
be calculated using the Poisson equation. When V,, is large, an additional 
potential will be imposed in the region already depleted. Since no additional 
charge appears in Poisson’s equation, this additional potential satisfies the 
Laplace equation: 

d2V, 
~ = 0. 
d x 2  

(5.103) 
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Under the simplifying assumptions that (1) source/drain junction depths 
are small compared to the channel length, and (2) using the approximate 
boundary conditions that I/, = 0 at the source region and I/, = V,, at the 
drain region, we can solve Eq. (5.103), resulting in the following expression 
for the field E ,  at the source end 1791 

vds E --- 
ZL' 1 -  (5.104) 

According to Gauss' law, this field is equivalent to a charge E ~ E , ~ E , ,  which 
reduces the threshold voltage by an amount 

(5.105) 

where G = E ~ E ~ ~ / ( ~ : C , , L ) .  Note that the dependence of o on Vsb has not been 
included, although depending on the process, the effect could be large (see 
Fig. 5.26). For circuit models the following empirical expression for G is 
normally used [Sl] 

E o E s i  
AVth = ~ ' d s  = CJ ' d s  

~ C U X L  

(5.106) 

I 

where oo,ol and m are constants that are used to better fit the model 
for the geometry dependence of the DIBL effect, for a given range of X j  
and Nb. The exponent m of L varies in the range 1-3. The back bias 
dependence of m has also been proposed [83], but for circuit models, it is 
more appropriate to take m as constant as is done in almost all empirical 
models [SO]. SPICE Level 3 model uses Eq. (5.106) with m = 3, CJ, = 0 and 
o0 as a fixed constant value, not a fitting parameter. The threshold voltage 
as a function of drain bias for a typical n-channel 1 pm CMOS technology 
at two substrate bias is shown in Figure 5.29. Symbols are experimental 
data while dashed and continuous lines are based on Eq. (5.106). 
Based on a 2-D solution, Masuda et al. [S2 ]  have proposed the following 
empirical formula 

(5.107) 

which was fitted to the data for the following range of parameters: 
N , =  lo1'- 10'6cm-3, Xj=0.15-0.41pm 

to, = 500 A 5 = 4.1. - 8.8. lo-: (5.108) 

m = 2.6 - 2.3. 
C U X  
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Fig. 5.29 Variation of threshold voltage with drain voltage at  two different back bias V,, = 0 
and 3 V with channel length as a parameter for a typical n-channel 1 pm CMOS process 

A slightly different form for the back bias v,b (through C,) dependence has 
also been proposed [84] 

(5.109) 

where cd is the depletion capacitance and is obtained by differentiating 
the bulk charge Qb. For example, for a uniformly doped substrate, we can 
write 

(5.110) Y C O X  Cd = 
2d+Ti,b' 

On the other hand, Yang and Chaterjee's [SS] model uses an effective body 
factor to account for the drain bias effect as 

where y is the long channel body factor, which becomes bias dependent for 
implanted devices, and G, is a fitting parameter. 
I t  is interesting to note that diflerent short channel models show diferent 
functional dependences on the channel length L. Thus, 

the charge sharing models show a v,, dependence of 1/L, 
the empirical models show v,, dependence of 1/L" (1 < n < 3) ,  
the 2-D models show V,, dependence of exp( - L/Lo). 
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The dependencies are quite different and do cause confusion as to which 
model is valid. Obviously, the model to choose depends upon the process 
technology. It has been found that for circuit models Eq. (5.106) is fairly 
general and fits most of the technology data the author has come across. 

5.3.4 Small-Geometry EfSect 

When both the device width W and length L are small, that is, when both 
W and L are of the same order of magnitude as the depletion width X d m ,  
then the device is called a small geometry device." For example, in a 2 pm 
CMOS technology a device with W / L =  3/2(pm) could be called a small 
geometry device. A first order estimate of the threshold voltage induced 
by small-geometry effect can be obtained by superposing the short-channel 
and narrow-width effects such that 

AVfh = AKhJ + AVth,W 
so that the total threshold voltage at low V,, for small-geometry devices 
becomes 

(5.112) 

This is the approach used in most of the circuit simulators, including SPICE. 
However, Eq. (5.112) overestimates AVth due to the small-geometry effect. 
This is because short-channel and narrow-width effects are not really 
independent as assumed in Eq. (5.112). In fact, there is a coupling between 
these two efects which results in a compensating efec t .  This is because 
both W and L determine the gate controlled charge and the volume of the 
charge must be properly identified. Therefore, mere addition of the two 
effects does not accurately predict Kh.  
We will develop a simple model for small small-geometry devices based 
on Yau's charge sharing approach which will illustrate this compensating 
effect on Vth. Figure 5.30 shows one side of the extra charge AQJ2 in the 
depletion region due to the narrow width effect for an assumed triangular 
region. Since the short-channel effect reduces the bulk charge, the resulting 
geometry indicated by the dotted line shows the amount of the extra charge 
induced due to short-channel effect. The volume V of the extra charge 
that is responsible for AVth,W is obtained by first finding the wedge volume 
and then subtracting the volume of the pyramid shape regions shown by 

l o  A device with minimum L and W allowed by the process technology is referred to as 
the minimum size device for that technology. 
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Fig. 5.30 Geometry for the computation of the threshold voltage of a small-geometry 
MOSFET 

dotted lines, that is, 

-Y- = 2 ( i G w L X i m  - $ w X , X : m )  
where the factor of 2 accounts for both sides of the device and X ,  is given 
by Eq. (5.65). The compensated depletion charge due to width effect 
becomes 

(5.113) 

Comparing this equation with Eq. (5.88) clearly shows the effect of the 
short channel on the extra charge in the width direction. From Yau’s model 
[cf. Eq. (5.66)] we have 

so that AV,, due to the small geometry effect is obtained by adding Eqs. 
(5.113) and (5.114) as 

Clearly, the change in threshold voltage due to the small geometry effect 
is reduced by the extra term that originates due to the compensating effect. 
This is basically the model proposed by Merckel [S7]. Note that the value of 
the fitting parameter G, will be different when used with Eq. (5.88). Others 
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[89] have also proposed models for the small-geometry effect, but they are 
not very different from the above model. 
The small geometry V,, model for n-channel MOSFET with fully recessed 
isolation oxide will be [67] 

(5.116) 

5.4 Temperature Dependence of the 
Threshold Voltage 

The threshold voltage of long channel implanted MOSFETs is given by 
Eq. (5.63) and is determined by device physical parameters, such as flat 
band voltage Vfb, bulk Fermi potential 4,, and body factor y.  Since both 
4 ,  (cf. section 2.4) and V,, (cf. section 4.7) are temperature dependent, 
V,, is also temperature dependent. In fact temperature dependence of 
V,, is primarily governed by the temperature dependence of 4,  and V,, 
[30], [90]-[93]. Recall that the magnitude of both g5f and V,, decreases with 
increasing temperature, therefore the magnitude of V,, also decreases with 
increasing temperature for both n- and p-channel devices. Typically, the 
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Fig. 5.31 Measured threshold voltage variation with temperature for different types of 
n-channel MOSFETs. Curves (a),(b), (c) and (d) are for enhancement type devices, while 
curve (e) is for depletion type device. All devices have n+ polysilicon gates. The temperature 

coefficient of V,, (dVth/dT) is shown on each curve 
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temperature coefficient of threshold voltage I dl/,h/dTI lies in the range 
1-3mV/degree depending upon the type of MOSFET and its physical 
parameters such as gate oxide thickness to,, substrate concentration N, ,  etc. 
Measured values of the threshold voltage as a function of temperature for 
different types of long-channel MOSFETs are shown in Figures 5.31 and 
5.32. The data shown as curves (a), (b), (c) and (d) in Figures 5.31 are for 
n-channel enhancement type devices, while curve (e) is for n-channel deple- 
tion type device; all these devices are with n+ polysilicon gates. While 
curves (a), (b) and (c) are for channel implanted devices, curve (d) is for 
uniformaly doped device. Although both curves (b) and (c) are for enhance- 
ment devices, curve (b) has higher t0,(300A), and lower surface concen- 
tration (3 x ~ m - ~ )  compared to curve (c), which has to, = 105 A and 
N ,  = 3 x 10l6 ~ m - ~ .  The temperature dependence of V,, for p-channel 
devices is shown in Figures 5.32; curves (a) and (b) are for n+ polysilicon 
gates while (c) is for p +  polysilicon gate. The 1 dK:,/dTI is shown on each curve. 
Note that in all these devices V,, varies linearly with the temperature. This 
linear dependence of V,, on temperature is valid down to 5 0 K  [94,95]. 
The temperature behavior of V,,, can easily be predicted from Eq. (5.63). 
Remembering that the temperature dependence of Vfb is governed by the 
temperature dependence of a,,,,, the work function difference between the 
gate material and the substrate [cf. section 4.7.11, differentiating Eq. (5.63) 

0.0r I I I I I I 1 1  
0 .21  

1.81  

0 20 LO 60 80 100 120 K O  
TEMPERATURE ("C) 

Fig. 5.32 Measured threshold voltage variation with temperature for different types of 
p-channel enhancement type MOSFETs. Curves (a) and (b) are with n +  polysilicon gate, 

while curve (c) is with p +  polysilicon gate 
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yields 

(5.1 17) 

where the + and the - signs are for n- and p-channel devices, respectively, 
and d is given by 

(5.118) 

Recall that the temperature coefficient of $f is given by Eq. (2.31), repeated 
here for convenience, 

(5.119) 

while that for Oms is given by Eq. (4.81) or (4.82) depending upon type of the 
gate and substrate materials; that is, 

(n' poly-Si gate and p-bulk) 
a@,, - (5.120a) 

(n' poly-Si gate and n-bulk). 

(5.120b) 

Equation (5.1 17) shows that the temperature coefficient of threshold voltage, 
Tuth, of a MOSFET depends upon the following parameters: 

The substrate concentration N , ;  the higher the N , ,  the higher the $f, and 
therefore, the higher the Tuth. At lower-temperatures 4f increases; therefore, 
d will be reduced further and consequently, substrate sensitivity (change 
in V,, due to change in Vsb) decreases at lower temperatures. Thus, the 
lower the temperature, the lower the substrate sensitivity. 
The gate oxide thickness Lox; the higher the to,, the higher the body factor 
y and hence higher the at term. In other words, thicker gate oxides result 
in higher Tuth. 
The back bias Vsb; the higher the Vsb, the lower the sd term, and con- 
sequently Tot,, becomes smaller at higher vsb. This is evident from curve 
(a) and (b) (Figs. 5.31 and 5.32) which are for Vsb = 3 V and 0 V, respectively. 

n-Channel Devices (nMOST). For n-channel enhancement devices (n' 
polysilicon gate and p-substrate) &D,,/dT is given by Eq. (5.120a). Since 
Eqs. (5.119) and (5.120) when used in Eq. (5.117) almost compensate each 
other, it is the last term in Eq. (5.117) that mainly contributes to the 
temperature coefficient of Vth. Furthermore, for implanted devices, V ,  and 
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24f almost compensate each other, therefore d according to Eq. (5.118) 
has a relatively larger value compared to unimplanted devices where V,  is 
zero. This explains why unimplanted devices have a lower temperature 
coefficient compared to the implanted devices (see curves (b) and (c) in 
Figure 5.31). Since V,, increases d ,  Turh decreases (compare curves (a) and 
(b) in Figure 5.31). For n-channel depletion devices (n' polysilicon gate 
and n-silicon surface), Eqs. (5.120b) for a@,,/aT and (5.119) for a@,,/aT 
when used in Eq. (5.117), do not compensate each other, but rather add 
up. Therefore, all three terms of Eq. (5.117) contribute to Tot,, resulting in 
a higher temperature coefficient compared to enhancement devices (curve 
e, Figure 5.3 1). For curve (d), higher Tuth is also due to higher to, ( = 420 A) 
compared to 300w for curve b). 

p-Channel Devices (pMOST). For p-channel devices with p + polysilicon 
gates, the situation is similar to that of n-channel enhancement devices 
with n+ polysilicon gates and therefore, Tofh is almost the same as that of 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 
CHANNEL LENGTH L ( pm) 

(a) 

v s b =  ov 
8 

- 2 . O Y '  " ' 1 ' I ' 1 ' 1 1  

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 

CHANNEL WIDTH W ( km) 
(b) 

Fig. 5.33 Variation of the temperature coefficient of threshold voltage To,,, as a function of 
(a) channel length, (b) channel width, for a typical 1 pm CMOS process. (After Arora [30].) 
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n-channel enhancement devices. However, for p-channel compensated 
devices (n’ polysilicon gate and n-type concentration at the silicon surface), 
the situation is similar to n-channel depletion devices and therefore, T,)th 
in this case is higher compared to that of surface channel p-devices (see 
curves (a) and (b) Figure 5.32). 
For short channel devices, part of the gate induced charge is depleted from 
the source and drain resulting in the effective body factor (yF, )  being smaller 
compared to the long channel value; recall that F ,  is less than unity for 
short-channel devices [cf. Eq. (5.67)]. Furthermore, since .d is directly 
proportional to y, Eq. (5.1 18) predicts that Tvth will decrease with decreasing 
channel length. This behavior is indeed observed experimentally as shown in 
Figure 5.33 where the dots are experimental points and the continuous 
lines are based on the Eq. (5.1 17). 
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6 MOSFET DC Model 

The MOSFET model required for circuit simulation consists of two parts: 
(a) a steady-state or DC model, where the voltages applied at the terminals of 
the device remain constant, that is they do not vary with time; (b) a dynamic 
or AC model, where the device terminal voltages do not remain constant 
but vary with time. In this chapter we will discuss only DC MOS transistor 
models for different regions of device operation. In the next chapter we 
will deal with the dynamic models. 
We will first develop a rigorous drain current model for long channel 
devices. We then simplify the model and derive a first order model based 
on various assumptions. This first order simple model is important in itself 
because it could be used for hand calculations of the drain current in a 
MOSFET circuit. This simple model will be improved upon as we remove 
some of the assumptions. The long channel model is then extended to short- 
geometry devices. This will be followed by studying the effect of temperature 
on the drain current characteristics. 

6.1 Drain Current Calculations 

Let us consider an n-channel device with uniformly doped substrate of 
concentration N ,  (cm ~ 3), the structure and dimensions of which are shown 
in Figure 6.1. For the sake of simplicity we will assume this to be a large 
geometry device so that the short-channel and narrow-width effects can 
be neglected. The static and dynamic characteristics of a device under the 
influence of external fields in general can be described by the following 
three sets of coupled differential equations: 

1. The Poisson equation (2.41) for the electrostatic potential 4, 
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2. The current equation (2.35a) for electrons, 

J,=qp,,n& + qD,Vn (A/cm2) 

drift diffusion 

(6.2a) 

which is the sum of two terms, drift due to the field & and difusion due 
to the concentration gradient. Similarly, for holes, we have 

J, = W,P& - @,VP (A/cm2). (6.2b) 

These two equations, under non-equilibrium condition, become [cf. 
Eq. (2.36)] 

J, = - qnp,Vq, (electrons) (6.3a) 

J, = - 4PPpVqp (holes) (6.3b) 

where (P, and qp are the electron and hole quasi-Fermi potentials, 
respectively. The total current density J = J ,  + J , .  

3. The continuity equations (2.38) 

(6.4a) an 1 
- = ~ V .  J, - R, + G, 
at 4 

- a P  = - -V.J ,  1 - R, + G, (holes). 
at 4 

(electrons) 

(6.4b) 

As was pointed out earlier, modeling a MOSFET is a 3-dimensional (3-D) 
problem but for all practical purposes (unless the width W and length L 
are very small), we can treat the system as a 2-D problem in the x and y 
direction only (see Figure 6.1). Even as a 2-D problem, the equations above 

X 

Fig. 6.1 Schematic of a n-channel MOSFET (nMOST) showing voltages and reference 
direction. The x , y  and z directions are the distances into the silicon, along the channel 

and width of the device, respectively. 
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are fairly complex; one could solve exactly only using numerical techniques, 
as is done in 2-D device simulators such as MINIMOS [l], PISCES [a], 
etc. However, in order to obtain approximate analytical solutions for use 
in circuit simulators, we generally invoke assumptions that, though not 
rigorously true, do help to simplify these equations substantially. 

Assumption 1 .  Let us assume that the variation of the electric field 6, in 
the y direction (along the channel) is much less than the corresponding 
variation of the field €x in the x direction. That is, the gradual channel 
approximation (GCA) is valid. Recall it was on this assumption that we 
have developed threshold voltage models (cf. section 5.1). As was pointed 
out in section 5.1, with this approximation the Poisson equation (6.1) 
becomes one-dimensional, that is we need only to solve 

Using 2-D numerical analysis, it can be verified that the GCA is valid for 
most of the channel length. However, it does fail near the drain region, 
where the longitudinal field 8, is comparable to the transverse field &x even 
for long channel devices. In spite of its failure near the drain end, the GCA 
is used as it reduces the system to a 1-D current flow problem. The fact 
that we have to solve only a 1-D Poisson's equation means that the charge 
expressions developed in chapter 4 for an MOS capacitor could be used for 
a MOS transistor, with the modification that charge and potential will now 
be position dependent in the y direction. 

Assumption 2. Hole current can be neglected.' This is because for normal 
operation of the n-channel device, V,, 2 0  and V,, 5 0 .  It should be pointed 
out that holes do become important in describing the device behavior in 
the avalanche or breakdown region, where impact ionization can create 
electrons and holes. Since the current equation we are going to derive will 
not include breakdown regions, the drain current model needs to consider 
only the electron current density J,. 

Assumption 3. Recombination and generation are neglected, that is R, = G,  = 0; 
and if one considers only the static characteristics of the device, as is 
presently the case, then the continuity equation (6.4) reduces to 

V.J, = 0. (6.6) 
This means that the drain current density is an electron current of vanishing 

' Electrons are neglected for pMOST so that the current flow is assumed due to holes 
only, therefore, we need to consider only the hole current density J,. 
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divergence, that is the total drain current Id, is constant at any point along 
the channel. 

Assumption 4 .  Currentflows in the y direction only. This means that dq,/ 
dx = 0, that is, q, is constant in the x direction. Such assumptions have 
been used even in 2-D simulators and the results are very satisfactory 131. 
Thus, the current density J, [cf. Eq. (6.3)], which consists of both drift and 
diffusion components, is given by 

Since the cross-sectional area of the channel in which the current flows is 
the channel width W times the channel depth, integrating the above 
equation across the channel depth (x direction) and width ( z  direction) 
gives the drain current Id, at any point y in the channel as: 

Zds(y) = - W l :  [ qn(x, y)p,(x, 

It is important to note that p ,  in the above equation is the electron surface 
channel mobility (for nMOST), often referred to as the surface mobility p ,  
in order to distinguish it from the bulk mobility, the mobility far away from 
the surface that was discussed in section 2.5.1. The value of ps for electrons 
is in the range 400-700cm2/V.s, while for holes it is in the range 100- 
300cm2/V.s, and depends on both the gate and drain fields as discussed 
in section 6.6. Since the electron to hole mobility ratio is 2 to 3, this results 
in nMOST's being faster (higher current) than pMOST's. In the rest of the 
discussion we will replace p ,  by ps to emphasize that the mobility we are 
dealing with is the surface mobility. 
In a MOSFET, the application of source and drain voltages relative to 
the substrate results in lowering of the quasi-Fermi level Fn (or potential 
q,) at the source end by an amount qV,b, and at the drain end by an 
amount q(Vd,+ VSb), relative to the Fermi level E ,  in the substrate (see 
Figure 5.1). It is the difference in qn between the source and drain that 
drives the electrons down the channel. If we define Vcb(y) as the channel 
potential at any pointy in the channel [cf. Eq. (5.2)],  then (see Figure 6.2) 

Vcb(Y) = q n ( Y )  - (Pn I source = ( E ,  - 9n)/q.  (6.9) 

At the source end y b ( y  = 0) = V,, and at the drain end Vcb(y = L) = Vd, + V,b. 
Thus, compared to the case of an MOS capacitor, 9, in the surface region 
of a MOSFET is lowered by an amount qvcb(y) thereby lowering the surface 
electron concentration n, by a factor eC"cb(Y)'"f. Therefore, we can write for 
the electron concentration in a MOSFET as [cf. Eq. (4.34) for an MOS 
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Fig. 6.2 Energy band diagram of a MOSFET shown in Figure 6.1. E,  and E ,  represents 
the edges of the conduction and valence bands, respectively; 2Fn and FP( = E l p )  are quasi- 

Fermi level of the electrons and holes, respectively 

(6.10) 
where V,( = kT/q) is the thermal voltage and +f is the bulk Fermi-potential 
given by Eq. (4.4). The hole concentration is unchanged and is given by 
Eq. (4.33b), i.e., p = N,e-@(y)i"t. 
Using Eq. (6.9), the I,, Eq. (6.8) can be written as 

(6.1 1) 

Assumption 5 .  Although ls depends on both 6TX and &y, as we will see later 
in section 6.6, for now we will assume that p3 is constant, taken at some 
average gate and drain field. With this assumption ps can be taken outside 
the integral in Eq. (6.11). If we define Qi as the mobile charge density, that 
is,' 

(6.12) 

All the charges discussed in this Chapter are charge per unit area, as was the case with 
the MOS capacitor, and are represented by Q with appropriate lower case subscript. For 
example, gate charge density will be represented by Q,(C/cm2). 
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then Eq. (6.1 1) becomes 

zds(Y) = - P s  WQi(Y)dI/,b. (6.13) 
Assuming the GCA is valid along the whole length of the channel, then 
integrating Eq. (6.13) along the length of the channel ( y  direction) we get 

(6.14) 

Thus, to calculate the current Ids, we need to calculate the mobile charge 
density Qi .  Different current models have been developed depending upon 
different estimations for Qi(y). We will now discuss these models. 

6.2 Pao-Sah Model 

In this model Qi(y)  is calculated numerically by integrating the electron 
concentration in the x direction. Equation (6.12) can be rewritten as 

where 4s is the surface potential (4 = 4s at x = 0) and is position dependent 
due to the voltage applied between the source and drain terminals. Note 
the lower limit of integration is 4 This is because electron charge comes 
mostly from the area where electron concentration exceeds the hole 
concentration, the inversion layer therefore ends at a point where 4 = 4,-. 
In the equation above &x is the field in the x direction and is obtained by 
solving the Poisson equation (6.5). In analogy with an MOS capacitor [cf. 
Eq. (4.47)], the Poisson equation for a MOSFET can be written as 

The only difference between Eq. (6.16) and the corresponding Eq. (4.47) 
for the MOS capacitor is the presence of the potential Vcb(y) in the exponent 
and the position dependence of 4 ( y )  in the y direction [cf. Eq. (6.10)]. 
Integrating Eq. (6.16) in the x direction, and following the same procedure 
as was used in solving Eq. (4.47), we get the field €x in silicon for the case 
of a MOSFET as 

(6.17) 
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where 
F ( 4 ,  4,, Vcb) = [ 4 ( y )  + vtepb(Y)/vt - I/ + e ( - 2 b f  - V c b ( Y ) ) / V t  

x { I/e’#’(Y)/Vt - 4 ( y ) e V c b ( Y ) / V t  - I/ w2 (6.18) 
is essentially a function describing the electric field in which the term 
Vt(e-bivt - 1) is contributed by the majority carriers (holes), 4 is contributed 
by the acceptors, V,e(-Vcb-24f)’Vt(e~/Vf - 1) is contributed by the minority 
carriers (electrons) and 4e-2@f ivc  is contributed by donors. Thus, knowing 
the field cYX [cf. Eq. (6.17)] and electron concentration n [cf. Eq. (6.10)], the 
mobile charge density Qi can be calculated from Eq. (6.15), provided the 
surface potential q5s is known. We will now calculate 4s using the charge 
conservation principle. The application of the gate voltage induces a charge 
Q, in silicon. The induced charge Q, is related to the gate voltage 1 / 9 6 ,  as in 
the case of an MOS capacitor [cf. Eq. (4.20)] 

(6.19) 

where Vfb is the flat band voltage. Now from Gauss’ theorem, the induced 
charge density Q,(y) in silicon is given by (see section 4.2) 

Q, 
c o x  

1/96 = V f b  + 4 s ( Y )  - ~ 

Q s ( Y ) =  -E~Esi&xIb=cp,= - $ G Z K F ( ~ S , O / ,  ‘ cb )  

= - Y c o x F ( 4 s ,  4f? vcb) (6.20) 
where F‘($s, Cp,, Vcb) is obtained by replacing 4 with 4s in Eq. (6.18), and y 
is the body factor, defined earlier as [cf. Eq. (5.11)], 

Equation (6.20) is valid in all regions (accumulation, depletion and inversion) 
of MOSFET operation. However, in the useful range of operation (depletion, 
weak inversion and strong inversion) 4s is positive, and 4s >> V,, 24, >> V,, 
and 2 4 ,  + Vcb >> V,. Therefore, the function F can be approximated as 

(6.22) ~ ( 4 ~ ,  $,, vCb) M [4,(y)  + I / ~ e ( ~ ” ( Y ) - 2 b f - V c b ( y ) ) / V t  1 ‘1’. 

Vgb = Vfb + 4,(y) + y[@,(y)  + I / ,e ‘~”‘Y’-2bf-Vcb(y) ) /Vt  1 
Combining Eqs. (6.19)-(6.22) yields 

(6.23) 

Equation (6.23) is a implicit equation in 4s and can only be solved for 
given bias conditions using iterative procedures as discussed in Appendix E. 
Figure 6.3 shows a plot of 4, as a function of (V,, - V f b )  for different values 
of Vcb. Now combining Eqs. (6.10), (6.15),(6.17) and (6.23) with(6.14)yields 

W 
L 

a$avcb. (6.24) 
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Fig. 6.3 The 
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surface potential 4s as a function of (V,, - V,,) for different 

- Pao-Sah Model 
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values 

Drain voltage, V, (V) 

Fig. 6.4 The drain current-drain voltage characteristics of a MOSFET based on 
model Eq. (6.24) (continuous lines) and charge-sheet model [Eqs. (6.35) and (6.36)] 

lines) at two V,, using parameter values shown in Table 6.1 

Pao- 
(dash 

-Sah 
-dot 

This double integral equation for I,, is referred to as the Pao-Sah model 
[4] and can be only solved numerically. It takes into account both the 
drift and diffusion components of the drain current, and is valid in all 
regions of device operation including subthreshold and saturation. The 
different operation modes are not distinctly separated from each other and 
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Table 6.1. nMOST parameter values used for Figures 6.4-6.6 
Parameter Parameter 
svmbol Parameter descriDtion value Units 

L Effective channel length 10 P n  
W Effective channel width 10 pm 
to,  Gate oxide thickness 300 A 
P s  Channel mobility 600 cm2/V.s 
'fb Flat band voltage - 0.7 V 
N ,  Substrate concentration 3 x 10l6 cm-3 

the transition from one mode to other is achieved asymptotically. Figure 6.4 
shows complete Ids-Vds characteristics (continuous lines) obtained using 
Eq. (6.24). The MOSFET parameters used to calculate the current are 
described in Table 6.1 and are typical of a 2pm CMOS process. 
The main disadvantage of this model is long computation time resulting 
from double numerical integration and multiple numerical solution of 
Eq. (6.22). Although the complexity of the Pao-Sah model makes it 
unsuitable for use in circuit simulators such as SPICE, it is the bench mark 
for model accuracy to which other simplified models are compared. Various 
simplifications of the Pao-Sah model have been proposed [5,6], but the 
one which is still very accurate and does not require any numerical 
integration is called the charge-sheet model 171-[12] and is derived in the 
next section. 

6.3 Charge-Sheet Model 

The analysis so far was very general. No assumption was made for the 
thickness of the inversion layer and it was assumed that both holes and 
electrons exist in the depletion region. Let us now assume the inversion 
layer to be of zero thickness (it., simply a sheet of charges) so that no 
potential is dropped across it.3 Let us further assume that the depletion 
region under the gate is practically free of mobile carriers so that the depletion 
approximation is valid. This means that the mobile charge density Qi is due 
to the inversion or channel region charge only, and is often referred to as 
inversion charge density. 

- 

3 Recall that the inversion or channel region at the silicon surface is confined to a very thin 
layer of the order of lO- lOOA.  Neglecting the inversion layer thickness is a fairly good 
approximation because this thickness is at  least two orders of magnitude smaller than 
the depletion layer thickness. 
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The bulk charge density Qb can be calculated as [see Eq. (6.15)] 

Assuming depletion approximation, the above integral can be approximated 
as 

Qb(y) = - y c o X J m  (depletion approximation) (6.26) 
where we have made use of Eq. (6.21) for y. Similar to the case of an MOS 
capacitor, one can also derive the following expression for Qb, under the 
depletion approximation [cf. Eq. (4.29)], 

Q b ( Y )  = - YC,,Ji$,(Y) (6.27) 
assuming an abrupt depletion layer boundary. The above equation is within 
3% of Eq. (6.26) for the bias range of interest. It is this equation for Qb 
which we will use in rest of this chapter. Noting that the induced charge 
Q, in the channel is the sum of the inversion or channel charge Qi and the 
bulk charge Qb (i.e., Q, = Qb + Qi) we can rearrange Eq. (6.19) in terms of 

- 

Qi as 
Q i b )  = - C o x [ v g b  - ' f b  - @ s ( Y ) l  - Q b b )  

or 

Q i b )  = - C o x [ v g b  - I / j b  - ~ s ( Y )  - y m 1 .  (6.28) 

Now rewriting Eq. (6.13) in terms of the surface potential i$s we have 

(6.29) 

Rearranging Eq. (6.23) as 
(V,, - V f b  - 4,(y))' - y2[4,(y)  + v~e(~s(y) -2~f-"cb(y) ) 'Vt]  = 0 (6.30) 

and differentiating with respect to 4s we get 

1 2(Vgb - V f b  - 4 s ( Y ) )  + y 2  [ cvgb - 1/Sb - ~ S ( Y ) ) ~  - y ' i $ s ( Y )  

"cb(Y) = 1 + v, 
4% 

which in terms of Qb [Eq. (6.27)] and Qi [Eq. (6.28)] becomes 

(6.31) 

Combining Eqs. (6.31) and (6.29), and integrating the resulting equation 
from the source to drain yields Zds. However, the final expression is rather 
complicated [ll]. Equation(6.31) can be simplified by noting that the 
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second term in the square bracket becomes important only when Qi becomes 
small. Therefore, the above equation can be approximated by setting Qi = 0 
in the square bracket term giving [11] 

Using this equation with Eq. (6.29) and simplifying we get 

= I d s 1  + I d s 2  

where 

(6.32) 

(6.33) 

d 4  
dY 

I d s l  = - psWQi(y)- (drift component) 

1ds2 = p, WV, dQi0 (diffusion component). 
dY 

Equation (6.33), first derived by Brews, is known as the charge-sheet model 
[7], probably because it assumes the inversion layer to be simply a sheet 
of charges. This equation shows that the drain current is the sum of two 
components Idsl and I d s 2 ,  the drift and diffusion currents respectively. Note 
that although Id, is constant, the two components, Idsl and are functions 
of the distance y along the length of the channel. Also note that Idsl and 
1ds2 are coupled differential equations and cannot be integrated separately. 
Assuming only the drift component is present, integrating the drift part of 
Eq. (6.33) under the boundary condition 

a ty=O 
and a t y = L  

and making use of Eq. (6.28) for Qi yields 

$ SL. s," I d s 1  dY = - Ps WS,., Qid4s 

(6.34) 

where +so and q5sL are the values of 4s at the source and drain ends of the 
channel, respectively. Similarly, if only diffusion current is present, the drain 
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current again is obtained by integrating lds2 from the source to drain 
4 S L .  IOL z d s 2 d y  = Ps WVr dQi 

(6.36) 

The total drain current is obtained by adding Eqs. (6.35) and (6.36). 
The values of 4so and 4sL, required to calculate Ids ,  are obtained numerically 
by solving the implicit Eq. (6.30) for 4,(y)  under the conditions 

at y = O  
and V J y )  = V,b + V d ,  at y = L. 

(6.37) 

In weak inversion, where 4so is almost equal to +sL, even small errors in 
the values of 4so and +,, can lead to a large error in the current Idsl, which 
depends on the difference 4,,- q5so. Therefore, an accurate solution is 
required for the surface potential, particularly for  weak inversion current 
calculations. 
The implicit Eq. (6.30) in +s can be solved very efficiently by using the 
Schroder series method [13], which is based on a Taylor series expression 
of the inverse function, provided a good initial guess is used. Approximate 
solutions have also been suggested, but these are applicable only in certain 
regions of device operation. These are dicussed in Appendix E. 
The procedure used to calculate the drain current I d ,  as a function of drain 
voltage V d ,  is to first choose Vsb, and then calculate 4so, for a giver, value 
of V,,, using Eq. (6.30). Next, assuming a set of values of V,,, calculate 4,,, 
again using Eq. (6.30). The 4so and @,, are in turn used to calculate I d ,  

using Eqs. (6.35) and (6.36). Figure 6.5 shows the drain current Id ,  and its 
components I d s l  and I d s 2 ,  as a function of V,, at V,, = 5 V and V,, = 0. 
These current values were obtained for a MOSFET with the parameters 
described in Table 6.1. As can be seen from this figure, in strong inversion 
I,, z Idsl so that the current is mainly due to driji. In weak inversion I d ,  z 1 d s 2  

and the current is mainly due to difusion. However, there is a region between 
the weak and strong inversion, called the moderate inversion by Tsividis 
[14,15], where both drift and diffusion are important. The width of the 
moderate inversion in terms of the gate voltage is several tenths of a volt. 
A precise limit of this region has been given by Tsividis [l5]. It turns out 
that the lower limit ( + m L )  of 4s for moderate inversion is within a V, of 
24,-, while the upper limit (bmH) is 5 V,  to 6 V, above 4,,,,. The corresponding 
Vgb values are V,,, and VSbH, respectively and are obtained from Eq. (6.30) 
by using 4, equals 4mL and 4mH, respectively. 
The complete I d ,  - Vd, characteristics, obtained using the charge-sheet model 
(dashed-dot lines), are shown in Figure 6.4. Also shown in this figure are 

4 s O  and V c b ( y )  = v s b  
M Y )  = {& 
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t i 4 , ,  , , , , , I , I , 

GATE VOLTAGE,Vg, ( V )  

Fig. 6.5 The drain current as a function of Vgs based on charge sheet model. (a) diffusion 
current I,,, (b) drift current I,,, and (c) total current (continuous line) I,, = I,,, + I,,, 

I, ,  calculated using the Pao-Sah model (continuous lines). Note that the 
charge-sheet model predicts I,, within 1% of that calculated using the 
Pao-Sah model [cf. Eq. (6.24)] under most operating conditions [7]-[ lo]. 
Although the charge-sheet model is simpler compared to the Pao-Sah 
model, it still requires time consuming iterations to calculate 4, at the 
source and drain ends. Therefore, it takes much longer computation time 
compared to the piece-wise multisection model to be discussed in the next 
section. Hence, in spite of its advantages, this model is not widely used in 
real circuit simulation programs [17]-[19]. 
In what follows we will use Eq. (6.14) to develop drain current models 
based on additional approximations to circumvent the implicit relation 
(6.30) for 4s. This is often done by separately modeling distinct regions of 
device operation. One very commonly used boundary between the weak 
and strong inversion regions is the threshold voltage Vth. Thus, we will have 
one model for strong inversion and the other for weak inversion regions 
of device operation. Note that both models discussed so far have completely 
natural transitions between different regions. The model discussed next is 
a piece-wise multisection model. This type of model is the one most 
commonly used for circuit simulation because of its simplicity. Initially, we 
will develop the first order piece-wise model for a long and wide device. 
Subsequently, this first order model will be improved upon to develop more 
accurate models for short channel VLSI devices. 
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6.4 Piece-Wise Drain Current Model 
for Enhancement Devices 

The drain current Eq. (6.14) includes both the drift and diffusion compo- 
nents of the current. 

Assumption 6. Let us assume that the diflusion current is negligible so that 
all the current $ow is due to drift only. This is a fairly good assumption 
provided the device is in strong inversion, that is, the gate voltage is greater 
than the threshold voltage (V,, > Vt,,). If the diffusion current is neglected 
then, from Eq. (6.2), it is easy to see that 

d 4 S  

dY 
J ,  E qnp,& = - qnp, -. (6.38) 

Comparing this equation with Eq. (6.7) we find that for a device in strong 
inversion, we can write 

and therefore, from Eq. (6.9) it follows that 
4 , ( y )  = 4,(0) + V,b(y), (strong inversion) (6.39) 

where +,(O) is the surface potential at y = 0 (source end). For the sake of 
algebraic manipulation, it is more convenient to write 

‘cb(Y) = vsb + v (Y)  

where V ( y )  now varies from 0 at the source end to V,, at the drain end. 
With this assumption, Eq. (6.39) can be rewritten as 

+,(y) = 2+f + V,, + V(y) ,  (strong inversion) (6.40) 

where we have replaced 4,(0) by 24f, the classical criterion for strong 
inversion, while Eq. (6.14) reduces to 

(6.41) 

Thus, to calculate I,, we need to calculate Qi. We will now derive a simple 
and more useful expression for Qi using a charge balance equation given 
by Eq. (6.28). It is interesting to note that Eq. (6.41) can also be written as 

z d s ( ~ )  = - WQi(y)u (6.42) 

where u( = p,€) is the velocity of the carriers in the channel region [cf. 
Eq. (2.20)]. 
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6.4.1 First Order Mode l  

Linear Region of the M O S F E T  Operation. Substituting the value of b,(y) 
from Eq. (6.40) in Eq. (6.28) results in the following expression for the 
inversion charge density Qi 

Q i b )  = - C o x C v g s  - vf, - 24f - ~ ( Y ) I  - Q ~ ( Y )  (c/cm’). (6.43) 

Assumption 7. Let us assume that the bulk charge density Qb is constant 
along the length of the channel, independent of the applied drain voltage V,, 
so that $,(y) = 2$f + v,, is constant along length of the channel. With this 
assumption Eq. (6.27) becomes 

(6.44) 

Combining Eq. (6.43) and (6.44) we get 

Qi(Y)  = - CoxCVgs - vth - v(Y)I (6.45) 

where V,, is the threshold voltage defined as [cf. Eq. (5.14)] 

vth = vfb + 2d),f + Y J m  (v). (6.46) 

Using Qi(y)  from Eq. (6.45) in Eq. (6.41) and carrying out the integration 
results in the following equation for the drain current Id, 

(6.47) 

This is the current equation first derived by Sah [20] and later used by 
Schichman and Hodges [21] as a MOSFET model for circuit simulation. 
It is the SPICE MOSFET level 1 model. The factor p,C,, is often referred 
as the process transconductance parameter K ,  that is, 

K = P,C,, (A/V2) (6.48) 
and along with v,h accounts for the basic process variation in the current 
equation. Thus, Eq. (6.47) is often written as 

(6.49) 

A typical value of K (for to, = 300A) is about 25 pA/V2 for nMOST and 
10 pA/V2 for pMOST. The factor K WILis called the gainfactor p, defined as 

(6.50) 
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If V,, is small ( < 0.1 V), Eq. (6.47) can be approximated as 
I d s  P ( v g s  - vth) &s. (6.51) 

This shows that current varies linearly with the gate voltage. Consequently 
this region of MOSFET operation is often referred to as the linear region 
of operation. Rearranging the above equation we get, 

Rch = - Vds - = [ b ( v g s  - V t h ) l  ~ 

(6.52) 

where R,, is the effective resistance between the source and drain, often 
called the channel resistance. Note that R,, varies linearly with the difference 
( V,, - Vth), often referred to as the efective gate drive or efective gate voltage. 
This explains why MOSFETs are sometime referred to as voltage controlled 
variable resistors. 
The plot of I,, versus V,,, derived from Eq. (6.47), for different values of 
V,, is shown in Figure 6.6. For a given value of V,,, the current I,, initially 
increases with increasing vds. It reaches a peak value and then begins to 
decrease with further increase in V,,. However, experimentally one does 
not observe a decrease in the current with increasing vd , .  The measured 
current follows Eq. (6.47) till the peak is reached and then saturates with 
further increase in Vds. The reason why Eq. (6.47) does not predict the 
saturation is that this equation becomes invalid once the peak is reached. 
This can be seen as follows: The peak position of the current can be obtained 
by differentiating Eq. (6.47) with respect to Vd, and equating the resulting 

I d s  

I I 

DRAIN VOLTAGE, Vds (V )  

Fig. 6.6 The current-voltage characteristics of a nMOST based on Eq. (6.47) for the model 
parameter shown in Table 6.1. Dotted line shows saturation voltage for a given V,, 
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equation to zero, that is, 

(6.53) 

This shows that the peak occurs when vd, = Vgs - Vth. Also note from 
Eq. (6.45) that when V(y )  = V,, - V t h ,  the channel charge Qi = 0; that means 
the channel does not exist. The maximum value of V ( y )  will be at the drain 
end of the channel where V(y)  = vd,; therefore, when Vd, 2 (V,, - VJ, we 
find that Qi = 0. In other words, once the peak current is reached the GCA 
fails (see assumption 1) and therefore Eq. (6.47) is no longer valid. 

Saturation Voltage. In deriving Eq. (6.47) it was assumed that an inversion 
layer exists along the channel from the source to drain. This indeed is true 
for V,, > V,,, and small vd, (see Figure 6.7a). However, for a given V,,, when 
V d ,  reaches a certain value, the Qi at the drain end drops to zero as is 

(b) 

(c) 

\ 

Fig. 6.7 Schematic diagram of an n-channel MOSFET showing channel pinch-off as V,, is 
increased (a) an inversion layer connects the source and drain, V,, < V,,,, (b) at the on set 
of saturation, the channel pinches off at the drain end, vd, = VdSa, and (c) the pinch-off point 

P moves towards the source 
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evident from Eq. (6.45). That is, the channel is pinched-off near the drain 
end as shown in Figure 6.7b. The drain voltage that results in the dis- 
appearance of the channel (i.e., channel pinch-off) at the drain end is 
referred to as the pinch-off or saturation voltage V,,,,. The corresponding 
current at V,,,, is called the saturation current Idsa,. Note that the condition 
for pinch-off (Qi = 0) is equivalent to the condition dI,,/dV,, = 0. In other 
words, at pinch-of the slope of the I d ,  - V d ,  characteristics becomes zero. 
Physically, at the pinch-off point, the normal field &x is inverted which 
pushes the mobile carriers (that are flowing to the drain area) away from 
the surface. By definition, the pinch-off voltage V,,,, is obtained either from 
Eq. (6.45) by equating Qi to zero, or from Eq. ( 6 5 3 )  by replacing V,, with 
Vd,,,. Thus 

This shows that the pinch-off voltage Vd,,, (Vd, at which current saturation 
occurs) equals the effective gate voltage, and will increase with increasing 
Vqs. The behavior of V,,,, as a function,of Vgs is shown as a dashed line in 
Figure 6.6. 
Replacing V,, with V,,,, in Eq. (6.47) results in the following equation for 
the drain current Ids,, at the pinch-off point 

(6.55) 

Note that Eqs. (6.54) and (6.55) are obtained on the assumption that Qi = 0 
in the pinch-off region. Physically speaking, this is incorrect as we can see 
from Eq. (6.13), which gives the field &y along the channel as 

(6.56) 

Since Qi = 0 at the drain end, the field &y becomes infinity. This means that 
carriers would have to move with infinite drift velocity in order for current 
to be nonzero, which obviously is not possible. Therefore, it is incorrect to 
assume Qi = 0 at the pinch-off point. A more correct statement should be 
that Qi has a very small but jinite value in the pinch-of region. 

Saturation Region of MOSFETOperation. In the discussion so far we have 
seen that as V,, increases (for a given V,,), the channel charge Qi decreases 
near the drain end, and when V,, = V,,,,( = Vgs - V t h ) ,  the channel is 
pinched-off. For V,, > Vdsat, the pinched-off portion of the channel moves 
towards the source end due to the widening of the drain depletion region 
(see Figure 6.7~). In other words, as V,, increases beyond pinch-off, the 
pinched-off region I ,  between the channel pinch-off point P and the n+ 
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drain region causes the effective channel length to decrease from L to L - 1,. 
Since the channel can support only Vdsat, any voltage greater than vdsat  (i.e., 
v d ,  - Vd,,,) must be absorbed by the 1, portion of the channel. Clearly 1, is 
bias dependent and thus modulates the effective channel length. This is 
referred to as channel length modulation (CLM). If the channel length L is 
large enough such that 1, << L, then the drain current I d ,  remains approxi- 
mately constant at Idsat for any v d ,  in excess of Vd,,,. Thus, to a first order, 
for Vd, beyond pinch-off, the current I , ,  = Idsat and is given by Eq. (6.55), 
that is, 

(6.57) 

The region of operation of the MOSFET beyond pinch-off (vd, > Vd,,,) is 
referred to as the saturation region because I,, ideally does not increase in 
this region. For this reason the region below which we have called 
the linear region, is also referred to as the nonsaturation r e g i ~ n . ~  Note that 
Eq. (6.57) predicts that I d ,  in saturation varies as the square of the effective 
gate voltage and hence it is often referred to as the square law model of the 
MOSFET. Equations (6.47), (6.54) and (6.57) when plotted together give 

Fig. 6.8 
the two 

/ /  

DRAIN VOLTAGE, V,, ( V )  

Linear and saturation region of the device operation and the dividing line between 
based on Eqs. (6.47) (continuous lines) and (6.58) (dotted lines). The non zero slope 

is caused by channel length modulation effect 

The linear or nonsaturation region is sometime also referred to as the triode region, 
because the characteristics of this region are similar to the triode vacuum tube. 
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the MOSFET output characteristics as shown by the continuous lines in 
Figure 6.8. 
It should be pointed out that Eq. (6.57) for the drain current in saturation 
is based on the assumption that the current is independent of VdS. In practice 
this is true only for long channel devices. As L is reduced, the experimentally 
observed fd, increases slowly with increasing Vds for b, beyond pinch-off. 
This increase in the current can be modeled using the CLM effect through 
the 1, term. As vd, increases beyond VdSat, 1, also increases so that the 
effective channel length becomes Leff = L - I,. Using Leff for L in Eq. (6.57) 
we get 

(6.58) 

which shows that as I ,  increases, so does the drain current. Using Eqs. (6.55) 
and (6.58), it is easy to see that 

(6.59) 

In general 1, is small compared to L, therefore to a first approximation 

L 
With this approximation, Eq. (6.59) becomes 

(6.60) 

It is this equation which is generally used for circuit simulation rather than 
Eq. (6.59) because it is more stable with respect to numerical problems. 
The computation of the exact value of 1, requires a two-dimensional solution 
as we will see later (section 6.7.3), but to a first approximation (first order 
model) we can write the following simple empirical relation for 1, [21] 

so that Eq. (6.60) becomes 

I d s  = I d s a t ( l  + nvds) (6.61) 

where A is called the channel length modulation parameter and represents 
the small influence of V,, on I d s .  Note that when V d ,  = - l//Z, I d ,  = 0. This 
means that when I,, is extrapolated backward (from the saturation region) 
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"d S 

Fig. 6.9 Measurement of channel length modulation factor 2 

it will cut the V,, axis at a value of l / A  as shown in Figure 6.9. However, 
this is an ideal case, and generally the value of A is obtained by curve fitting 
the experimental I,, data with that of Eq. (6.61) so as to minimize the error 
between the measured data and model. Typical values of A fall in the range 
0.05-0.001 V -  
Equation (6.61) is a first order approximation for the CLM effect. It 
provides the basic feature of nonzero slope for the saturated drain current 
as shown by the dotted lines in Figure 6.8. Note that the use of Eq. (6.61) 
for calculating I,, in saturation results in a discontinuity of the current at 
V,, = V,,,,. The SPICE MOS Level 1 model corrects for this discontinuity 
by multiplying the linear region current Eq. (6.47) by the factor (1 + AVd,). 
Other better approaches used to avoid this discontinuity and modeling the 
CLM effect are discussed later in section 6.7.3. 
To summarize, we have developed a first order MOSFET model which 
can be described by the following equations: 

0 v g s  5 v,, (cutoff region) 
p( Vgs - V,, - 0.5 Vds)Vds Vgs > I/t,, Vd, I vd,,, (linear region) 

-(V,, - I/th)2(1 + Av,,). v,, > V t h ,  Vd, > V d , , ,  (saturation region) 1: (6.62) 

I d s  = 

and is based on the following assumptions: 
1. the gradual channel approximation (GCA) is valid, 
2. hole current can be neglected (for nMOST), 
3. recombination and generation are neglected, 
4. current flows in the y direction (along the length of the channel) only, 
5. carrier mobility p, in the inversion layer is constant in the y direction, 
6. current flow is due to drift only (diffusion current is neglected), 
7. bulk charge Qb is constant at any point in the y direction. 
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Table 6.2. Typical SPICE Level I model parametersfor 2 p m  CMOS process 

Parameter Parameter Parameter Typical values 
symbol name description nMOST pMOST Units 

V T ,  VTO Zero-bias Threshold voltage 0.8 -0.8 v 
K KP Transconductance parameter 2.10- 1.10-5 A/VZ 

/I LAMBDA Channel length modulation 0.01 0.02 v-' 
Y GAMMA Body factor 1.3 0.6 V''' 

factor 
214rl PHI Bulk Fermi-potential 0.7 0.6 V 

Although Eq. (6.62) is derived for a nMOST, the same equations apply for 
a pMOST once all polarities of voltages and current are reversed 
(see Table 3.2). Typical values of the model parameters of Eq. (6.62) 
are shown in Table 6.2 and are based upon a 2 pm CMOS n-well process. 
The accuracy of this simple model, represented by Eq. (6.62), is far from 
satisfactory even for relatively long channel devices (say 10pm) by today's 
standards. However, because of its simplicity, it is very useful model for 
performing basic circuit analysis and developing design equations for circuit 
performance. 

6.4.2 Bulk-Charge Model 

The first order MOSFET current model developed in the previous section, 
though very useful for hand calculations, is not normally used for present 
day circuit simulation. This is because the model, in general, overestimates 
the current and the saturation drain voltage. This is not surprising since 
the model is based on various simplifying assumptions, some of which are 
not valid. Let us examine more carefully assumption 7, which states that 
Qb is constant along the length of the channel. This means that the depletion 
width X d m  under the gate is constant from the source to drain even though 
vd, # 0. In reality when Vd, # 0, Xd, will increase as we move from the 
source towards the drain (see Figure 5.24). Consequently, it is more appro- 
priate to include the changing bulk charge in the depletion region from the 
source to the drain. In other words, we must use Eq. (6.27) for Qb(y)  with 
q5,(y) from Eq. (6.40), that is, 

Q d Y )  = - c o x Y m  = - coxYJ2d!f + vsb -t v(y). (6.63) 

This value of Qb(y)  when used in Eq. (6.43) yields 

Q i b )  = - CoxCVgs - V f b  - '4.f - Vb)  - YJ2d'f + vsb $- V(Y)I. 
(6.64) 
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Using the above value of Qi in Eq. (6.41) and integrating we get 

I d ,  = ~ p " c " x [ ( ~ g s -  V , " b - 2 4 f - 0 . 5 v d s ) v d s - ~ ~ { ( V d s  + 24," + l/sb)3'2 
L 

- (24f + v,b)3'2)1.  (6.65) 

This is the current equation that takes into account varying bulk charge 
in the depletion region. Comparing Eq. (6.47) with (6.65) we find that the 
latter equation predicts lower current compared to the former. Physically 
speaking, this is understandable because the increasing bulk charge will 
reduce the inversion charge (for the same bias conditions) resulting in a 
lower current. However, Eq. (6.65) is more complex compared to Eq. (6.47). 
Indeed this is the price paid for achieving higher accuracy. The current 
Eq. (6.65) is sometimes referred to as the Ihantola-Moll model [22]. This 
is the current equation used by the SPICE Level 2 MOSFET model [23]. 
Figure 6.10 shows plots of I d s  versus Vds for two values of Vgs using Eq. (6.65) 
(dotted line) and (6.47) (continuous line). The parameters used for calculating 
current are shown in Table 6.1. Note that Eq. (6.47) overestimates the cur- 
rent. The difference becomes much more pronounced at non zero Vsb. 
At low Vd, such that 

Vds << Vgs - Vfb - 24f? 
and 

Vds << 24," + vsb, 

Fig. 6.10 Comparison of the I, ,  - V,, characteristics in the linear region of device operation 
based on the first order theory (continuous lines, Eq. (6.47)) and bulk-charge theory (dotted 

lines, Eq. 6.65)) 
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it follows (using the Binomial expansion) that 

(Vds + 24f + Vsb)312 (24s + l / sb )312  + 3(24f + I/,b)’/’ V d ,  

therefore, Eq. (6.65) reduces to 

I d s  P( ’gs - ’ t h )  Vds (6.66) 

which is the same as Eq. (6.51). This makes sense because now V,, is small, 
and therefore the depletion width X , ,  under the gate can be assumed 
approximately constant along the length of the channel, the assumption 
upon which Eq. (6.51) is based. Note that Eq. (6.65) for I , ,  is the linear 
region current equation, and therefore is valid only for V,, I V,,,,. In this 
case V,,,, is obtained in the same way as discussed in the previous section, 
namely differentiating Eq. (6.65) with respect to Vd, and equating the 
resulting equation to zero. This results in the following expression for V,,,,, 

(6.67) 

which again is more complicated compared to Eq. (6.54). Substituting the 
above value of Vd,,, for V,, in Eq. (6.65) gives the saturation region current. 

v d , , ,  = V g s  - vfb - 24f + - - y vgs - v f b  + Vsb + - 
y 2  

6.4.3 Square-Root Approximation 

If we look carefully at the derivation for the current Eq. (6.65), it is easy 
to see that the 3/2 power terms in the I,, expression are due to the integration 
of the square root term in Qb [cf. Eq. (6.63)]. This square-root term not 
only results in a complex I d ,  equation, but it makes difficult, if not im- 
possible, to arrive at closed form current and capacitance equations for 
the short-channel devices, as we shall see later. However, approximating 
the square root term by a linear function results in more tractable equations. 
For circuit models, the square-root term in Q b ,  namely 

(6.68) 

is often approximated by the following expression with a linear dependence 

(6.69) 

where V, = 24f + vsb and 6 is a constant for a given value of V,. Various 
different expressions for 6 have been proposed in approximating the 
function F (  V, V,) [24]-[28]. However, the first order approximation for 
6 can be obtained by retaining the first two terms in the Taylor series 

in V(Y) 

F( v, V,) 2 Jm + 6. v = Fapprox 
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expansion of the function F(V, V,) resulting in5 

(6.70) 

Comparing Eqs. (6.69) and (6.70) we see that 

0.5 

6=J&qTK (6.71) 

The plot of F(V, V,) versus V for different values of V,  is shown in 
Figure 6.11. For a given V,, dotted lines are the approximate values of 
F(V, V,) obtained from Eq. (6.70), while the continuous lines are the exact 
expression (6.68). Note that by taking the first two terms of the Taylor 

- EXACT FUNCTION VALUE (6.68) 
APPROX. FUNCTION VALUE (6.70) ,I 

0.01 ' 1  1 '  " " ' I 
0.0 L.0 8.0 

CHANNEL VOLTAGE, V 

Fig. 6.1 1 Comparison of the exact and approximate values for the function F (  V ,  V,)  against 
channel voltage V for different values of V, 

Assuming V, = 24f + V,,, the Taylor series expansion of the function F( V, V,) results 
in 

1 1 
2 ,  8 O  

F(V,  V,) = Jv.vo = VA'2 + - v- 3'2 V - ~ v- 3'2 v* + "' , 

Neglecting second and higher order terms in V results in Eq. (6.70). 
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series, the value of 6 becomes too large to provide a good approximation, 
particularly at  low v s b  and high V. For this reason, a value of 6 slightly 
smaller than that defined by Eq. (6.71) is often used, that is, 

0.5 
6 =  

where g is a correction factor which varies between 0.5 and 0.8. In one 
approach g = 0.8 [27], while in some other approaches g is allowed to 
depend on Vsb for a better fit 124,251. In the latter case, the following 
semi-empirical expression for 6 is suggested 

(6.73) 

where a, and a2 are constant chosen such that the expressions (6.73) and 
(6.69) will give the best least square-fit to the function F(V, V,) over a range 
of Vand V,. Different values of a,  and a2 have been proposed. For example, 
Hanafi et al. [24] assume a, = 1.41 and a2 = 0.43, while Sheu et al. [25] 
assume a,  = 1.744 and a = 0.8364 using I/ from 0-10 V in 0.5 V increments 
and (24f + Vsb) in the range 0.7 to 20.7 V. 
Another simple value proposed for 6 is [27] 

(6.74) 

The most accurate approximation for 6 is obtained by minimizing the least 
square function f 1261 

CJCV + 24s + vsCJ - (6v + J r n ) I 2  d v  (6.75) 

such that 

- = 0. 
dV 
df 

Differentiating Eq. (6.75) and equating it to zero yields, after a little algebra, 
the following expression for 6, 

6 =  C0.8 - 1Sv;  + (1 + v,)3'2(1.2vr -0.8)] (6.76) 
v," J 2 m  

where 
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Though accurate, this is a complicated expression and not suitable for 
CAD models. However, the following simplified form of Eq. (6.76) has been 
used in the drain current model [28] 

(6.77) 

This approximation, though accurate, has 6 as a function of the variable 
V ;  so 6 must be calculated for each V. 
The effect of approximating the function F(V, V,) with different 6 expressions 
is most sensitive at zero Vsb. Therefore, a comparison is made between 
the exact and approximate functions at zero vsb by calculating the relative 
errors between them using different 6 expressions. The results are shown 
in Figure 6.12 where the error E ,  is defined as 

Fexact - Fapprox 

Fexact 

E, = 100 x 

where Fexac, and Fapprox are values of F given by Eqs. (6.68) and (6.69), 
respectively. Note from this figure that the simplest approximation for 6 
[cf. Eq. (6.71)] has maximum error, therefore this approximation will 
underestimate the depletion layer charge Q b  the most. However, the result- 
ing error in I d s  calculations is not usually significant because Qb is much 
smaller than Qi. In fact, for Id, calculations, any of the 6 functions discussed 
above can be used depending upon the desired accuracy and speed of 
calculation. However, accuracy in 6 approximations are important for 

CURVE SAPPRO)?\ 1 #= 1 Ea. (6.71) 

0.0 L.0 8.0 
V 

Fig. 6.12 Error between the exact and approximate square-root function F ( V ,  Vo)  for 
different 6 approximations 
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MOSFET capacitance calculations, where small error in Qb can cause large 
errors in the capacitances. For this reason Eqs. (6.73) or (6.74) are most 
appropriate for circuit design, although these expressions can create 
problem in the capacitance calculations as we shall see in Chapter 7. 

6.4.4 Drain Current Equation with Square-Root Approximation 

With the square-root approximation (6.69), Eq. (6.63) for Qh(y)  becomes 

Q d Y )  = - coXl"6 v(Y) + d-1 
while Eq. (6.64) for Qi(y) reduces to 

(6.78) 

where we have made use of Eq. (6.46) for Vfh and a is defined as 

I a = 1 + 6 y . (  (6.80) 

Note the similarity of Eqs. (6.79) and (6.45); the only difference being the 
presence of the a term which takes into account variations in the bulk 
charge Qb along the channel. Using the above value of Qi(y) in Eq. (6.41) 
and integrating we get the current in the linear region as 

(6.81) 

Comparing this equation with Eq. (6.65) we see that just by approximating 
the square root term in Qb we could get a much simpler expression for Zds .  
It is this current equation which is used in most of the newly developed 
MOSFET models for circuit simulation. For example, SPICE MOS Level 
3 [23] and Level 4 [25] use Eq. (6.81) for Zds; however, Level 3 uses 6 given 
by Eq. (6.71), while Level 4 (BSIM model) uses 6 given by Eq. (6.73). 
Differentiating Eq. (6.81) and equating the resulting expression to zero gives 
the following simple expression for V,,,,, namely 

'gs - ' th 

a 
',sat = (6.82) 

Substituting this equation into Eq. (6.8 1) yields the saturation region 
current, without CLM, as 
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To summarize, we now have a more accurate drain current model that 
takes into account the bulk charge variation along the channel region and 
is represented by the following set of equations: 

0 Vgs 5 vtfl (cutoff region) 
P(Vgs - V t h  - 0.5aVds)Vds (linear region) 

--CVgs - vth)2 (saturation region). 1: (6.84) 

It is worth pointing out that the charge-sheet model, discussed in section 
6.3, can also be simplified using the square root-approximation. In this 
case, the final equation for I,, in the linear region looks similar to Eq. (6.81). 
This can be seen as follows: replacing the square-root dependence of Qb in 
Eq. (6.27) with a linear approximation [cf. Eq. (6.69)] we get 

Q ~ Y )  - Y C A &  + 6(4,(~) - 4so) l  (6.85) 

where 6 is given by any of the expressions discussed earlier in section 
6.4.3. Using this value of Qb(y)  in Eq. (6.28) yields 

Vgs > vth, v,, I V,,,, 

Vgs > vh, Vd, > Vd,,, 

I d s  = 

(6.86) 

where 

Vn = ~ 1 ,  + ~ 6 4 s O  - Y& 
and ct is given by Eq. (6.80). Substituting Qi from Eq. (6.86) in Eq. (6.33) 
and carrying out the integration under the boundary conditions given in 
Eq. (6.34) yields [18] 

I d s  = Ids1 + I d s 2  = P l v g b  - vn + avt - 0.5a(4sL - ~ S O ) ] ( ~ S L  - 4~0). 

(6.87) 

Note that unlike Eq. (6.84), the above equation is continuous in all the 
regions of device operation (subthreshold, linear and saturation). Compar- 
ing Eq. (6.87) with Eq. (6.84) in the linear region we see that there is an 
extra term ctVt(4,, - 4so) in Eq. (6.87). This is due to the diffusion compo- 
nent of the current that is neglected in Eq. (6.81). 
Figure 6.13 shows comparison of the calculated I , ,  - Vds characterstics 
using the charge-sheet model, the rudimentary (first order) model and the 
bulk-charge model. The model parameters used are those shown in Table 
6.1. Note that the piece-wise models (rudimentary and bulk-charge models) 
overpredict the drain current compared to the charge-sheet model. This 
can be explained as follows. In deriving the piece-wise drain current models 
in the previous sections we assumed that in strong inversion the potential 
drop 4s across the silicon was pinned at 24f + v&. In reality this is not 
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Fig. 6.13 Comparison of the MOSFET output characteristics using (a) charge-sheet model, 
(b) bulk-charge model and (c) rudimentary (classical model). The classical model overpredicts 

current 

true and indeed the potential does increase by few times the thermal voltage 
(- 4Vt) as was discussed in chapter 5. This shows that piece-wise models 
underestimate 4, and hence the bulk charge Qb. For a given gate voltage, 
underestimating 4, means overestimating V,,, the voltage across the oxide 
[cf. Eq. (4.16)]. Overestimating V,, leads to an overestimation of silicon 
charge Q,, which in turn means overestimating Qi because Qb is being 
underestimated. The overestimation of inversion charge Qi in the channel 
results in an overestimation of drain current. Indeed it has been found that 
the piece-wise multisection model overestimates the drain current by 
15-20% [ 111. In spite of its inaccuracy, the multisection (piece-wise) model 
[cf. Eq. (6.84)] is the one used in today’s widely used circuit simulators 
because of its simplicity. 

6.4.5 Subthreshold Region Model 

While deriving I,, Eqs. (6.62) and (6.84), it was assumed that the current 
flow is due to drift only (assumption 6). This resulted in I, = 0 for Vgs < Vth, 
that is, there is no current flow for V,, below threshold. In reality this is 
not true and I , ,  has small but finite values for V,, < Vrh .  For the device 
shown in Figure 6.5 this current is of the order A when 
V,, approaches Vr, and then decreases exponentially below Vth. In fact the 

A to 
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device behavior changes from square law to exponential when V,, approa- 
ches Vth. This current below V,, is called the subthreshold or weak inversion 
current and occurs when V,, < Vth, or 4s> 4,> 24s. Unlike the strong 
inversion region where drift current dominates, the subthreshold region 
conduction is dominated by  diflusion current. It should be emphasized that 
the transition from weak to strong inversion is not well defined, as was 
discussed in chapters 4 and 5. This region of device (subthreshold) current 
is important in that it is a leakage current that affects dynamic circuits and 
determines CMOS standby power. In this region of operation, Eqs. (6.62) 
or (6.84) are no longer valid. 
In the subthreshold region of operation, the surface potential 4,, or the 
band bending, is nearly constant from the source to the drain end because 
the inversion charge density Qi is several orders of magnitude smaller than 
the bulk charge density Qb (cf. section 4.2). This means that we can replace 
4,(y) in subthreshold region by some constant value, say $J~,. With this 
assumption, the bulk charge Qb can be expressed as 

Q b  = - cuxY = - cuxY (6.88) 

Further, since Qi << Qb, we have Q, z Q b ,  so that Eq. (6.19) becomes 

Q b  
Vgb = Vfb + 4 s s  - -. 

C U X  

Solving Eqs. (6.88) and (6.89) for 4,s we get 

(6.89) 

or 

(6.90) 

This shows that 4s, is nearly linearly dependent on VgS. It should be 
emphasized that the surface potential 4,s in the subthreshold region is 
constant from source to drain only for a long channel device. As the channel 
length become shorter, 4s, no longer remains constant over the whole 
channel length. 
Because @,, is constant, the electric field by is zero. Hence, the only current 
that can flow is diffusion current as can be seen from Eq. (6.2) and is given by 

JJdiffusion) = qD,- (6.91) 

Integrating this equation across the channel of thickness t,, and making 
use of Eq. (6.13) we can write the drain current I , ,  (due to diffusion) in the 

dn 

dY 
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subthreshold region as 

dQ i 
dY 

(6.92) 

where we have made use of the Einstein relation D, = p,Vt [cf. Eq. (2.34)] 
and made the assumption that dp,/dx = 0. Integrating the equation above 
from y = 0 to y = L we get 

I , ,  = p,WVt- (subthreshold region) 

(6.93) 

where Qis and Qid are the inversion charge densities at the source and the 
drain end respectively when the device is in the subthreshold or weak 
inversion region. Following the MOS capacitor case, the inversion charge 
density Qi(y) in weak inversion [cf. Eq. (4.43)] is given by 

(6.94) 
where we have replaced 4, by q5s, and have made use of Eq. (6.23) for y 
and Eq. (6.22) for Vq!. Remembering that Vcb(y = 0) = V,b and Vcb(y = L) = 
V,b+ V,,, the inversion charge Qis  and Qid at the source and drain ends, 
respectively, can be written as 

(6.9 5a) 

Qi,(drain end) = & I/,e(d’ss- 26f- v s b  ~ Vds)lVt. 

Using these values of Qis and Qid in Eq. (6.93) yields 

I -  psWCoxy I / :e (6”’ -26f f -V,b) /V, (1  - e -  Vds/Vf). 

(6.9 5 b) 
2 6  

(6.96a) 

Above equation takes the following form, after eliminating 4J using Eq. 
(2.15) and making use of Eq. (6.50) for B, 

d s -  2 L J Z  

(6.96b) 

This is the current equation for the subthreshold region. For each Vgs we 
first calculate q5ss from Eq. (6.90), which in turn is used to calculate I,, from 
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Fig. 6.14 Typical device I,, - V,, characteristics in the subthreshold or weak inversion 
region for two different back bias 

Eq. (6.96). The following conclusions about subthreshold conduction can 
be drawn from Eq. (6.96): 

0 The subthreshold current increases exponentially with the surface 
potential 4ss and hence Vgs [cf. Eq. (6.90)]. This is evident from 
Figure 6.14 where measured I d ,  is plotted against Vgs for different values 
of V,, and Vd, for a nMOST fabricated using 1 pm CMOS technology. 
The current is dependent upon an exponentially decreasing term which 
for Vd, larger than 4Vt ( -  100mV) is negligible, becoming independent 
of Vds. It should be pointed out that this is true only for long channel 
devices. In fact for short channel devices, this region of drain current 
exhibits a significant dependence on the drain voltage as we will see in 
section 6.9. 
The subthreshold current is strongly dependent on temperature due to 
its dependence on the square of the intrinsic carrier concentration ni, 
resulting in steeper slopes at low temperatures. The temperature depen- 
dence of subthreshold current is discussed in section 6.9. 

Often Eq. (6.96) is written in terms of the surface concentration n, as6 

(6.97) 

Equation (6.97) can be derived as follows: The inversion channel is confined by the 
potential well created by the oxide to the silicon interface on one side and on the other 
side by the perpendicular electric field gS at the surface in the substrate. Since Qi << Qb 
in weak inversion, is equal to the depletion field, that is 

(Continued next page) 
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Most of the expressions reported in the literature for I d ,  in weak inversion 
region are variations of Eq. (6.96) [4], [29]-[32]. For circuit simulation 
models, often a simplified form of this equation is used. Since Qb is a weak 
function of 4,,, we can expand Qb using Taylor series around 4so which 
lies between 4f and 24r. Retaining the first two terms of the Taylor series, 
we get 

From Eq. (6.88) we get 

(6.98) 

(6.99) 

where Cd is called the depletion region ~apaci tance.~ Combining Eqs. (6.98) 
and (6.99) with (6.89) yields 

(6.100) 

For calculating I d s ,  it is more appropriate to take 4so in the middle of the 
subthreshold region (i.e., = 1.54f + V,b) because 4ss lies between 24f + V,, 
and 4J + V,b. However, by assuming = 24f + l / ,b ,  the condition for the 
onset of strong inversion, we arrive at an expression for I d ,  that is often 
used in circuit models. Thus, assuming 4so = 24r + VSb, Eq. (6.100) becomes 

4s - 24f  - (6.101) 

The average thermal energy of the carriers for motion perpendicular to the surface is 
kT. The average thickness t,,, of the weak inversion channel is, therefore, given by 

pfs t , ,  = k 7  

Solving these two equations for &, by eliminating &s, and then combining Eqs. (6.96a) 
and Eq. (6.10) results in the desired equation. 
' Rewriting Eq. (6.99) in the following form 

c,- Y C O X  - J y - ' . ' . X  

2 J z  Xd, 

- EOEOX - 
thickness of the depletion region under the channel 

clearly shows Cd as the depletion layer capacitance. 
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where we have made use of Eq. (6.46) for Vth, and 

Y 1 +  (6.102) 

Typical values of r]  range from 1 to 3. Physically, r]  signifies the capacitive 
coupling between the gate and silicon surface. If there is a significant 
interface trap density, the capacitance Ci, associated with this trap is in 
parallel with the depletion layer capacitance cd, and therefore Eq. (6.102) 
becomes 

(6.103) 

This is the equation for r]  used in SPICE model Levels 2 and 3. In this 
equation Cif, called the surface state capacitance, is normally regarded as 
an adjustable parameter through qo and is used to fit the value of q to 
measured characteristics. Combining Eqs. (6.96), (6.99) and (6.101) yields 

or 

where I,, = b(cd/c,,)V: = b(r] - l)V:, is a prefactor term. This is the most 
commonly used drain current equation for the subthreshold region of device 
operation. It clearly shows that the subthreshold current ( V,, < Vth) increases 
exponentially with Vgs and for V,, larger than about 3Vr, the current becomes 
independent of Vds. Further, since the parameter is inversely proportional 
to the square root of Vsb, the subthreshold slope becomes steeper at higher 
values of Vsb. This indeed is the case as can be seen from Figure 6.14 which 
is a plot of log(Zds) versus Vg, for an experimental device. Note that the 
curve is linear (on the log scale) until the device starts to turn on. When 
V,, approaches Vfh, Eq. (6.104) is no longer valid and the current will increase 
either linearly (linear region) or as the square of (V,, - Vrh) (saturation 
region) depending upon the value of Vd,. 
Very often the following simpler version of Eq. (6.104) is used for circuit 
models [34] 

(6.105) 
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where Vd, dependence is ignored because its effects on I , ,  is negligible for 
VdS > 3Vf. The parameter rn is inserted to correct for various approximations 
made in the derivation of Eq. (6.104) and is calculated in the same way as 
qo, that is, by curve fitting the experimental data. 

Subthreshold Slope. An important parameter characteristic of the sub- 
threshold region is the gate voltage swing required to reduce the current from 
its ‘on’ value to an acceptable ‘off’ value. This gate voltage swing, also 
called the subthreshold slope S,  is dejined as the change in the gate voltage V,, 
required to reduce subthreshold current Ids by one decade. For a device to 
have good turn-on characteristics, S should be as small as possible. Clearly, 
S is a convenient measure of the turnoff characteristics of a MOSFET. By 
this definition 

S =  dvgb = 2.3 [ *] (Vldecade) (6.106) 

where the factor 2.3 accounts for the conversion from “log” (logarithm to 
the base 10) to “ln” (logarithm to the base e). Strictly speaking, S varies 
with the current level. However, this variation is small over one decade of 
current so that S can be taken as gate swing per decade [32]. We can 
rewrite Eq. (6.106) for S as 

d(log Ids) Ids) 

Differentiating Eq. (6.89) we get 

where 
taking 

where 

(6.107) 

(6.108) 

we have made use of Eq. (6.99) for C,. Assuming vd, > 31/, and 
the logarithm of both sides of Eq. (6.96b), we get 

I, =--p,C,,y v,- . 
2 L  ( :J2 

Now differentiating Eq. (6.109), we get 

a s  vr 2 4 s  Vf 

(6.109) 

(6.1 10) 

(6.111) 

where again we have made use of Eq. (6.99) for C,. Substituting Eqs. (6.108) 
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and (6.111) in Eq. (6.107), we get 

S=2.3Vr[ (1  +z)/{l (V/decade). (6.112) 

For y >> Cd&IC,,, the subthreshold swing becomes 

(6.113) 

where we have made use of Eq. (6.102) for r. This shows that the theoretical 
minimum swing Smin is given by 

Smin = 2.3. V, r 60 (mV/decade) (6.1 14) 

that is, the minimum attainable subthreshold slope for any device is approxi- 
mately 60mV per decade at room temperature. Since q lies in the range 
1-3, typical values of S lie in the range of 60 to 180mV/decade. If there is 
a substantial interface trap density, then cd in Eq. (6.1 13) should be replaced 
by (C ,  + Cit).  Thus, the subthreshold slope is a convenient measure of the 
importance of the interface traps on device performance. 
Note that C ,  is a function of $,, and the value of 4,, chosen to calculate 
C ,  affects S to some degree. For circuit models, we can assume that +,, = b4f + V,, where 2 > b > 1. However, Brews [32] determined 4ss in 
terms of current level. Therefore, to find 4,, we first choose a certain current 
level, say I,, = 10- lo  A. Rearranging Eq. (6.109), we get 

(6.115) 

Assuming a certain current level, Eq. (6.115) is used to calculate +,, by 
iteration. This iterative procedure converges very rapidly [32]. 
The plot of subthreshold swing S as a function of bocy factor y for three 
different gate oxide thicknesses (tax = 100,300 and 500 A) is shown in Figure 
6.15. In these curves cd is calculated using Eq. (6.99) with = 1.54f + VSb, 
although one can also use Eq. (6.115) for 4,,. Note that even for y = 0, 
there is a minimum swing of 60mV/decade. The swing varies linearly' with 
y and is substrate bias dependent. The higher the Vsb, the higher the 4ss, 
and therefore the lower the depletion capacitance C ,  which then results in 
S being lower. This shows that use of substrate bias can improve sub- 
threshold turn off. 

* Increased y means higher substrate doping N,. The higher the N,, the lower the depletion 
width; this, in turn leads to a higher value for C, which results in higher value for S. 
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BODY FACTOR, r CVb) 

Fig. 6.15 Subthreshold slope S versus body factory for different substrate bias. Variation in S 
at contrast y ,  when oxide thickness to, varies from l O O A  to 500A, is also shown 

6.4.6 Limitations of the Model 

In the multisection drain current model developed above we have assumed 
that Id,  in the subthreshold region (weak inversion) consists of a diffusion 
component only, whereas in the linear and saturation regions (strong 
inversion) it consists of a drift component only. Hence, one can not expect 
a smooth transition between the two regions. The non-continuous transition 
between these (weak and strong inversion) regions is a severe drawback of 
the simplified model discussed so far. For the model to be implemented in 
a circuit simulator it is necessary that there be a smooth transition between 
the two respective regions. The simplest way to achieve a continuous 
transition is to assume that the charge Qi in the weak inversion region is 
a tangent to the strong inversion region charge. [30]. The point of tangency 
V,, is the dividing point above which strong inversion region equations 
will be valid and below which weak inversion region equations will be 
valid, as shown in Figure 6.16. Under the assumption of low Vds( - 4VJ, 
using Eqs. (6.95) and (6.101), the weak inversion charge Qi becomes 

Qi = CdV, exp ('g;,") (weak inversion, Vds - 0.1 v). (6.116) 

Under the same conditions, that is low V,,, the strong inversion charge, 
from Eq. (6.79), becomes 

(6.117) Qi = Cox(Vgs - Vth) (strong inversion, Vd, - 0.1 V). 
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REGION REGION 

Fig. 6.16 Gate voltage V,,, dividing the weak and strong inversion region model, (a) linear 
scale, and (b) log scale 

Thus, equating Eqs. (6.116) and (6.1 17) and their derivatives with respect 
to V,,, we get at V,, = V,, [30] 

(6.118) 

When Vgs 2 V,,,, the drain current i d s  is given by (6.84) while, for V,, < V,,, I d ,  
can be calculated from Eq. (6.105) by replacing Vfh with V,,. Thus, 

I = Vrh + 't. I 

I,,(subthreshold) = I,,exp ( Vg~v;fV~~). Vgs < v,, (6.1 19) 

where I , ,  is the current calculated from Eq. (6.84) using V = V,,,. Thus,  
V,, acts as a point at which behaviors of strong and weak inversion are pieced 
together. This is the approach used in SPICE Levels 2 and 3. Combining 
Eqs. (6.1 19) with (6.84) we now have a complete long-channel DC MOSFET 
model, which is continuous in all regions, 

gs. 

(cutoff region) 

I d ,  = /3(Vg, - V,h - 0.5 aV,,)V,, V,, > V,,, V d ,  I V,,,, (linear region) 

Vgs > V,,, V,, > Vd,,, (saturation region). 1 $ ( V g s  - Vth)z 

(6.1 20) 

The transfer characteristics of a nMOST (WJL,  = 3/1, to, = 150A) is 
shown in Figure 6.17, where continuous line is calculated based on 
Eq. (6.120) while symbols are experimental data. 
Although Eq. (6.1 18) results in a continuous transition from weak to strong 
inversion (see Figure 6.17), there are large errors in the I , ,  calculations 
around the transition region, often called the moderate inversion region [ 151. 
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Fig. 6.17 Device I , ,  - V,, characteristics in the subthreshold or weak inversion region. 
Squares are experimental points while lines are model based on Eq. (6.1 19) 

However, for most of the digital applications this error is not significant 
due to the low magnitude of the current in this region. 
A slightly different approach, that ensures continuity of the weak and 
strong inversion current and its derivative, is to replace V,, in Eq. (6.120) 
by an effective gate voltage V,,, defined as [34] 

(6.121) 

When the gate voltage is a few V ,  above V,,,, V,,, reduces to V,, as is required. 
When the gate voltage is a few V, below v ,h ,  the effective gate voltage 
becomes 

(6.122) 

which indicates the exponential dependence of V,,, on V,, when Vqs < Vth. 
Thus, replacing V,, in Eq. (6.84) by V,,, ensures continuity of the current. 
In fact the two approaches are not very different. The large errors in the 
middle inversion region still exist. However, the advantage of using (6.121) 
is that we need only two equations instead of three in (6.120). 
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6.5 Drain Current Model for Depletion Devices 

Strictly speaking, the drain current models developed in the previous sections 
are valid for enhancement devices only. However, in SPICE these models 
have been used for depletion type devices also simply by changing the sign of 
the threshold voltage as was pointed out in section 5.2.2. If the depletion 
device is used only as a load element (source and gate tied together) in a 
circuit, then this zero order model is quite satisfactory. However, for 
device to be used in a more general configuration requires a separate model. 
Although a general model, similar to the charge sheet model for the enhance- 
ment devices, has been developed [35] but it will not be discussed here 
due to its complexity. Moreover, such models are not very suitable for 
circuit simulators. Here we will discuss only piece-wise models that are 
normally used for circuit simulations [36]-[45]. 
Recall that depletion devices have a deep channel implant which is of 
opposite type to that of the substrate, thereby forming a pn junction under- 
neath the gate. Unlike the enhancement devices, the depletion devices 
conduct even at zero V,, and have many modes of operation depending 
upon the applied gate and drain voltages, channel doping concentration 
and implant depth [38]-[45]. These different modes of operation are named 
according to the condition at the silicon surface. Thus, if the entire surface 
is accumulated, depleted or inverted, the device is said to be operating in 
accumulation, depletion or inversion mode, respectively, as shown in Figure 
6.18. In addition, there can be mixed mode of operation such as accumulation 
at the source end and depletion at the drain end, called the accumulation/ 
depletion mode. In this section we will develop a drain current model for 
different modes of operation of the depletion devices. 
Figure 6.19a shows the cross-section of an n-channel depletion MOSFET 
in the direction of the channel current flow. The implanted or buried n-type 
channel region is approximated by a step profile of depth Xi and uniform 
concentration N,.  This is the approximation we had used earlier to calculate 
the threshold voltage of depletion devices (cf. section 5.2.2). The boundaries 

'9 < 'f b "9' 'thi 

(a) (b) (C) 

Fig. 6.18 Different modes of operation in depletion devices (a) accumulation (b) depletion 
and (c) inversion 
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Fig. 6.19 (a) Cross-section of a n-channc iepletion 
for the device in (a) 

vice, (b) deF-.tion widths and charges 

of the two space charge regions, one at the surface and the other due to 
the p n  junction formed by the channel and the substrate, are shown as 
dotted lines. The channel p n  junction depletion width X ,  is controlled by 
the channel voltage Vcb. The surface space-charge region X, is due to the 
combined effect of the gate and channel voltage. An elemental section of 
the device at a position y together with the charge and potential distribution 
in the x direction is shown in Figure 6.19b. For the sake of algebraic mani- 
pulation it is convenient to define the following modified voltages 

(6.123) 

where V(y )  is the channel voltage which is zero at the source end and Vd, 
at the drain end, 4 j  is the built-in potential of the channel p n  junction. 
Using the GCA we can write the mobile charge density Qm in the channel 
as [38] 

Q m =  - Q i m + Q j n + Q s c  (6.124) 
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where Qim, Qj ,  and Q,, are the implanted layer charge density, the channel 
p n  junction space-charge density and the surface space-charge density, 
respectively. The implanted layer charge density Qim is simply [cf. Eq. (5.50)] 

Qim = qNsXi .  (6.125) 

The substrate p n  junction space-charge density Qj,  was calculated as [cf. 
Eq. (5.55)] 

Q j n ( Y )  = ~ e c o x m  (6.126) 

where y e  is given by Eq. (5.54). The surface space-charge density Q,, takes 
the following values depending upon the gate and drain voltages [38] 

1 - Cox(vmg - V ~ ( Y ) )  (surface accumulation) 
(6.127a) 

(depletion at the surface) 

(6.127b) 
(surface inversion) 

(6.127~) 

where y ,  is given by Eq. (5.57a). 
The sets of equations (6.125)-(6.127) are valid at any point along the surface 
between the source and drain. Whether all the conditions mentioned in 
Eqs. (6.127) actually occur in a given device depends on the doping 
concentration in the implanted layer, the thickness of the layer and the 
channel voltage. 
Knowing the mobile charge density Qm, we can now calculate the drain 
current in the depletion devices. Neglecting the diffusion current, the drain 
current can be written as [cf. Eq. (6.14)] 

(6.128) 

Note that here p is not the surface mobility, but rather more closer to bulk 
mobility because in this case current is flowing away from the surface in 
the burried channel. 
Substituting Q ,  from Eq. (6.124) into (6.128) and integrating we obtain [38] 

(6.129) 

where F ,  is the contribution of the surface space-charge region to the drain 
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current, and is defined as 
Vrnd 

F ,  = jvms QP,. (6.130) 

The function F ,  takes different values depending upon the condition existing 
at the surface. We now evaluate the function F ,  for different conditions at 
the surface ranging from inversion to accumulation. 

1 .  Inversion Along the Entire Surface. This condition exists for the gate 
voltages satisfying V,, I: y S K .  In this case using Eqs. (6.127~) and (6.130) 
we get 

2 
F ,  = - y,C,,( 3 - ViI,"). (6.131) 

2. Inversion at the Source, Depletion at the Drain. This condition exists for 
the gate voltages satisfying - ys& < Vmg < y , z .  The surface in this 
case is inverted at the source end and up to the point along the surface 
where V, = Vi, = (V,,/Y,)~. Beyond this point and up to the drain, the surface 
is depleted. In this case, using Eqs. (6.127b and c) in (6.130) yields 

V i d  

F ,  = jvms Q,,(inversion)dV, + Q,,(depletion)dV, 

or 

3.  Depletion Along the Entire Surface. This condition exists for the gate 
voltages satisfying - y , Z  < V,, 5 K,. In this case using Eqs. (6.127b) 
in (6.130) yields 

T F ,  = -y,C,,[ 2 r2 + I/,, - VrnJ3/' - ($ + Vms - Vmg 3 4 

(6.133) 

4 .  Accumulation at the Source, Depletion at the Drain. This condition exists 
for the gate voltages satisfying V,, < V,, I Vmd. In this case using Eqs. 
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(6.127a) and (6.127b) in Eq. (6.130) yields 
Vmd 

Q,,(accumulation)d V,, + Q,,(depletion)dVy 

or 

- -Ys(Vm, - Vms) . 1 2 2 312 3 

4 
2 + - 3 .iscox[ (% 4 + Vmd - Vmg)312 - (5) 

(6.134) 

5 .  Accumulation Along the Entire Surface. In this case, gate voltage is 
always greater than Vmd. Using Eqs. (6.127a) in (6.130), we get 

(6.13 5) 

It should be noted that in the surface accumulation case the surface mobility 
ps should be used instead of the bulk mobility p. It has been found that 
ps required to fit the data is about one half the bulk mobility value [38]. 
However, to better fit the data it is more appropriate to use the following 
empirical expression for the mobility at the surface (when surface is partly 
or fully accumulated) [42] 

F S  = c O X [ k ( V i ,  - ‘2,) - ‘mg(‘md - Vms)l’ 

which is gate bias dependent (see section 6.6.1). 
It is important to note that depending upon the implanted region, some 
of the conditions at the surface may not be encountered. For example, for 
shallow implants, inversion may not occur at the surface, and in this case, 
the whole range of device currents are covered by conditions (3)-(5) above. 
Such would also be the case if the surface region is completely isolated 
from the substrate. Also note that unlike in enhancement devices, the 
threshold voltage V,, does not appear explicitly in the drain current 
equations for depletion devices. In spite of this drawback, the model fairly 
accurately represents the measured I- V characteristics for long channel 
depletion devices. Although this is the most commonly used drain current 
model based on a step profile in the channel; there are other more accurate 
but more complex models based on linearly graded profiles [27], [36]. 

Saturation Voltage. Similar to the case of enhancement devices, the 
saturation voltage V,,,, for depletion devices is also defined as the drain 
voltage at which the drain current reaches its maximum value for a fixed 
gate voltage. With no velocity saturation effect, it is equivalent to setting 
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Q,= 0 in Eq. (6.124) and replacing V, by V,,,, = Vd,,, + Vs, + 4j .  If the 
surface at the drain end is depleted, then Vd,,, is obtained by solving the 
following equation 

+ Vmsat - Vmg)"']  = Qim. (6.136) 

However, if the drain end is inverted, then one has to use the following 
equation for vd,,, calculation 

Note that in this case V,,,, is independent of the gate voltage, because the 
gate is screened from the channel by the inversion layer. However, if the 
region is accumulated the saturation of the drain current does not occur. 
Figure 6.20 shows a comparison of the calculated and measured drain 
current for an n-channel depletion device fabricated using an NMOS 
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_ _ - -  
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Fig. 6.20 Measured and calculated transfer and output characteristics at different back bias 

for an n-channel depletion device. (After Divekar and Dowell [42]) 
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process with WJL,  = 5012.5. Solid lines are measured data while dashed 
lines are calculated based on the model discussed above. The model fits 
the data fairly well [42]. 

6.6 Effective Mobility 

The carrier inversion layer mobility p, for electrons varies in the range 
400-700cm2/V.s while for the holes it is in the range 100-300cm2/V.s. 
These values are lower than the bulk mobility values (cf. section 2.4) because 
carriers in the channel undergo scattering by the charges at the surface 
boundary and by surface roughness, in addition to the scattering with the 
crystal lattice and ionized impurity atoms.' In fact, currier mobility of u 
MOSFET is a strong function of the Si-SiO, interface and is strongly 
inJluenced by processing techniques. 
While developing the drain current model, we assumed that the ps is 
constant, independent of the gate or the drain voltage (assumption 5). In 
reality this is not true because when carriers in the channel move under 
the influence of the normal electric field €x and the lateral electric field gY 
due to the gate voltage and drain voltage V,,, respectively, they undergo 
increased scattering with increasing fields. The reason being that the normal 
field &x acts in a direction so as to accelerate the charge carriers towards 
the surface causing carriers to scatter more frequently than in the absence 
of the gate field. On the other hand, the lateral field €,, causes charge carriers 
to move faster, so that at high enough V,,, the carriers become velocity 
saturated. Clearly p, is not constant and depends on both &x and €,,, which 
is contrary to our earlier assumption of constant p,. It was on this 
assumption that p, was taken outside the integral in Eq. (6.14) and 
subsequent equations for Z,,. Strictly speaking, we must include p, inside 
the integral for calculating the current. However, in that case the resulting 
current equations become very complicated [46]. In order to keep the 
current equations manageable we normally define an effective mobility perf 
as the average mobility of the carriers in a MOSFET, i.e., 

(6.1 3 8) 

In general the different scattering mechanisms that affect the surface mobility behavior 
are (1) phonon scattering due to lattice vibrations, (2) Coulomb scattering due to charge 
centers such as ionized impurities, fixed oxide charges, etc., and (3) scattering due to 
roughness of the surface. The relative importance of these mechanisms depends on the 
magnitude of the electric field at the surface and the temperature. 
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such that when used in the following equation [cf. Eq. (6.41)] 

1 - -&ff lovds Qid V 
d s -  L 

(6.1 39) 

the correct value of I,, is predicted. 
To  develop a theoretical model for peff is not easy because separation of 
the contributions of the various scattering mechanisms is difficult due to 
many parameters involved. Furthermore, theoretical analyses are compli- 
cated by the confinement of the channel region to a very small thickness 
in a potential well at the silicon surface. The theory is further complicated 
by quantum effects which play an important role, and because surface 
roughness at the Si-SiO, interface is poorly characterized. Recent theoretical 
models of carrier surface mobility, some of which are reviewed by Ando 
et al. [47], are insightful, but they are too complex to be useful even in 
device simulation, let alone circuit simulation [48]. So to predict the efective 
mobility theoretically, we normally rely on experimental data and empirica! 
equations [49]-[66]. Although these empirical equations lack physical 
significance, they have worked fairly well in device modeling. The para- 
meters in the empirical equations are adjusted until one obtains an accept- 
able fit to the experimental data. 

6.6.1 Mobil i ty  Degradation Due to the Gate Vol tage 

Based on extensive measurements of surface mobility p, at low V,,, Sabnis 
and Clemens [Sl] observed that ps, when plotted against the effective normal 
field &eeff, show a “universal curve” independent of the substrate doping 
concentration N , .  The existence of a universal relationship between G,,, 
and ps was subsequently confirmed by many others [52]-[57]. For instance, 
Sun and Plummer [52]  showed that for different doping concentrations 
( N b  = 3.0 x 1014cm-3 to 1.4 x 1017 ~ m - ~ )  ,us falls on the same curve except 
near the onset of inversion, as shown in Figure 6.21. They also showed that 
the resulting curve shifts downwards as the interface charge is increased 
and is unaffected by the substrate bias. This implies that the limiting 
Coulomb scattering mechanism due to the interface states and fixed oxide 
charges is the dominant scattering mechanism. It was observed that the 
dependence of mobility on the gate field can be described by an empirical 
relationship of the following form, [SO], [S2] 

P S  = Po( 2)v (6.140) 

where p o  is the maximum extracted value of the mobility at a given doping 
concentration, also some times called the low jield surface mobility, whose 
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Fig. 6.21 Inversion layer electron mobility data for silicon at 300K for two different 
substrate dopings N , ,  = 1.25 x l O " ~ m - ~ ,  N , ,  = 1.33 x 10'6cm-3. (After Sun and 

Plummer [ 5 2 ] )  

value for electrons is 400-700cm2/(V.s) and holes is 100-300 cm2/(V.s). go 
is the critical electric field below which ps = p o  and above which ps begins 
to decrease and v is an empirical constant. An increase in geff causes carriers 
to be drawn closer to the interface, thus increasing surface scattering, and 
hence lower mobility. 
Recently Liang et al. [57] studied the effective mobilit at higher effective 

fixed substrate concentration of 5.0 x 1016cm-3 as shown in Figure 6.22. 
Their study showed that the ,us versus &eff relationship is independent of 
the oxide thickness down to 50 A, and that the thin-oxide MOSFET trans- 
conductance is degraded by the finite inversion layer capacitance and not 
by decreased mobility for thin oxides. However, they suggested the following 
empirical formulation, which is slightly different from Eq. (6.140) 

fields using various oxide thicknesses (53 A, 88 A, 169 w and 418 A) and a 

(6.141) 

The parameters and v are given in Table 6.3 [62]. 
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Fig. 6.22 Inversion layer electron and hole mobility for different oxide thicknesses. (After 

Liang et al. [57]) 

Table 6.3. Parameters for the surface mobility model Eq. (6.141) for  silicon at 
300 K 

~~ ~ 

Parameter po(cm2/V.sec) g0(V/cm) v 
Electrons (nMOST) 670 6.7 x 10' 1.6 
Holes (pMOST with p +  Poly-Si) 160 7.0 105 1.0 
Holes (pMOST with n+ Poly-Si) 290 3.5 x 10' 1.0 

Note that hole mobility p, for a pMOST with n-implant at the surface 
(p'polysilcon gate) is much lower compared to the pMOST with a partially 
buried channel (n' polysilcon gate). This is because in the latter case current 
flows slightly below the silicon surface, thus resulting in less scattering and 
hence higher hole mobility. It has been observed that mobility is indepen- 
dent of the gate-oxide thickness, provided the Si-SiO, interface is of good 
quality (oxide charge Qo is less than 1.0 x 10"c/cm2 and thus negligible) 
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and the channel inversion charge Qi is properly calculated. Otherwise, a 
dependence of mobility on oxide thickness can be observed for thicknesses 
lower than l O O A .  These results lead to the conclusion that mobility ps is 
more a function of the Si-SiO, intevface than device parameters such as oxide 
thickness or doping concentration. 
A mobility model suitable for circuit simulation, which fits the observed 
experimental mobility data at low V,,, for both p -  and n-channel devices, 
is of the form [59], [63] 

(6.142) 

where clg is called the scattering constant. Thus, to calculate ps we need to 
calculate €eff to be discussed shortly. 
It has been shown [56] that Eqs. (6.140)-(6.142) are valid for 
&eff < 5.5 x lo5 V/cm and that at higher fields there is a stronger dependence 
of mobility on &eff. The failure of the model at high fields is believed to be 
caused by the onset of quantum effects in the deep inversion channel 
potential well and the populating of the upper subbands in silicon. At 
higher fields Eq. (6.142) becomes invalid. A typical set of universal mobility 
field data, including high fields, is presented in Figure 6.23 [65]. Note that 
electron mobility falls off as &e;p.3 at intermediate fields with a transi- 
tion to &e;t at high fields for nMOST and for pMOST. The €e;p.3 
dependence is due to acoustical phonon scattering of the inversion layer 
carriers and at high fields, the &ei: dependence is due to surface roughness 
scattering [28], [64]-[66]. The net mobility model is 

(6.143) 

where d1 and 8, are fitting parameters, and m = 2 for electrons and m = 1 
for holes. At lower fields where fixed oxide charge scattering and Coulomb 
scattering are important, this model becomes less accurate. 

Calculation of the EfSective Field &eff. It is easy to find an expression for 
&eff, if we interpret €yff as the average electric jield &avg experienced by the 
carriers in the inversion layer, that is, 

(6.144) 

where and €x2 are the electric field normal to the surface at the Si-SiO, 
interface and the channel-depletion layer interface respectively. Using 



6.6 Effective Mobility 

- , ' I  , " ' I  

NA ( crn-3) 
o 3.gX 1015 

28 1 

A 

I 

0.1 1 
EFFECTIVE FIELD E M  ( MV / crn ) 

(a) 

Gauss' law it is easy to see that 

Q i  
- &xx2 = ~ 

EOEsi  
and 

(6.145) 
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Fig. 6.23 The inversion layer mobiluy for (a) electrons and holes at highfields. (After 
Takagi et al [65])



282 6 MOSFET DC Model 

Solving Eqs. (6.145) and (6.146) for cYxl and cYX2 and substituting in 
Eq. (6.144) yields 

(6.147) 

Thus is related to the bulk depletion charge Qb and to the inversion 
charge Qi .  This equation for cYeff when used in Eqs. (6.140)-(6.143) provides 
good fit to the experimental mobility data for n-channel devices. However, 
for p-channel devices it was found by Arora and Gildenblat [59] and later 
confirmed by other workers [60]-[61] that when the factor 0.5 in Eq. (6.147) 
is replaced by 0.3, the resulting l/ps vs. &eff curve is independent of back 
bias. It is thus more appropriate to write &eff as 

(6.148) 

where 5 = 0.5 for n-channel devices, and 5 = 0.25 - 0.30 for p-channel 
devices." Using Qb from Eq. (6.78) and Qi from Eq. (6.79) in Eq. (6.148) 
we get 

In order to simplify this expression we assume a constant channel electric 
field in the lateral direction, so that the average value of Beff becomes 

which on simplification, remembering 6y = a -  1 [cf. Eq. (6.80)], yields 

For [ = 0.5, the above equation reduces to 

lo  Similar results were obtained by writing €err as [67] 

1 

EOEsi 
gerr = ---(cQ~ + 0 . 5 ~ ~ .  

However, it has been shown that Eq. (6.148) is more appropriate to use [71]. 
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which is the equation used in many circuit models [24], [68,70]. Often, 
the V d ,  dependence in Eq. (6.150) is ignored and the resulting value when 
used in Eq. (6.142) yields 

where 

(6.1 51) 

(6.152) 

is called the mobility degradation coeficient, whose value lies in the range 
0.03-0.1 V-’.  A simplified version of Eq. (6.151) is also widely used in 
simulators [27] 

(6.153) 

For n-channel devices, the value of 8, is usually small ( - 0.005 V -  I), and 
is often neglected. For p-channel devices improves the current-voltage 
data fit. The SPICE MOSFET Levels 3 and 4 models use 0 ,=0  in 
Eq. (6.153) for both p -  and n-channel devices resulting in the following 
equation for p, 

P s  = PO (6.154) 

Physically speaking, this is an incorrect equation as it incorrectly predicts 
the V,, dependence of p ,  [54]. This can be easily seen as follows: we know 
that an increase in V,, causes an increase in Vth; therefore, from Eq. (6.154) 
ps should increase with increasing Vsb, while experimental data clearly shows 
that ps decreases as V,, increases. In spite of this inaccuracy Eq. (6.154) 
has been used in circuit simulators because of its simplicity. Moreover, the 
results do not significantly differ from the observed mobility variation, 
particularly for n-channel devices, so that in this case 0 becomes a com- 
pletely empirical parameter. 
The SPICE MOSFET Level 2 model uses the following equation for ps, 

+ e(vgs - Vth)  

(6.155) 

which is similar in form to Eq. (6.140). Here u, is a fitting parameter whose 
value lies between 0 and 0.5 and represents the contribution to the field 
due to drain voltage. The exponent v is approximately 0.25 for n-channel 
and 0.15 for p-channel devices [SO]. For devices in strong inversion, 



284 6 MOSFET DC Model 

Eq. (6.155) yields good agreement between Eq. (6.155) and experimental 
data in the absence of short and narrow channel effects. 
Another model for p s  which includes Land W dependence has been suggested 
and has the following form 1531 

P O  

1 + A/L + B/ W + Q( VgS - Vth) 
Ps = (6.156) 

which simplifies to Eq. (6.154) when A = B = 0. In one case it was found 
that A = 0.34 pm, B = 0.07 pm and H = 0.06 V -  [53] .  

6.6.2 Mobility Degradation Due to the Drain Voltage 

The mobility degradation due the lateral field &, (drain voltage) has a more 
significant effect on the device current equations than does the normal field 
&x (gate voltage). This is because an increase in the lateral field eventually 
causes velocity saturation of the carriers. For a given normal field €x( = €eff), 
the velocity u of a carrier is proportional to &, at low lateral fields, and 
the proportionality constant is the mobility ps discussed in the previous 
section and plotted in Figure 6.24. However, as &, increases, the carrier 
velocity tends to saturate. Experimental measurements show that the 
velocity-field relationship for electrons and holes is well described by 
Eq. (2.24), repeated here for convenience [72]-[77]. 

U =  & > &c 
[ 1 + (&,/&c)vl l ' v '  

(6.157) 

ELECTRIC FIELD €(V/crn) 

Fig. 6.24 Carrier (electrons and holes) velocity u versus lateral electric d i n  silicon at 300 K 
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where v = 2 for electrons and v = 1 for holes; &c is the critical field at which 
carriers become velocity saturated and is related to the saturated carrier 
velocity usat by the following expression 

(6.158) 

The reported value of usa,, for the MOSFET inversion layer, varies over a 
wide range [72]-1791. For electrons usat varies between 6-9 x 106cm/s, 
while for holes it is between 4-8 x 106cm/s. 
The use of Eq. (6.157) in Eq. (6.42) leads to an expression for the current 
which cannot be solved in the general case. By making some approxi- 
mations, Eq. (6.157) has been used for the current calculation of n-channel 
MOSFET’s 1341, [77]-[82], though the final I,, expression is too com- 
plicated to be suitable for circuit models. Various expressions, which closely 
approximate Eq. (6.157) for electrons (v = 2), have been proposed. These 
are of the general form 1281, [82]-[83] 

Usat 

P S  

€c = -. 

(6.159) 

where 6, is usually a function of the field.’ However, the final expression 
for the current is still very complicated. The circuit models invariably use 
6, = 1 for electrons. In other words, Eq. (6.157) with v = 1 is used for both 
p -  and n-channel velocity-field relationship, that is, 

0 =  P J Y  (6.160) 

Because Eq. (6.160) is a crude approximation of (6.157) for v = 2, in the 
CAD models &, is assumed to be a fitting parameter whose value is obtained 
by curve fitting the equation to the experimental data. 
A two-region piece-wise model for velocity saturation has also been 
proposed and is defined as [89] 

Ps gy 
1 + 60(gy/&c) 

U =  

1 + ( g y / a .  

l 1  For example, one model assumes 6, to be [82] 

(6.161) 

while, for another model 6 ,  = 0.42(8y/&c)0.* [28]. Still in other approach 6, is a fitting 
parameter 1833. 
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The difference between the models represented by Eqs. (6.160) and (6.161) 
can be seen as follows. In Eq. (6.160), the electric field &, must be much 
larger than the critical field &, (in fact 6, + co) for the velocity to approach 
usat. However, Eq. (6.161) assumes &, = &, when the carrier velocity equals 
usat. The result is that the piece-wise linear model has a steeper slope at 
high fields and thus models the experimental data more precisely than 
Eq. (6.160). However, note that for & > &c carriers move with a velocity 
that is only one half of the theoretical saturated velocity. As we shall see 
later, this results in a lower V,,,, (cf. section 6.7.2). 
A comparison of the three velocity saturation models for electrons is shown 
in Figure 6.25. The more complicated Eq. (6.157) (model B in Figure 6.25) 
fits the experimental data quite well, while the simple Eq. (6.160) (model C) 
significantly underestimates the velocity at moderate field if the same 
saturation velocity is assumed. However, Eq. (6.161) (model A) overpredicts 
the velocity in the saturation region. Seting 6, = 0.4 corrects this over- 
estimation. An important point to remember is that, as the normal field is 
increased, it takes higher lateral field for the carriers to reach the same 
velocity. 
An advantage of using Eqs. (6.160)-(6.161) is that by replacing 
&, = I (dV/dy) ) ,  the current equation can easily be integrated in a closed 
form expression as we will see in the next section. It should be pointed out 
that although the u - & relations (6.160)-(6.161) are simple to use, strictly 
speaking they are inaccurate. A more correct expression is obtained by 
eliminating the critical field €, using Eq. (6.158) and introducing instead 

I 
lo4 I I I I I I I I I I I 1 

102 103 id lo5 I 06 
ELECTRIC FIELD, Ey(V/cm I 

Fig. 6.25 Comparison of electron velocity versus electric field at 300 K for different models. 
Models A, B, and C are based on Eqs. (6.161), (6.157) and (6.160), respectively. (After Sodini 

et al. [89]) 
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saturation velocity us,, as the parameter 1731. Thus, Eq. (6.160) would read 
as 

(6.162) 

Remember that ps is not constant but is gate field dependent. Using 
Mathiessens’s rule to combine the effect of mobility degradation due to 
the normal and lateral fields in the channel, we can write the effective 
mobility peff as 

(6.163) 

where pu is the mobility due to lateral field. Thus, to a first approximation, 
we can write 

1 1 1  
- -+- 
Peff P s  4, 

- - 

(6.1 64) 

A slightly different form for peff has also been used [24], [46], [68] 

(6.165) 

which has been generally expressed as [27], [Sl] 

(6.166) 

where 8, = (Lc?,)~ ’. Note that Eqs. (6.165) or (6.166) follows from Eq. (6.164), 
if the products of mobility degradation factors a, and el ,  due to the normal 
and longitudinal fields, respectively, are neglected. Thus, peff is modeled by 
four parameters p O ,  8, 8, and usat (or &c) which are generally obtained by 
curve fitting the experimental data to the model equation. 

PO 
Peff = 

+ e(Vgs - V t h )  + Ob Vsb + 8, Vds 

6.7 Short-Geometry Models 

In the discussion so far we have assumed that device lengths and widths 
are large so that edge effects can be neglected. However, when the device 
physical dimensions are reduced, the following distinct features are observed 
in the device characteristics: 

The drain current I , ,  increases with drain voltage V,, beyond V,,,,. That 
is, the slope of I,, - Vds curve increases from zero for long channel devices 
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to some positive number for shorter devices. The shorter the device, the 
higher the slope. These devices also exhibit a softer breakdown that is 
not seen in long channel devices. Historically, this phenomena was the 
first short-channel effect to be studied. 
The threshold voltage V,, shifts from its long channel value. In other 
words, it becomes geometry dependent. In addition, the short-channel 
V,, becomes drain voltage dependent due to the drain induced barrier 
lowering (DIBL) effect. Short-channel and narrow-width threshold voltage 
behavior were discussed in Chapter 5. 
The subthreshold slope increases as the device becomes shorter (see 
Figure 6.26) [SO]. In fact, when the device becomes very short, the gate 
no longer controls the drain current and the device can not be turned 
off. This is caused by the punch-through effect (cf. section 3.1). In addition, 
the subthreshold slope changes with the drain voltage. 

These characteristics cannot be modeled using the one dimensional current 
flow equations developed in the previous sections. In fact, one needs 2- or 
3-D analysis to account for short-channel and/or narrow-width behavior. 
However, for circuit models we invariably modify the 1-D equations 
developed earlier by including 2- or 3-D effects using some simple relations 
based on physical reasoning, or sometimes purely on empirical grounds. 

GATE VOLTAGE, V p ( v )  

Fig. 6.26 Calculated subthreshold characteristics (using 2-D device simulator) of a 
MOSFET for various channel lengths. V,, = 2 V, V,, = 0 V, Xi = 0.33 pm, to, = 500A. (After 

Kotani and Kawazu [SO)) 
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For this reason, the short-geometry circuit models always have some para- 
meters whose values can best be determined by curve jitting the I-V data. 
The following effects are generally considered necessary when modeling 
DC characteristics of small-geometry MOSFETs: 

surface mobility reduction due to the vertical and lateral field as discussed 

carrier velocity saturation, 
channel length modulation, 
depletion charge sharing by the source/drain, 
source/drain series resistance. 

0 hot-carrier effect. 

We will now discuss the small-geometry models, suitable for circuit 
simulators, which include these effects. 

in section 6.6, 

6.7.1 Linear Region Model 

The linear region current equation for short-geometry devices is simply 
obtained by replacing the carrier velocity u in Eq. (6.42) with Eq. (6.162), 
resulting in the following expression for I d ,  

(6.167) 

where p, is given by Eq. (6.151) or any of the other expressions for ps 
discussed in section 6.6.1. For short-geometry devices, the inversion charge 
density Qi can still be given by Eq. (6.79), although now the parameter a 
becomes length and width dependent. This can be seen as follows: Recall 
that for short-geometry devices, the bulk charge density Qb is length and 
width dependent (cf. section 5.3). Suppose we use Eq. (5.68) for short- 
channel Qb, then Q b ( y )  becomes [cf. Eq. (6.78)] 

where F,( < 1) is a short-channel factor. This value of Qb when used in 
Eq. (6.43) yields 

Q d Y )  = - FfyCoxJ24f + V s b  + V(y )  

Q i ( Y )  = - CoxCVp - v f b  - 24f - FlYJ24f + Vs, - (1 + Fly 6) v(Y)I 
Replacing (1 + F,y6)  by a and recalling that the short-channel threshold 
voltage Vr, is [cf. Eq. (5.69)] 

Vrh = ‘ f b  + ’4.f + FfyJ24f  + vsb 

we see that Q,(y) for short-channel device becomes 

Q d Y )  = - CoxCvgs - Vt, - av(~)l  (6.168) 
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which is of the same form as Eq. (6.79). However, note that now a and Vth 
are length dependent through the F ,  term. In fact, whatever expression for 
the short-geometry Qb is used (cf. section 5.3), the inversion charge Qi  can 
always be expressed by Eq. (6.168) where tl and v , h  become L and W 
dependent. Also recall that for short-channel devices v t h  depends on Vds 
through the DIBL effect [cf. Eq. (5.96)], i.e., 

T / t h ( l / d s )  vthd = Vth - O V d s  (6.168a) 
where o is the DIBL parameter which depends on the gate oxide thickness 
to,, the sourceldrain junction depth X j ,  the doping concentration N,,  and 
the substrate bias Vsb. Therefore, for short-channel devices one must replace 

Substituting Qi(y)  from Eq. (6.168) in (6.167) and replacing €y by Idl//dy( 
we get 

K h  in Eq. (6.168) with V t h d .  

Where v,,, is a function of v d s  as given by Eq. (6.18a). 
Integrating this equation from y = 0 (V = 0) to y = L(V = V,,), we get 

(6.169a) 

Remembering that 
uosat/ps with &c, the above equation is often written as 

= psCo, WIL, and for the sake of convenience replacing 

(6.169b) 

This is the most widely used MOSFET linear region drain current equation 
for short-channel I,, calculations. It is used in the SPICE Levels 3 and 4 
models. From this derivation for I d s ,  it is evident that if we use Eq. (6.157) 
for the carrier velocity, then the integration of the resulting I,, equation 
will not yield a simple closed form solution. 
Comparing Eq. (6.169) with the corresponding Eq. (6.81) for the long 
channel device, we see that forms of the two equations are the same except 
for an additional factor related to €c. Since &c and L appear as a product 
term in Eq. (6.169), it follows that a device behaves like a ‘long-channel’ 
device, if the product of L and €c is large. For a given gate and drain 
voltage, a device with thinner gate oxide behaves more like a ‘long-channel’ 
device because the surface mobility ps is low (due to higher normal field) 
so that &c is high, since usat is constant, physical property of the silicon. 
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Some what empirical expressions for short-channel Ids,  which are similar 
in form to Eq. (6.169), have also been reported and implemented in SPICE 
[S41, [SS]. In one model the linear region drain current is expressed as 

(6.170) 
where 

= + a2(vgs - vrh) (6.17 1) 

where a1 and a2 are the so called short-channel parameters. The expression 
for ax is arrived at empirically based on short-channel effects, such as 
nonlinear velocity-field characterstics and modification of the bulk charge 
due to the presence of the mobile carriers. The parameter a, effectively 
represents the ratio of mobility from linear to saturation region. The 
parameter a2 which makes ax dependent on the gate voltage, is called the 
velocity saturation factor. 

6.7.2 Saturation Voltage 
The saturation voltage for a long channel device was calculated assuming 
that the inversion charge density Qi(y) at the drain end was totally depleted, 
i.e., Qi(L) = 0, the so called pinch-ofS condition (cf. section 6.4.1). The 
condition Q,(L) = 0 is equivalent to equating the linear region current 
derivative, with respect to Vds, to zero. However, this classical condition 
for pinch-off is not realistic for short-channel devices. This is because the 
carriers reach velocity saturation even before the pinch-off condition are 
fulfilled. Therefore, a more realistic way to calculate short-channel Vd,,, is 
to define the saturated drain current Idsat as the current when the carriers 
at the drain end are velocity saturated, that is, 

(6.172) 

where Q,,, is the value of Qi at Vd,= Vd/dsat, and is obtained by replacing 
V(y) with VdSa, in Eq. (6.168) for Qi. Equatlon (6.172) assumes that the GCA 
underlying Eq. (6.168) still holds at point C in the channel where v d ,  = Vdsa, 

(see Figure 6.27). We consider C as the point where carriers have reached 
velocity saturation. The Idsat on the left hand side of the point C is still 
given by Eq. (6.169) with Vd, replaced by VdSat, that is, 

~ 8 4 1 ,  ~ 8 6 1  

I d s  = b( ‘qs - Vrh - 0.5ax V d s )  vds 

Idsat  = - W u s a t Q s a t  = W u s a t C o x ( v g s  - Vrh - avdsat) 

(6.173) 

Therefore, by equating Eqs. (6.172) and (6.173) and solving the resulting 
quadratic equation in vdsa, ,  we get [34], [87] 

(6.174) 
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Fig. 6.27 Schematic diagram showing MOSFET operating in saturation region. P is the 
pinch-off point 

For SPICE applications it is more appropriate to write this equation as 

This is the expression most widely used for short-channel vd,,, calculations 
and appears to fit the data well [33], [87], [88]. It is also used in the SPICE 
Level 4 model (BSIM)” [25].  Equation (6.174) shows that short-channel 
V,,,, depends upon channel length L and is reduced from its long channel 
value of (V,, - Vth)/a [cf. Eq. (6.82)]; the shorter the L, the lower the V,,,,. 
The measured and calculated Vd,,, as a function of Vgs for different length 
devices is shown in Figure 6.28; continuous lines are based on Eq. (6.174), 
while symbols are measured V,,,, using methods discussed in section 9.11. 
Physically speaking, as one scales the channel length, a lower voltage at 
the drain is required to reach the critical field &c. In other words, V,,,, reduces 
when L becomes smaller. When L is large Eq. (6.174) approaches Eq. (6.82), 
the long channel V,,,,. 
If we use usat = &,pL,/2 (piece-wise model) in Eq. (6.161), then equating the 
resulting equation to Eq. (6.173) yields the following expression for V,,,, 
1891 

(6.175) 

The V,,,, predicted by this equation is lower compared to that of (6.174). 
This is because while deriving Eq. (6.175) we assumed that the carriers 
move through the saturation region at only one half of the theoretical 
saturated velocity (u,,, = &cp,/2).  

The V,,,, expression in the BSIM model is exactly the same as Eq. (6.174), although it 
is written in a form that at first glance appears different. 
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Fig. 6.28 Measured and calculated drain saturation voltage V,,,, as a function of gate bias 
Vgs with channel length L as a parameter 

A more appropriate value of Vd,,, is obtained by using the velocity field 
relationship (6.159). Following exactly the same procedure as was used in 
deriving Eq. (6.174), it is easy to show that in this case 

vdsat = (1 - S,)Vge  + ~ g c  [ - + di","""""] 
(1 - 26,) ((1 - S,)Vge + Lgc)* 

(6.176) 
where 

When 6, = 1, Eq. (6.176) reduces to Eq. (6.174). However, if 6, = 0 then 

Vdsat = Vge + L8c - J (6.177) 

which is the V,,,, expression used in the SPICE Level 3 model. 
The V,,,, expressions (6.174)-(6.177) assume that the pinch-off point is the 
carrier velocity saturation point. However, in reality the operating 
conditions that lead to pinch-off in short channel devices are not easy to 
define. A variety of suggestions to identify pinch-off have appeared in the 
literature. In one approach [92] pinch-off is defined as the condition when 
dominant control of the channel charge Qi by the gatefield ceases. This is 
also expressed as the failure of the GCA. This occurs when the field gradient 
along the channel 8~9~ , ldy  reaches a considerable fraction of the field gradient 
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perpendicular to the channel a&x/ax, that is 

a8 
-- y - - -  

aY f ax 
(6.178) 

where f is a constant factor. Two-dimensional numerical analysis shows 
that f depends on the bulk doping N , ,  oxide thickness to,, drain junction 
depth X j ,  and free carrier charge density Qi. The point P in the channel 
(see Figure 6.27) is the point at which the pinch-off condition (6.178) is 
satisfied. Beyond point P ,  the gate no longer controls the current as the drain 
field takes over. Therefore, we consider P as the point where the normal 
field gX at the interface changes sign (i.e., field is inverted) and beyond 
point P, free carriers are being pushed away from the surface into the bulk 
and move towards the drain with a saturated drift velocity. We define the 
value of the field and the potential at this point to be G”, and Vdsal, respectively. 
Assuming a constant f for a given transistor type, it has been shown 
1901 that the field &p at point P depends upon the effective gate voltage 
( VgS - VJ .  It has been found in practise, however, that assuming constant 
&p (taken at some average effective gate voltage) results in a model of 
adequate accuracy, and also yields a final expression for VdSa, in a closed 
form solution. 
Assuming a bias independent &p at the saturation point, the saturation 
current Idsat, from Eq. (6.167), becomes 

(6.179) 

Equating Eq. (6.169) and (6.172) and solving the resulting quadratic 
equation in V,,,, yields [90,91] 

(6.180) 

In the circuit models, gP is often treated as a fitting parameter. When 
cFp+ co, Eq. (6.180) reduces to Eq. (6.174) and when &p = &,, Eq. (6.175) 
results. Clearly Eqs. (6.174) and (6.175) are special cases of Eq. (6.180). In 
most of the circuit models gP = &c is assumed. 
It is interesting to note that Eq. (6.174) for short-channel V,,,, can also be 
derived by equating to zero the derivative with respect to V,, of the linear 
region current equation (6.169). This is because, while arriving at Eq. (6.174), 
we had assumed us,, equals &cps. However, this is true only when 8, is very 
large. Thus, in this case the velocity “pinch-down’’ condition is equivalent 
to the channel “pinch-off’’ condition [93]. 
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6.7.3 Saturation Region-Channel Length Modulation 

For a drain voltage V,, larger than I/dsa,, the drain current is in the saturation 
mode. When V,, > V,,,,, the channel pinch-off point, or the velocity pinch- 
down point, starts to move towards the source. This movement is referred 
to as the channel length modulation (CLM). The point P in Figure 6.27 still 
has a voltage V,,,, but the portion of the drain voltage beyond V,,,, is now 
dropped across a depletion region of distance 1, from point P to the drain. 
The device under this condition behaves as if its channel length L was 
shortened by I ,  so that I,, becomes larger than its value at the onset of 
saturation when 1, was zero. Thus, in the saturation mode, the channel 
region splits into two different regions (Figure 6.27)-one on the source 
side where the GCA is valid and a second on the drain side where the GCA is 
violated. Since 1, increases with increasing drain voltage, the drain current 
continues to increase with drain voltage in the saturation region. 
The approach normally used to calculate the drain current in the saturation 
region is to replace the normal channel length L with the reduced channel 
length ( L  - I d )  and V,, with V,,,, in the linear region current equation (6.169), 
where the GCA is valid. The drain current equation in the saturation region, 
therefore, becomes 

Combining this equation with Eq. (6.173), we get I,, in the saturation region 
as 

(6.182) 

Instead of Eq. (6.182) for I,, in saturation, very often the following approxi- 
mate expression is used [cf. Eq. (6.60)] 

(6.183) 

which can easily be derived from Eq. (6.182) assuming L >> Vdsat/&c. It is the 
approximate Eq. (6.183) which is generaly used for CAD models, including 
the SPICE Levels 2 and 3 models. Irrespective of which equation is used, 
one needs to know 1, to calculate I d , .  

The most general approach to calculate I ,  is to solve the 2-D Poisson 
equation near the drain 

(6.184) 
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where p is the charge density in the pinch-off region. This equation can 
only be solved by using numerical techniques. In order to obtain an 
approximate analytical solution for V(x ,  y )  various simplifying assumptions 
are made. The method most widely used to solve Eq. (6.184) is to ignore 
the field gradient in the x direction so that Eq. (6.184) is reduced to 

(6.185) 

Assuming uniform doping in the substrate, the charge density p can be 
replaced by the sum of the depletion charge density ( q N b )  and mobile 
charge density Qi.  Recall that while calculating V,,,, for long channel devices, 
we had assumed that Qi was zero in the pinch-off region. Thus, following 
the long channel approximation, one assumes that no mobile carriers are 
present in the pinch-off region and only depletion charge exists; that is, 
p = - q N , ,  so that Eq. (6.185) becomes 

Integrating this equation under the following boundary conditions 

V,,,, 
vds at y = L  

at y = L - 1, 

(6.1 8 6) 

(6.187) 

we get' 

(6.188) 

where 

Note that Eq. (6.188) is the same equation as that obtained for the depletion 
layer width in a step p n  junction with a voltage V,, - V,,,, dropped across 
the junction. This is the model for the CLM effect, first proposed by Reddi 
and Sah [94], to account for non-zero output conductance. However, this 

I3 Integration can easily be performed by redefining the coordinate system such that y' = 0 
at y = L - I, and y' = I, at y = L, so that the limits of integration are from y' = 0 to 
y' = I,. 
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formulation overestimates the output conductance [95]-[96]. This is 
because the approach completely ignores the presence of a gate electrode 
and treats the field problem along the channel the same as that of a p n  
junction between the substrate and drain regions. Further, this simple 
approach results in a discontinuity of the field at y = L - 1,. This is because 
while deriving Eq. (6.188) we assumed that 8, = 0 at y = L - 1,; we also 
assumed that Qi = 0 in the pinch-off region which means that at y = L - 1, 
the field &,, is infinite (see Figure 6.29). 
In the model proposed by Baum-Beneking [97] the discontinuity in the 
field at y = L - 1, (or y' = 0) was removed by assuming that at V = vd,,,, 
the field € = gP. Therefore, the boundary conditions given by Eq. (6.187) 
are now modified as follows 

vdsat at y =  L -  /d  (y '=O)  

vds at y = L  (y' = I d )  
(6.189) 

where the lateral field at the transition point. Assuming € p  at V,, = V,,,,, 
the field becomes continuous from the linear to saturation region (see 
Figure 6.29). Again solving the Poisson Eq. (6.186), under the above 
boundary conditions, results in the following expression for I ,  

(6.190) 

This is the equation for 1, used in the SPICE Level 3 model. In a more 
elaborate formulation [98]-[ 1001 mobile charges are included in Eq. (6.185), 

L- 1,- 
L Y  
I 

Fig. 6.29 Electric field along the channel of a MOSFET assuming field at  a point P is (a) 
infinite (very large) (dotted line) and (b) finite value gP (continuous line) 
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that is, 

(6.191) 

where X ,  is the mean depth of current spreading near the drain end. This 
equation when solved under the boundary condition (6.189) yields 

where b = l / q N b  WvsatXo. Again when b = 0 (i.e., no mobile carriers in the 
depletion region), Eq. (6.192) reduces to Eq. (6.190). Note that using either 
Eq. (6.190) or (6.192), the slope at the transition point will be discontinuous. 
The CLM models described above, though different in their exact formula- 
tions, all predict a constant field gradient in the CLM region due to the 
constant term in the right hand side of Eq. (6.185). However, using a 2-D 
device simulator it has been found that the channel field rises exponentially 
towards the drain. Thus, due to the incorrect channel field calculations, 
these models do not predict device output conductance accurately. This 
inaccuracy in the device output conductance is of more concern for analog 
circuit design than for digital design. For analog design, a more accurate 
expression for the channel field is thus desirable. An accurate knowledge 
of the field, particularly the maximum field, is also important for modeling 
substrate current, as we will see later in Chapter 8. 
The inaccurate field calculation in tbe above models stems from the fact 
that we have ignored the oxide field in the analysis. To take the oxide field 
into account both empirical and pseudo-two dimensional analysis has been 
used. 

Empirical Model. An empirical model that has been widely quoted to 
account for the CLM effect is the model proposed by Frohman- 
Bentchkowsky and Grove [95], according to which 

'ds - vdsat 1, = 
Qi 

(6.193) 

where bi is the average transverse electric field near the drain depletion 
region at the Si-SiO, interface and is the result of the following three fields 
(see Figure 6.30): 

The field 6, in the depletion region due to the pn junction comprised 
of the n+ drain region and the p-substrate. Thus, 
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Fig. 6.30 Electric field distribution for a MOSFET operating in saturation showing 
components &,,g2 and g3 of the transverse field &, 

The fringing field b, due to the potential difference V,, - Vi,,  between 
the drain and the gate, where V$,  = V,, - Vfb. Thus, 

where A ,  is the empirical fringing field factor associated with the field 6,. 
The fringing field €, due to the potential difference V$,  - V,,,, between 
the gate and the end of the inversion layer. Thus, 

where A ,  is the empirical fringing field factor associated with the field G,. 
The total field Q, = Q, + &2 + 6,. Typical values for A, and A ,  are 0.2 
and 0.6, respectively. This model incorporates a rather complete theory on 
the CLM supported by experimental data. Equation (6.193) for 1, has been 
used by many others [18], [loll. 

Pseudo-2D Model. The approach used by Frohman-Bentchkowsky and 
Grove is purely empirical. A more physical approach to calculate CLM 
factor 1, was proposed by El-Mansy and Boothroyd [ 1021 and subsequently 
modified by others who also took into account the shape of the source/drain 
structures 1621, [ 1041. A simplified form, that retains the essential features 
of these models, is summarized here. 
The cross-section of the drain region, where the CLM effect is taking place, 
is shown schematically in Figure 6.31. To simplify the mathematics it is 
assumed that (1) the drain and source junctions are square in shape, (2) 
the drain current is confined to flow within the depth of the junction , and 
(3) the velocities of all carriers in the drain region are saturated. Assumption 
(2) limits the validity of the present analysis to conventional source/drain 
junctions, but the analysis can easily be extended to LDD junctions 

As shown in Figure 6.31, the drain region is bounded on one side by the 
line AB, which marks the beginning of the velocity saturation region, and 

[ 1031-[109]. 
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Fig. 6.3 1 Schematic diagram illustrating analysis of the velocity saturation region 

on the other side at the drain junction edge by CD. Since there are no 
field lines crossing the line CD, the space charge is controlled only by the 
electric fields crossing the other 3 sides of the rectangle. Applying Gauss' 
law to the volume with sidewall ABCD and unit width W we get 

(6.194) 

where Q, is the mobile charge density in the drain region and box is the 
gate oxide field given by 

4 Q m  =-NbXjy + -y 
E O E s i  E O E s i  

(6.195) 
Lox 

Differentiating Eq. (6.194) with respect to y we get 

(6.196) 

Since the velocity of the mobile carriers is assumed to be saturated in the 
drain region, the mobile charge density Qm equals that at the point of 
saturation where V ( y )  = V,,,,. Therefore, from simple charge control 
analysis we get [cf. Eq. (6.43)] 

(6.197) 

d€,(Y) € 0 ,  4 Q m  X j  7 + - &ox(O, y )  = __ NbX j + -. 
Esi E&si E&si 

Q m  = CoxCVgs - V f b  - 20f - Vdsatl - q N b X j .  

Combining Eqs. (6.195)-(6.197) we get 

(6.198) 
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where 

(6.199) 

The right hand side of Eq. (6.198) is the amount of charge released by the 
oxide field as a results of a rise in the channel voltage equal to 
(V(y)  - Vd,,,), while the left hand side is the corresponding increase of 
the channel field gradient in order to support these charges. Redefining the 
coordinate system as y’ = 0 at point D and y’ = 1, at point C, and solving 
Eq. (6.198) under the boundary condition 

we get 

&,(y’) = 8, cosh (;) (6.200a) 

V(y’) = + /bc sinh . (6.200b) 

Equation (6.200) shows that the channel field increases exponentially 
towards the drain. Extensive 2-D numerical analysis confirms the basic 
form of Eq.(6.200). At the drain end of the channel where the field is 
maximum, denoted by b,, we have 

(5) 

(3 6, = &,(y’ = 1,) = 6, cash - (6.201a) 

Vds = Vd,,, + 18, sinh - (6.20 1 b) 

Using the identity sinh2 A + 1 = cosh2 A, Eqs. (6.200) and (6.201) can be 
combined to give the following expression for 1, and 6, in the channel 

(9  
(6.202a) 

(6.202b) 

Further simplification for 1, can be obtained if we approximate 8, as 

(6.203) 
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where 6‘ allows 6, to fit more closely with Eq. (6.202b). With this approxi- 
mation, Eq. (6.202) for 1, simplifies to 

(6.204) 

where V, = l&J(l + S’C?~) and can be treated as a fitting parameter. This 
equation has been shown to fit the conductance very well [116]. 

Remarks on the Continuity of the Current and Conductance at the Transition 
Between the Linear and Saturation Regions. Any of the 1, expressions 
discussed here, when used in Eq. (6.182) or (6.183) result in a discontinuity 
of the slope at the transition point from linear to saturation region. This 
obviously is not desirable for circuit models. This discontinuity of the slope 
at the transition point can easily be removed by introducing an additional 
condition to be satisfied, that is 

(linear region) $1 V a s =  Vasat 

- - (saturation region). (6.205) 

With condition (6.205) satisfied, the parameter &, or &, (one of them if 
both are used) in 1, expressions can no longer be a fitting parameter, since 
its value will be dictated by the condition (6.205). Though this condition 
ensures that the first derivative will be continuous, it does not guarantee 
that the conductance gds will be smooth. For gd, to be smooth, the second 
derivative of I,, must be continuous at Vd, = Vd,,,. Although a drain current 
model having a continuous conductance is not necessary for simulation of 
digital circuits, it is important for analog circuit simulation. 
Another approach that ensures continuity of the drain current derivatives 
at the transition point from linear to saturation region is to introduce the 
following empirical function 

$1 ydS = Vdsat 

(6.206) 

where B = ln(1 + e”). 
Figure 6.32 shows a plot of the function F(Vds, V,,,,) versus (Vds/Vdsat) for 3 
different values of the parameter A. Large values of A yields steep transitions 
between the linear and saturation regions while small values result in 
smooth transitions. The value of A = 10 has been found to be a good choice 
[118]. The effective drain-source voltage V,,,, which results in a smooth 
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Fig. 6.32 Variation of the function F(Vds,  V,,,,) [Eq. (6.206)] as a function of Vds/Vdsa, for 
different values of A 

transition from linear to saturation region, becomes 

(6.207) 

By replacing V,, with V,,, in the current Eqs. (6.169) and (6.182), a smooth 
transition is observed. This also ensures a smooth g d s .  The use of V,,, for 
V,, not only insures smooth current and conductances, but it also reduces 
two drain current equations in the linear and saturation regions of device 
operation to a single current equation as follows 

1). 
1 

V,,, = V,,,, { 1 - In 1 + e A ( 1  - ~ d s / ~ d s a t )  

Note that in this approach 1, is used for both the linear and saturation 
regions and V,, is replaced by V,,, everywhere including 1,. 
Equation (6.208) predicts that output resistance R,(= l/gds) of a short 
channel MOSFET in saturation increases with increasing V,, due to 
increasing 1,. However, in real devices, particularly nMOST, R ,  increases 
only up to moderate V,, (beyond V,,,,), and at higher V,, it starts to decrease 
(see Figure 7.21, which is a plot of gds vs. V,,). This decrease in R, is induced 
by the hot-carrier substrate current I ,  (cf. section 3.4; also see chapter 8). 
The substrate current created near the drain flows towards the substrate 
contact and produces a voltage drop across the substrate resistance along 
its path as shown in Figure 6.33a. This voltage drop forward biases the 
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channel causing a reverse body-bias effect, which lowers the device threshold 
voltage V,h and thereby increases the drain current. DIBL also causes K h  
to decrease, but the effect is much smaller and in general affects the drain 
current only near V,h (cf. section 5.3). In general, all three mechanisms - 
CLM, DIBL, and hot-carrier effect - affect the MOSFET output resistance, 
but their relative contributions strongly depend on the bias condition as 
shown in Figure 6.33b. To a first order the increase in the drain current, 
or decrease in the output resistance, can be modeled by including hot- 
electron induced substrate current I ,  as [62] 

= I d s  + (for I d s  ' Idsat)  (6.209) 

where A is a fitting parameter. The expressions for I ,  are discussed in 
Chapter 8. 

", 
P 'd 

r 5 .o 10.0 
DIBL 

(b) V k  (VOLTS) 

Fig. 6.33 (a) Schematic diagram to illustrate the effect of substrate current to MOSFET 
output resistance. (b) Drain current I,, vs. drain voltage Vds of a nMOST showing the 

dominant mechanisms affecting the current in different bias regions. (After KO [ 6 2 ] )  
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6.7.4 Subthreshold Model 

For short channel devices, the surface potential 4, is not constant along 
the length of the channel (see Fig. 5.25). Although the drain current remains 
exponentially dependent on the gate voltage, various physical arguments 
used in the derivation of (6.104) no longer apply (cf. section 5.3.3). Never- 
theless, for short-channel subthreshold current calculations most of the 
CAD models use slightly modified form of Eq. (6.104) or (6.105). Since short- 
channel subthreshold currents show strong dependence on V,,, it is normally 
included in the effective gate drive through the DIBL effect. Thus, v,,, in 
Eq. (6.104) is replaced by V,,, [cf. Eq. (6.168a)l. Once V,, is replaced by V,,,, 
the different short-channel subthreshold current models differ only in the 
prefactor term I , ,  [84], [1lO]-[115]. Starting from the diffusion current 
expression for n-channel [cf. Eq. (6.91)], it has been shown that I,, for short 
channel devices can be approximated as [cf. Eq. (6.97)] [llO]-[115]. 

I d s  - - qWDnT;hnse(",.-",,,)/i,",(l - ep"ds/vt) (6.2 10) 

where D ,  is the electron diffusion constant, n, is the electron concentration 
in the channel at the source, and fch is the average channel thickness given by 

Leff 

where [' is a fitting parameter which accounts for the fact that the real 
channel thickness is somewhat bigger than that derived from the square 
root term in the above equation. In the above equation 6, is the average 
surface potential and can be replaced by an average value of 0.5 [llo], 
is given by 

7 0  i -  
' - 1 + i o J m  

where i0 and q0 are some fitting parameters. Finally, Leff in Eq. (6.210) is 
given by 

(6.211~1) 

where X,, and X,, are the source and drain depletion widths, respectively, 
at the surface, given by 

Leff = L - Xs, - X,, 

(6.211b) 

and 

(6.211~) 
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where is the sourceldrain to bulk built-in potential, given by Eq. (3.3). 
Compare Eqs. (6.211a) and (6.21 lb) with Eq. (5.95), the depletion region 
expressions between the sourceldrain to substrate pn junctions. 
In the BSIM model the prefactor term, I,, = bV:exp(1.8), is an empirical 
factor that is based on matching the experimental data with the model 
[25]. Often in CAD models, Eq. (6.105) is also used for short-channel I,, 
with m and r]  regarded as fitting parameters. 

Transition from the Weak to Strong Inversion Region. Accurate modeling 
of the transition region can be achieved by including both drift and diffusion 
currents simultaneously without distinguishing between the weak and strong 
inversion regions. However, this leads to a more complicated equation for 
the current. Therefore, for circuit models, various simplified approaches 
have been suggested. In one approach, the following approximate formula 
is used to ensure continuity of the current from weak to strong inversion 

(6.2 12) 
where Id,,, is the strong inversion current due to the drift only such as 
given by Eq. (6.84) or (6.208). Equation (6.212) matches the following two 
extreme cases: 

0 When V,, << VIh, I d , , ,  is zero so that Eq. (6.212) reduces to 

or 
= I  e(vgs-Vth)/ t lVt( l  - ,-Vds/Vt) 

PS 

which is the same as Eq. (6.104). 
When V,, >> Vth, the drift current I d , , ,  is much larger than the diffusion 
current I,, and therefore, Eq. (6.212) reduces to I d s , t  = I d , , , .  

Equation (6.212) models the transition region fairly accurately: 
In the approach used in the SPICE Level 4 model (BSIM), the transition 
region is modeled based on the fact that when V,, is increased above VIA, 
the subthreshold current approaches a constant value. This imposes an 
upper limit on the subthreshold current. This limiting current applies when 
V,, > 3Vt above V,, and is obtained from the current in the saturation 
region with Vqs = V,h + 3Vt, so that 

(6.213) 

and the weak inversion, or subthreshold current, is modeled as 

(6.214) Isub'subO 
Ids,w = 

Isub + IsubO 
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where lsub is given by Eq. (6.104). The total drain current from weak 
to strong inversion now becomes [25] 

(6.215) 
where 
In still another approach the transition region, bounded by gate voltages 
Vgxl and VgX2 between weak and strong inversion, is modeled by a third 
order polynomial of the following form [112] 

IdsJ  = Ids,w + Ids,s 

and Ids , ,  are given by Eqs. (6.214) and (6.84), respectively. 

(6.2 1 6) 

where the coefficients a, b, c and d are calculated from log(lds) and its 
derivative with respect to Vgs at two end points (V,,,  and V,,,) of the 
transition region. Although this approach results in a continuous and 
smooth transition, the accuracy of the simulation in the transition region 
is totally dependent on the accuracy of the function values and their slopes 
at the two end points. Of the three approaches used to model the transition 
region, the one given by Eq. (6.212) is used by many others and seems to 
work well. 

6.7.5 Continuous Model 
The short channel models discussed so far are piece-wise model where 
different equations are used for different regions of device operation. In 
order to ensure that the current and its (at least) first derivatives are 
continuous at the transition points smoothing functions are often used. 
Thus, by using smoothing functions (6.122) and (6.207), one arrives at the 
following equation 

and is obtained by replacing V,, in Eq. (6.208) with V,,, given by Eq. (6.122). 
This is single equation which is valid in all region of device operation. 
Figure 6.34a shows measured and simulated Id, - Vds characteristics for a 
p-channel device fabricated using submicron CMO? process with Wm/Lm 
(drawn dimensions in pm) = 10/0.5 and to, = 105 A. Circles are experi- 
mental data points while continuous lines are based on Eqs. (6.142), (6.174) 
and (6.204) for p,, Vds,, and ld, respectively. The corresponding I d ,  - Vd, and 
I,, - Vgs characteristics for n-channel device are shown in Figures 6.34b 
and 6.34c, respectively. In this case Eq. (176) was used for Vd,,,. Best fit to 
the data was obtained using nonlinear optimization method as discussed 
later in section 10.6. The extracted value of usat is 8 x lo6 cmjs for nMOST 
while the corresponding value for pMOST is 6 x 106cm/s. These values 
are consistent with those measured experimentally as discussed in section 
6.6.2. Note from Figures 6.34, while n-channel devices get velocity saturated 



308 

3 .O 

6 MOSFET DC Model 

I I 1 I I I 

pMOST 

toX = 105 A 

W,/L, = 10l0.5 
v,, = -4 v 

h c 
E 
4 
v 

U 
I 

1 .o 

I 

- 
-2 v 

0.01 - 1 -  - 7 -  - 1 -  - i - I * 
" 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 
-Vh (VOLTS) 

(a) 

1, = 105 A 

w,,,/L, = 10D.25 

1.0 - 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 
0.0 r - 1 "  - 1 . I _  , . , -  . , 

V b  (VOLTS) 
(b) 

Fig. 6.34 Measured and calculated I - V characteristics of a MOSFET fabricated using 
submicron CMOS n-well process (tax = 150 A). (a) p-channel output characteristics at 
vb, = ov, (b) n-channel output characteristics at two vb,, and (c) n-channel transfer charac- 
teristics for different channel lengths. All dimensions are drawn. Symbols are measured 

data, while lines are those calculated using Eq. (6.217) 
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Fig. 6.34 (continued) 

and have very little CLM effect, the corresponding p-channel devices have 
more CLM effect and less velocity saturation effect for the same applied 
field. The model fits the data fairly well with an average error of less than 
3.0% for VqS > V,, over series of different length and width devices and back 
biases. However, for V,, < V,, the average error is over 15% due to large 
errors in the moderate inversion region14 (near V,,,). In fact all piece-wise 
models have generally high errors in this region. 
The long channel charge-sheet model (cf. section 6.3), which is inherently 
continuous in all regions of device operation and is also accurate in the 
moderate inversion region, has been extended for short channel devices 
[17]-[19]. However, they are not generally used for VLSI simulations for 
reasons discussed in section 6.3, though they are being used for circuit 
simulations, particularly analog applications, when computation time is not 
of prime concern. The drain current models for narrow width devices are 
the same as for short channel devices, provided proper threshold voltage 
model for narrow widths (cf. section 5.3.2) is taken into account [llS]. 
If the model is physically based, then a single set of model parameters 
should fit different geometry devices. However, often we introduce empirical 

l4 It should be pointed out that the calculated current (continuous lines) shown in 
Figure 6.34b also takes into account the source/drain resistance, as discussed in 
section 6.8. 



310 6 MOSFET DC Model 

parameters in the circuit models in order to acheive good computation 
efficiency as well as accuracy. For this reason, many electrical parameters 
become geometry dependent. The most commonly used formulation for 
the geometry dependence of an electrical parameter P is [120] 

p ,  p ,  P = Po +-+ - 
L W  

where Po, PI and P,  are fitting parameters. The BSIM model has 9 of its 
parameters given by the above equation (see section 11.5) . While using such 
equations one must be careful in extracting the length and width dependent 
parameter values. 

6.8 Impact of Source-Drain Resistance on Drain Current 

In the discussion so far we had implicitly assumed that the voltage applied 
at the terminals of the device are the same as that across the channel region. 
In other words, the voltage drop across the source/drain region is negligible 
compared to the voltage applied at the terminals. As was discussed in 
section 3.6.1, this indeed is true only for long-channel devices. For 
short-channel devices, the impact of source/drain resistance is a reduction 
of the transconductance gm and device current driving capability. 
The effect of the source and drain resistance R,  and Rd, respectively, in 
calculating I d ,  can be understood from the equivalent circuit shown in 
Figure 6.35. Clearly the effective drain and gate voltages V&, and V$,, 
respectively, are reduced below the voltages Vd, and V,, applied at the 
external terminal of the device by the voltage drop across these resistors; 
that is, 

(6.218a) 
(6.218b) 

5, = Vgs - I d s R ,  

vds = ‘ds - I d s R ,  

Fig. 6.35 MOSFET showing internal and external terminal 
resistance is taken into account 

voltages when sourceidrain 
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where Ri = R, + Rd. It is generally assumed that R, = Rd = Ri/2. Often 
circuit models (SPICE Levels 1-3) treat this effect of Rs and Rd as an 
external component of the device by including two additional nodes per 
transistor. However, this results in extra computational time. Rather than 
considering these resistors as external simulation elements, one can incor- 
porate them into the device model explicitly, thereby reducing the computa- 
tional time. This is the approach normally used in most of the recently 
developed device models, including SPICE Level 4 model. Although Rs 
and Rd are gate bias dependent, particularly for LDD devices (cf. sections 
3.6.11, in what follows we will assume them to be bias independent. In spite 
of this assumption, the explicit inclusion of R, and Rd in an analytical drain 
current model results in a complex equation for I d ,  as seen below. 
In terms of the intrinsic voltages, the linear region drain current model for 
short-channel devices is given by 

(6.2 19) 

where we have replaced Vg, and Vd, of Eq. (6.169) by the intrinsic voltages 
Vgs and V&,, respectively, and 0, = (L&J1. Using Eq. (6.218) in (6.219), it is 
easy to see that resulting equation in I d ,  with explicit R, and Rd will be 
difficult to solve. However, remembering that 0, 8 b ,  and 0, are small so that 
the terms involving their products can be neglected, one can write the 
above equation as 

Equation (6.220) is quadratic in I d s  and can now be solved for I d ,  giving 

(6.221) 

where 

a, = 0.5PO(1 - a)R: + 0.58Rt + OcRt 

a 3 =  f l  0 (V g - 0.5ctViJ 

vgi = V g s  - Vih. 

(6.222a) 

a2 = 1 + (6 + PoRt)T/St + e b v s b  (0, + 0.5RJo - afloRi)vds (6.222b) 

(6.222~) 

(6.223) 
In general, the term a, is much smaller than the other terms and in 
practice one often meets the condition [121] 

- < 0.1. a1a3 
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Using typical values for the parameters 8, Ob and Q,, the above condition, 
in a more practical form, becomes 

Id,R, < 0.5V. 
If the above condition is satisfied than the square root term in Eq. (6.221) 
can be expanded. Retaining the first two terms in the Binomial expansion 
of the expression under the square root, we get 

(6.224) 

where 

e: = O, - p , ~ ,  (a - 0.5). 

The expression for I d ,  in saturation is even more cumbersome. Since R, 
degrades g m  in the linear region more severely than in the saturation 
region (cf. section 3.6.1), circuit models usually include R, only in h e a r  
region current models. 
When the effect of carrier velocity saturation is not important so that 0: 
can be ignored, then Eq. (6.224) can be approximated as 

(6.225) 

The first order equations (6.224) and (6.225) clearly show that the effect of 
R, is to reduce the drain current and hence the transconductance 9,. For 
long channel devices PoR, = 0, which implies that the current is almost the 
same as if series resistance R, is zero. However, for short-channel devices 
the P,R, term is not negligible, and therefore the effect of series resistance 
must be taken into account. From Eq. (6.225) we see that mathematically 
the effect of R, is the same as of reducing the effective mobility ,us due to 
the vertical field. Therefore, in circuit models the eflect of R, is simply modeled 
by  replacing mobility degradation factor 6 with (6 + B,R,) in the drain current 
equations. 
Note that replacing 6 with O+&,R, not only affects the linear region 
current, but also reduces short channel current in the saturation region. 
This is because for short channel devices, V,,,, depends upon ps through 
6, = uSat/ps. Since R, reduces ,us which in turn increases &,, it results in an 
increase in the V,,,, [cf. Eq. (6.174)]. The modeled I d ,  - Vds characteristics 
(continuous lines) shown in Figures 6.33 and 6.34 were based on inclusion 
of R, through ps. 
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6.9 Temperature Dependence of the Drain Current 

MOS transistor characteristics are strongly temperature dependent. 
Modeling the temperature dependence of the MOSFET characteristics is 
important in designing VLSI circuits since, in general, an IC is specified 
to be functional in a certain temperature range, for example - 55 "C to 
125 "C. In addition, operating the MOSFET below room temperature (low- 
temperature operation) results in improved device performance; a factor 
of two improvement in switching speed can be achieved by operating a 1 pm 
device at 77 K ( -  196 "C) [122]-[124]. However, device degradation due to 
hot-carrier effects also increases with decreasing temperature (see section 
8.6) [124]. 
The MOSFET drain current varies considerably with temperature. The 
change in drain current in the temperature range 0-100 "C for a typical 
n-channel device is over 20%, being slightly lower for the corresponding 
p-channel device. The temperature coeficient of the drain current can be 
positive, negative, or zero depending upon the operating voltages. This is 
shown in Figure 6.36 where measured JIds in saturation is plotted against 
gate voltage for-different temperatures for a nMOST with WJL, = 9.4/9.4 
(pm), to, = 105 A, and V,, = 0.56 V. The Zero Temperature Coefficient (ZTC) 

0.76 - 
- GATE AND DRAIN SHORTED 

l 1 1 ' l ~ 1 ' 1 ' l ~ I  

GATE VOLTAGE, Vq5 ( V )  

Fig. 6.36 Variation of Ids  versus V, in saturation region of device operation with temperature 
as a parameter. It shows temperature coefficient of I,, is either positive, negative, or zero 

depending upon the operating bias 
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of the drain current could be either in the linear or saturation region of 
device operation. The gate voltage, which leads to ZTC is very close to the 
device threshold voltage, as we shall see shortly. 
The negative temperature coefficient of I,, (at higher temperatures) is 
primarily due to (1) decrease in the carrier mobility, (2) increase in the 
threshold voltage (cf. section 5.4), and (3) decrease in the carrier saturation 
velocity. There are many other parameters which are temperature 
dependent [126], but if the drain current model is physically based one 
can easily explain the temperature dependence of the current using the 
above three parameters. The positive temperature coefficient of I , ,  occurs 
when the device is operating in the weak and moderate inversion region 
and is primarily due to an increase in the intrinsic carrier concentration 
ni, in accordance with Eq. (6.96b) [127], [l28]. 

6.9.1 Temperature Dependence of Mobility 

Carrier mobility in the inversion layer is strongly temperature dependent. 
The temperature dependence of the mobility has been traditionally used 
to extract contributions from different scattering mechanisms. For high 
quality devices, electron surface mobility p, may range from 600 cm2/V.s at 
room temperature to 20,000 cm2/V.s at 4.2 K. Since different scattering 
mechanisms are effective in different ranges of temperature, circuit 
simulators normally use different mobility models for different temperature 
ranges. For T > 200 K, the most commonly used temperature dependent 
mobility model is [59], [124] 

(6.226) 

which is valid for both p- and n-channel devices, provided the field is not 
very high (< 8 x lo4 V/cm). In general 8 i s  a weak function of temperature; 
therefore, its temperature dependence is generally ignored. A comparison 
of Eq. (6.226) with experimental data is shown in Figure 6.37. Note that 
for p-channel devices the linear relationship between l/ps and &eff remains 
valid even at low temperatures, which indeed is not the case for n-channel 
devices. However, for thin gate oxides and higher gate voltages (high fields), 
it is more appropriate to use the following equation for mobility [28], [64] 

(6.227) 

where 8, and 6, are functions of temperature and have been obtained by 
fitting the data to the model over a wide temperature range [28]. 
It has been observed that the functional form of the temperature dependence 
of low field mobility po is T-"; that is, po at any temperature T, in the 
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Fig. 6.37 Inversion layer mobility versus normal effective field at  different temperatures (a) 
n-channel MOSFET to, = 310A and (b) (b) p-channel MOSFET to, = 2 5 0 k  Solid lines 
represent Eq. (6.226) while symbols corresponds to experimental data. (After Arora and 

Gildenblat [ 5 9 ] )  

temperature range 200-400 K can be expressed as 

I I 

(6.228) 

where m is the slope of the line fitted to the low field mobility po versus 
temperature Tcurve plotted on log-log scale, and To is the nominal or 
reference temperature. For p-channel devices, the value of m lies in the 
range 1.2-1.4 while for n-channel devices it ranges between 1.4 to 1.6 for 
the temperature range between 200 K-450 K. The value of m is a function 
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of the gate field at which the mobility is measured and it tends to be 
higher at lower fields. The observed difference between the temperature 
dependence of the n- and p-channel mobilities is because electron and hole 
scattering processes are different. SPICE uses Eq. (6.228) with m = 1.5 for 
both p- and n-channel devices. Assuming m = 1.5, Eq. (6.228) yields the 
following expression for the temperature coefficient of mobility 

1 d p  1.5 
p d T -  T '  

-~ (6.229) 

Temperature Dependence of Threshold Voltage. The temperature coefficient 
of V,h is approximately 1 mV/"C for modern CMOS devices as was discussed 
in section 5.4. Recall that the threshold voltage exhibits a linear depen- 
dence on temperature over a wide temperature range. Threshold voltage 
Vth increases with increasing temperature, and therefore, drain current 
decreases. 

Zero Temperature Coeficient of Drain Current. Differentiating the classical 
saturation drain current equation (6.57) with respect to the temperature T,  
yields the following equation 

(6.230) 

The gate voltage which corresponds to zero temperature coefficient (ZTC) 
of I d s  is simply obtained by equating above equation to zero. Combining 
the resulting equation with (6.229) yields 

dVth V =I/ - _ _ ~  
dT 0.75' gs t h  (6.231) 

Assuming dV,,/dT = 1 mV/"C, it is easy to see that the gate voltage corre- 
sponding to ZTC of I d ,  is very close to K h .  Similar results are obtained 
if we use the linear region current equation. 

Negative Temperature CoefJicient of Drain Current. For long channel devices, 
temperature dependence of I d ,  is accurately modeled using only the tem- 
perature dependence of p o  and Vth. However, for short channel devices one 
needs to take into account the temperature dependence of carrier saturation 
velocity usat or saturation field 6,. The following linear relation for usat fits 
the data well [119] 

(6.232) 

where usat(To) is the value of usat at T = To and P, is a fitting constant. 
Figure 6.38 shows temperature dependence of Id, for a p-channel device 

usat(T) = usat('o) - PAT - To) 
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0.0 1 .O 2.0 3.0 4 
Drain Voltage - V, (V) 

Fig. 6.38 Measured and calculated output characteristics at two temperatures 

(W,/L, = 10/0.75, to, = 105 A) at 25 "C and 100°C. Circles are experimental 
data while continuous lines are calculated current based on E,q. (6.208). 
The only parameters that have been changed from 25 to 100 "C are Vfh,  p o  
and us,,. It should be pointed out that if the drain current model is not 
physical, but more empirical in nature, then in order to fit the data well, 
one probably requires more temperature dependent parameters than 
discussed here. 

GATE VOLTAGE, (V) 

Fig. 6.39 Device I,, - V,, characteristics in the subthreshold or weak inversion region at 
different temperatures. (After Gaensslen et al. [ 1221) 
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Positive Temperature Coefficient of Drain Currents. As temperature 
increases, the subthreshold current increases [cf. Eq. (6.96b)I resulting in 
a decrease in the subthreshold slope. Figure 6.39 shows drain current as 
a function of gate voltage showing subthreshold behavior as a function of 
temperature [122]. Note that the subthreshold slope S has decreased from 
86 mVJdecade at 296 K to 22 mVJdecade at 77 K. This shows that the device 
can be turned-off much more easily at low temperatures than at high 
temperatures. This is the so called positive temperature coefficient of I,, 
and can be modeled fairly accurately using Eq. (6.104). 
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Dynamic Model / 

The MOS transistor DC models developed in the last chapter are applicable 
when applied voltages do not vary with time. In this chapter we will develop 
transistor dynamic models which are applicable when the device terminal 
voltages are varying with time. The variation in the applied voltages, if 
sufficiently small, results in the small signal model. However, if the variation 
in the voltages is large, the large signal model results. Both types of models 
are required for a circuit simulator, as was discussed in Chapter 1. 
The dynamic behavior of a MOSFET is due to the device capacitive effects, 
which in turn are the results of the charges stored in the device. This is in 
addition to steady-state current (DC) as discussed in Chapter 6. The 
capacitive characteristics are in fact the sum of the intrinsic (channel region) 
and extrinsic (source/drain junction region) capacitances as discussed in 
section 3.2. Of key importance in calculating the MOSFET capacitances 
is an accurate description of the various charges in the device and how 
they depend on externally applied voltages. These capacitances are an 
essential part of the large signal as well as small signal model for frequencies 
of operation greater than about 1 KHz. 
In this chapter we will first develop models for the intrinsic charges and 
capacitances of a large and wide MOSFET and then discuss models for 
short channel devices. This will give us the so called large signal model. 
This will be followed by small signal linear model parameters required for 
small signal analysis. 

7.1 Intrinsic Charges and Capacitances 
Under steady-state conditions, the only current in a MOSFET results 
from mobile carriers (electrons in nMOST and holes in pMOST) flow from 
source to drain.' In transient analysis this current is referred to as the trans- 

' This of course assumes that substrate and gate current is zero (or negligible), which indeed 
is true for normal device operation. 
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Fig. 7.1 Schematic of the transient current flowing through a MOSFET 

port current. In dynamic situations, additional currents that are associated 
with the stored charges at the device terminals, called the charging current, 
also exist. Figure 7.1 shows transient (dynamic) currents i,, i s ,  id and ib 
flowing through the gate(g), source(s), drain(d) and bulk(b) terminals, res- 
pectively, of a MOSFET. Here QG, Qs, QD and Qe are the total source, drain, 
gate and bulk charges, respectively2 corresponding to the four terminals of 
the MOSFET. It is important to note that the terminal charges are not inde- 
pendent, but are functions of the four different terminal voltages V,, V,, Vd 
and V,. Thus, in general 

Q j = f ( V g ,  v s ,  v d ,  vb), j=G,S,D,B. (7.1) 
Since Kirchhoffs current law (KCL) holds for the total current, we have 

i, + is + id + i ,  = 0 
and from the charge conservation law we have 

QG + Qs + Q D  + Q B = @  (7.3) 
While calculating various charges of a MOSFET we will assume that the 
terminal voltages vary sufficiently slowly so that the distribution in the 
stored charges QG, QB, Qs and QD can follow the voltage  variation^.^ Stated 

So for we have talked about the charges per unit area denoted by Q with the lower case 
subscript (e.g., Q,). In this chapter we will also be dealing with the total charge, which 
will be denoted by Q with the upper case subscript (e.g., QG).  
Strictly speaking, Qs and QD are not the stored charges in the same sense as Qc and Q,. 
The inversion charge Q ,  (from which Qs and Q ,  are derived) is the result of inversion 
carriers entering the source and leaving the drain and being continuously replaced by 
new carriers from the source. Nonetheless, Q, and hence Q, and Q,, can loosely be called 
stored charges. 
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another way, the terminal currents vary instantaneously with the terminal 
voltages. In other words, the charge per unit area at any time t is the 
same as obtained by using the DC voltage at that time. This is called the 
quasi-static operation of the device and the resulting dynamic model is 
called the quasi-static model. In practice, the quasi-static model works quite 
well for much of circuit work. However, it should be kept in mind that this 
approach may fail, especially with long channel devices operating at high 
switching speeds, or when the load capacitance is very small. 
Assuming quasi-static operation, we can write the transient currents as the 
sum of the time dependent transport current and a charging current as 

dQS i,(t) = - Z,(V(t)) + ~ 

dt 

dQD &(t)  = Zd(V(t)) + __ 
dt 

d Q G  i,(t) = - 
at 

dQB 
at 

ib(t) = - 

(7.4a) 

(7.4b) 

(7.4c) 

(7.4d) 

remembering that no transport current is flowing to the gate ( I ,  = 0) and 
substrate ( I ,  = 0). While writing Eqs. (7.4) we have tactically assumed that 
charges at the source and drain are known explicitly, while in reality we 
only know total inversion or channel charge Q I ,  that is, 

This equation presents some problem because, from the circuit simulation 
point of view, we need is and id individually, not just their sum. We will 
come to this point a bit later. 
Thus, to develop a dynamic model, it is necessary to obtain expressions for 
the total gate, bulk and inversion charges, QG,  QB and QI, respectively, as 
functions of terminal voltages. From the steady-state (DC) analysis we 
already know Qg,Qb and Qi, the charges per unit area, which in general 
depend on the position y along the length of the channel. By integrating 
these charges over the area of the active gate region we can obtain the 
corresponding total charge QG,QB and Q I .  For example, the gate charge 
contained in a small area of width W (device width) and length d y  is 
Q;W.dy. Integrating this charge over the channel length L gives the 
total gate charge QG as 

L 

QG = wj Qg(y)dy (C). (7.6) 
0 
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Similarly, we have 
L 

Q I  = w/ Qi(Y)dY (C) 

Q B  = w j L  Q b ( y ) d y  (C) 

Q c  + Q r  + Q e = @  

(7.7a) 

(7.7b) 

0 

0 

and from the charge conservation principle 

(7.8) 
Since these are distributed charges, the corresponding intrinsic capacitances 
should be modeled as a distributed capacitances. However, such a model 
would be too complex for use in circuit simulators. Instead, these distributed 
capacitances are usually modeled as lumped two terminal capacitances 
appearing between the gate, source, drain, and bulk or substrate terminals 
of the MOSFET. 
Several models for the intrinsic capacitances of a MOSFET have been 
proposed. The model which has been almost universally used for many 
circuit simulators, until very recently, is the Meyer model [2] that was 
derived for long-channel devices. The most serious error in this model 
appears as charge nonconservation (see section 7.1.2). Charge conservation 
is very important in such circuits as dynamic RAMS and switched capacitor 
filters. Drawbacks in the Meyer model were overcome by using charge as 
a state variable. This resulted in the development of new models, normally 
known as charge based capacitance models [3]-[8]. However, due to the 
intrinsic simplicity of the Meyer model, it has been extensively used in 
simulating circuits that do not have charge-conservation problems. The 
Meyer model is the default capacitance model for SPICE Levels 1-4. 
However, for Levels 2 and 4 a charge based model is also available. We 
will first discuss the Meyer model and then develop a more accurate charge 
based capacitance model. 

7.1.1 Meyer Model 

In the Meyer model, the distributed gate-channel capacitances are split 
into three lumped capacitances; gate-to-source (CGF), gate-to-drain (CGD), 
and gate-to-bulk4 (CcB). They are defined as the derivative of the total gate 

In the original work by Meyer [2], the capacitance C,, formed by the depletion charge 
within the bulk of the device is ignored. However, most implementations of the Meyer 
model in use include this capacitance. 
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charge Qc with respect to the source, drain and bulk respectively, that is 

where V,, = (V,, - V,,) and Vg6 = (V,, - Vb,). Notice that the capacitance 
definitions (7.9) imply that these capacitances are reciprocal; i.e., both 
terminah of a capacitor are equivalent and the capacitance is symmetric. 
For example, C,, is the same as CDG; in other words, change in the charge 
QG due to V,, may be due to the change either in the gate voltage V, or 
drain voltage V,. The Meyer model derives its capacitances on the following 
assumptions: 

1. MOSFET capacitances are reciprocal. 
2. The bulk charge density Qb is constant along the length of the channel 

depending only on the applied gate to bulk voltage V,b but independent 
of the applied source to drain voltage VdS. This implies that bulk-to- 
source(drain) capacitance CBs(CBD) is zero.5 

Assumption 2, though physically incorrect, is not the cause of great error 
because when the device is conducting the channel acts as a screen for the 
bulk charge QB,  and therefore the change in QB is very small. However, 
assumption 1 has profound implications as we will see later. For a piece- 
wise multisection model, the charge Qg (and hence Q G )  is different in 
different regions of device operation; therefore, the corresponding capaci- 
tance values will also be different for different regions. 
Using the charge conservation rule [cf. Eq. (7.8)] the total gate charge Q ,  
can be expressed as 

L 

QG = - ( Q I  + Q B )  = - WjoL Qi(y)dY - W j  Qb(Y)dY (7.10) 

where we have made use of Eq. (7.7). Since bulk charge density Qb is constant 
along the length of the channel (assumption 2), it can be taken out of the 

0 

These capacitances should not be confused with the source(drain)-to-bulk p n  junction 
capacitances, which are extrinsic to the device. 
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integral. Thus, the above equation becomes 

(7.11) 

where 

Strong Inversion. In principle, to calculate the gate charge Qc,  any expres- 
sion for Qi which is used to calculate I d s  can be used. However, in the 
Meyer model the following long channel expressions for Qi and Qb are used 
[cf. Eqs. (6.44) and (6.45)] 

Q i b )  = - Cox(Vgs - Vth - V(Y)) (C/cm2) (7.12a) 

Q b  = - CoxYJ24~. + Vsb (C/cm2) (7.1 2 b) 
where Cox is the gate oxide capacitance per unit area, v h  is the threshold 
voltage and V ( y )  is the voltage at any point y along the length of the 
channel from the source to drain. Since we know Qi as a function of V,  to 
integrate Eq. (7.11) we first change the variable of integration from ‘dy’ to 
‘N’ by making use of the following equation [cf. Eq. (6.13)] 

dy = S ’ WQi(Y)dV. (7.13) 
I d s  

Combining Eqs. (7.1 1)-(7.13) yields 

Q G -  - ~ s w 2 c ~ x ~ o “ d ’ ( V g , -  vh- V ) ’ d V - Q B .  
I d s  

(7.14) 

Using Eq. (7.12) in (7.13) and integrating the resulting equation from 
source to drain, we get the following equation for I d s  [cf. Eq. (6.49)] 

(‘gs - Vth - o*5Vds)Vds, (A) WPS c o x  
I d ,  = ~ 

L 

which is algebraically equivalent to 

(7.15) 

Now combining Eq. (7.15) with (7.14), and carrying out the integration 
results in the following expression for the gate charge QG in the linear 
region 

(7.16) 
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Differentiating the above equation with respect to V,,, Vgd and Vgb, we get 
the gate capacitances CGS, C,, and C,,, respectively, in the linear region 
as 

= 0. 3 Q G  C,, = ~ 

a Vgb 

(7.17a) 

(7.1 7 b) 

(7.17~) 

Note that in strong inversion CGB is zero. Physically speaking, this makes 
sense because the formation of an inversion layer in the channel region 
provides an electrostatic shield between the gate and the substrate, so that 
Q ,  ceases to respond to changes in the substrate bias Vsb. 
In the saturation region, the gate charge Q ,  can be obtained by replacing 
Vds (through V,! = Vqs - Vds) in Eq. (7.16) with Vd,,,( = Vg? - I/[,,), the long- 
channel saturation voltage. This is algebraically and intuitively equivalent 
to replacing Vgd in Eq. (7.16) with Vt,,. Thus, in saturation we have 

(7.18) 2 
Q ,  = WLC,,( V,, - Vth) - Qs (saturation region) 

which results in the following capacitances in saturation 

~ Q G  2 c,, = ~ = - W L C , ,  
a v g s  3 
a Q G  c,, = - = 0 

C , , = - -  

a vgd 

a vgb 

(7.19a) 

(7.19b) 

(7.19~) 

Note that the capacitances in saturation are independent of the drain 
voltage. Intuitively this makes sense, because in saturation the drain is cutoff 
from the channel due to channel pinch-off. Therefore, when Vd, is varied 
in saturation, the intrinsic device is not affected and hence the capacitances 
remain the same. 

Weak Inversion or Subthreshold Region. When a MOSFET is in the weak 
inversion or subthreshold region (V,, < Vth), the inversion layer charge Qr 
is negligible through out the channel, and therefore the gate charge Q,, to 
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a first approximation, can be written as 

(7.20) 

Under the depletion approximation, the bulk charge Q, for a long channel 
device is given by [cf. Eq. (6.88)] 

Qb = - Y C ~ , J G  (7.21) 
where the surface potential @,, in weak inversion is given by [cf. Eq. (6.90)] 

r 
(7.22) 

which is practically independent of the position y along the channel. This 
means that Qb is independent of the position, and therefore from Eq. (7.20) 
the gate charge in weak inversion becomes 

Differentiating Eq. (7.23) with respect to V,, gives the gate to bulk 
capacitance C,, in the subthreshold or weak inversion region as 

1 - l j 2  

C,, = ~ aQc = WLC0,[ 1 + -(Vgb - V,,) 
4 

a 1/96 Y 2  
(7.24) 

where we have assumed that y is constant independent of vbs. Note that 
this is true only for a uniformly doped substrate. For practical MOSFET’s 
which are nonuniformly doped, y is bias dependent as was discussed in 
Chapter 5. Therefore, proper y value and derivative need to be used. 
Since in weak inversion Qc does not depend on V,,, 

CG, = C G D  = 0. (7.25) 

Although CGB( = dQ,/dV,,) calculated from Eq. (7.24) is inaccurate at 
V,, = V,, owing to the failure of the depletion approximation used in 
arriving at equation (7.24), it is still used because of its simplicity. 
Figure 7.2 shows a plot of three capacitances as a function of V?, for two 
different V,, of 1 and 3V. Note that the capacitance is normalized with 
respect to the total gate oxide capacitance Cox, given by 

(7.26) 

Maximum capacitance of a device is the gate oxide capacitance Cox, which 
occurs in accumulation. In the inversion region, where the transistor action 
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GATE VOLTAGE, v,,tv 

Fig. 7.2 The capacitances C,,, C,, and C,, associated with the gate terminal of a MOSFET 
as a function of gate voltage V,, for two values of drain voltage Vds( 1 V and 3 V). Simulated 

results are based on Eqs. (7.17),(7.19) and (7.24) 

L- -  - - - - - I  
EXTRINSIC b 

PART B 

Fig. 7.3 Complete equivalent circuit of a MOSFET showing both extrinsic and intrinsic 
capacitances (Meyer model) 

takes place, the maximum capacitance occurs in saturation and is equal 
to 2/3C,,, (cf. Eq. (7.19a)l. 
The Meyer model can be represented by a simple equivalent circuit shown 
in Figure 7.3. The capacitance equations representing the Meyer model, as 
implemented in SPICE, are discussed in section 11.2.2. 
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7.1.2 Drawbacks of the Meyer Model 

The Meyer model, though simple, becomes inadequate for simulating 
circuits like dynamic RAMS and switched capacitor circuits, which are 
sensitive to the capacitive component of the MOSFET currents. This can 
be understood as follows: Suppose the stored charge Q is a function of a 
single voltage V as 

Q = f ( V  
so that 

(7.27) 

By integrating from the present time point t ,  to the next time point t ,  we get 
12 12 

Q =  1 i d t=  1 C(V)dV.  (7.28) 
J 1 ,  J 11 

Here comes the problem. The function C ( V )  is not known over the time 
interval At = t ,  - t , ;  what is known is its value at times t ,  and t , .  Assuming 
c ( V )  to be the average value of C(V)  in the time interval At, then we can 
integrate Eq. (7.28) resulting in 

Q =  cCJ'(t2)- J'(t1)l. (7.29) 

Thus, the Meyer model, as implemented in SPICE, calculates the terminal 
charges required for the transient analysis from the corresponding average 
capacitance whose value depends only on the value of the terminal voltages 
at the beginning and at  the end of the time interval At .  Thus, for example, 
the source charge Qs is calculated as 

Q s =  'GSAVgs ,  (7.30) 

where c,, is the average value of CG,  given by 

C G S  = i(cLi + ck,,), 
and 

A Vgs = ( Vjs' - Vjs) .  

Here k and ( k  + 1) are the two consecutive time points t ,  and t,, respectively, 
having time interval At. Similarly, 

Q D  = cGDAvgd? 

QB = cGBAVgb 
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so that 
n 

(7.31) 

(7.32) 

Thus, in the Meyer's model, the gate charge is obtained from a nonexact 
diferential that over a period of time could give rise to a non-zero value of 
the total charge, i.e., to a charge conservation problem. This clearly shows 
that charge nonconservation in the Meyer model is the result of incorrect 
numerical integration and not due to the inaccuracy in the model. In fact, 
inaccuracy of the model and charge nonconservation are two independent 
things. 
The effects of charge nonconservation in a circuit appear as unlimited 
increasing or deceasing of terminal voltages [7], [16]. Note that if the time 
step is so small that the integration error becomes smaller than the 
convergence criteria, though an impractical constraint, then the non- 
conservation situation will not be noticed. Recently, it has been shown that 
the Meyer model, if properly implemented, will result in charge conservation 
116,173. 
In addition to the charge nonconservation problem, the assumption of 
capacitance reciprocity in the Meyer model is more critical. In fact it is easy 
to see that the assumption of reciprocity is inconsistent with the charge 
conservation law 118,193. This can be seen as follows: Following Smedes 
[lS], we start with the definition of gate capacitance (7.9) and use the 
reciprocity principle (Cij = Cji) to get 

(7.3 3 a) 

(7.33b) 

(7.3 3c) 

By differentiating the charge conservation Eq. (7.3) with respect to V,,, v,d 
and Vgb, respectively, and using Eq. (7.33) we find 

(7.34a) 
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-+-=o aQs a Q B  (7.34 b) 
aVgd avgd 

(7.34c) 

It can easily be verified that the above equations can be rewritten as 

(7.35) 

C,B + CsB = 0. 
Together with the reciprocity law (Cij  = Cji),  this leads us to 

c,S = - CBs = CsB = c,, = CB, = CS, = - C D S .  (7.36) 

This is only possible if all derivatives in Eq. (7.34) are zero, which indeed 
is in contradiction with experiments and physical intuition. For example, 
bulk charge is a function of the source voltage and therefore C,, can not be 
zero. Furthermore, Eq. (7.36) implies that the channel charge must be 
separated in a part Qs( V,,) and QD( Vgd).  Since the channel charge depends 
non-linearly upon both voltages, this separation is not possible. Thus, 
charge nonconservation and reciprocity are mutually exclusive properties of a 
MOSFET charge model. 
Now if the expression for the charges as a function of terminal voltages are 
available, the integration of Eq. (7.27) can be carried out in the following 
way, which avoids all problems of charge nonconservation. Note that in 
general6 

dQj(t) i j ( t )  = -. 
at 

(7.37) 

By integrating from t ,  to t ,  we get 

Jt:ijdi = Qj(t2) - Qj( t l )  = f ( v ( t 2 ) )  - f ( v ( t ~ ) ) .  (7.38) 

Since f ( v ( t , ) )  will be evaluated at the new time point t 2 ,  one can approxi- 
mate it by performing a Taylor series expansion about the voltage at the 
last iteration to obtain the companion model used in the Newton-Raphson 
iteration. The integration on the left hand side of Eq. (7.38) can easily be 
carried out using either trapezoidal or the Gear integration formula. Note 

The subscript j stands for G, S, D or B for the charge Q and capacitance C, as we are now 
dealing with the total charge or total capacitance. However, for current and voltage, the 
subscript j represents g, s, d and b. 
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that changing variables of integration from C( V )  to Q( V )  reduces numerical 
errors (not eliminate them), although mathematically they appear to be 
the same. 

7.2 Charge-Based Capacitance Model 

Since the terminal charge Q j  ( j  = G, S, D, B) in general is a function of 
terminal voltages Vg,  V,, V, and Vb, we can write the terminal current i j  as 

(7.39) 

From this equation it is evident that each terminal has a capacitance with 
respect to the remaining three terminals. Thus, a four terminal device will 
have 16 capacitances, including 4 self capacitances corresponding to its 4 
terminals. Excluding the self capacitances, there will be 12 intrinsic capaci- 
tances which in general are nonreciprocal. The 16 capacitances form the so 
called indejinite admittance matrix (IAM). Each element Cij of this capacitance 
matrix describes the dependence of the charge at the terminal i with respect 
to the voltage applied at the terminal j with all other voltages held constant. 
For example, CGs specifices the rate of change of QG with respect to the 
source voltage V, with voltages at the other terminals (V,, V, and V,) held 
constant. Thus, in general, 

(7.40) 

where the signs of the Ciis are chosen to keep all of the capacitance terms 
positive for well-behaved devices, i.e., devices for which the charge at a 
node increases with an increase in the voltage at that node and decreases 
with an increase in the voltage at any other node. All 16 capacitances of 
the matrix C,,, shown below, are not independent 

(7.41) 

Each row must sum to zero for the matrix to be reference-independent, 
and each column must sum to zero for the device description to be charge- 
conservative, which is equivalent to obeying KCL. One of these four 
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capacitances, corresponding to each terminal of the device, is the self 
capacitance which is the sum of the remaining three capacitances. Thus, 
for example, the gate capacitance C,, is 

cGG = cGS cGD f cGB, (7.42) 
The twelve internodal or intrinsic capacitances (excluding self capacitances 
C,,, CDD, C,, and C n n )  of a MOSFET are also called the transcapacitances. 
Further, these capacitances are non-reciprocal. Thus, for example, CD,  and 
CGD differ both in value and physical interpretation. Note that of the 12 
transcapacitances only 9 are independent. Therefore, if we choose to 
evaluate C,,, CGS, C,,, C,,, C,,, c , D ,  CDG, CDs, C D ,  then the other three 
capacitances C,,, C,,, C,, can be determined from the following relations 

cSC = cGB + cGD + cGS - cBG - cDG 

c S D  = ‘ B G  + ‘ B D  + ‘BS - ‘ G B  - cDB 

cSB = cDG + c D B  + cDS - cGD - c B D .  

For the sake of comparison, the corresponding Cij  matrix for the Meyer 
model is shown below. 

(7.43) 

C,D + CGs + C,n - C,D - C,s 
C G D  0 [ :::: 0 cGS 

- CGB 0 0 cGL3 

Thus, we see that a MOSFET has capacitances that are much more complex 
than the Meyer model assumes. It is thus evident from Eq. (7.40) that to 
calculate MOSFET intrinsic capacitances we need to calculate the charges 
Qc,QD,Qs and Q,  as a function of node voltages, and if we take these 
charges as independent variables then charge conservation will be guaranteed. 
It should be pointed out that though the Meyer model represents an 
inaccurate approximation of MOSFET capacitances, it is reported to predict 
the high frequency capacitances more accurately than the charge based 
reciprocal capacitance model to be discussed in sections 7.3 and 7.4. This is 
because a network with non-reciprocal capacitances based on quasi-static 
operation can generate infinite power at infinite frequency [20]. For this 
reason models based on quasi-static approximation fail at very high 
frequencies (see section 7.5). 

Channel Charge Partition. The gate and bulk charges, Q ,  and Q B  res- 
pectively, can easily be obtained by integrating the corresponding charge 
per unit area over the area of the active gate region as is given by Eqs. 
(7.6) and (7.7). However, calculation of the source and drain charges Q, 
and QD, respectively, can only be determined from the channel charge Qr,  
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because both source and drain terminals are in intimate contact with the 
channel region. It is thus necessary to partition the channel charge into a 
charge QD associated with the drain terminal and a charge Qs associated 
with the source terminal, such that 

(7.44) 
Although this partition of Q ,  into Qs + QD is not accurate physically [l], 
nonetheless it does leads to MOSFET capacitance model which agrees 
with the experimental results. 
Various approaches have been used in the literature to partition Q, into 
Qs and QD [3]-[12], some of these are discussed by Yang [ l l ] .  These 
different approaches vary from an equal division of Q ,  across both terminals 
(Qs = QD = 0.5QI) [6] to a QI multiplied by a ‘linear partioning’ or ‘weighted 
function’ [3]. The approach which can rigorously be shown to be correct 
and which agrees with the experimental results is that proposed by Ward 
[3] and is based on the l-D continuity equation. 
Neglecting recombination in the channel region, the l-D continuity equation 
is given by 

Q r  = Qs + Q D .  

(7.45) 

Integrating the above equation along the channel from the source ( y  = 0) 
to an arbitrary point y along the channel yields: 

or 

(7.46) 

Integrating again Eq. (7.46) along the whole length of the channel results in: 

The right hand side of the above equation can be rewritten by taking the 
time derivative outside the integral and integrating by parts. We finally 
obtain 

(7.48) 

We now have an expression for the current at the position y = 0 in the 
channel for any time t ,  that is, the total current flowing through the source 
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contact. The first term on the right hand side is the average transport 
current in the channel at time t ;  this is the DC current under quasi-static 
operation. If we compare Eq. (7.48) with (7.4a), it is easy to see that the 
charge Qs associated with the source is 

Q s =  - W [ o L ( l - t ) e i d y .  (7.49a) 

A similar expression can be derived for the drain current, where the charge 
Q D  associated with the drain is given by 

(7.49 b) 

Note that Qs and Q D  sum up to the total inversion charge QI in the channel. 
It is this charge partioning scheme represented by Eq. (7.49) which is 
commonly used. This approach has been criticized on the ground that it 
predicts non-zero drain charge in the saturation region [7]. It is argued 
that since the drain is insulated from rest of the device, it should have zero 
charge in saturation. However, this is inconsistent because in saturation it 
is still possible for a charging current to flow through the channel via the 
drain. 
We will now derive the charge expressions first for the long channel devices, 
and then modify those charge expressions for short-channel devices. While 
deriving the charge expressions, both assumptions of the Meyer model are 
removed. The information required for calculating the charge expressions 
is normally available from any model used to calculate the steady-state 
(DC) current in a MOSFET. Thus, we can use Qi and Qb from the charge- 
sheet model 122,233. However, we will compute the terminal charges using 
the piece-wise DC current model because that is the model commonly used 
in SPICE. This is discussed in the next section. 

7.3 Long-Channel Charge Model 

In this section we will compute the terminal charges using the piece-wise 
DC current model discussed in section 6.4.4. The charge model, similar to 
the DC model, will thus have different charge equations for different regions 
of device operation. 

Strong Inversion. The channel charge density Qi for a long-channel device 
was derived as [cf. Eq. (6.79)] 

(7.50) 
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while the bulk charge density is given by [cf. Eq. (6.78)] 

Q d Y )  = - coxY[16V(Y) 4- J-1. (7.51) 
Since the total charge in the system must be zero, i.e., Q, + Qi + Qb = 0, the 
gate charge density Q,  becomes 

(7.52) 
where V,, is given by Eq. (6.45), and a = (1 + y6) [cf. Eq. (6.80)]. 
Equations (7.50)-(7.52) can be used to calculate the terminal charges using 
Eqs. (7.6)-(7.7) and (7.49). Let us first calculate Qs and Q D  using Eq. (7.49). 
Since Qi(y)  is known as a function of V, we first change the variable of 
integration 'dy' in Eq. (7.49) to ' d V  using Eq. (7.13). This yields 

Q&) = cox[Vp - V f b  - 24~- - v(Y)l 

(7.53a) 

(7.5 3 b) 

To express y in the above equations in terms of Vds, we integrate Eq. (7.13) 
from y = 0 to an arbitrary point in the channel. This yields 

At the drain end y = L, and V = Vd,, so that we have 

Now combining Eq. (7.53) with Eqs. (7.50) and (7.54) and carrying out the 
integration, we get after lengthy algebra the following expression for QD 
and Qs in the linear region of device operation 

Q D  = - c o x ~ [ ~ v g t  - iaT/ds + dg] (7.55a) 

Q S -  - - C  ox't ['V 2 gt -1 G a V d s +  8(1-g)1 (7.5 5b) 

where 

(7.56a) Cr2V;s d =  
12(Vgt - 0.5aVdS) 

(7.56b) 
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and 
Vqr = V,, - K h  and Cox, = WLC,,. 

When V,, = 0, we find that Qs = Q, = 0.5Cox,V,, as is expected from 
symmetry. 
The total gate charge Qc can be obtained by integrating the gate charge 
density Q, over the area of the active gate region as 

(7.57) 

where we have replaced the differential channel length 'dy' with the corre- 
sponding differential potential drop ' d V  using Eq. (7.13). Substituting Qi 
and Q, from Eqs. (7.50) and (7.52), respectively, and carrying out the 
integration results in the following expression for the charge Qc 

Qc=Cox,[ Vqs- v fb -24 f -0 .5Vds+-d  . (7.58) 
a ' I  

Similarly, the total bulk charge Q B  can be written as 

(7.59) 

Substituting Qi and Qb from Eqs. (7.50) and (6.78), respectively, and carrying 
out the integration yields 

where 
3 vgt - 2c( vd, 9= 

6(Vgt - 0.5aVd,)' 

(7.60) 

(7.60aj 

Note that the bulk charge consists of two terms. The first term gives the 
total bulk charge due to the back bias V,, and is related to the threshold 
voltage. The second term describes additional charge induced by the drain 
bias. As expected, it reduces to zero when Vd, = 0. In terms of Vrh, one can 
write QB as 

QB = - Coxt[vth - Vfb - 26f + (a - 1)Vds91.  

It is easy to verify that the sum of Qc, Qs,  QD and Q B  is zero. 
Equations (7.59, (7.58) and (7.60) are charges for the linear region of the 
device operation. The corresponding charges in the saturation region are 
obtained by replacing vd, in these equations with V,,/c() [cf. 
Eq. (6.82)], resulting in the following expressions for Qs,  Q,, Qc and Q B  in 
the saturation region 

(7.6 1 a) Q D  = & Cox, vg 
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(7.6 1 c) 

(7.6 1 d) 

Adding Eqs. (7.61a) and (7.61b) we find inversion charge in saturation 
region as 

(7.62) 
which is the same result as obtained in the Meyer model [cf. Eq. (7.18)] 
assuming QB = 0. Note from Eqs. (7.61) that none of the charges in saturation 
depends upon Vd,. This is because in saturation, due to the pinch-off, the 
drain has no influence on the behavior of the device. Also note that the 
mobility degradation factor 8 due to the gate field does not appear in 
the charge expressions. This is because of the global way of modeling the 
mobility, which cancels out while deriving the charges. In fact 2-D device 
simulators confirm the analytical results that mobility degradation has little 
effect on the charges [lE].  
The model proposed by Yang et al. [7] and Sheu et al. [12] uses the same 
charge expressions as discussed above; except that in their model a, is 
replaced by u, which is not a simple body factor term, but is rather effective 
gate voltage dependent [cf. Eq. (6.171)]. Figure 7.4 shows Qs and Qo, as 
a function of V,, for different Vgs( > Vih), for a MOSFET with parameters 
shown in Table 7.1. It is clear that drain and source charges generally 
behave the same, except that the drain charge saturates to a smaller absolute 
value than the source charge. This is because the potential difference 
between the gate and channel decreases when going from source to drain. 
The bulk charge as a function of Vd, for different V,,(> Vth) are shown 
in Figure 7.5a while the gate charge as a function of V,, is shown in 
Figure 7.5b. 

Q I  = Qs + Q D  = - $Cox, v g t  

Weak Inversion Region. Although mobile charge at the interface is small 
when the device is in weak inversion, still these charges are important for 
the simulation of switching behavior of a MOSFET. Further, in this region 
bulk charge behaves differently as compared to the strong inversion 
condition because it is now not screened from the channel. 
In order to arrive at the expression for the terminal charges in the weak 
inversion, we will assume that current transport occurs by diffusion only 
as was the case while deriving the subthreshold drain current expression 
[21]. Indeed this is a good approximation for low gate voltages. For higher 
gate voltages (> Vth), the diffusion current saturates and drift transport 
becomes more and more important, as discussed in Chapter 6. From 
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Fig. 7.4 The normalized source and drain charges Qs and QD, respectively, as a function 
of V,, for different V,, in strong inversion. The normalization factor is total gate oxide 

capacitance Cox, = Cox W L  

Table 7.1. nMOST parameter ualues used .for Figures 7.6-7.9 
Parameter Parameter 
symbol Parameter description value Units 

L Effective channel length 50 Pm 
W Effective channel width 50 Pm 
to* Gate oxide thickness 150 A 
A Channel mobility 600 cm2/V.s 

Flat band voltage - 0.8 V 
v, h Threshold voltage 0.6 V 
N ,  Substrate concentration 3 x 1OI6 cm-3 

Eq. (6.92) the drain current (due to diffusion) at any point y along the 
surface is given by 

(7.63) 

which on integration yields 

y = -  Vt(Qi - Qis)  (7.64) 

where V, = kT/q is the thermal voltage and Qis is the mobile charge density 
at the source end [cf. Eq. (6.95)]. At the drain end Qi = Qid.  

I d ,  
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7.5 The normalized (a) gate charge QG as a function of V,, for different V,,, (b) bulk 
charge QB as a function of V,, for different V,, in strong inversion 

Let us first calculate the source and drain charge QD and Qs,  respectively. 
Application of Eqs. (7.63) and (7.64) with Eq. (7.49) results in 

(7.65) 

which on integration yields, after using Eq. (6.93) for I d s ,  

Q D  = iWL(2Qid + Q i s ) .  (7.66) 

We can now relate charge densities Qis and Qid using Eq. (6.95), resulting 
in the following equation for Q D  

Q D - _ _  - A wLcox(q  - l)vt exp ( v g ~ t v t h ) ( 2 ~ p v d s / v t  + 1) (7.67) 

where q = (1 + Cd/C,,)  [cf. Eq. (6.103)]. Similar procedures can be used for 
calculating the source charge Qs and is found to be 

Q s - _ -  - A W~Co,(r1 - 1)V exp (vg$tvth)(e-vds/vt + 2). 

Note that when V,, = 0, and Vgs = T / r h ,  we have QD = Qs = - 0.5C,,,(q - 1)v. 
From Eq. (7.67) it is evident that Vd, dependence on Qs and Q D  is rather 
weak because for Vds greater than a few V,, the terms involving vd, become 
negligible and we find Qs = 20,. Figure 7.6 shows drain and source charges 
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v,, ( V )  

Fig. 7.6 The normalized source and drain charges Qs and QD, respectively, as a function 
of V,, for different V,,, in weak inversion 

in weak inversion as a function of Vd, for two V9,( < V J .  The exponential 
behavior is clearly visible as well as a weak drain bias dependence. Note 
that the magnitudes of these charges are six orders of magnitude smaller 
than those in strong inversion. 
From the strong inversion Eq. (7.55) note that at V,, = Ift , , ,  QD = Qs = 0, 
while from weak inversion Eq. (7.67) we get small but finite values of Qs 
and Q D .  This results in a discontinuity of these charges at the transition 
from weak to the strong inversion. To avoid this discontinuiq, the weak 
inversion charge must be added to the strong inversion charge. However, 
this does complicates the charge equations. Although it results in a conti- 
nuous Qs and QD, the corresponding capacitances at the transition point 
will still be discontinuous (see Figures 7.8-7.10). In order to avoid the 
discontinuity in the capacitance a smoothing function, such as Eq. (6.121) 
used in the drain current modeling, can be used. Because these charges 
make only minor contributions to the total charges and they decrease 
exponentially with decreasing V,,, we often assume Qs and QD to be zero in 
weak inversion. 
Since in weak inversion the bulk charge QB is virtually independent of the 
source/drain voltage Vd,, we can use Eq. (7.23) for Q B ,  which at the boundary 
of the strong inversion can be rewritten as 

This equation is the same as to the first term in Eq. (7.60). 
If the channel charge is assumed zero (QI = 0) in the subthreshold region, 
the gate charge becomes equal to the bulk charge. Thus, 

Q B  = - C o x t ~  Jm. 

Qc = - QB.  
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Fig. 7.7 The normalized plot of the charges QG,Q, ,Q,  and Q, associated with the gate, 
bulk, drain and source terminals, respectively 

Accumulation Region. For the sake of completeness, we discuss charges in 
the accumulation region of operation where T/,b < T/ fb .  In accumulation, a 
thin layer of majority carriers are formed at the interface, thus forming a 
parallel plate capacitor with the gate. In this case, the bulk charge Q B  is 
simply written as 

(7.68) Q B  = - co.xt(Vgs + vsb - V f b ) .  

Since there is no current flow, the gate charge is given by 

QG = - Q B  = coxt(vqs + vsb - v fb )*  (7.69) 

Figure 7.7 shows charges QG, QB, Qs and QD associated with the gate, bulk, 
source, and drain terminals, respectively, as a function of gate voltage 
V,, for 2 different drain voltages V,,, and fixed substrate bias V,, = 0 V. The 
parameters used for simulations are shown in Table 7.1. They are based 
on the assumption that Qs = Q D  = 0 in inversion. 

7.3.1 Capacitances 

Using the expressions derived for various charges in different regions of 
device operation and the definition (7.40) we can now find the capacitances 
associated with a MOSFET. The mathematics, though quite basic, is 
however some times very lengthy. The final expression for 12 capacitances 
are given in Appendix F using charges given in section 7.3. Figure 7.8 shows 
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Fig. 7.8 Measured and calculated capacitance (a) gate-to-drain C,, and (b) drain-to-gate 
C,, as a function of V,, with Vds as a parameter 

C,, and CDG as a function of Vqs for different Vds. Continuous lines are 
from the model [cf. Eqs. (7.70)], while dashed lines are measured data for a 
long channel device (W/L = 100/100 pm, V,, = 0.8 V, to, = 305 A). Remember 
that measured capacitances also include gate overlap capacitances which 
have been subtracted out in the data shown in this figure. The equations for 
C,, and C,, are obtained by differentiating Q, [Eq. (7.55a)l with respect 
to V, (or V,,) and Qc [Eq. (7.58)] with respect to Vd (or V,,), respectively, and 
using d' and &7 defined in Eq. (7.56), that is, 

0.5aI/,, 
(7.70b) 

These are the capacitances in the linear region. The corresponding capaci- 
tances in the saturation region are obtained, either differentiating the 
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saturation region charge [cf. Eq. (7.61)] or replacing V,, with V,,,, = ( Vgt/a) 
in Eq. (7.70), resulting in the following expressions 

(7.7 1 a) 

(7.71b) 

Figure 7.8 clearly shows the non-reciprocal nature of the capacitances. It 
also shows that the model fits the data fairly well. Note that though the 
transition from linear to saturation regions is smooth, the same is not the 
case for transition from saturation to subthreshold regions due to our 
assumption of QI = 0 in the subthreshold region. Although continuity of 
the capacitances is desirable, particularly in small signal analysis, the 
discontinuity does not pose any convergence problem in SPICE. This is 
because the capacitance value is multiplied by the voltage difference term 
which vanishes as convergence is reached. Also note that CD,  = 0 in the 
saturation region. This is because of our assumption of the pinch-off 
condition (QI  = 0 at the drain end, which has resulted in vd,,, = Vgt/a) in 
the charge expressions. For long channel devices, this indeed is observed 
experimentally because pinch-off shields the channel from any further drain 
voltage increase. It should be pointed out that C,, is most important 
among the gate capacitances because its effect is multiplied by the voltage 
gain between the drain and gate nodes due to the Miller effect. 
Figure 7.9 shows C,, and C,, as a function of Vgs for different Vds. Again, 
continuous lines are from the model [cf. Eq. (7.72)], while dashed lines are 
measured data for a long channel device ( W / L  = 100/100pm, v t h  = 0.8 V, 
to ,  = 305 A). The C,, and C,, are obtained by differentiating Q, [Eq. (7.58)] 
with respect to V, and Q, [Eq. (7.55b)l with respect to Vg (or V,,), respectively, 
and using Se and B defined in Eq. (7.56), that is, 

In the saturation region we have 

(7.72b) 

(7.73a) 

c,, = + cox,. (7.7 3 b) 

Again the non-reciprocal nature of the capacitance is self evident. 
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Fig. 7.9 Measured and calculated capacitance (a) gate-to-source C,, and (b) source-to-gate 
C,, as a function of V,, with V,, as a parameter 

The gate-to-bulk capacitance C,, is shown in Figure 7.10 as a function of 
V,, for different Vds. The model equation (continuous line) for C,, is given 
in Appendix F. Although this capacitance is much smaller in strong 
inversion, it is the main capacitance in weak inversion and accumulation. 
Figure 7.11 shows plots of nine internodal capacitances as a function of 
Vds. The capacitances are normalized to the total gate capacitance 
Cox,( = WLC,,). For the sake of clarity, these capacitances are plotted at 
one bias, V,, = 3 V and V,, = 0 V. Note from this figure that the capacitances 
C,, and C,, are negative. This shows that MOS capacitors are not only 
non-reciprocal but are negative too. This negative capacitance could be 
explained as follows. Consider C,, when the device is biased with say 
Vd, = 1 V. This capacitance is the result of a small change in the drain charge 
due to change in the source voltage keeping all other voltages constants. 
From Eq. (7.50) it is evident that a small increase in the source voltage will 
result in an increase in the inversion charge Qr,  i.e., the total number of 
mobile electrons in the channel will increase. Since the device is biased 
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GATE VOLTAGE, Vq5 ( V )  

Fig. 7.10 Measured and calculated gate-to-bulk capacitance C,, as a function of V,, with 
Vds as parameter 

DRAIN VOLTAGE, V,, (V) 

Fig. 7.11 Normalized plots of 9 internodal capacitances versus drain voltage at Vgs = 3.0V 
and V,, = 0 V 

symmetrically, some of this increase in charge will be supplied by the drain, 
and if the drain supplies positive charge when the source voltage increases, 
a negative capacitance is observed by definition [cf. Eq. (7.40)]. 
Also note from Figure 7.1 1 that C,, # C,, at Vd, = 0 V, although by 
symmetry they should be equal. The reason for this discrepancy is the value 
of 6 (in a) used for the square root approximation (cf. section 6.4.3). By 
substituting V&=O in Eqs. (F.3a) and (F.3b) (Appendix F) for C,, and 
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Fig. 7.12 Normalized plot of the drain-to-source and source-to-drain capacitance C,, 
and C,,, respectively, for two different expressions for 6 function. Solid lines are based on 

6 value from Eq. (6.73), while dashed lines correspond to 6 given by Eq. (6.70) 

C,,, respectively, we get 

1 CB, = cox*[ av,, - OS(a - 1) 
(7.74) 

C B ,  = 0.5CoX,(a - 1). 

At V,, = OV, we get C B ,  = CB, = 0 .5~8  provided we assume 6 = 0.51 Jm [cf. Eq. (6.71)] in the bulk charge approximation. For the drain 
current modeling it is common practise to slightly modify the value for 6 
to obtain better fits in the drain current versus drain voltage plot (cf. section 
6.5). However, this will lead to a small discontinuity in the capacitance. 
This difference is more evident when we plot drain and source capacitances 
C,, and C,,, respectively, as a function of Vds. This is shown in Figure 7.12, 
where dashed lines assume Eq. (6.71) for 6, while continuous lines assume 
Eq. (6.73) for 6. The situations in which these discrepancies arise have 
comparatively small capacitances, therefore, it is not the cause of any 
significant error in circuit simulation when all capacitances at a node point 
are added together. 

7.4 Short-Channel Charge Model 

In the long channel model discussed in the previous section we have 
neglected velocity saturation, channel length modulation and series resis- 
tance, as these effects are important only for short-channel devices (cf. 
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section 6.7). As in the case of drain current calculations, we need to take 
these effects into account while calculating charges for short channel 
devices [14,15], 1181, [25]. Indeed the final charge equations become more 
complex. 
Often for simulating short-channel capacitances, the long channel charge 
model has been used by modifying the body factor a [7], [12]. Thus, in 
the model proposed by Yang et al. [7], the a term in the long channel 
charge expressions (cf. section 7.3) is replaced by a, = a1 + a2( Vgs - Vth) 
where a1 and a2 are short-channel fitting parameters [7]. They also assume 
QD = 0 in the saturation region due to the fact that the channel is isolated 
from the drain. In the BSIM model (SPICE Level 4 model) 1121, the a 
term in the long channel charge expressions is replaced by a, such that 
a, = a(1 + O(V,, - Vth)).  In this case a, is no longer a simple body factor 
term, but is now effective gate voltage dependent, similar to the Yang et al. 
[7] model. However, to arrive at more accurate charge and capacitance 
expressions for short-channel devices, one must take into account short- 
channel effects such as carrier velocity saturation, channel length modu- 
lation and source/drain series resistance. We will now show how to include 
these effects in the charge equations, which in turn will be used for the 
derivation of short-channel capacitances. 
Recall that I,, for short-channel devices in the linear region is given by 
(cf. section 6.7.1) 

Replacing by by ( d V / d y )  and rearranging we get 

Integrating this equation yields 

(7.75) 

(7.76) 

(7.77) 

Substituting y = L and V = V,, (at the drain end) in the above equation 
permits solution for I, , .  Remember that Q, = usat/ps [cf. Eq. (6.158)], where 
p ,  depends upon S/D resistance. 
Let us first calculate QD and Qs. Following the same procedure as was 
used for long channel devices (cf. section 7.3), we get the following expres- 
sions for the source and drain charges in the linear region of device 
operation 

(7.78a) 

(7.78 b) 
QD = - C,,,,[$V,, - faVds - .d"&7'] 

Qs = - Cox, [i vgt - iaVds + d'( 1 + a')] 
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where 

(7.79a) 

(7.79b) 

and d and 98 itself are given by Eqs. (7.56a) and (7.56b), respectively. 
Comparing the above equations with long channel Qs and QD equations 
(7.55) we see that the two equations have the same form, except that the 
auxiliary functions d‘ and B‘ now contain a velocity saturation factor. 
For the long-channel case, when the product Lb, is very large, Eq. (7.78) 
reduces to Eq. (7.55) as is expected. 
The remaining charges can also be derived in a similar way as for long 
channel devices. Thus, the gate charge for short-channel devices can be 
derived as 

(7.80) 

Substituting Qi and Q, from Eq. (7.50) and (7.52) and carrying out the 
integration we get, after lengthy algebra, the following equation for QG in 
the linear region 

Qc = Coxt[ Vgs - V f b  - 24f -,0.5Vds + -d’ . (7.81) 

Here again, for long channel devices the above equation reduces to Eq. 
(7.58). Similarly one can derive the bulk charge expression as 

a l 1  

(7.82) 

(7.82a) 

and 9 is given by Eq. (7.60a). 
Recall that while deriving the long-channel charges in saturation, we simply 
replaced the drain voltage V,, in the linear region charge expressions by the 
drain saturation voltage V,,,,. However, for short-channel devices, where 
velocity saturation and channel length modulation (CLM) become impor- 
tant, the charges in saturation consists of two components. One is the 
charge near the source region (region I in Figure 7.13) where the gradual 
channel approximation (GCA) can be applied and the other is charge near 
the drain end (region I1 in Figure 7.13) where carrier velocity saturates. 
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Fig. 7.13 Two-section model for calculating short-channel capacitance in saturation 

-2.0 

Thus, in general 

Qj(saturation) = Qjl (linear)lVds+Vdsat + Qj2(over the distance I d )  
where 1, is the CLM region near the drain end (cf. section 6.7.3). Assuming 
that over the distance 1, carriers travel with saturated velocity, we can write 
Qj2 as 

I d s  
d Q .  =-l 

J 2  
vsat 

This two section model does create a discontinuity in the capacitances 
from linear to saturation regions, similar to the case of drain current 
modeling. Therefore, often Qj2 is ignored for short-channel modeling, unless 
one can use smoothing functions such as discussed in section 6.7.4. 
The effect of including velocity saturation in the charge expressions is a 
reduction in the amount of charge from its long channel value, which 
intuitively makes sense, because carriers are velocity saturated. This is 
shown in Figure 7.14 for Qs and QD with and without velocity saturation, 

..._ No Velocity Saturation 
I I I I 

1 

o* 
2 
d 

.. 

-0.3 - QD 
,, ,,(,,,,,,, ,,,,,,, ,,,,(,, ,,..(.. .... ..... , ......................................................... ' Qs 

W 
- - 

/I-==----------- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
-0.8 - 

-1.0 - 

Fig. 7.14 The normalized source and drain charges, Qs and Qd, respectively, as a function
of Vds for different Vgs, with and without velocity saturation
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respectively, and assuming 1, = 0. Although the effect of S/D resistance is 
taken into account it is possible to include its effect externally [18]. 
In the weak inversion, Q I ,  hence Q, and Q,, is assumed zero, similar to 
the long channel case. This means that Q, = - Q,  in the weak inversion. 
The bulk charge QB for short channel devices is still given by Eq. (7.23), 
but with the long channel body factor y replaced by the effective y, which 
takes into account the reduction in the bulk charge density due to short- 
channel and narrow-width effects as discussed in Chapter 5. 

7.4.1 Capacitances 

Once charges are known, the corresponding capacitances can easily be 
calculated using the same procedure as discussed earlier for the long channel 
case. The mathematics is basic, but lengthy. We will not derive the final 
expressions for the capacitances. Instead, here we will show some experi- 
mental data for short channel devices and compare their behavior with 
long channel devices. 
It should be pointed out that unlike the long channel capacitances, the 
short channel capacitance measurement is not a trivial task. This is because 
of very small values of the capacitances involved (in the aF range); the 
details of measurements are discussed in section 9.7. Moreover, for short 
channel devices, due to the large steady-state current ( I d s )  it is very difficult 
to separate out small transient currents due to the capacitances associated 
with the source and drain terminals. For this reason, only short channel 
capacitances that have been measured and reported todate are the gate 
capacitances C,,, C,, and C,,. Figure 7.15 shows measured C,, (normalized 
to C,,,) for an n-channel LDD MOSFET with W / L  = 50/0.65 and to, = 

105 A. The measured data for long channel device W / L  = 50/50 is also 
shown for comparison. These are devices fabricated using 0.75 pm CMOS 
technology with AL = 0.25 pm. Note that in the linear region the short 
channel C,, is larger than the long channel C,,, which is more evident at 
higher Vds. This is due to the velocity saturation effect, which causes Qr to 
be proportional to I,,, and hence modulating V, has an additional effect 
on QI through change in I d s .  In the saturation region, the short channel 
C,, decreases with increasing V,, due to the CLM effect, while the long 
channel C,, is independent of V,, in saturation. Unlike constant C,, in 
the cut-off region (V,, < Vth) for long channel devices, the short channel 
C,, increases due to channel side fringing field effect at the source end. 
The short channel C,, is shown in Figure7.16. For comparison, long 
channel C,, is also shown. Here again changes in short channel CGD 
behavior can be explained by velocity saturation, channel length modulation 
and channel fringing field effect. Figure 7.17 shows C,, as a function of 
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Fig. 7.15 Measured short and long channel gate-to-source capacitance C,, 
of V,, with V,, as a parameter 
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Fig. 7.16 Measured short and long chemical gate-to-drain capacitance C,, as a function 
of V',, with V,, as a parameter 

gate voltage. Note that higher V,, results in smaller CGB in the cut-off 
region. As V,, increases, more bulk charge will be associated with the drain 
junction which results in less bulk charge available to modulate the gate 
charge. In the strong inversion region, the short channel C,, is much 
smaller than the long channel C,, for the same reason. In all cases the 
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Fig. 7.17 Measured short and long channel gate-to-source capacitance CGB as a function 
of V,, with V,, as a parameter 

short channel gate capacitances varies more gradually from one region to 
the other as compared to the long channel device. 
The measured capacitances shown in Figures 7.15-7.17 includes the overlap 
capacitances and as such, they are not intrinsic capacitances. Note from 
Figure 7.16, the overlap capacitance (measured capacitance in accumulation) 
is drain and gate bias dependent. This is true particularly for short channel 
LDD devices [18]. However, no such bias dependent overlap is generally 
observed in short-channel conventional source/drain junctions. The bias 
dependence of the overlap capacitance is due to the modulation of the 

,/ --I , '. 

I 

ACCUMULATION 

Fig. 7.18 Different components constituting MOSFET overlap capacitance in a LDD 
device. (After Smedes [18]) 
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lightly doped n-region. It has been modeled using parallel combination of 
three components associated with the bottom, the sidewall and the top of 
the gate Cbo,, Cside and Ctop, respectively, and is given by (see Figure 7.18) 
Cl 81 

with 

(7.83) 

(7.84) 

where 1,” is the geometrical overlap. 

7.5 Limitations of the Quasi-Static Model 

The MOSFET charge and capacitance models discussed so far are based 
on the quasi-static assumption; that is, terminal voltages vary sufficiently 
slowly so that the stored charge (Qc,  Qe, Qs and Q D )  can follow voltage 
variations. It has been found that for much of the digital circuit work the 
quasi-static model gives acceptable accuracy if the rise time t ,  of the 
waveforms involved is such that [ 11 

t, < 15z, (7.85) 
where zt is the transit time associated with the DC operation of the device. 
It is defined as the average time the inversion carriers take to travel the 
length of the channel, that is, 

Using Eq. (7.62) for Q I  and Eq. (6.84) for I,, in saturation, we get7 

4 L2 
-a-. - - 

4 L2 

3 P L , ( l / g S  - Vth) 3 Vdsa, 

z, =-a 

(7.86) 

(7.87) 

This shows that transit time is proportional to L2. The shorter the L, the 
smaller the transit time, and thus the higher the speed. If the carriers are 
velocity saturated then Eq. (7.87) becomes invalid and one needs to use Qr 
and I d ,  equations discussed in section 6.7. However, a simple estimate for 
z can still be made assuming carriers are moving from source to drain with 

In the linear region, under the condition of V,, = 0, we have QI = WLC,,( Vgs ~ Vt,J and 
therefore T N L2/Vd,. 
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their scatter limited saturation velocity usat for the whole length of the 
channel rather than only part of the channel. Since carriers cannot move 
faster than us,,, the time required for the drain current to respond to the 
changes in the gate voltage is simply usa,/L. Thus, in general 

L 
z, > -. 

"sat 
(7.88) 

Assuming L= 1 pm and usat = lo7 cm/s, the transit time is around 10 ps. 
For a typical ring oscillator circuit with 1 pm channel length MOSFETs, 
the measured delay is of the order of 10 ns. This shows that switching is 
limited by the parasitic capacitances rather than the time required for the 
charge redistribution within the transistor itself. Thus, quasi-static operation 
is good enough for most of the cases. 
It should be pointed out that Eq. (7.85) is only a rough rule of thumb and 
often, due to the significant extrinsic parasitic capacitances, this rule is not 
restrictive. In fact the parasitic capacitances can mask the error due to the 
quasi-static assumption. However, if parasitic capacitances are indeed low 
and input changes in the waveforms are too fast  then the quasi-static model 
will break down. In such situations, one way to extend the quasi-static model 
is to consider the device as a connection of several sections, each section 
being short enough to be modeled quasi-statistically [l]. However, more 
correctly, one needs to include time dependence in the basic charge 
equations. The resulting analysis is called non-quasistatic (NQS) analysis. 
The NQS is not covered here and interested readers are referred to the 
references cited [l], [20], [30]-[34]. 

7.6 Small-Signal Model Parameters 

In this section we will discuss MOSFET small-signal parameters discussed 
in section 3.2.1, namely g,, g d s  and gmbs. These parameters are required for 
the small-signal analysis. In addition they are also required for linearizing 
nonlinear drain current models. The output conductance gds and trans- 
conductance g, are important parameters in analog circuit design. As 
was pointed out earlier, these parameters can easily be derived from 
the device drain current model discussed in Chapter 6. This means that I d ,  

equations must be differentiable with respect to all terminal voltages. This 
is also important for SPICE convergence process since discontinuous 
derivatives can result in nonconvergence of the solution. 
For the sake of simplicity, let us consider the I d ,  equation discussed in 
section 6.4.4. Application of definition (3.1 1) to the drain current Eq. (6.47) 
and assuming ,us is constant independent of Vgs (to first order), yields 

c tvd , )  (linear region, Vd, I V,,,,) 
(saturation region, V,, > V,,,,). 

(7.89) 
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(b) 

Fig. 7.19 MOSFET small-signal parameters (conductances) as a function of (a) drain voltage 
V,, (b) gate voltage V,, based on Eqs. (7.89), (7.90) and (7.91) 

Note that in saturation gd, = 0, while in practise gds has nonzero values in 
saturation and depends upon both V,, and ifds. This can be seen from 
Figure 7.19 where gds versus V,, is plotted for V,, = 2V for the parameter 
shown in Table 7.1 Nonzero gds in saturation is generally obtained from 
an I,, equation containing CLM factor I,, which is gate and drain bias 
dependent as discussed in section 6.7.3. However, as discussed earlier, this 
does not insure smooth gds. Since the output conductance depends upon 
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the slope of I,, - V,,, an Id, model that fits the data well in the linear and 
saturation regions will not necessarily give a good fit to the gds data (see 
section 10.3.2; Figures 10.3 and 10.4). The Eq. (6.208), which insures conti- 
nuity of the current in all regions of operation through smoothing functions 
in the transition regions, insures smooth conductance and if proper models 
are chosen for V,,,, and 1, one can achieve a good fit of the gds model to the 
data as shown in Figure 7.20. Note the increase in the measured conductance 
(shown as circles) at higher Vd,. This increase is due to hot-electron effect 
as discussed in section 6.7.3 [cf. Eq. (6.209)] and is not taken into account 
in the model (continuous line). 
If we use definition (3.8) and Eq. (6.57) and assume p, is constant 
independent of V,, (to first order), we obtain 

( PV,, (linear region, vd, I Vd,,,) 

81-j f (saturation region, Vd, > vd,,,). (7.90) 

This shows that g, in the linear region is independent of Vgs, while in 
reality it does depends on V,, due to the mobility degradation factor. 
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Fig. 7.20 Measured (circles) and calculated (continuous lines) output conductance gds of a 
short-channel nMOST as a function of V,, for different Vgs. Calculated results are based 

on model Eq. (6.208) 
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The measured and calculated g m  shown in Figures 7.21 where circles are 
measured conductance while solid lines are those obtained from drain 
current model discussed in section 6.7.5. Note that both the measured and 
calculated conductances are continuous at the transition point because 
the model is inherently continuous in all regions of device operation, as 
discussed earlier. If the second derivative of I d ,  is not continuous at the 
transition point then one needs to use model parameter extraction pro- 
cedure discussed in section 10.3.2, although it still does not insure continuous 
and smooth conductances. 
Similarly, one can obtain g m b s  by differentiating Eq. (6.47) with respect to 
Vb, giving 

(7.91) 
Combining Eqs. (7.90) and (7.91) it is easy to see that at low Vd, we get 

--bb=. g m b s  - a Vih (7.92) 
9 m  a vsb 

- Model v,=ov 
00 Data 

3 v  

Fig. 7.21 Measured (circles) and calculated (continuous lines) transconductance gm as a 
function of VgS for different V,, for the device whose gds is shown in Figure 7.20 
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The conductance gds and the transconductance g, and gmbs based on Eqs. 
(7.89), (7.90) and (7.91), respectively, as a function of V,, and V,, are shown 
in Figure 7.19. The sharp corners are artifact of the model. In real devices 
there will be smooth transitions for the conductance values. 
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8 Modeling Hot-Carrier Effects 

Over the past decade, the downward scaling of device dimensions has 
resulted in a reduction in gate-oxide thickness by a factor of four. While 
scaling continued, the supply voltage remained constant (normally 5 V) due 
to the constraints of retaining compatibility with existing systems. This has 
resulted in increased vertical electric fields in the oxide which have already 
reached above 1 MV/cm in thin oxides. The scaling of channel length, 
meanwhile, has lead to large lateral electric field in the channel. In spite 
of reducing the supply voltage to 3.3 V, a strong push still remains towards 
higher channel electric field as scaling continues. The increased channel 
electric field has caused hot-carrier effects that are becoming a limiting 
factor in realizing submicron level VLSI. This is because hot-carrier effects 
impose more severe constraints on VLSI device design as device dimensions 
are reduced. 
The hot-carrier effect is a reliability problem which occurs when hot 
(energetic) carriers cause Si-SiO, interface damage and/or oxide trapping. 
This leads to the degradation of the current drive capability of the transistor, 
thus eventually causing circuit failure. The origin of this degradation is the 
high electric field near the drain end, as was discussed in section 3.4. One 
of the most effective ways to control the hot-carrier effect is to include a 
field reducing region in the transistor structure. These regions, called the 
LDD (lightly doped drain) or MDD (moderately doped drain), reduce the 
amount of damage a device suffers, and consequently increase its operational 
lifetime. 
The two basic monitors that are important in assessing the overall effect 
of hot-carriers on device performance are the substrate current and the 
gate current. In this chapter we will first develop models for the substrate 
and gate currents and then discuss the measurement of the hot-carrier 
degradation, i.e., device lifetime models. With these models implemented in 
circuit simulators, one can determine the effect of hot-carrier induced device 
degradation on circuit level performance. 
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8.1 Substrate Current Model 

The substrate current 1, in an n-channel MOSFET is due to holes which 
are generated by the impact ionization induced by the channel hot-electrons 
as they travel from the source to the drain. Mathematically, I ,  can be 
expressed as [l, 23 

1, = ( M  - 1)1d (8.1) 

where Id is the drain current' and M is the avalanche multiplication factor 
due to impact ionization and is given by 

where a, is the electron impact ionization coefficient per unit length and 
is a strong function of the channel electric field 8. Since the substrate current 
I,, resulting from the channel hot electrons impact ionization process, is 
3-5 orders of magnitude smaller than the drain current Id, it can be con- 
sidered a low-level avalanche current. For low-level multiplication M FZ 1, 
and therefore Eq. (8.1) becomes 

(8.3) 

where y is the distance along the channel with y = 0 representing the start 
of the impact ionization region, and li is the length of the drain section 
where impact ionization takes place. Several forms for a, have been proposed 
but the most commonly used form is [3] 

a, = A ,  exp ( - :) (cm)- 1 

where A ,  and Bi are called the impact ionization constants. Most of the 
reported data on ct, were measured in bulk silicon and the constants A, 
and Bi show a wide range of values. It is only recently that Slotboom et al. 
[4] have measured a, at the surface and in bulk silicon and found the 
following values for the constants: 

' In this chapter we will represent drain current by 1, rather than I,, in order to be consistent 
with the representation of substrate and gate current by I, and I, respectively. 
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Table 8.1. Values of the parameters Ai and 
Bi for electrons in silicon 

Ai Bi 
a" cm-' V/cm 

Surface 2.45 x lo6 1.92 x lo6 
Bulk 0.703 x lo6 1.23 x 106 

Since the impact ionization in a MOSFET can occur at the surface and/or 
in the bulk and is important even at lower fields, it is more appropriate 
to leave Ai and Bi as adjustable parameters for the substrate current model. 
Due to the exponential dependence of a, on electric field, it is easy to see 
that impact-ionization will dominate at the position where the electric field 
is maximum. In a MOSFET the maximum electric field is present at the 
drain end, therefore, we expect the ionization integral in Eq. (8.3) to be 
dominated by the maximum electric field d, at the drain end. Substituting 
Eq. (8.4) in Eq. (8.3) we get 

To solve the above integral we need first to calculate the electric field 
in the channel. Based on a quasi two-dimensional model it was shown 
in section 6.7.3 that the channel electric field d can be expressed as [cf. 
Eq. (6.201)] 

where &c represents the channel field at which the carriers reach velocity 
saturation (at y = 0, € = €c) and the corresponding voltage at that point 
is the saturation voltage vd,,,. &c is about 4 x 104V/cm for electrons. The 
term 1 can be treated as an effective ionization length and is given by [cf. 
Eq. (6.200)] 

(8.7) 
E .  p = 2% t0 ,Xj  
C O X  

where to, is the gate oxide thickness and X j  is the junction depth. Although 
Eqs. (8.6) and (8.7) were derived for conventional source/drain junctions, 
they are still used for LDD source/drains. For LDD devices, X j  is the 
junction depth of the LDD (n-) region. The maximum field &m, which 
occurs at the drain end, can easily be obtained replacing V by vd, in Eq. (8.6). 
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Since, in general, &, is small compared to other terms in Eq. (8.6), neglecting 
&, results in the following approximate expression for &* 

Changing the variable of integration from dy to (dy/d&)d& in Eq. (8.5) and 
integrating from &, to €m, we get 

The above integral has no closed form solution. However, it can be approxi- 
mated’ fairly accurately as 

(8.10) 

which under the assumption of gC < cYm can further be approximated as 

z,%cC,Idexp -- I ( ::)I (8.11) 

where C ,  = AiZ&,,,/Bi is assumed constant. This is the most widely quoted 
approximate expression for the substrate current calculations 161-[ 113 and 
is supported by the results of numerical simulation based on the 2-D device 
simulator MINIMOS Cl23. Again, assuming 8, < 8, and using Eq. (8.8) for 
&m in Eq. (8.10), results in the following expression for I ,  

(8.12) 

The integral in Eq. (8.9) is of the form 

f ( x )  = s.” g ( t ) P ) d t  

If x is positive, large such that h(P)  > h( t )  and G( t < p, then f ( x )  can be approximated 
as [51 
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This equation for 1, is often used for substrate current modeling [6]-[lO]. 
It differs from Eq. (8.11) only in not lumping €m in the constant C , .  The 
model proposed by Mar et al. [13] has a functional form somewhat similar 
to Eq. (8.12), but is more complicated as it involves iterative solution to get 
1 and V,,,,. It is interesting to point out that the term exp(-Bi/&,,,) in 
Eq. (8.10) can also be fitted to the form 6':. In that case, again under the 
assumption ~5'~ < €,,,, Eq. (8.10) becomes 

(8.13) 

Using Eq. (8.8) for &m, the above equation becomes 

I b  = ard(vds - vdsat)b (8.14) 

where a and b are constants. This was the I ,  model proposed by Sing and 
Sudlow [14] and later modified by Sakurai et al. [lS] who proposed the 
following values for the constant a: 

a = 2.24 x 10-5 - 0.10 x 1 0 - ~  vd, 
while b = 6.4. 
It is customary to present substrate current data by plotting I ,  as a function 
of gate voltage Vgs with the drain voltage V,, as a parameter as is shown in 
Figure 8.1. The experimental data oints (circles) are for a n-channel LDD 

V,, = OV. The dotted lines were generated using model Eq. (8.12), while 
dashed lines are based on Eq. (8.14). Note that lor a given vd,, initially 
substrate current I ,  increases with increasing Vgs due to an increase in the 
drain current 1,. Further increase in vgs eventually results in a decrease in 
I ,  due to the increase in Vdsat, which in turn reduces the channel field &. 
Thus, I ,  increases first, reach its peak value and then decreases resulting 
in a bell shape curve with its maximum occurring at a gate voltage Vgs z 
(0.3 - 0.5) Vds. From Eq. (8.12) it is evident that the plot of h ( I b / I d (  vd ,  - Vd,,,)) 

versus l/(Vds.- vd,,,) will be a straight line. This indeed is found experi- 
mentally for both p -  and n-channel devices as shown in Figure 8.2 [9], [16]. 
The slope of this line is IB,. By making such plots for nMOST having 
different oxide thicknesses, junction depths and substrate doping concen- 
trations, the following empirical relation for 1 was observed for long channel 
and thick gate oxide devices [17] 

1 = 0.22to'13Xf'Z. (8.15) 

For to, < 15081 and L < 0.5 pm, Eq. (8.15) for 1 has been modified as [lo] 

(8.16) 

with all quantities having units of cm. Thus, it is clear that the process 

device with L = 0.78 pm, to, = 150 x , X j  = 0.2 pm at vd,  = 4.6 V and 3.8 V, 

1 = 0.01 7t:L8 X f ' 3  L''' 
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GATE VOLTAGE, Vg, (V) 

Fig. 8.1 Substrate current I ,  as a function of V,, at V,, = 4.6 and 3.8 V and V,, = OV for a 
typical MOSFET. Circles are experimental points for an n-channel LDD device ( L  = 0.77 pm 
and to, = 150A). Solid, dashed and dotted lines are 3 different model equations (see text). 

(After Arora and Sharma [18]) 

Fig. 8.2 Plot of log[Zb/Z,(Vds- V,,,,)] versus 1/(Vds - V,,,,) for different effective channel 
lengths L and gate voltage Vgs for both p -  and n-channel devices with to, = 152 A. (After 

Ong et al. [24]) 
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parameters on which I ,  depends are 

0 Gate oxide thickness tax; the thinner the to,, the higher the I , .  
Source/drain junction depth Xj; the shallower the junctions, the higher 

0 Effective channel length L; the smaller the L, the higher the I,. 
0 Substrate concentration N,;  the higher the N, ,  the higher the I , .  

As can be seen from Figures 8.1 and 8.2, Eq. (8.12) for 1, predicts results 
which are in general agreement with the experimental data, although the 
exact amount of I ,  may not be represented by Eq. (8.12). However, for 
circuit models to predict device degradation, one needs to have more 
accurate model for I,. It has been shown that for a given device geometry 
(i.e., given channel length, doping profile and oxide thickness) and bias 
conditions, the channel field €m predicted by Eq. (8.8) is significantly lower 
compared to that predicted by MINIMOS (2-D device simulator), especially 
at higher drain voltages [lS]. Since the substrate current depends exponen- 
tially on the peak field €m, even small errors in Em can lead to substantial 
errors in 1,. Equation (8.8) used in the model is somewhat oversimplified. 
There are other analytical equations proposed for €m based on 2-D simula- 
tions [19], but for circuit modeling work it is more appropriate to use the 
following empirical expression for the peak field: 

the I , .  

(8.17) 

where 0 < v]  I 1 is a technology dependent fitting parameter and is different 
for standard and LDD devices. Further, results from MINIMOS simulations 
also indicate that for a given to, and X j ,  the effective ionization length 1 is 
a function of the gate and drain voltages. Based on 2-D device simulations, 
the following bias dependent equation for 1 has been suggested [l8] 

(8.18) l =  l0 + ll(vds - vgeff) + 12(vds - ‘qeff), 

where 

Vgeff = v g s  - V,,O 
is the effective gate drive, V,,, is the threshold voltage at VbS = 0 and lo ,  1, 
and 1, are fitting parameters. With these changes, the final equation for 1, 
becomes 



8.1 Substrate Current Model 373 

This new model equation for I ,  seems to fit the experimental data very 
well as can be seen from Figure 8.1 where the continuous line is based on 
Eq. (8.19). The model parameter values were obtained by fitting the data 
to Eq. (8.19) using a nonlinear optimization technique. The best fit values 
for the data shown in Figure 8.1 are Ai = 0.536 x lo6 cm-', Bi = 1.92 x 
lo6 V/cm-', y~ = 0.57, 1, = 16 x low6, 1, = -2.34 x and 1, = 0.165 x 

[lS]. Note that Bi is not optimized and is fixed to 1.92 x 106V/cm 
(see Table 8.1). This is because optimization results using a confidence 
region algorithm (see section 10.4) show that parameter Bi is redundant, and 
therefore can be set to its physical value while extracting other parameters. 
The model also fits well the back bias dependence of 1, as shown in Figure 
8.3 where I ,  versus Vgs data is plotted for Vsb = 0 and 3 V. 
Although Eq. (8.12) was derived for nMOST's, it is also valid for pMOST's 
[24], [ll]. This is evident from the plots of Figure (8.2). From these plots 
it is found that Bi = 1.7 x lo6 V/cm and 3.7 x lo6 V/cm for nMOST and 
pMOST, respectively. This shows that value of Bi for pMOST's is 2.2 times 
that for nMOST's implying that a pMOST can take about twice the 
(VdS - vd,,,) to generate the same 1, as an nMOST [9]. This means that 
for a given bias conditions 1, in pMOST will be smaller than in nMOST 

12.2 I , I I I 1 I 

Fig. 8.3 Substrate current I ,  as a function of V,, at V,, = 4.6 and 3.8 V, and V,, = 0 V and 
- 3 V, for a typical n-channel LDD device ( L  = 0.77 pm and to, = 150 A). Circles are 

experimental points while continuous lines are based on Eq. (8.19) 
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Fig. 8.4 Measured and calculated substrate current I ,  as a function of V,, at V,, = 4.6V 
for a p-channel device 

fabricated using same the technology. This is consistent with the fact that 
the impact ionization of holes is 2-3 order of magnitude smaller than for 
electrons. Remember that substrate current I ,  in p-channel devices is 
the result of electrons generated by the impact ionization of channel hot- 
holes. 
It has been found that for a pMOST, the impact ionization length 1 is bias 
dependent, similar to Eq. (8.18), and therefore Eq. (8.19) can still be used for 
modeling pMOST substrate current. Figure 8.4 shows pMOST ( L  = 0.4 pm 
and to, = 105 A) substrate current3 plotted against Vgy for different Vds; 
circles are experimental data points and continuous lines are simulated 
using Eq. (8.19). 

8.2 Gate Current Model 

The gate current I ,  is the result of channel hot electron (CHE) injection 
into the gate oxide, although gate current due to hot-hole injection has 
also been observed particularly in thin gate oxides (tax < 150A) n-channel 
MOSFETs. Since the energy required to surmount the Si-SiO, potential 
barrier is N 3.2 eV for electrons and N 4.9eV for holes, the gate current 
due to hot holes is extremely small compared to hot electrons. Two different 
approaches have been used to model the gate current that lead to results 

Strictly speaking, the substrate current of a pMOST fabricated using n-well CMOS 
process should be called well current rather than substrate current. 
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in reasonable agreement. The first approach is the so called lucky electron 
model originally proposed by Shockley [20] for the study of transport 
phenomena in large electric fields. It was later followed by Verwey et al. 
[21] and Ning et al. [22] for the analysis of substrate hot-electron injection, 
and Hu and coworkers [6,7], [23,24] for the study of channel hot-electron 
injection. 
A second approach to the problem is the so called equivalent temperature 
approach to the carrier energy [25]-[28]. This approach assumes that the 
electron heated by the channel electric field leads to a form of thermionic 
emission of hot electrons into the oxide. It is further assumed that the 
carrier energy distribution function is Maxwellian at the equivalent tem- 
perature T, = T,(y), where y is the distance along the channel. The injected 
current density J, is then calculated using the following Richardson formula 
for thermionic emission [26] 

J g = g n , ( s ) 1 ’ 2 e q (  2nm* -$) (8.20) 

where n, represents the electron concentration at the Si-SiO, interface, m* 
is effective mass of the electron and Qb is electron potential barrier height 
at the Si-SiO, interface. Neglecting the effect of charge trapping in the 
oxide, the gate current I ,  in the equivalent temperature model is expressed as 

(8.21) 

The main difficulty with this approach is of determining the functional 
dependence of T,(y). No closed form solution is possible and only 2-D/3-D 
device simulators have been used for calculating I, using this approach. 
On the other hand, the lucky electron model results in a closed form 
expression for I ,  and hence is discussed next in some detail. 
Following Tam et al. [23], the lucky electron model for CHE injection into 
the gate oxide of an n-channel MOSFET can be described as follows. In 
order for channel hot-electrons to reach the gate (1) the hot electrons 
must gain sufficient kinetic energy (in excess of the potential barrier at the 
Si-SiO, interface) from the channel field, (2) it must undergo an elastic 
collision, redirecting its momentum normal to the barrier, and (3) it must 
not experience any inelastic collision before reaching the interface. The 
different scattering events are illustrated in Figure 8.5. From point A to B 
a channel electron gains energy from the channel field and becomes ‘hot’. 
At B, re-direction of the hot electron takes place. From point B to C 
(C is situated at the interface), the hot electron must not suffer any energy- 
robbing collision so that it will retain the energy required to surmount the 
Si-SiO, potential barrier. The hot electron must also not suffer collision 
in the oxide image-potential well located between C and D. Once the hot- 
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Fig. 8.5 Electron injection in gate oxide showing lucky electron model 

electron arrives at location D, it will be swept toward the gate electrode 
by the aiding field. Since the processes are statistically independent, the 
resultant probability is the product of the probability for each individual 
event, i.e. [23] 

(8.22) 

where 2, is the redirectional scattering mean free path. The factor (dy/A,) 
can be interpreted as the probability of redirection over dy. PI is the prob- 
ability for acquiring sufficient kinetic energy and normal momentum, P, is 
the probability that a hot electron travels to the Si-SiO, interface without 
suffering any inelastic collision, and P ,  is the probability to suffer no 
collision in the oxide image-potential well. Thus, to calculate I , ,  we need 
to calculate the three probabilities P , ,  P,  and P, .  The essential processes 
involved for modeling channel hot-electron injection into the gate oxide is 
illustrated in Figure 8.6. 
In order for the hot electron to surmount the Si-SO, potential barrier Qb, 
its kinetic energy must be greater than qQb. To acquire kinetic energy qQb, 
the hot electron will have to travel a distance d = Qb/& assuming the electric 
field 6 along the channel to be constant. The probability of a channel 
electron to travel a distance d or more without suffering collision can be 
written as e-d/n,  where A is the scattering mean free path of the hot electron 
[25]. Hence we can write e-Qb/B* as the probability that an electron will 
acquire a kinetic energy greater than the potential barrier Qb.  Now if the 
electron is to move into the oxide, its momentum must be redirected towards 
the Si-SiO, interface by elastic scattering so as to have sufficiently large 
momentum component perpendicular to the interface. It has been shown 
that the probability of an electron acquiring the required kinetic energy 
and retaining the appropriate momentum after redirection is [23] 

(8.23) 
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the channel 

Since the potential barrier Qb is lowered by the image force effect, the net 
barrier height is generally expressed as [22,23] 

(8.24) 

where Qb0 = 3.2eV is the Si-SiO, interface barrier for the electrons, €ox is 
the oxide field given by [cf. Eq. (6.195)] 

a+, = mbo - 2.59 x 1 0 - 4 € ; ~  - a,€;? 

(8.25) 
*ox 

and a, is a constant whose value is obtained by fitting the experimental 
data; Ning et al. [22] have assumed a. = 1 x (cm), while Tam et al. 
[23] find a, = 4 x (cm) as a more appropriate value for their data. 
The second term in Eq. (8.24) represents the barrier lowering effect due to 
the image field, while the third term accounts phenomenologically for the 
finite probability of tunneling between the Si and S O z .  
According to Tam et al. [23], the probability P ,  is given by 

5.66 x 10-6€ox 
P ,  % 

(1 + 80x/i.45 x 105) 

+ 2.5 x lo-' (8.26) 

while the probability P ,  of colision-free travel in the oxide-image potential 

1 
X 

{ 1 + 2 x exp( - $€,,to,)} 
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well is given by 

where Lox = 3.2 nm is the electron mean free path in the oxide. Note that 
the product of P ,  and P ,  is essentially only a function of the gate oxide 
field &ox, therefore, it can be combined as P,P, = P(&ox). It is found that 
P(&J is a weak function of &ox; its value is maximum at the drain end 
corresponding to the oxide field given by Eq. (8.25). 
Since the probability PI depends exponentially on &, which in turn varies 
exponentially with y [cf. Eq. (6.201)a], the integrant in Eq. (8.22) is a sharply 
peaking function. Combining Eqs. (8.22)-(8.27) gives an approximate 
expression for the gate current as 

(8.28) 

where Ern is the maximum channel field and dbldx  z bmm/lche is assumed to 
be constant over the length lche where CHE injection is significant. Since 
value for lche is not known, it can be treated as a fitting parameter; however, 
it can be replaced by to, without any loss of accuracy in the equation 
above [23]. The Eq. (8.28) can now be integrated to give a closed form 
expression for the gate current as 

(8.29) 

To a first order above equation can be written as [6] 

I ,  z c21dexp( - $) (8.29a) 

where C, is about 2 x for VgS > V d s .  Note that the only fitting param- 
eters in Eq. (8.29) are L and A,. It was found that the gate current data 
is insensitive to the value of A, and has been chosen to be 61.6nm based 
on theoretical considerations [23]. The value of A which fits the data well 
is found to be 9.2 nm. It is worth noting that while the substrate current I ,  
depends only on the channel electric jield &rn, the gate current I ,  is a function 
of both the channel jield &m and the normal oxide jield &ox. 

The gate current resulting from the channel hot-electrons in a nMOST 
is shown in Figure 8.7 where circles are experimental data points while 
continuous lines are calculated based on Eq. (8.29). Although the model is 
not very accurate near the peak current, it nonetheless does model the 
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Fig. 8.7 Gate current I ,  in an nMOST as a function of V,, at V,, = 10 V. (After Tam 
et al. [23]) 

general gate current behavior. The dependence of the gate current on the 
channel length is apparent. Reduction of the channel length reduces Vd,,,. 
Therefore, for the same v d ,  the channel electric field €,,,, and hence I,, is 
higher in shorter channel devices. The devices with thinner gate oxides 
have higher gate current because of higher €,,, and 
Figure 8.8 shows both gate and substrate current for an nMOST with 
to, = 200A and L = 1.1 pm. Note that peak gate current occurs at V,, z Vd, 
which is different from the peak of substrate current that occurs around 
Vgs z Vds/2. For a given V,,, the gate current I ,  increases with increas- 
ing V,, due to increasing €,,, until V,, = Vd,. For Vgs > Vd,, MOSFET is 
driven into the linear region of operation resulting in a reduction in &,,, 
and hence I,. 
The gate current shown in Figures 8.7 and 8.8 is due to CHE injection 
into the gate oxide. However, it has been observed experimentally that gate 
current in nMOST can also be generated by injection of hot holes into the 
oxide (particularly thin gate oxide, cox < 150A) (see section 8.4) [27]-[30]
These holes are produced by impact ionization of the channel hot-electrons 
and are accelerated by the channel field. In order to evaluate this gate 
current component, the hole generation due to impact ionization and lucky 
electron probabilities for hole injection into the oxide must be modeled. 
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Fig. 8.8 Gate and substrate currents I ,  and I , ,  respectively, as a function of gate voltage 
V,, for different drain voltage V,, for a nMOST. (After Takeda et al. [ 2 6 ] )  
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Fig. 8.9 Gate and substrate currents I ,  and I , ,  respectively, as a function of gate voltage V,, 
for different drain voltage V,, for a pMOST 
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The equivalent temperature model has also been used to model such hot- 
hole injection [28]. 
The gate current in a typical pMOST as a function of V,, and V,, is shown 
in Figure 8.9; for the sake of comparison the substrate current is also shown. 
Note that unlike in an nMOST, the peak of the gate current in a pMOST 
occurs at much lower gate voltage, similar to that for the substrate current. 
From the direction of the gate current measured at low and mid V,,, it is 
found that pMOST gate current is due to the avalanche hot-electrons (created 
by impact ionization ofholes) rather than the channel hot-holes [24], [31]-[33]. 
At higher I V,,l one expects the pMOST gate current to be composed of hot 
holes, but measurable channel hot-hole injection current in pMOST has 
not been reported. This is probably because of the large hole barrier height 
and much shorter mean free path for holes in the oxide. The electron gate 
current in pMOST is often larger than the corresponding nMOSTgate current, 
despite the fact that the number of available avalanche hot-electrons in 
pMOST's is several orders of magnitude smaller than in nMOST's. This 
happens because the direction of €ox is such that it aids electron injection 
in pMOST while it opposes electron injection in nMOST for V,,<< Vd,. 
For V,, > Vd,, is favorable but then its value is too small. Furthermore, 
pMOST can take twice as large channel field as nMOST before breakdown. 
The lucky electron model discussed earlier for the nMOST has also been 
used to model the gate current in pMOST's [24]. Since the source of hot 
electrons resulting in the gate current in pMOST is from impact ionization 
process which also produces substrate current I,, the pMOST gate current 

Fig. 8.10 Gate Circles are current Ig as a function of Vgs at different  Vas for pMOST. Circles are
experimental points
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can be expressed as 

and is obtained by replacing I, in Eq. (8.29) by I,. The pMOST gate current 
calculated using Eq. (8.30) is shown in Figure 8.10 as continuous lines, 
circules are measured data. The reasonable agreement between the model 
and data validates Eq. (8.30). 

8.3 Correlation of Gate and Substrate Current 

Since the hot electrons responsible for the gate current and those responsible 
for the substrate current are heated by the same field, it is expected that 
the two currents will be correlated [34,35]. We can write Eq. (8.1 1) as 

(8.31) 

The above equation simply rewrites Bi = QJl, where A is the hot-electron 
mean free path. In analogy with Q b , Q i  can be interpreted as the energy 
that an hot electron must have in order to create an electron-hole pair 
through impact ionization, and exp( - is the probability that an 
electron travel a distance d = Qi/&, to gain energy qQi or more without 

1, / I d  
Fig. 8.11 Gate current I ,  against substrate current I ,  (both normalized to source current) 

for constant values of V,, - V,,, and therefore of &ox. (After Tam et al. [23]) 
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suffering collision. Eliminating &m from the exponential term in Eq. (8.29a) 
and (8.31) we get 

A=..(?) I . (8.32) 

Such a power law relationship is indeed observed as shown in Figure 8.11. 
The slope of ln(I,/Id) versus ln(Ih/Id) gives the quantity cDh/BiA. Since B, 
and J. are independent of oxide field the slope can be used to find @ h  

as a function of €ox. 

@ b / B , 1  

I d  

8.4 Mechanism of MOSFET Degradation 

The hot-carrier effects result from large electric field in the channel (parti- 
cularly near the drain end), which causes damage to the gate oxide (by charge 
trapping in the oxide) and/or to the Si-SiO, interface (by generating interface 
states). This leads to degradation of the n-channel MOSFET current drive 
capability and affects parameters such as the threshold voltage Vth, the 
linear region transconductance gm, the subthreshold slope S, and the satura- 
tion region drive current Idsat. Whether carrier (electron/hole) trapping or 
interface generation is primarily responsible for the degradation is still 
debated. But usually a net negative charge density is observed after long 
time stressing as is evidenced by a threshold voltage (VJ increase in 
nMOST's. 
Figure 8.12 shows typical linear region I,, - V,, characteristics, before and 
after stressing, which results in changes in vh and the peak transconductance 
g m  (slope of the linear portion of the curve) [6]. The device was a 100/2 
nMOST with gate oxide thickness to, = 358 A; and was stressed at V,, = 6 V, 
V,, = 7.5 V for 90  minute^.^ Notice that the drain current reduces after 
stressing and that the post-stress I-V characteristics are not symmetrical 
with respect to the source/drain terminal because the damage is localized 
at the drain end. This asymmetry is small in the linear region and is much 
larger in the saturation region. This can be seen from Figure 8.13 which 
shows typical I,, - V,, characteristics for a nMOST ( L  = 1.2 pm, to, = 200 A) 
before and after stress [24]. From this figure it is evident that the drain 
current reduction in saturation is much more severe in the reverse mode 
compared to the forward mode. Thus, device parameters change if the roles 

Note that device stressing is done at  accelerated voltages rather than at  the normal 
operating voltages. The underlying philosophy is that a phenomenon which occurs over a 
short period under the action of accelerating stresses is indicative of a similar phenomenon 
which will occur over a much longer period when the device is operating normally. 
Accelerated stressing is necessary to study degradation in a reasonably short time. 
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Fig. 8.12 Degradation of nMOST linear region characteristics due to hot carrier injection 
before and after stress. (After Hu et al. [ 6 ] )  
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Fig. 8.13 I, ,  - V,, characteristics of a nMOST ( L  = 1.2pm and to, = 200@ before and after 
stress. Stress voltages V,, = 7.5 V and V,, = 3 V. Stress time 5 min. (After Ong et al. [24]) 

of source and drain are reversed after stressing, a condition that occurs in 
transfer gates. An example of the degradation of a nMOST ( L  = 0.77 pm) 
on a log-log scale is shown in Figure 8.14 [40]. Here Agm = gm(0)  - gm( t )  
is the difference between the device transconductance at times 0 and t. The 
devices are stressed at VgS = 3 V and V,, = 7 V that corresponds to stress- 
ing under peak substrate current condition. 
The classical interpretation of the device degradation in n-channel devices 
has been that only hot electrons can be injected into the gate oxide. How- 
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Fig. 8.14 The degradation of n-channel gm at different temperatures. (After Yao et al. [40]) 

ever, recent studies show that hot hole injection is also possible [29]-[30]. 
These holes are produced by impact ionization and accelerated by the 
channel field. This hole injection into the oxide is referred to as hole current 
and is usually very small, but it may have significant role in the degradation 
of the device characteristics especially when V,, 5 VdJ2 [41]. In fact, holes 
need not even overcome the barrier but their field assisted tunneling is 
adequate to cause serious damage to Si-SiO, interface. This is because 
once holes are injected into the oxide, they are more likely to get trapped 
than the electrons; the trapping efficiency of holes being close to 1, while 
for electrons it is less than 
The hot-carrier effect involves the generation, injection and trapping of 
carriers in the gate oxide. Currier injection is a localized phenomenon; i t  
takes place over only a fraction of the total length of the channel. Four kinds 
of hot-carrier generation/injection mechanism have been reported for 
nMOST [25] ,  [29], [37]. These are 
(a) Channel Hot Electrons (CHE) which are heated up in the channel 
particularly near the drain end with the MOSFET operated at V,, = V,,, 
called the lucky electrons. As shown in Figure 8.15a, lucky electrons are 
those flowing from source to drain gaining sufficient energy to surmount the 
Si-SiO, barrier without suffering an energy loosing collision in the channel, 
and thus move into the gate oxide resulting in the so called gate current 
I , .  This injection of hot electrons into the oxide is referred to as channel 
hot electron (CHE) injection [37]. The gate currents shown in Figures 8.5- 
8.6 are due to CHE injection. 
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Fig. 8.15 Four different injection mechanisms. (a) Channel Hot Electrons (CHE) (b) Drain 
Avalanche Hot Carriers (DAHC), (c) Substrate Hot Electrons (SHE), and (d) Secondarily 

Generated Hot Electron (SGHE) 

(b) Drain Avalanche Hot Carriers (DAHC) which are due to the high electric 
field near the drain region and promotes avalanche multiplication. The 
electrons from the channel gain enough energy so that they produce electron- 
hole pair by impact ionization which in turn produce further electron-hole 
pairs resulting in an avalanche process. It is these avalanche hot electrons 
and hot holes that are injected into the gate oxide, resulting in a gate 
current with two peaks in the gate current versus gate voltage curves, 
in addition to the CHE injection peak, as shown in Figure 8.16. It is mostly 
observed at the bias condition V,, > V,, > V,, in nMOST with to, < 150A. 
Figure 8.15b schematically illustrates the DAHC mechanism [29]. The 
DAHC injection mechanism causes the most severe device degradation as 
both holes and electrons are injected into the gate oxide. 
(c) Substrate Hot Electrons (SHE), which is due to the injection of thermally 
generated or injected electrons from the substrate near the surface into the 
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Fig. 8.16 Measured gate current showing both electron and hole injection in n-channel gate 
oxide 

SiO,. It occurs when V d ,  = 0, Vgs > 0 and large back bias Vb,, such as arises 
in bootstrap circuits (Figure 8.15~). Electrons generated in the depletion 
region, or diffusing from the bulk neutral region of the substrate, drift 
towards the Si-SiO, interface. These electrons gain energy from the high 
field in the surface depletion region, some of them having gained enough 
energy to surmount the barrier. SHE injection, although less important 
from a practical view point, due to the small number of thermally generated 
electron-hole pairs, nevertheless has been thoroughly investigated in the 
past [37]. 
(d) Secondarily Generated Hot electron (SGHE), which is that of secondary 
minority carriers originated from secondary impact ionization of the sub- 
strate current (Figure 8.15d). It occurs when substrate hole current, produced 
by avalanche effect near the drain, generates further electron-hole pairs. 
These secondary electrons are then injected into the oxide, as in the case 
of SHE injection. This type of injection becomes particularly pronounced 
for large back bias V,b and thin gate oxides (tax < loo&. In fact, interface 
generation due to hot holes and hot electrons has been reported for 0.25 pm 
pMOST leading to a reduction in g m  and I d  with time [38]. 
The hot-carrier effects in pMOST have been studied to a lesser extent 
than nMOST. This .is because degradation in pMOST for L > 0.5pm 
is considered a minor problem, due to the fact that the change in pMOST 
characteristics after stress tends to saturate within an acceptable percentage. 
One reason is higher barrier heights for holes (compared to electrons) at 
the Si-SiO, interface. A further reason is the lower effectiveness of holes 



388 8 Modeling Hot-Carrier Effects 
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Fig. 8.1 7 I , ,  - V,, characteristics of a pMOST ( L  = 1.2 pm and to, = 200 A) before and after 
stress. Stress voltages V,, = 7.5 V and V,, = 3 V. Stress time 5 min. (After Ong et al. 1241) 

in generating electron-hole pairs (i.e., smaller hole ionization coefficient). 
This situation may change for deep submicron ( L  < 0.5 pm) devices with 
pMOST becoming of concern. 
Figure 8.17 shows typical I d ,  - vd,  characteristics for pMOST before and 
after stress [24]. Note that while the drain current I d  reduces after stress 
in nMOST (see Figure 8.13), it increases in pMOST and is generally 
considered to be unharmful. In fact, after stress pMOST I V,,l decreases 
(except at very high I V,J), g, increases, and subthreshold leakage current 
increases (i.e., punchthrough voltage decreases) [33]. This is in contrast with 
increase in v,,, and decrease in g, in nMOST. It is generally believed that 
after stressing of pMOST, avalanche hot electrons are trapped in the gate 
oxide resulting in a negative charge near the drain. This leads to effective 
shortening of the channel length and thus in an increase in the drain current. 
Channel hot holes in pMOST do not play any significant role. However, 
in nMOST both channel hot electrons and avalanche hot holes are important 
in hot carrier induced degradation. 

8.5 Measure of Degradation-Device Lifetime 

It is common to characterize the device degradation by measuring shifts 
in the threshold voltage AV,,, change in the transconductance degradation 
Ag,/g,, or change in the drain current Ald / ld  before and after the device 
is stressed. It has been observed that V,, shift, or g, degradation, can well 
be expressed as [7], [39] 

Ald/ ld  (Or Av,,, Or Agm/g,) = A.t" (8.33) 
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where t is the stress time. Equation (8.33) is valid for almost all MOS 
devices, in particular, at short stress time; at long stress time V,h shift and/or 
g ,  degradation rather saturates. The slope n in a log-log plot of t versus 
AVth is strongly dependent on V,, but has a week dependence on V,,. This 
suggests that n changes according to hot-carrier injection mechanism. In 
case of DAHC mechanism n FZ 0.5-0.7 for devices with to, = 68-200 8, and 
L = 0.35-2pm. On the other hand A, which represents the magnitude of 
degradation, is strongly dependent on Vd, [ A  K exp( - l/vds)]. Figure 8.18a 
is a plot of Ag, versus stress time on a log-log scale for nMOST ( L  = 0.48 pm 
and to, = 105 A). All devices are stressed under peak substrate current 
conditions. For pMOST n FZ 0.15-0.25 [40], which is much smaller than 
for nMOST, showing smaller degradation for pMOST. The g ,  degradation 
in pMOST is shown in Figure 8.18b. Note that pMOST do not obey the 
power law equation(8.33) but rather has been observed to obey a log- 
arithmic time dependence [43-441. This has been interpreted as being due 
either to a reduction in the lateral electric field with stressing time [43], 
or due to a shifting point of carrier injection. 
Figure 8.19 shows the relationship between g, degradation, generated 
surface states Ni t  and substrate current I ,  in an nMOST with L = 0.8 pm 
and to, = 200A. The stress conditions were V,, = 6.6 V, V,, = 3 V and stress 
time = lo4 sec. A remarkable correlation between the peak of the substrate 
current I,, g, degradation and N i t  generation leads one to conclude that the 
device degradation can be monitored using the substrate current. In contrast, 
in this bias range the gate current I ,  increases exponentially suggesting 
that degradation may not be correlated to the gate current (for nMOST). 
If we define lifetime z as the stress time at which the change A in T/rh, g, or 
Idsa, reaches a certain failure criterion such that AVth = 10 mV, Ag,/g, = 10% 
or AId/Id = lo%, then under conditions of DC stress we find [39] 

z = c . z , m  (8.34) 

where C is a process dependent constant, while m FZ 3 is constant for a large 
number of NMOS/CMOS technologies with different to,, S/D structure 
and channel length [6,7]. To determine z from Eq. (8.34), devices are gene- 
rally stressed at various values of V,, with V,, adjusted for maximum substrate 
current (which is found to correspond to maximum degradation). 
It should be pointed out that Eq. (8.34) is valid so long as V,, is not varied 
too extensively as degradation and substrate current do not correlate 
perfectly; i.e., the peak of degradation does not exactly coincide with the 
peak of I ,  [41]. In such situations it is more appropriate to use the follow- 
ing expression for lifetime due to DC stress conditions [7], [41] 

= c l ( z b / z d ) - m / l d  (8.35) 

where m varies from 3-5. The plot of zI,/W versus Ib / Id  on a log-log scale 
will be a straight line, the slope and intercept of which gives the degradation 
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Fig. 8.18 Device degradation as a function of time for (a) n-channel device and (b) p-channel 
device 
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Fig. 8.19 Correlation between transconductance degradation gm, substrate current I ,  and 
density of interface states Nit, exhibiting similar variation with Vgs. L = 0.8 pm, to, = 200 A, 

V,, = 6.6V and V,, = 3 V. (After Takeda et al. [36]) 

parameters rn and C , .  Note that the drain current Id is per unit width W 

Previous studies on near micron devices showed that nMOST degradation 
is technology dependent and is relatively independent of the channel length 
for stress at the same I, [6]. However, recent studies have shown that the 
effect of device degradation on device performance is more prominent in 
short-channel submicron regime nMOST [lo]. This is because device 
degradation is a localized phenomena, therefore, it is expected that hot- 
carrier created damage near the drain end will be independent of the channel 
length for the same amount of stress (1;. t = const). In other words, the ratio 
of the damaged interface area to the total channel area increases as the 
channel length decreases, and thus device lifetime decreases because the 
relative amount of degradation increases. Equations (8.34) and (8.35) have 
been slightly modified to take account for the channel length dependence 
on device degradation [42]. Thus, Eq. (8.34) is modified as 

z = C,L"2. r , m  (8.36) 
where n2 = 2-3. Equation (8.35) can be modified in a similar way to take 
into account the dependence of z on L. 

(Id/ w)* 
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For n-channel MOSFETs, I,, or ( I b / I d )  is a well accepted monitor for hot- 
carrier induced degradation. However, for p-channel MOSFETs both 1, 
[45] and I ,  [46] have been used as monitors, although degradation follows 
I ,  better than 1, [43]. It has been suggested that for electron trapping 
damage in pMOST, where gm and I ,  increase, I ,  should be used; whereas 
for interface state generation in very short channel pMOST ( L  < 0.5 pm), 
where g m  and I d  decrease, 1, should be used as the monitor for z measure- 
ment [38]. If I ,  is taken as the monitor, then pMOST lifetime can be 
expressed as 

z = C,Z,-" @MOST) (8.37) 
where constant m = 1.5 [24] as against 3 for nMOST. 

Dynamic Stressing. Although MOSFETs in circuits are subjected to transient 
gate and drain voltage conditions, their hot carrier reliability has often 
been evaluated based upon the model for static or DC stress, as given by 
Eqs. (8.34)-(8.35). In many of these studies AC stress life time zAC has 
been compared to the lifetime predicted by quasi-static application of 
Eq. (8.35) for nMOST [8], [41] and Eq. (8.37) for pMOST [47]. Thus, for 
example, zAC for nMOST is given by 

(8.38) 

where T is the full cycle time, I ,  and I d  are the currents at time t( I T). 
The degradation parameters rn and H are in general gate and drain bias 
dependent [8]. However, it has been observed that stress undCr AC, or 
dynamic conditions, can be significantly worse than might be expected from 
the quasi-static sum of DC stresses given by Eq. (8.38). Recently much 
attention has been focused on this enhanced AC stress effect [48]-[55]. 
Due to severe degradation in nMOST, dynamic or AC stress analysis has 
been studied mainly in nMOST. What follows is for n-channel devices. 
Early reports showed that enhanced AC degradation was the result of 
enhanced substrate currents during falling gate voltage edges and shorter 
transition times [48]-[52]. The phenomenological link between substrate 
current and hot-carrier degradation [see Eq. (8.34)] then explained the 
enhanced AC degradation. However, later reports failed to confirm any 
substrate current enhancement, at least for rise/fall times as low as 3ns, 
and the apparent increase in the substrate current was linked to the measure- 
ment difficulties [53]-[55]. It was also pointed out that the discrepancy 
between DC and AC stress could be due to the fact that Eqs. (8.34) or 
(8.35) do not adequately model all aspect of hot-carrier damage. Indeed in 
the absence of any 'transient effect', this is likely the case as has been 
pointed out by Mistry and coworkers [55]-[58]. They have shown that 
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enhanced AC degradation is due to the presence of three different damage 
modes, rather than the one mode which traditionally has been associated 
with peak substrate current region, and is thought to be due to interface 
state generation. The three modes of degradations are (1) electron trap 
creation and interface state generation by hot holes ( N o x , J  taking place 
at low gate voltages, (2) electron trapping by hot electrons (iVoX,J occurring 
at high gate voltages, and (3) interface state creation ( N J  which occurs at 
intermediate gate voltages, around the peak of the substrate current. All 
the three types of damage contribute to device degradation during AC 
stress. The lifetime due to these damages are empirically modeled as [58] 

(8.39a) 

(8.39 b) 

(8.39~) 

where A , ,  A , ,  A ,  and m,, m2,m3 are empirical constants. Note that Eq. (8.39~) 
is valid only for Vgs such that the gate current is negative (i.e., consists 
primarily of electrons). As an approximation, it is valid for Vgs > Vds/2. 
In order to estimate AC stress lifetimes, we must first calculate the quasi- 
static contributions for the three damage modes by integrating Eqs. (8.39) 
over the time period T of the AC stress waveform. For example, the value 
of z ~ ~ ~ , ~  is calculated as 

(8.40) 

where quasi-static values are used for all currents. The values of zN,, and zN,,,,  
are similarly calculated. In this integration procedure, l/z is treated as a 
damage function which is integrated over the time period of the AC stress 
waveform for each of the three damage modes. The following Matthiessen- 
like rule is then used to calculate the lifetime taking all three damage modes 
into account [SS] 

(8.41) 

The damage functions for the three damage modes are added together in 
order to calculate the total damage. Figure 8.20a shows the measured AC 
stress lifetime (dotted lines) compared to that calculated (continuous lines) 
using the above model for a stress waveform resembling inverter-like AC 
stress. Figure 8.20b shows the damage contributions of the three damage 
modes. 
Instead of using three damage mode equations as discussed above, Hu and 
coworkers have used Eq. (8.38) with H and m as bias dependent param- 
eters to account for higher degradation under dynamic stressing [S], C.591- 
[61]. Phenomenologically bias dependent of H and m accounts for different 
damage mechanism under different bias conditions. 

'IZAC = l /zNss + '/'Nox,h + l /zNox,e'  
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Fig. 8.20 (a) Measured (0) and calculated (0) AC stress lifetimes for inverter-like stress 
versus V,, = 4.3 V. (b) Calculated contributions of the three damage modes to the AC lifetimes 

for N o x h ( 0 ) ,  N,,(V), and Noxe(A).  (After Mistry et al. [SS]) 

8.6 Impact of Degradation on Circuit Performance 

In the previous sections we have discussed models for MOSFET substrate 
and gate currents that are related to the device lifetime models based on 
device-level degradation parameters AV,,, Agm/gF, etc. By combining these 
models in a pre- and post-processor configuration to a circuit simulator 
such as SPICE, one can calculate lifetime of each device in a circuit under 
operating conditions. Thus, the device lifetime can be estimated in a circuit 
environment. This is the approach used in most of the circuit reliability 
simulators to assess the circuit level performance as a function of hot-carrier 
stress [8], [lg], [60]-[64]. One such simulator called SCALE (Substrate 
Current And Lifetime Evaluator) was developed at the University of 
California, Berkeley [8]. In a pre-processor configuration SCALE calls 
SPICE to calculate the transient voltage waveforms at the drain, gate, 
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source and substrate of the user selected devices. The post-processor then 
calculates the transient substrate current based on transient terminal 
voltages. The substrate current in turn is used to calculate device lifetime. 
In the Berkeley version of SCALE, drain currents are obtained from the 
BSIM model (Level = 4) and the device lifetime is calculated using Eq. (8.38). 
However, one can implement substrate current and device lifetime models 
in SCALE that are more appropriate for a particular technology [lS]. 
Although using SCALE one can flag devices that have high substrate 
current and hence low lifetime, the relationship between individual device 
degradation and circuit degradation as a whole remains ambiguous. This 
is because not all transistors affect circuit behavior in the same way 
[60]-[64]. For example, in a circuit one transistor MI  may degrade much 
more severely than other transistor M,, but circuit performance may 
depend more on M ,  than MI. The sensitivity of this dependence may also 
change depending on what characteristic of the circuit is studied. Simple 
device failure criterion such as setting device lifetime at Al!s/Ids = 10% may 
often be misleading when applied generally. It is, therefore, imperative that a 
simulator be able (1) to predict the degradation of each transistor while 
operating in a circuit environment for user-definable length of time and, 
(2) to directly simulate the entire circuit using degraded device parameters 
obtained from the information in step 1. The simulator CAS (Circuit Aging 
Simulator)' simulates circuits undergoing dynamic degradation for a user 
defined length of time [59]-[60]. CAS incorporates the structure and model 
of SCALE; in fact SCALE is a subset of CAS. A new parameter Age, is 
introduced to quantify the amount of degradation each device experiences 
during circuit operation and is defined as 

(8.42) 

for nMOST, while for pMOST the ratio l r / I : - '  is replaced by 1; or sum 
of the two with weighting factors [61]. In Eq. (8.42) H and m are gate and 
drain bias dependent degradation parameters, t is the circuit operating 
time, and W is device width. During circuit simulation, the Age is calculated 
for each device at each time-step, then integrated to obtain the total Age 
for the SPICE analysis. After the Age of each transistor in the circuit is 
calculated by this quasi-static method, the aged process files corresponding 
to the individual transistors is then used to simulate the actual circuit 
degradation for a user specified period of time. 
Both SCALE and CAS are based on the assumptions that (1) SPICE 
analysis must be transient analysis since aging is based on time; and (2) 

CAS is now replaced by BErkeley Reliability Tool called BERT [60]. 
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circuit behavior is assumed to be periodic with the period equal to the 
length of the SPICE analysis. 

8.7 Temperature Dependence of Device Degradation 

The device degradation depends upon gate and substrate current, which 
in turn depends upon drain current. Since I ,  is temperature dependent (cf. 
section 6.9), it is expected that I ,  and 1, will be temperature dependent. 
Experimentally it is found that the device degradation increases as tempera- 
ture is lowered (see Figure 8.14) and hence device life-time becomes shorter 
at lower temperature (see Figure 8.20) [65]-1681. Intuitively this could be 
understood as follows. Lowering the temperature results in an increased 
injection of hot electrons into the gate oxide and hence gate current increases 
[69]. Similarly lowering the temperature increases the optical-phonon mean 
free path /z and thus the energy (A&,,,) acquired by hot carriers by the field, 
thereby increasing substrate current [cf. Eq. (8.3 l)]. 
The temperature coefficient of the gate current (d(ln(Ig/Id))/dT) is higher 
( -  O.O256/"C) compared to the substrate current ( -  O.O132/"C) [23]. From 
Eq. (8.32) one expects the slopes of Ig/Id and I b / l d  versus temperature to 
differ by a factor of Qb/(BiA) % 2.1. Increased device degradation at lower 
temperature can also be understood from the fact that lowering the tem- 
perature increases rate of hot-electron trapping. Higher density of traps 
and/or oxide charge will result in higher mobility degradation and threshold 
voltage shift. 

Modeling Temperature Dependence of Substrate Current. Experimentally 
it is observed that I ,  exhibits higher temperature dependence compared 
to 1,. Figure 8.21 shows a plot of I ,  versus VgS for an n-channel device 
( L  = 0.78 pm) at three temperatures 0,25 and 100 "C. As can be seen from 
this figure I ,  decreases as temperature increases, consistent with the I ,  
temperature dependence. The normalized temperature coefficient of I ,  in 
the temperature range 0-120°C is approximately given by [lS] 

(8.43) 

while the normalized temperature coefficient of I , ,  in saturation, for the 
same device as shown in Figure (8.21) is 

1 ar, 
--%3 x lop3  (/"C) 
I ,  a T  

(8.44) 

which is very close to the temperature coefficient of 1,. This implies that 
the rest of the parameters in Eq. (8.12) account for the difference. 
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Fig. 8.21 Substrate current I ,  as a function of VgS at V,, =4.6V,  Vsb=OV for a typical 
nMOST at three temperatures 0,25 and 100 C 

It has been shown [18], [66] that Eq. (8.12) agrees with the experimental 
data in the temperature range 400 K-77 K provided temperature dependence 
of (1) the drain current, I , ,  (2) the ionization coefficients A, and Bi, and (3) 
the effective ionization length, 1 are taken into account. It has been observed 
that the ionization coefficient A ,  is almost independent of temperature and 
it is the temperature dependence of B, which accounts for the temperature 
dependence of the ionization rate a,, [18]. The following linear relation of 
the coefficient B, with temperature is assumed 

= BioC1+ PB, ( ' -  (8.45) 

where Bio represent the values of the ionization constants Bi at the reference 
temperature T = To (say, 300 K), and l j B ,  is the temperature coefficients of 
Bi whose value is found to be [18] 

(8.46) 1 dB.  
B ' -  B, dT 

= - 2 = 9.28 x lop4 K p l  (electrons). 

This value is consistent with that reported by Grant [70]. 
The following linear relation for the temperature dependence of 1 is generally 
used 

(8.47) U) = w I o ) C 1  + M T -  To)] 
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where the parameter, pi, is the temperature coefficient of 1 and is obtained 
by curve fitting the experimental I ,  data to Eq. (8.12) with Bi and 1 given 
by Eqs. (8.45) and (8.47), respectively. This approach is adequate to model 
the temperature dependence of Isub, which has been tested in the temperature 
range 273 K-400 K, as shown by the continuous line in Figure 8.21. 
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Data Acquisition and Model 9 Parameter Measurements 

The accuracy of the device model predictions of the device characteristics 
are fully dependent on the model parameter values being used. Most of 
the circuit models discussed in the previous chapters are semi-empirical 
analytical models. These models always contain some fitting parameters 
that do not have physically well defined values, and very often physical 
values of model parameters do not always give the best fit to the actual 
device characteristics. For this reason, device model parameters are deter- 
mined from the device data obtained from electrical measurement on 
different length and width devices and under different bias conditions. 
Collecting measured data and processing these data to accurately determine 
model parameter values is an essential task for the complete characterization 
of a transistor model for use in the circuit simulator. 
In this chapter we will first discuss experimental setups for measuring the 
device data that is required for extracting DC and AC model parameters. 
We then discuss different methods of determining basic MOSFET param- 
eters such as substrate doping concentration N ,  (or doping profile), 
threshold voltage Vth, carrier mobility p, device effective or electrical channel 
length L and width W, gate oxide capacitance Cox, etc., which are essential 
for the characterization of any MOSFET model. These basic parameters 
are also used routinely for electrical (E)-test measurements. The general 
model parameter extraction using a nonlinear optimization technique will 
be the topic of discussion for the next chapter. 
Before discussing data acquisition and the measurement setup, the following 
points should be noted. These are also applicable for all the device 
parameter measurements described in this book: 

The use of brand name equipment simply indicates the type of the 
equipment needed for the measurement and by no means implies that 
only the specified brands should be used. 

0 The measurement methods described have been tested and found suitable 
for the purpose of circuit simulation. However, this does not preclude 
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other measurements methods that could also be used but are not covered 
here. 

9.1 Data Acquisition 

For VLSI device characterization and model parameter extraction, measure- 
ments (such as device current, conductance, transconductance, and capaci- 
tance, etc.) are performed on the device at wafer level on test structures. This 
is because for device characterization we need large data sets, and therefore, 
it is almost always more convenient to do the measurements using a wafer 
probe station rather than encapsulating each individual device and then 
doing measurements. The probe station is an important piece of equipment 
which holds the wafer in place (see Figure 9.1). It consists of a platinum/gold 
plated wafer chuck that holds the wafer and a microscope with magnifi- 
cation to lOOX or more. The microscope and/or the chuck have X - Y 
movement. Often the chuck can be heated to vary the temperature of the 
wafer. Contacts to the device pads are made through standard (coaxial) 
probes mounted on magnetic (or vacuum) bases for ease of movement. The 
entire unit is generally enclosed in a metal box to eliminate light that might 
cause excess carriers to be generated at the device surface, and also provide 
efficient electromagnetic shielding for low current and capacitance measure- 
ments. The metal enclosure is known as a Faraday box and is normally 
grounded. Any leakage current between the terminals of the probe station 
and ground may be avoided by maintaining a dry ambient in the box. The 

MICROSCOPE 

MANIPULATION 

Fig. 9.1 Schematic of a typical probe station. 
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probe station may be vibrationally isolated by the use of an air suspension 
table. 
One can construct one's own probe station as described in Chapter 12 
(pp. 618-622) of reference 111. Commercially available wafer probers are 
either manually operated or could be semi or fully automated. In the latter 
case the prober has internally programmed wafer stepping and probing 
capabilities and is controlled by a desk top computer such as a DEC pVAX, 
HP 9836, IBM PC or any other equivalent. Setting up an automatic prober 
involves turning on the prober, initializing the prober I/O system, and 
aligning a wafer prior to external control by the computer. Semiautomatic 
or fully automatic operation requires that a prober file containing such 
information as die size, device location, and device sizes be stored on the 
computer system. As opposed to semi or fully automatic operation, in 
manual mode the prober is used in a single device prober operation with 
the sole purpose of contacting to the pads, and does not receive any external 
commands. 
Since MOS transistor behavior depends on both device dimensions and 
bias voltage, a very large number of measurements are required to generate 
a single set of model parameters that will be valid for all the transistors 
on a VLSI chip. Typically 3 to 4 transistors of varying length and constant 
width, 3 to 4 transistors of constant length and varying width, and 2 to 
3 minimum geometry and square geometry transistors are used for each 
transistor type (n-channellp-channel enhancement or depletion type, etc). 
For example, a CMOS technology will require 16 to 20 transistors (8 to 10 
each for nMOST and pMOST) on which I - I/ characteristics are measured 
with different gate, drain and bulk voltages in order to obtain model param- 
eters for a particular test die. For example, a 2pm CMOS technology 
may have drawn (or mask) channel width to length ratios (W,/L,) of 
2012, 2013, 2014, 2016, 4/20, 6/20, 8/20, 412, 414, 20120, or similar structures 
(see Figure 9.2). Different length and width devices are needed to extract the 

4 
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Fig. 9.2 Atypical test transistor matrix (2 m OS process) for model parameter
e x t r a c t i o n
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geometry dependence of the parameters. The long and wide channel device 
is normally used as a reference device. Sometimes it is better to choose the 
most commonly used device as the reference device so that it could be 
modeled with the maximum accuracy. 
These so called test transistors are normally included in scribe lanes in 
regular production wafers, or they could be part of a stand alone test 
structure. In the test structure one device type (nMOST, pMOST, etc) is 
normally laid out with common gate and source for maximum utilization 
of the connecting pads, as shown in Figure 9.3. 
In order to measure statistically significant amounts of device data in a 
reasonable time, it is important to have a fully automated measurement 
system, called the parametric test system' [2]-171. For statistical analysis 
of the data, device measurements are obtained not only at the individual 
locations on a wafer (die-level), but also on individual wafers within a lot 
(wafer-level). The parametric test measurement data may be collected at 
any point where electrical measurements of the wafers are practical, but is 
commonly performed on wafers which have a protective oxide or nitride 
layer and have metallization to provide good electrical contacts. This data 
is important not only for model parameter extraction, but is often used to 
monitor the effect of many factors in the fabrication environment for process 
control and to improve device characteristics. 
Figure 9.4 shows the block diagram of a device characterization system 
presently common throughout the industry. It consists of the following 
units: 

I There are various commercially available Parameteric Test Systems and companies such 
as Hewlett-Packard [S] and Keithley [7] offer not only hardware but also parameter 
extraction software that runs on their tester. 

Fig. 9.3 Test transistor configuration in a test chip: transistor are laid down with common
source and gate
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PC or Workstation 
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Printer 
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er Probe 
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Fig. 9.4 Block diagram of the device characterization system 

1. An automatic wafer prober unit which connects test structures, by means 
of a probe card, with the switching matrix of the measuring unit. Wafer 
adjustment and test structure selection are done automatically. 

2. A measuring unit which can perform D C  and AC measurements, like 
the HP 4145A semiconductor parameter analyzer [8] for DC measure- 
ments2, and the HP 4275A multiple frequency LCR meter [9] for C-V 
measurement, or any other equivalent system such as a Keithley instru- 
mentation package containing various instruments for voltage and 
current forcing and sensing. 

3. A switching matrix box containing a fixed relay matrix that can be 
directed over the bus for interconnection of instruments to the device 
under test. 

4. A DEC p V A X  computer, or any other equivalent, which acts as a system 

HP4145A Semiconductor Parameter Analyzer has some MOS parameter extraction 
capabilities, and internal graphics that permit it to be used as stand alone system for 
measuring a single transistor. It has four stimulus measurement units capable of being 
setup as constant or stepped voltages up to lOOV or current sources from 1 pA to 100mA 
ca 
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controller. The computer controls the wafer prober and the measurement 
hardware and also stores the data. 

5. A printer/plotter to produce hard copy of program and test results. 
6. An ethernet link between the test controller and the network of a DEC 

VAX main frame computer for allowing data transfer, giving access to 
further data storage and analysis and providing the user with remote 
access. 

The elements of this system, with the exception of the VAX mainframes, 
are linked together with an IEEE-488 bus. Another link connects the test 
controller to a plotter or printer. Normally a Shared Resource Management 
(SRM) software system enables connection of the test system to printer or 
plotter. It also enables connection to different test equipments, for example 
a C-V measuring system. 
Conventionally, the device characterization and model parameter extraction 
require separate programs for different test structures, and therefore, a great 
deal of time and resources are needed to maintain the different softwares. 
Recently it has become more common to develop a single program which 
standardizes testing for different test structures. These are menu driven 
programs which generate test procedures to produce the database required 
to obtain DC and AC model parameters in support of circuit design and 
process monitoring. 
Programs are written to automatically set up and control the acquisition 
of the device data and perform analysis [2]-[7]. A high level language, like 
Fortran or C, is used for writing the tester software in order to permit large 
program size, high degree of modularization and rapid execution. These 
test programs are normally divided into different segments to perform 
various tasks. The hardware segment automatically examines the device 
under test (DUT). The measurement hardware is interfaced to the DUT 
via a probe card. A special probe card simulating the device set can be 
used for the debug of this test software without requiring an actual DUT. 
Also, under software control, the user can interact with the hardware of 
the test system, thereby insuring the validity of the data obtained from 
wafer testing. The user also controls the stepping of the prober through 
the software. The wafer stepping software is independent of the hardware 
test segment. Once testing of the hardware test and wafer steeping segments 
are completed, the user can begin specifying particular electrical tests 
(E-tests) to be performed in the wafer test segment. It is in this segment of 
the program where wafer testing is done and data files are created. 
While there are different ways to store data in files, these generally consist 
of sequential lists of records. Each record contains all the data collected 
from a device during a test session. For example, a device record might 
consist of three blocks: (1) the header block containg a description of the 
processing parameters, test operating environment data, and devices. It has 
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the information on device geometry and type, implant data, die location, 
die identification, and test temperature. The header block primarily helps 
when retrieving data for analysis. (2) The data block consists of measured 
characteristics like I - I/ data, threshold voltage, breakdown voltage etc. 
( 3 )  The calculation block where the calculation results for the parameter 
values are stored. Retrieval programs are generally written to allow 
flexibility and simplicity in selecting the data. 

Low-Current Measurement Considerations. At wafer level stable low current 
measurements, specially below 1 pA, are normally difficult to perform 
because the probe needles and wafer chuck act as antennas and pick up 
external noise. Therefore, to measure low currents the following precautions 
must be taken: 

In order to reduce noise due to external fields, the entire wafer probe 
and test leads should be enclosed in a metal box, called the electrostatic 
shield box or Faraday cage. 
The end of the measurement cables from the instruments are attached 
directly to the shielding box, which itself is connected to the system 
ground. Within the shielding box, connection to the probe is made by 
coaxial test leads. The cable must be low-noise cable3, such that it is 
virtually free of noise due to the friction or twists in the cables. 
Coaxial probe needles, rather than ordinary probe needles, must be used. 
This is necessary in order to reduce stray capacitance between the probes. 
This will also reduce noise and inter-terminal signal crossover and 
suppress unwanted oscillations caused by electromagnetic fields. 

0 The AC power source of the prober stepper motor, light source, and 
thermal chuck are prime sources of noise. Therefore, it is important to 
use DC power supplies for these purposes. 

0 The wafer should not be exposed to light; otherwise, incident light will 
cause photogeneration current to flow in the device making reproducible 
measurements impossible. 

0 The switching matrix, if used, must have high-insulation relays for 
switching connections. 

0 To eliminate leakage currents (< fA) from the measurement system, 
measurements must be made in a dry ambient by flowing nitrogen gas 
over the wafer. 

Device Functionality Test. For the purpose of taking device data for 
automatic parameter extraction, it is important that data be collected oniy 

For low level of current measurements in the pA range, a triaxial cable is often used. It 
is a double shielded coaxial cable in which the center conductor is surrounded by two 
concentric, independent shield conductors. It helps in maximizing the attenuation of 
radiated signals and minimizes the pickup of external interference. 
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Fig. 9.5 Circuit schematic for the MOSFET functionality test; (a) indicates shorted gate or 
source/drain junctions and polarity of the device (n- or p-channel), (b) indicates shorted 

source and drain (see text for details) 

for normal device behavior. Therefore, thef irs t  step is to check for device 
functionality. This is done by checking the source-drain junction leakage 
current, gate oxide leakage and shorted devices. These tests are done by 
biasing the transistor as shown in Figure 9.5a. Note that gate potential is 
at V&,(= 5V)  and source and drain are ground potential, while the body 
is at - Vd, or v d d .  Under these conditions, measuring the gate current I ,  
and substrate current 1, results in the detection of a short to one or the 
other terminal. These currents can easily be measured by direct methods 
using picoAmmeter such as HP4140B [lo] or HP4145B parameter analyzer. 
A gate current I, > 0.1 pA normally indicates a shorted gate. If the substrate 
current 11,1 > 10pA for both vyb = & Vdd, it indicates a shorted source/drain 
junction. The bias setup shown in Figure 9.5a can also be used for testing 
type of the transistor as to whether it is n-type or p-type. If V,, = V,d and 
I, > lOpA, then the device is n-channel (nMOST), but if V,, = - vd, and 
I ,  < - 10 pA then the device is p-channel (pMOST). 
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If the drain is biased at V,, and Id, is measured as Vgs is changed from 0 
to Vdd, as shown in Figure 9Sb, and if I , ,  remains the same in the two cases 
(V,, = 0 and V,, = 5 V) it indicates the source and drain are shorted together. 

9.1.1 Data for DC Models 

The DC model parameters are obtained from the device I - V measurements 
collected across the complete range of channel widths ( Wm), lengths (L,) and 
bias voltages appropriate for the process. Normally three types of Z - V 
data are required, corresponding to three different regions of device 
operation-linear, saturation and subthreshold region. These are: 

A family of I , ,  curve as a function of V,, for different values of V,, and 
constant V,,. The drain voltage Vd, is fixed, typically at 50mV to make 
sure that the device is operating in the linear region. For the sake of 
reference we call this linear region data as data set A. 
The current I , ,  is measured as a function of V,, for varying values of V,,, 
keeping constant V,,. The whole set is then repeated for a different V,,. 
This data covers the linear and saturation regions of the device charac- 
teristics. This data will be referred to as data set B. 
The current I d ,  is measured as a function of Vgs for varying values of V,, 
keeping constant V,,. The I,, - V,, data at different V,, and V,, covers 
subthreshold and saturation regions of device operation. We call this as 
data set C. 

The data set A is used to calculate device threshold voltage V,, as a function 
of V,,, as will be discussed in section 9.4. This V,, versus V,, data, in turn, 
is used to calculate threshold voltage model parameters. In addition data 
set A is also used to determine linear region parameters, such as effective 
channel length and width parameters AL and A W,  respectively, and mobility 
parameters, p,, 8, etc. The data set B is normally used to calculate saturation 
region parameters; however, often this data set is also used to extract both 
linear and saturation regions parameters. Finally, the data set C is used to 
calculate subthreshold slope and subthreshold region parameters including 
DIBL parameters. However, more often DIBL parameters are determined 
along with saturation region parameters using data set B. 
The device I - V data is easily obtained using either the Parametric Test 
System (PTS) described earlier or using an HP4145A parameter analyzer. 
Normally, for statistical analysis, the automated PTS system is used. 
However. for measurements on a few dice the HP4145 is more useful. 

Substrate and Gate Current Measurements. For normal device characteri- 
zation it is the drain current I d  which is routinely measured, while gate 
and substrate current I ,  and I , ,  respectively, are assumed zero. However, 
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SUBSTRATE p-TYPE I 
Fig. 9.6 Experimental set up for floating-gate measurements for small gate oxide currents 

( -  fA range) 

with the scaling of the device dimensions, it has become important to 
characterize both I ,  and I ,  (particularly 1,) along with I d  because of device 
reliability considerations. The substrate current I,, being of the order of 
10-9A and higher, is relatively easy to measure. On the other hand the 
gate current I ,  normally being less than 10- l Z  A (particularly for n-channel 
devices) is difficult to measure accurately by the direct method as used for 
Id and I ,  measurements. Since I ,  and are correlated and since it is easier 
to measure I , ,  the latter is often used to determine device lifetime, 
particularly for nMOST (see Chapter 8). However, there are situations, such 
as studying device degradation mechanisms due to hot-carrier injection 
into the gate oxide, when measurements of gate current are important. In 
such cases, I ,  is measured using the so called pouting gate technique 
[11]-[12]. With this technique gate current as low as 10-'*A can be 
measured over a wide range of gate voltages. Since measurements are done 
under conditions of hot-carrier injection, it allows the measurement of both 
electron and hole currents. 
In the floating gate technique, the MOSFET is biased appropriately so as 
to generate gate current. At time t = 0 the probe connected to the gate is 
lifted (floating the gate) and the drain current I d  is measured as a function 
of time (see Figure 9.6). If electrons (holes) are injected from the substrate 
into the gate oxide, they will be collected by the gate causing the gate to 
discharge(charge up) and I d  will decrease(increase) with time. Figure 9.7 
shows experimental data showing drain current I d  versus time for a 
MOSFET with L = 0.52pm and to, = 105 A. The drain is biased at 7V; the 
continuous line is with an initial gate voltage V, = 8V while the dotted line 
is with an initial V, = OSV. If the I d  - V, relationship is known for the 
device, then the Vg versus time curve can be found from which dVJdt can 
be computed. The gate current as a function of V, is then calculated using 
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Fig. 9.7 Experimental floating-data showing drain current I ,  versus time for nMOST with 
L= 0.52 pm and to, = 105 A. The drain is biased at 7.0V with different initial gate voltages. 
(a) With initial gate voltage set to 8.OV, injected electrons act to discharge the gate and 
cause a reduction in I ,  (continuous line). (b) With initial gate voltage set to 0.5 V, injected 

holes act to charge the gate and cause an increase in I, (dashed line) 

the following relationship [12], 

I ,  = c,- dV9 
dt 

where C, is the total gate capacitance or measurement system capacitance. 
Thus, to measure I ,  using the floating gate technique the following 
procedure is used: 

1. Measure I,- Vg of an MOSFET at the high V,, value of interest. 
2. Bias the MOSFET terminals and then lift the gate probe and measure 

the I , - t  curve. To lift the gate probe off the gate pad, a solenoid 
powered by DC voltage can be used. 

3. For each drain current data point in the I , - t  plane, calculate the 
corresponding gate voltage by interpolating the drain current from the 
I ,  - V, curve obtained in step 1. This results in a V, - t curve. 

4. Determine dVg/d t  by calculating the slope at each point along the V, - t 
curve from step 3. The number of points used in calculating the slope 
is important. For small gate currents, Vg will vary slowly with time, 
therefore, more points should be used in the linear regression to 
determine the slope. 

5. Measure the gate system capacitance C, using conventional high fre- 
quency C-V technique [lZ]. However, parasitics related to the gate 
probe may affect C,. Since accuracy of the measured I ,  relies directly 
on the accuracy of the measured value of C,, care must be exercised in 
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measuring C,. Alternatively, C, can be extracted as a normalization 
factor between the I, - V, data as measured with the conventional 
technique and with floating gate t e c h n i q ~ e . ~  

6. Calculate I, using Eq. (9.1). 

In general, the implementation of this procedure is relatively simple, 
requiring only basic measurement instruments. However, the following 
points must be taken into consideration: 

1. The gate probe must be disconnected in such a way so as to prevent 
noise and leakage from affecting the measurements. 

2. If the bias conditions are such that the device under test is degraded, 
then I, - V, data used as a reference for computing V, - t may not be 
valid resulting in an inaccurate value of Ig. The solution to the problem 
is the use of a companion device as a monitor. The two MOSFETs share 
common gate, source and substrate but have separate drains. One device 
may then be biased under conditions of carrier injection, while the 
companion device may be biased under conditions that ensure no device 
degradation. I, - V, can therefore be computed from the 1, - V, and 
I, - t data from the companion device. 

3. To reduce the gate leakage current to typically a few tens of 10- l 8  A or 
less, measurements must be made in a dry nitrogen gas ambient. 

It should be pointed out that when C, is small it is difficult to measure 
high gate currents (> 10-12A) using this technique. In such cases I ,  is 
measured by direct methods using a picoAmmeter such as the HP4140 or 
HP4145B parameter analyzer. Figure 9.8 shows gate current (magnitude) 
measured using the floating gate technique for a MOSFET whose I, - t 
characteristics are shown in Figure 9.7; V, is set to 7 V. Both electron 
injection and hole injection currents are shown. The gate current higher 
than lOpA was measured using an HP4145B. For comparison the substrate 
current measured for the same device at V, = 7 V is also shown. 

SourcelDrain Current Data. In addition to the I - V data, one also needs 
to characterize the parasitic source/drain (S/D) p n  junction diodes. For 
normal MOSFET operation, the parasitic S/D diodes are reversed biased, 
therefore, in terms of diode DC parameters the leakage current associated 
with the diode is the only parameter which needs to be known. Since these 
parasitic diodes have very small geometries, it is difficult to perform accurate 
measurements of the diode characteristics. Furthermore, for the MOSFET 
S/D diodes it is customary to distinguish between the area (bottom-wall) 

In order to measure any gate current with a conventional method, the bias conditions 
will be somewhat excessive but should be chosen so as not to damage the device; i.e., gate 
current measurements should be repeatable. 
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Fig. 9.8 Hot-carrier induced gate current I ,  measured using floating gate technique for a 
nMOST whose I ,  - t characteristics are shown in Figure 9.7. The drain is biased at 7.0V. 
For comparison, the substrate current I,,. measured on the same device, using direct method 

is also shown. (After Mistry and Doyle [13a]) 

and periphery (side-wall) of the diode. Therefore, special structures are 
normally fabricated to calculate the area and periphery diode currents, as 
was discussed earlier in section 2.8. 

9.1.2 Data for AC Models 

The characterization of the device AC models requires measurements of 
various device capacitances, including MOSFET intrinsic capacitances, 
source/drain junction capacitances, overlap capacitances and gate oxide 
capacitance. For CMOS technologies the well capacitance, which is a p n  
junction capacitance, also needs to be characterized. 
The principle behind the capacitance measurement is simple. A DC voltage 
is applied between any two device terminals whose capacitance is to be 
determined. A small AC signal (typically 10-50 mV peak-to-peak with 
frequency 10 KHz-1 MHz) is then superimposed on the applied DC voltage 
and the capacitance is measured by the impedance or capacitance meter. 
If ik is the small signal current flowing through the terminal k when terminal 
1 is excited by a small signal potential ul of frequency f ,  then in general 

i k  = = (Gki + j o c k i ) u i  (9.2) 
where o = 271f; a small signal impedance Yk[ is measured and subsequently 
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separated into a conductance Gk,  and a capacitance ck, according to 
Eq. (9.2). Thus, the capacitance ck, between the terminals k and I is found 
from the quadrature current flowing through the terminal k when terminal 
I is excited. From Eq. (9.2) it is evident that for accurate capacitance 
measurement the imaginary part of the current must not be much smaller 
than the real part. This poses a constraint on the measurement. Since 
generally the capacitance scales with the area of the channel, and conduc- 
tances with the width to length ratio, a first order estimation of the current 
ratio is given by 

This implies that for small MOSFETs a high measurement frequency is 
necessary. Since generally the gate conductances are negligible compared 
to the channel conductances, it is much easier to measure the corresponding 
gate capacitances (C,,, C,, and CGB)  compared to the channel capacitances 
(CsD, CDs, etc.1 
Commercially available capacitance meters generally used for semiconductor 
measurements are either of three terminal types (like Boonton Model 75-C, 
General Radio model 1615-A, etc.), or four terminal types (like HP model 
4275A, etc.) [ 11, [ 131. These meters measure capacitance independent of 
the cable and stray capacitance to ground. Various other systems for MOS 
capacitance measurements such as dedicated C-V measuring instruments, 
electrometers, and lock-in-amplifiers are also used. Some of these are 
described in Chapter 12 of reference [l] and elsewhere [16]. 
Let us see what are the typical values of MOS capacitances. For a MOSFET 
with gate oxide thickness to,= 200A, the gate capacitance is about 
1.7fF/pm2 as given by Eq. (4.1). A typical transistor having this oxide 
thickness may have a channel length of 2 pm and channel width of 12 pm, 
resulting in a total gate capacitance of about 20 fF. The terminal capacitances 
will be only a fraction of this total gate capacitance. Therefore, direct 
measurement of these capacitances require capacitance meters with resolu- 
tion of 1 fF or better. Commercially available capacitance meters can 
normally measure capacitance of about 1 pF, although some meters like 
HP 4275A can measure down to 0.1 pF with a resolution ofO.1 fF. However, 
in reality it is not easy to achieve this low capacitance measurements 
because of the large stray capacitance associated with the probe, and the 
noise generated at the measuring node. Therefore, in order to reduce the 
requirements on the measurement setup, often wide transistors are used for 
the capacitance measurements. 
Most of the capacitance measurements shown in this text are based on the 
HP4275A LCR meter [9], 1141. The meter has four measurement ports, 
low current (LJ, low potential (Lp) ,  high current ( H J ,  and high potential 
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Fig. 9.9 Block diagram of an HP4275A LCR meter. The ‘Lo’ and ‘Hi’ terminals are 
connected to device under test whose capacitance is to be measured 

(H,) as shown in Figure 9.9. It has an internal DC bias voltage which is 
supplied from the H ,  terminal; H ,  is only for monitoring voltages and is 
kept in a high impedance state. The LCR meter monitors L, and keeps 
its potential equal to the ground level by controlling the current into the 
L, terminal. Since L, is always at ground level, there is no charge-discharge 
current due to the wiring capacitance or any other floating capacitances. 
The meter has a resolution of 0.1 fF [9]. 
While measuring capacitance it may become necessary to correct the 
capacitance meter reading for the parasitic capacitance and inductance of 
the test fixture. Electrically, the test fixture (chuck, probes, and cables) can 
be represented by three parasitic capacitances as shown in Figure 9.10a. 
C,  and C, are the stray and wiring capacitances to ground associated with 
the probe and the chuck, respectively. As mentioned earlier these capaci- 
tances are ignored by three and four terminal capacitance meters. The 
capacitance C ,  between the chuck and the probe, for two terminal devices 
such as MOS capacitor, can be reduced to less than 0.01pF by proper 
grounding and shielding (cf. section 9.1, low current measurement consi- 
derations). However, for three or four terminal devices such as MOSFET, 
C, is the sum of (1) the capacitance C,, between the polysilicon gate line 
and the metal lines of the source and the drain contacts (pads), and 
(2) the interprobe capacitance Cip,  so that C, = C,, + Ci, (see Figure 9.10b). 
The gate-source or gate-drain line parasitic capacitance C,, is fixed and 
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(b)  
Fig. 9.10 Schematic showing capacitances associated with the test fixture and device under 

test (DUT) for capacitance measurements of (a) an MOS capacitor, (b) an MOSFET. 

independent of the terminal voltages. Generally, test structures are used 
that minimize C,,,,. The interprobe capacitance Ci, is minimized using 
coaxial probes so that the gate electrode is shielded from the drain/source 
probes. Though Ci, can be reduced to 4-5fF using coaxial probes, compared 
to a few p F  for ordinary probes, it cannot be made zero. This is because the 
tip of the probe, where most stray capacitance is picked up, is not shielded; 
the smaller the unshielded portion of the tip, the smaller the interprobe 
capacitances. In practice it is possible to effectively zero out the interprobe 
capacitance Ci, by subtracting the open circuit capacitance. 
The series inductance is due to the loop of the feed wire that connects 
the probe and the chuck to the inner conductors of the cables. Typically, 
its value lies between 20 nH and 200 nH. This inductance is important only 
if one needs accurately the impedance of the capacitance structure. The 
efSect of stray capacitances and inductances i s  minimized by keeping the 
connecting cables short, no more than a foot, as it adds up capacitance to 
ground. 
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During MOSFET capacitance measurements, often several DC bias volt- 
ages are applied to the device terminals. Since these voltages are provided 
by separate power supplies, it is essential that ground terminals of all 
equipments be connected together. Otherwise, any difference (typically a few 
mV) in the ground potentials of different equipment will appear on the 
device terminal which is unaccounted for. Further, in order to avoid any 
AC signal flowing into the power supplies, large capacitors (typically 1 pF) 
are connected across the terminals of the power supplies to bypass the AC 
signals to ground. 

I 
I 
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9.1.3 MOS Capacitor C-V Measurement 

0 
I 

As was pointed out in section 4.6, the MOS capacitor as a test device is 
routinely used to measure low frequency (LF) and high frequency (HF) 
C-V curves for MOS process and device characterization. We will now 
discuss the experimental setup for measuring these curves [l], [13], [lS]. 

X-Y RECORDER 

Low Frequency C-V Measurement. The low frequency C-V curve requires 
a frequency as low as 1 Hz, which is difficult to achieve experimentally. 
Therefore, in practice an alternative method, called the quasi-static technique, 
is often used [17], [l, pp. 383-3891. In this technique, the displacement 
current through the MOS capacitor is measured. In this respect this method 
is slightly different from normal AC capacitance measurements. Figure 9.1 1 
shows a block diagram of the setup for an LF C-V measurement. The 
MOS capacitor to be measured is connected to a linear voltage ramp 
generator and a sensitive current meter (an electrometer or a picoAmmeter 
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Fig. 9.11 Block diagram of the quasi-static C-V measurement setup
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such as the HP4140B). The voltage output of the ramp generator can be 
expressed as 

V = V , + r t  (9.3) 
where V, is the voltage at t = 0 and r = dV/dt  is the ramp rate. Due to the 
varying ramp voltage, a displacement current i flows in the capacitor 

dQ dQ dV 
dt dV dt 

- = C C , r  (A) i=-=-. (9.4) 

measured by the current meter, and is directly proportional to the capaci- 
tance C ,  of the MOS capacitor. Since there is no AC signal involved, the 
capacitance corresponds to the limiting case of zero frequency. The ramp 
rate r should be sufficiently slow to maintain equilibrium conditions in the 
interface state charge and minority carrier distribution. However, it must 
be fast enough so that the signal-to-noise ratio is as high as possible. 
Experimentation is generally necessary to obtain the optimum ramp rate. 
Typical values of the ramp rate used are 10-100 mV/s. This implies that for a 
capacitor of 100 pF, the (displacement) current is somewhere between 10 pA 
to 0.1 PA. The ramp generator should exhibit linearity better than 1% in 
order to reach an accuracy of 1% in the measurement. 
To measure these low currents, the method of interconnection, grounding 
and shielding are of great importance (cf. section 9.1). The H P  4140B 
serves a dual purpose as it contains both an ultralinear ramp voltage 
generator and a picoAmmeter with resolution down to 0.01 PA. The filter 
capacitor C ,  suppresses the noise (voltage spike) of the ramp generator; it 
is composed of a non-polar electrolytic capacitor and a small ceramic disc 
capacitor for shunting higher frequencies. 
The quasi-static method gives an accurate LF  C-V curve provided there 
is no leakage through the oxide or through the bulk silicon. If leakage is 
present, the measured capacitance, in general, will be higher than the actual 
value. Figure 9.12a shows a quasi-static curve at a slow ramp rate of SOmV/s 
for a slightly leaky MOS capacitor; the inset shows current that leaks 
through the sample. If the measured capacitance is now converted to the 
current using Eq. (9.4) and then the leakage current is subtracted from it 
and converted back into capacitance, we get the actual capacitance as 
shown in Figure 9.12b. In this case the real oxide capacitance is 2 x 10- l o  F, 
as against 2.69 x 10- lo  F measured from the first curve. Thus, care must be 
taken with the leakage currents while measuring LF  C-V curves. 

High Frequency C-V Measurement. The commonly used frequency for H F  
C-V plots is 100KHz-1 MHz, although this frequency is not necessarily 
high enough to exclude the response of the interface states close to the 
majority carrier band edges and may lead to a measurement error between 
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Fig. 9.12 (a) Experimental quasi-static C-V curve ofan MOS capacitor; the inset shows D C  
leakage current. (b) C-V curve after subtracting the leakage current 

the flat band voltage and accumulation. The magnitude of the AC signal 
applied to the sample is typically 10-20mV, so that nonlinear effects are 
negligible. The DC ramp voltage sweep may be started at any point, but 
it is recommended to sweep the voltage from + V, to - V, for p-type 
substrates (- V, to + V, for n-type substrates) in order to avoid problems 
with minority carrier buildup in the inversion. If the bias is swept from 
- Vg to + V,, there is a tendency for the C-V curve to go into partial deep 
depletion and the resulting capacitance is smaller than the true value. 
However, if the sweep is from + V, to - V,, the resulting capacitance is 
above the true value but the deviation in this case is small. The true 
capacitance can be obtained by setting the bias voltage to some value and 
then waiting for the device to come to equilibrium before applying the next 
voltage step [lS]. 
The high frequency (HF) C-V curve is the most commonly measured C-V 
curve. It is usually not difficult to obtain a valid HF curve, as long as the 
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sample does not have a large series resistance. A series resistance can exist 
if the back contact is not ohmic, or there is an oxide or insulating layer 
on top of the gate material, or the polysilicon gate is inadequately doped. 
If this series resistance is high, the measured capacitance will be lower than 
the actual value. As a consequence, an error will be introduced in the 
parameters to be determined from the HF C-V curve [lS]. The presence 
of series resistance effects can easily be checked by measuring the MOS 
capacitance in both the series and parallel mode at a particular bias and 
f r eq~ency .~  I f  a significant diflerence exists between the capacitance measured 
in series and parallel mode then a series resistance is indicated. The value 
of this resistance can be obtained by biasing the MOS capacitor in heavy 
accumulation, and reading the series resistance directly from the LCR 
meter. Once R,  is known the actual capacitance can be calculated; for the 
details of which the reader is referred to [l, p. 2221. 

9.2 Gate-Oxide Capacitance Measurement 

The gate-oxide capacitance per unit area, Cox, is a very important param- 
eter, since knowledge of its value is essential for accurate modeling of 
the MOS transistor. Cox can be determined from Eq. (4.1) if to,, the gate 
oxide thickness, is known. to, can be determined by several methods. 
The most prevalent methods used during the manufacturing process are 
optical methods such as ellipsometery [lS], [19], and electrical methods 
such as the capacitance-voltage (C-V) method 111, [21]-[24]. 

9.2.1 Optical Method-Ellipsometry 

Ellipsometry is the most commonly used optical method for gate oxide 
thickness (in fact any film thickness) measurement. It involves irradiating 
the surface of the film with a collimated beam of polarized,6 monochromatic 
light and analyzing the difference in the polarization between the incident 
and reflected beams. The measured difference in the state of polarization, 
in combination with a physical model of the films covering the surface, 
permit various properties of the films to be computed. The physical model 
uses the Fresnel equations that describe the reflection of light from the 
films substrate structure [19]. 

Most capacitance meters, including the HP 4572A LCR meter, are capable of measuring 
the capacitance either in series or parallel mode. 
A plane electromagnetic wave consists of mutually orthogonal electric and magnetic 
fields. If the amplitude of these fields is a real constant independent of time, the electro- 
magnetic wave is said to  be linearly or plane polarized. The direction of  the polarization, 
by convention, is the direction of electric field. An elliptically polarized wave corresponds 
to  two linearly polarized waves of unequal amplitudes at  right angles to each other. 
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Fig. 9.13 Schematic diagram of a typical ellipsometer 

Figure 9.13 shows a schematic diagram of a typical ellipsometer, known 
as the null ellipsometer configuration.' A known controllable state of 
polarization is obtained using a helium-neon laser, a polarizer, and a 
quarter-wave compensator. The elliptically polarized light incident upon 
the sample surface is converted upon reflection into linearly polarized light 
and passes through an analyzer to the photodetector. If R ,  and R,  are the 
complex reflection coefficients for the parallel and perpendicular electric 
field vectors with respect to the plane of incidence, then their ratio gives 
the following basic equation of ellipsometry: 

R 
3 = (ejA.tan $) 
RS 

(9.5) 

where A (0" I A I 360") represents the change in the phase difference 
between the parallel and perpendicular components upon reflection and 
tan $ (Oo 5 t+b I 90') represents the change in the amplitude ratio upon 
reflection. Both angles $ and A are complicated functions of the index of 
refraction and film thickness. However, each point in the ($,A) plane 
corresponds to a unique pair of film index of refraction and film thickness 
values. Considerable computation is required to obtain a solution and 
unambiguous results are obtained only if the range of thickness is known. 
For a detailed mathematical description of the technique and particulars 
of the computer program the reader is referred to the literature 1191. 

9.2.2 Electrical Method 

The most commonly used electrical method of determining C,, is by 
measuring the capacitance of an MOS capacitor in accumulation. In fact, 

There are other types of ellipsometers, such as rotating analyzer ellipsometer, but most 
commercial ellipsometers are based on null ellipsometer configuration. 
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the MOS capacitor as a test structure is routinely used to determine 
Cox. Recall from the discussion in section 4.3, the capacitance of the MOS 
capacitor measured in accumulation is the gate oxide capacitance 
[cf. (Eq. 4.62)]. Typically, the capacitance is measured at - 3 V to - 5 V 
(for p-type substrate) to insure that the device is in accumulation. Since 
the measured capacitance in accumulation will be the total gate oxide 
capacitance Cox,  dividing Cox by the gate area A, will give Cox( = Cox/Ag) .  
In principle, either the quasi-static or the H F  C-V methods, discussed earlier, 
could be used. However, the HF C-V method is most commonly used to 
determine Cox, since i t  is comparatively easy to measure, although care must 
be taken with series resistance of the MOS capacitor as discussed in section 
9.1.3. Note that the measured C,, includes the parasitic capacitance C, of 
the measuring system which must be subtracted from the measured value 
before calculating Cox. However, by using a very large area MOS capacitor, 
C ,  can often be ignored. 
Sometimes the measured HF C-V curve does not saturate even in deep 
accumulation as shown in Figure 9.14. This often is the case for thin insulators 
( l o x  < l0OA). In such cases the measured capacitance using the HF C-V 
method in strong accumulation may not coincide with actual Cox due to 
the measured Cox being bias dependent as is evident from Figure 9.14. In 
such situations the correct Cox (corresponding to actual tax) can be deter- 
mined using derivatives of C-V curve in accumulation [20], [22]. In a 
method proposed by McNutt and Sah [20], Cox is determined graphically 
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Fig. 9.14 Typical high-frequency C-V plot of an MOS capacitor (p-substrate) with an oxide 
thickness of 70 
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using the following formulation, which is based on Eq. (4.67), 

where V,( = kT/q)  is the thermal voltage and Ch, is the capacitance of the 
MOS capacitor in F/cm2. The latter is obtained by dividing the measured 
capacitance by the gate area A ,  of the MOS capacitor. To find the derivative 
in Eq. (9.6), we normally use the following approximation 

(9.7) 

although the three and five points weighted average technique can also be 
used 1251. Here C h f l  and C h f 2  are H F  capacitance values per unit area at 
gate voltages V,, and 1 / 9 2 ,  respectively, in accumulation. 
It has been recently suggested that Cox can be directly obtained by trans- 
forming Eq. (9.6) in the following form [24] 

where 

The advantage of Eq. (9.8) over (9.6) is that the graphical extrapolation is 
replaced by a simple calculation. 
A more sophisticated method, which involves the second derivative of the 
capacitance and which determines Cox at flat band condition, has also been 
proposed 1221. It has been shown that using Eq. (4.67) one can arrive at 
a function F(V,)  such that' 

becomes zero at the flat band voltage 1221. Here CL, and Cif indicate the 
first and second derivatives, respectively, of the measured H F  capacitance 
Ch, with respect to the gate voltage V,. Remember that Ch, is in F/cm2 
and is obtained by dividing the measured H F  capacitance C,, (Farads) 
by the gate area A ,  of the MOS capacitor. The value of V, that makes F 
zero could then be used to calculate Cox as follows: 

1. Calculate the function F from the measured C-V curve using Eq. (9.9) 
2. Determine the gate voltage V, = Vgo at which F (  V,,) = 0 

* For details of the derivation of Eq. (9.9) the reader is referred to the original paper [22]. 
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3. Calculate C, at the flat band condition from the following equation 

(9.10) 

where the + and - signs are for n- and p-substrate, respectively, and 
c h f o  and CLfo are values of c h f  and C k ,  respectively, at V, = V,,. 

4. Extract C,, using Eq. (4.61) as 

(9.1 1) 

This method of determining Cox, and hence to,, has been found to agree 
within f 2 8, with to, measured using Transmission Electron Microscopy 
(TEM) 1221. Note that the voltage V,, at which the function F goes to 
zero is the flat band voltage Vfb, provided the substrate has uniform doping 
or is almost constant within a Debye length from the Si-SiO, interface. 
Further, since C, is known at flat band from step 3 above, from Eq. (4.68) 
for C, and Eq. (4.50) for L,, we can calculate the substrate concentration 
N b .  
The only disadvantage of this method of determining Cox is that we need 
to calculate first and second derivatives of C h f .  It is well known that 
numerical differentiation in general is less accurate than the parent data. 
The voltage step used in the C-V measurement is therefore very important. 
In  order to improve results, very small bias steps ( from 10 to 50 mV) are 
normally used near V,, and the capacitance is also calculated as the average 
of several values (up to 20) measured at the same voltage. This averaging 
technique is important to reduce the noise in C-V data. The remaining 
noise in the data is further eliminated by using numerical methods, such 
as the one proposed by Savitsky and Golay [25]. Their algorithm does 
not distinguish between smoothing and differentiation, both being handled 
by a weighted moving average. The weights are selected to give either a 
smoothing or a derivative of any desired order. The weights are determined 
by performing a least squares procedure on an assumed cubic, quintic or 
sexie. The method has proven to be very successful and simple to implement. 

Gate Oxide Capacitance Measurement Using MOSFET. The MOS capacitor 
method can easily be extended to measure Cox using a large MOSFET. 
The experimental setup is shown in Figure 9.15a. The shorted source and 
drain are connected to the substrate. The gate of the MOSFET is connected 
to the ‘Hi’ terminal (H,,H,) of the HP4275A LCR meter, whose ‘Lo’ 
terminal (Lp,Lc)  is connected to the substrate. A small AC voltage (20- 
30mV peak-to-peak) of frequency 100 KHz is superimposed on the gate 
voltage which is ramped from - V,(max) (accumulation) to + V,(max) 
(inversion) and the corresponding gate-to-substrate capacitance C,, measured. 
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Fig. 9.15 Measurement of an MOSFET gate oxide capacitance using the C-V method; (a) 
experimental setup using LCR meter, and (b) gate-to-substrate capacitance C,, as a 
function of gate voltage V, measured using set up shown in (a); nMOST W/L = 50/50 (pm), 
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In accumulation the measured capacitance is 

c,, = Cox W L  + c, (9.12) 
where W and L are the effective width and length, respectively, of the 
MOSFET. Figure 9.15b shows measured high frequency gate-to-substrate 
capacitance C,, as a function of gate voltage V, for a nMOST with 
W/L = 50/50 and to, = 150w. Knowing W and L, one can easily calculate 
Cox (and hence tax) from Eq. (9.12). 
It is important to note that for C,, measurement, the parasitic capacitance 
C, also includes the capacitance C, of the interconnect lines to ground 
connecting the source/drain and gate, in addition to C,, and Ci, (see 
Figure 9.10b). The effect of C ,  is to shift the C-V curve upward resulting 
in an incorrect Cox, if not taken into account. 
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Table 9.1. Gate oxide thickness, to,, 
calculated using ellipsometery and H F  
C-V methods 

Electrical Optical 
G V )  (Ellipsometery) 

214.0 209.8 
146.0 143.5 
99.2 96.9 
89.0 85.9 

A A 

We have discussed the two most commonly used methods of calculating 
to, (or, Cox). Table 9.1 shows values of measured to, for MOS capacitors 
with different gate oxide thickness, using optical and electrical methods. It 
should be pointed out that to, values shown in Table 9.1 for optical method 
were obtained using a commercially available ellipsometer, Rudolph Auto 
EL IV, which is a multiwavelength, autonulling ellipsometer specifically 
suited for measuring thicknesses less than 250w. The to, from the C-V 
method was obtained in accumulation at V, = 5 V. 
Clearly, to, obtained by the two methods correlate well with each other. 
In general, the electrical method shows slightly higher to,; this difference is 
mainly caused by quantum effects at the semiconductor surface [21]. 

9.3 Measurement of Doping Profile in Silicon 

The doping concentration, including the spatial variation (doping profile), 
in silicon is an important device parameter that has direct bearing on the 
device performance. Non-uniform doping occurs due to ion implantation 
of impurities into the silicon during MOSFET fabrication. It may also 
occur during oxidation due to dopant pile up at the interface or dopant 
gettering by the oxide. Many techniques have been developed for measuring 
doping profiles. These techniques could broadly be classified as destructive 
and non-destructive techniques. Here we will discuss in detail the most 
commonly used non-destructive electrical methods, while other methods 
will be briefly discussed. Some of the well known destructive techniques are 
~151,  ~261: 

Four-Point Probe Method. In this method the profile is obtained by 
measuring the sheet resistance ps of the layer using the four-point probe 
method; then stripping a thin layer, for example, using anodic oxidation 
and measuring p s  again. The procedure is continued until the layers have 
been completely removed. Using the resistivity versus doping conversion 
curve, the impurity profile can be determined using Eq. (2.29) [27]. 
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Hall-Ejfect Method. In this method Hall-effect measurements are added 
to the sheet resistivity measurements combined with layer removal technique 
to get the doping profile 1151. 

Spreading Resistance Method (SRP). In this technique, two probes are 
positioned on the surface of the sample to be profiled. The sample is first 
bevelled and polished to give vertical magnification. A small voltage (mV 
range) is then applied between the probes and spreading resistance 
measured. The probes are lifted, the stage moves over the adjusted distance 
Ax and the procedure is repeated. The spreading resistance values are then 
converted into a doping profile using a somewhat complicated conversion 
procedure 1281. This is a powerful technique due, firstly, to the speed at 
which profiles can be obtained and secondly, to the possibility of measuring 
profiles with lesser restriction as to the doping level. 

Secondary Ion Mass Spectrometry (SIMS). In this technique, the sample to 
be profiled is mounted in a target chamber where high vacuum conditions 
(<< lop6  torr) are maintained. The sample is then bombarded with a beam 
of fast ions, like Ar+,Cs+,  etc. (typically 10 KeV energy) resulting in the 
ejection of atoms and molecules, in both neutral and charged state, from 
the substrate. The production of charged particles (secondary ions) coupled 
with high sensitivity mass spectrometry form the basis of the SIMS technique. 
The procedure of depth profiling is then to monitor the secondary ions 
signal of an element as a function of sputter time. The former can be 
translated to concentration, while the latter can be translated to depth 
through suitable calibration. It is a very attractive and sensitive technique 
and has been extensively used for the measurement of boron profiles in 
silicon. It has the advantage that layer removal (by ion sputtering) and 
measurement of ions removed are performed simultaneously. 

9.3.1 Capacitance-Voltage M e t h o d  

The most commonly used non-destructive method of profiling is the C-V 
method, wherein the sample to be profiled is fabricated as a MOS capacitor 
[l], [13,15]. Since the methods explained next do not depend on the type 
of the doping (n- or p-type), the doping concentration will be designated 
by N only, without subscript. 

Uniform Doping Concentration. For an MOS capacitor with uniformly doped 
substrate, the doping concentration can easily be computed by measuring 
the minimum and maximum capacitance Cmin and C,,,, respectively, of 
the HF C-V curve. This, so called the Cmin - C,,, method, is widely used 
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in the industry. Remember that the maximum capacitance CFaX( = Cox) 
occurs in accumulation, while Cmin occurs in inversion. Combining Eqs. 
(2.15) and (4.74) and solving for the substrate concentration N yields 

(9.13) 

where A, is the MOS capacitor gate area. This is a transcendental equation 
for N and therefore must be solved iteratively. To start the iterations, use a 
low level of doping, say 1013cm-3, enter into the right hand side and 
calculate N .  Next reenter the new value of N into the right hand side and 
recalculate N .  This is repeated until a steady value is reached, e.g. one that 
does not change from one iteration to the next by > 10". It is easily coded 
for an automatic measurement. For occasional bench testing and analysis, 
a graph of N as a function of Cmin and to, is often used in place of Eq. (9.1 3). 
Based on a more accurate expression for Cmin [cf. Eq. (4.75)], the following 
non-iterative expression for the doping concentration N has been suggested 
~ 9 1  

where A ,  is the area of the capacitor, T is the temperature in Kelvin. At 
296 K, the above equation reduces to ( CmaxCmin .1> 2 .174  

N = 3.23 x 10" 
Cmax - Cmax A ,  

(9.15) 

Equations (9.13) and (9.15) can be used for non-uniform doping, but the 
value of N obtained will be the auerage concentration over the depletion 
width xd,,,; i.e., it gives an effective doping density. 

Nonuniform Doping. The high frequency C-V plot can be used to determine 
the dopant impurity profile of the substrate [30]-[37]. Replacing C, in 
Eq. (4.66) with C,, (to stress that we are dealing with HF capacitance) and 
differentiating with respect to V, yields 

(9.16) 

This equation states that the slope of the C,, versus V, plot is inversely 
proportional to the doping concentration N .  Recall that Eq. (4.66) was 
derived on the assumption that the silicon is depleted up to a distance xd 
(depletion width), beyond which it is neutral. Therefore, the value of N 
calculated from Eq. (9.16) will be at a distance X d  from the silicon surface. 



430 9 Data Acquisition and Model Parameter Measurements 

Thus, 
- 1  'Zf d C h f  N ( X , ) =  -~ - 

q E O E s i  [ d V, ] (cm - 3)' (9.17) 

Remember that Chf is in F/cm2 and is obtained by dividing the measured 
H F  capacitance C,, by the area A ,  of the MOS capacitor. For actual 
profiling work, it is more appropriate to write Eq. (9.17) in the following 
form 

(9.18) 

Thus, to obtain the ionized dopant impurity profile as a function of depth 
X,, we calculate N at each value of V, using Eq. (9.18). The corresponding 
value of X ,  is obtained from Eqs. (4.63) and (4.64) as 

(9.19) 

Although Eqs. (9.18) and (9.19) are derived for uniform substrate doping, 
they remain valid for the case of nonuniform doping. These are the basic 
equations for measuring doping profiles using the C-V method. With the 
high frequency C-V curve the maximum depth to which doping profile 
can be measured is limited by the gate voltage at which the surface inverts. 
In order to extend this bias range beyond the inverting gate voltage, one 
will measure the deep depletion capacitance rather than high frequency 
capacitance. In other words, projiling requires a fast sweep voltage, fast 
enough to prevent the buildup of minority carriers (formation of an inversion 
layer) at the silicon surface. Both rapidly varying ramp voltages and voltage 
pulses have been used. In this case doping profile will be limited by the 
onset of avalanche breakdown. The deep depletion C-V curve for an MOS 
capacitor with a Boron implanted substrate is shown in Figure 9.16. Also 
shown in this figure is the LF C-V curve (dotted line) for the same device. 
The resulting doping profile using Eqs. (9.18) and (9.19) is shown in Figure 
9.17 as a continuous line. 
The major source of error in C-V profiling is the presence of the derivative 
in Eq. (9.18). As was stated earlier in section 9.2.2 numerical differentiation 
results in a derivative which will always be less accurate than the parent 
data. In profiling, the voltage step used in the capacitance measurement is 
very important. If the data points are very closely spaced, differentiation 
of the experimental data results in very poor accuracy as the derivatives 
are dominated by rounding and random errors. On the other hand, if the 
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Fig. 9.16 Measurement of doping profile of a double boron implanted MOS capacitor; 
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Fig. 9.17 Doping profile determined using the deep depletion high frequency C-V method 
(i) using Eqs. (9.18) and (9.19)-continuous line (ii) using Eqs. (9.23) and (9.19)-dotted line 
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profile varies rapidly then one needs to take closely spaced points in order 
to avoid any loss of the profile details. McGillivray et al. 1371 have pointed 
out that an optimum voltage step AV can be taken as 

(9.20) qEOEsiN(Xd)(200R) 

P 3  
A V =  

c/ h l  

where R is a characteristic sum of the measurement system rounding and 
random errors and depends on the capacitance meter being used. For an 
HP4275A capacitance meter, R is approximately 1-2 times the least 
significant number for capacitances larger than 1pF. To find N ( X , )  we 
normally approximate 

(9.21) 

where C h f l  and ChS2 are HF capacitance values per unit area at gate 
voltages V,, and Vgz ,  respectively. However, this simple procedure may 
result in a noisy doping profile unless the original C-V data is smoothed 
out. 
Two remarks need to be made concerning the applicability of Eqs. (9.18) 
and (9.19). Recall that Eq. (4.66), from which (9.18) is derived, is based on  
the depletion approximation with abrupt space charge edges which implies 
that beyond the depth x = X,, the profiling region is quasi-neutral. Since 
in reality the space charge regions are not abrupt, Eq.  (9.18) cannot be used 
for doping profile closer than within about three Debye length (L,) of the 
surface' [ 11. This explains why the doping concentration diverges near the 
surface (see continuous line in Figure 9.17). In addition, the doping profile 
extracted using the depletion approximation represents the majority carrier 
concentration, rather than the doping concentration. Of course, the two 
are the same for a uniformly doped substrate [lS]. 
Additionally Eq. (9.18) is valid so long as there are no interface traps. When 
such traps are present, the C-V curve is smeared out (cf. section 4.4), and 
therefore the extracted doping profile will be incorrect." To correct this 
effect, a low frequency or quasi-static C-V curve must also be obtained. 
This is because at low frequency the interface traps get sufficient time to 
charge and discharge during the measurement and therefore it includes the 
capacitances related to the traps. Thus, in the presence of traps, both high 
frequency C,, and low frequency C,,  capacitance curves are required and 

~ 

9 

10 

An abrupt space charge edge to apply under all conditions would imply a Debye length 
equal to zero. 
In the example of Figure 9.16, the LF and H F  capacitances are almost the same in the 
depletion region, therefore, interface traps are negligible in this case. 
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in this case it has been shown [l j that 

(9.22) 

The width X ,  is still given by Eq. (9.19). 
Ziegler et al. [31] proposed a method, later modified by Lin and Reuter 
[32], by  which the profile can be determined right up to the surface. In the 
Ziegler formulation, the doping profile may be computed from the following 
expression 

(9.23) 

and 

x,/Ld = ,/5Ld(g - In g - 1)lj2 (9.24) 

where L, is the Debye length [cf. Eq. 4.503. The doping concentration factor 
g2 is defined as 

It is convenient to define a function g1 as 

(9.25) 

(9.26) 

This function is calculated directly from the measured data and is related 
to g as 

g1 =o.  (9.27) 

The variable g2 represents the ratio between the doping calculated with 
and without the depletion approximation. For depletion widths greater 
than 3L,, the value of g2 reduces to unity making Eq. (9.23) and (9.17) 
identical. This will be the case when g1 - 0.1 and corresponds to the 
depletion approximation. When depletion widths are less than 3 Debye 
lengths, which means that g1 > 0.1, the value of g2 begins to drop from its 
value at 1 pointing to a divergence between the exact [cf. Eq. (9.23) j and 
approximate profile [cf. Eq. (9.17)]. The difference is greatest at X, = 0, 
which corresponds to the flat band condition, and occurs when g 2  > 213. 
In practice, the following steps are used to calculate doping profile using 
Eq. (9.23): 

1. Obtain deep depletion H F  C-V curve from an MOS capacitor. 

29 _ _ _ -  1 - 9  
g - l n g - 1  1 - 9  
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2. Use Eq. (9.26) to calculate g l .  
3. Use Eq. (9.27) to calculate g by iterative Newton-Raphson technique. 
4. Use of Eqs. (9.24) and (9.25) enables the calculation of g2. 
5. Finally from Eq. (9.23) calculate N(X,).  Once N(X,)  is known, the Debye 

length L d  may be computed using Eq. (4.50) and X ,  found using 
Eq. (9.24). 

The doping profile using this method is shown as a dotted line in Figure 
9.17. Thus, one can see the difference between a more elaborate model which 
includes majority carriers in the depletion region and a simpler model 
where the depletion approximation is made. 
When the actual doping profile is steep, the C-V extracted profile is often 
broader than the actual profile. This so called ‘spillover’ effect limits the 
usefulness of the C-V technique. However, gradient correction methods have 
been proposed which can correct this drawback, but this is outside the 
scope of this book and the interested reader is referred to references 

It can be concluded that the deep depletion C-V technique ofers a simple and 
fast method of measuring doping profile when doping levels are not too high 
(concentration below 1018cm-3) and it does not vary very fast. It offers 
sub-Debye length resolutions and the ability to determine the doping profile 
right up to the surface. The measurement, however, requires a precise value 
of the gate area, as capacitance varies as the square of the area. Since 
parasitic capacitance can distort the profile, large area devices are normally 
used so that parasitics can be neglected. However, this method is not 
suitable for high doping concentration such as found in the source/drain 
regions of MOSFET or heavily doped emitters. In these regions, one uses 
other techniques such as spreading resistance and secondary ion mass 
spectroscopy as discussed earlier. 
There are other methods of determining the doping profile from MOS C-V 
curve that are based on a numerical solution of the Poisson’s equation. 
They assume a priori a certain function for the doping profile and then 
match the resulting profile with measured CV curve [38]. 

[33] -[36]. 

Doping Profile Determination Using MOSFET’s. The C-V method of 
profiling discussed above is not limited only to the MOS capacitor, but 
can easily be extended to determine the doping profile in an MOSFET 
channel region [39], [40]. The experimental setup is shown in Figure 9.18a. 
The gate of an nMOST is connected to the ‘Hi’ terminal of the HP4275A 
LCR meter, whose ‘LO’ terminal is connected to the substrate. The source 
and drain are connected together and reverse biased relative to the substrate 
via the VA (voltage A) terminal of the HP4140B picoAmmeter. A small 
AC voltage (20-30mV peak-to-peak) of frequency 1 MHz is superimposed 
on the gate voltage, which is stepped from - V,(max) (accumulation) to 
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Fig. 9.18 Measurement of MOSFET channel doping profile using the C-V method (a) 
experimental setup using LCR meter, and (b) gate-to-substrate capacitance CGBo as a 
function of gate voltage Vg at Vd = 5 V measured using set up shown in (a); nMOST 

W/L = 50150, to, = 150 A 

+ V,(max) (inversion) and the corresponding gate-to-substrate capacitance 
C,,, measured. Figure 9.18b shows CGBo as a function of Vg for an nMOST 
with WIL = 50/50 and to, = 150 A for a drain/source voltage Vd = 5 V. 
The magnitude of the drain voltage V, determines the extent to which the 
depletion region extends into the semiconductor, i.e., more positive the v d  
(for nMOST), the farther the depletion region extends into the silicon. For 
a given V, as Vg is made more positive, starting from zero, the capacitance 
C,,, decreases smoothly until a gate voltage is reached when capacitance 
rapidly decreases and finally vanishes (see inset in Figure 9.18b). This sudden 
decrease in the capacitance CGBO and eventual vanishing of the capacitance 
for a given V, is caused by the formation of an inversion channel under the 
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Fig. 9.19 The MOSFET channel doping profile determination using (i) the C-V method 
(continuous line) (ii) the threshold voltage method (dotted line). For comparison doping 
profile obtained using the MOS capacitor fabricated alongside the MOSFET is shown as 

dashed line 

gate. The doping profile is then determined using Eqs. (9.18) and (9.19), the 
same equations as for the MOS capacitor, with c h f  = C,,,/WL; the product 
W L  is the area of the MOSFET. The parasitic capacitance C ,  must be sub- 
tracted from C,,, before calculating Chf and hence the doping profile. 
The channel doping profile of a MOSFET obtained by measuring C,,, is 
shown in Figure 9.19 as a continuous line. For comparison the doping 
profile obtained using an MOS capacitor, fabricated alongside the MOSFET, 
is also shown as dotted line. As expected the two profiles are almost the 
same. It should be pointed out that C,, (see Fig. 9.15) and C,,, are the 
same in accumulation, and therefore CGBo can also be used to calculate 
Cox using Eq. (9.12). 

9.3.2 DC Method 

In the C-V method, large area MOSFET’s are generally required in order 
to reduce the stray capacitances and increase signal-to-noise ratio. However, 
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such measurements are difficult to make on small geometry MOSFETs 
due to the difficulties in determining accurate capacitances. This limitation 
is overcome in a method which allows the doping profile to be extracted 
from MOSFET threshold voltage measurements as a function of substrate 
bias 1411-[47]. It is a DC technique requiring only drain current-gate 
voltage measurements at low V,,(<O.lV). The method lends itself to 
measurements on small geometry MOSFETs [44]. 
The threshold voltage of a MOSFET can be expressed as 

(9.28) 

and is obtained by combining Eqs. (5.7), (5.9), and (5.12). Here Vfb is the flat 
band voltage, 4J is the bulk Fermi potential, N is the substrate concentration, 
and Xd, is the maximum depletion width under the gate. The latter is given 
by Eq. (5.8), repeated here for convenience, 

(24J + vsb)  (strong inversion). 

Differentiating Eq. (9.28) we get 

(9.29) 

(9.30) 

where it is assumed that 2df is constant for slowly varying dopant 
distribution under the channel. A differential increment of the body bias 
(dVsb) accompanies a differential increment of the depth of the depletion 
region (dXd,) and can be obtained by differentiating Eq. (9.29), that is, 

Solving Eqs, (9.30) and (9.31) we get 

and 

(9.31) 

(9.32a) 

(9.32b) 

Equations (9.32a, b) are the basis for dopant profile determination under 
the channel using the DC method. These equations were first derived by 
Shanon [41] and Buchler [42]. For actual profiling work it is more 
appropriate to write Eq. (9.32a) as [45] 
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The relationship between (Vz,,/V,b)p2 vs. Vs, becomes linear for the case of 
a uniform doped substrate, while it becomes nonlinear for nonuniform 
concentration. Therefore, the doping concentration N at a given x d m  can 
be obtained from the slope of (Vzh /VSJ2  vs. v,, curve. In order to obtain 
the impurity profile close to the surface, V,, close to should be applied. 
However, in this region the threshold voltage change is so small that high 
sensitivity measurements are required. The dotted line in Figure 9.19 shows 
the channel doping profile extracted using the threshold voltage method 
for the same MOSFET whose doping profile using the C-V method is 
shown as a continuous line. Note that the DC method results in a somewhat 
more noisy profile compared to the C-V method. This is because the C-V 
method requires only one derivative, while the DC method requires two 
derivatives; in general, the higher the derivatives, the more noisy the data 
tend to be. 
The advantages of the DC method are that (1) V,, - V,, characteristics can 
be measured on relatively small MOSFET, and (2) no special test patterns 
are needed to fabricate the device as in the case of an MOS capacitor. In 
addition, the effect of surface states is completely eliminated since the surface 
is always in inversion. However, the method is subjected to the same Debye 
length limitations as the C-V method, that is, the profile cannot be reliably 
obtained closer than about 3 Debye lengths from the surface. The method 
allows for fast evaluation and therefore can be useful for process control. 
Errors in measuring Vth do affect the doping profile. It is recommended 
that the constant current method be used for determining V,, rather than 
the usual linear extrapolation method 1431. 

9.4 Measurement of Threshold Voltage 
Experimentally, the threshold voltage V,, is determined by measuring the 
drain current I d ,  for various values of gate voltage V,,, at low Vds( < O.lV, 
typically 50mV). There are different ways in which I d ,  - Vgs data could be 
used to calculate V,,,; however, the three most common methods are 
[48] - [ 5 21 : 

Constant Current Method. In this method the gate voltage Vgs at low drain 
voltage Vd,( < 0.1 V) and at a specified drain current I,, is taken to be the 
threshold voltage. Normally 

(9.34) 
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Fig. 9.20 Experimental setup for measuring threshold voltage using the constant current 
method. (After Lee et al. 1461) 

is assumed, where If,, is the threshold current, W, and L, are drawn (mask 
dimensions) device width and length, respectively. Since only one voltage 
measurement is required, this method is very fast and is often used for the 
purpose of process monitoring or to calculate V,, from 2-D device simulators 
such as MINIMOS. The value of I,,  = lop7  A is chosen in a somewhat 
arbitrary manner and has no physical reasoning. Typical values for I,, are 
usually in the range of lop6  to 10-9A. This method can easily be im- 
plemented with a circuit shown in Figure 9.20 1481. The threshold current 
I , ,  is forced at the MOSFET source terminal and the gate adjusts itself to 
V,, with the help of an operational amplifier (op-amp) and is read directly 
using DVM. 

Linear Extrapolation Method. In this method, threshold voltage is defined 
as that gate voltage which is obtained by extrapolating the linear portion of 
the I d ,  versus V,, characteristics, from the point of maximum slope, to  zero 
drain current Zd,, Note that the point of maximum slope is that point where 
the transconductance y, = dl,,/d V,, is maximum. This threshold voltage 
is often called the extrapolated V,,,. This is the most common method of 
determining V,, and is the defacto industry standard. 
To calculate V,, using the extrapolation method, the gate voltage VgS is 
normally swept from V,, = 0 to VJmax), say 5 V, in steps of say 50 mV, 
while simultaneously monitoring the corresponding drain current I d s .  To 
ensure operation in the linear region, drain voltage Vd, is fixed at (6  0.1 V), 
while the back bias Vs, is fixed at  the desired value. Figure 9.21 shows a 
typical I,, - V,, curve for a n-channel MOSFET obtained using the circuit 
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Fig. 9.21 Measurement of threshold voltage V,, from I,, - V,, data in the linear region at 
low V,, ( I 0.1 V). Inset shows circuit schematic for I,, - V,, measurement 

schematic shown in the inset. Recall that the drain current I d ,  at low Vd, 
(linear region) is given by Eq. (6.81), repeated here for convenience, 

I d ,  = pscox( : ) lVgs - V,, - +!xl/,,]~, (linear region). (9.35) 

The above equation shows that the plot of I , ,  versus Vgs will be a straight 
line which crosses the Vgs axis at v,,, + 0.5aVd, as shown in Figure 9.21. The 
parameter CI is back bias dependent; its value generally varies between 
1.1-1.5 depending upon the value of VSb. For V,, calculations, it is a good 
approximation to assume a = 1 without introducing any significant error 
( < 2%) because V,, is generally small (< 0.1 V). Thus, to calculate vzh, one 
needs to subtract halfof the applied Vd, from the extrapolated V,, value. One 
can ask why extrapolation from the maximum slope? The reason being 
that I , ,  does not vary precisely linearly with V,, because carrier mobility 
p ,  begins to fall as V,, increases. Therefore, extrapolation from the maximum 
slope portion of the curve insures that the degraded mobility is not 
inadvertently included in v,,,. 
Quadratic Extrapolation Method. The threshold voltage is also obtained 
by extrapolating the versus V,, curve to I,,=O with the MOSFET 
operated in the saturation region. The simplest way to place the transistor 
in the saturation is to connect the gate with the drain which makes V,, = V d ,  
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Fig. 9.22 Measurement of the threshold voltage from I, ,  - V,, data in saturation region. 
Inset shows circuit schematic for I d s  - V,, measurement in saturation 

(see inset in Figure 9.22). Recall that the drain current in saturation region 
is given by [cf. Eq. (6.84)] 

I,, = ~  ox^ (v,, - v,,)’ (saturation region). 
2-L 

(9.36) 

It is clear that a plot of JIds versus V,, gives a straight line which crosses 
the V,, axis at V,, as shown in Figure 9.22. This method is not normally 
used for short channel devices. It is because V,, changes with V,, for short 
channel devices due to the so called drain induced barrier lowering (DIBL) 
effect as discussed in section 5.3.3. 
Obviously these different methods are not equivalent and therefore the V,, 
values obtained from the above methods are not always identical. It is not 
clear which threshold value is better, as they are each valid for a particular 
definition of the threshold condition. Although the constant current method 
is the simplest way to measure threshold voltage with reasonable accuracy, 
the V,, obtained depends upon the chosen value of the current and on the 
subthreshold slope. Since the devices used in circuit design are normally 
operated in the strong inversion regime, it is more appropriate to measure 
V,,, in strong inversion rather than in weak inversion. For this reason, the 
extrapolated methods are more appropriate. The difference in the V,, values 
between the two extrapolation methods is due to the fact that in saturation 
I , ,  varies slightly with V,,, which is not taken into account for the first 
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Table 9.2. Threshold voltagefor a experimental n-channel enhancement 
MOSFET with to, = 1 l O A  and W,,,/L,,, = 9.419.4 

Method Threshold voltage, Vth, (V) 

Linear extrapolation 0.580 
Saturation method 0.541 
Constant current ( I t h  = lo-’) 0.543 

order equation above. This effect is more pronounced in short channel 
devices and therefore the difference in the measured V,, (from the two 
extrapolation methods) increases with decreasing channel length. 
It is worth noting that the V,, value obtained by the three methods may 
differ by as much as 100mV. Table 9.2 shows threshold voltage obtained 
from the different methods for an experimental n-channel device Wm/Lm = 
9.4/9.4 fabricated using CMOS technology with to, = 110 A. Note that, 
of the three methods discussed above, linear extrapolation gives the highest 
value of V,,,. 
It is interesting to note that the most commonly used linear extrapolation 
method is sensitive to the source/drain resistance R, and mobility degradation 
factor 8. This is because devices with higher R, and/or 8 will have lower 
peak transconductance. Therefore the linear extrapolation line will have a 
smaller slope, leading to a lower extrapolated gate voltage. Thus, both R, 
and 8 influence the linearly extrapolated threshold voltage [49]-[51]. 

Other Methods. The linearly extrapolated V,h is the most common method 
of measuring v,h. However, this extrapolated V,, (shown as, Vth(E) in 
Fig. 9.23) does not match with the theoretically defined threshold voltage 
vfh(s) at strong inversion condition (4si  = 24f + V&). Various methods have 
been reported to determine a value of V,, which agrees with the classical 
threshold voltage criterion. In one method, the threshold voltage is defined 
as that gate voltage at which the derivative of the low drain voltage trans- 
conductance dgmld VgS is maximum. This is called the transconductance 
change method [49]; the corresponding v,h is shown in Figure 9.23 as 
T/,,(TC). This method gives threshold voltage Kh(TC) which is very close 
to the VJS)  at 4si = 24f + V s b  condition. It has the advantage that it is 
not affected by the device mobility degradation 9 and series resistance R, 
1491. However, since in this method two derivatives of I , ,  are required, 
this method tends to be very noisy. 
Another method, called the split C-V, which normally is used in the inversion 
layer mobility measurements (see section 9.9.1), has also been used to give 
the classical threshold voltage [53] and has been taken as the true threshold 
voltage [SO]. In this method gate and bulk currents are measured during 
quasi-static or high frequency C-V measurement with the transistor in the 
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Fig. 9.23 Schematic illustration for determining V,, using transconductance change (TC) 
method. The threshold voltage corresponding to TC method is shown as VIh(TC). Also 
shown is V,, corresponding to classical '24; point, denoted by VIh(S) .  The linearly 

extrapolated V,, is labeled as V,,(E). (After Wong et al. [47]) 

gate controlled diode configuration. The threshold voltage is the gate 
voltage where the two currents are equal (dQi/dVg, = dQb/dVgs). 
I t  is important to note that V,, at the 24 f  condition is only suitable for  sub- 
threshold or weak inversion conduction as compared to the linear extrapolated 
v,h, which is obtained from the strong inversion condition. The difference 
between the classical (V,, at 24s) and the extrapolated v,,, is around 4 V, 
(- 0.1 V) [SO]-[S2]. In practice, the extrapolated v,, is then matched with 
the model equation based on the strong inversion condition. 

9.5 Determination of Body Factor y 

The body factor y [cf. Eq. (S.11)] determines sensitivity of the threshold 
voltage v,,, to the back bias Vsb; the higher the y, the higher the body effect. 
For a uniformly doped substrate, the body factor y is a constant number 
and is obtained from the device (long channel) V,, versus v,b characteristics. 
If V,, is the value of v,, measured at V,, = 0, then rearranging Eq. (5.15) 
yields 

(9.37) 
where Vsb is the flat band voltage, and 4f is the bulk Fermi potential [cf. 
Eq. (2.15)]. This equation shows that the plot of ( v c h  - VT,) versus 

will be a straight line with slope y and intercept y&. Thus, 
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to calculate y we proceed as follows: 

1. Take a large geometry device and sweep the gate voltage from V,, = 0 
to VJmax), say 5 V, in steps of say 50 mV, while simultaneously monitor- 
ing the corresponding drain current I d s .  The drain voltage Vd, is fixed 
at 50mV, while the back bias Vsb is set to zero (substrate grounded). 

2. Determine V,, using linear extrapolation method from the point of 
maximum slope. 

3. Repeat step 1 for several different values of Vsb, normally in steps of 
0.1 V and determine V,, for the corresponding Vsb. 

4. By initially assuming 24f = 0.6 (a good approximation for silicon VLSI 
devices), plug the measured Vth(Vbs) data in Eq. (9.37). By using simple 
linear regression to ( K h  - v~,,) versus Jv data, one can easily 
extract y and 4f. The new value of df is inserted back into Eq. (9.37) 
in place of the initial guess value and another linear regression is 
performed. Regressions are iterated in this fashion until 4f and y are 
obtained within say 0.1%. 

For a nonuniformly doped substrate y is not constant, but becomes substrate 
bias dependent, as was discussed in section 5.2.1. This fact is illustrated in 
Figure 9.24b which is a schematic plot of V,, versus Jm for implanted 
devices. Approximating the channel doping profile by a step profile (see 
Figure 9.24a), with a surface concentration N ,  and substrate concentration 

Fig. 9.24 Determination of the body factor y for a nonuniformly doped substrate (channel 
implanted MOSFET). (a) Channel doping profile; dotted line shows the assumed step profile, 
and (b) V,, as a function of back bias V,, showing two slopes, low V,, corresponds to slope yI ,  

while higher V,, corresponds to y z  
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N , ,  leads directly to the two dashed lines approximation to the curve in 
Figure 9.24b. The slopes y1 and y 2  of the two lines represents the magnitude 
of the body effect corresponding to both low and high levels of V,,. For 
y1 calculation, V,, corresponding to V,, between 0-0.8 V is used, while for 
y2, V,, greater than 1 V is used. In practice, often these parameters are 
determined by curve fitting the Vr.,, - V,, data using nonlinear least-square 
optimization methods, discussed in the next chapter. 

9.6 Flat Band Voltage 

For a uniformly doped substrate, V,, can easily be obtained from V,, versus 
V,, data using the procedure discussed for determining y (cf. section 9.5). 
This method yields both y and 4f. Once these two parameters are known 
V,, can be calculated using Eq. (5.14). For non-uniformly doped substrates, 
Vfb is generally determined from V,h - V,, data at low I V,bl (< 1 V). 
Recall that V f b  can also be determined from an MOS capacitor (cf. section 
4.7). However, it should be pointed out that V,, determined from an MOS 
capacitor is always higher than that determined from V,, - V,, data. This 
is because V f b  determined using Eq. (5.14) is a fitting parameter rather than 
a true value, as obtained from an MOS capacitor (cf. section 4.7), although 
the two values are very close (within 10%) for uniformly doped substrates. 

9.7 Drain Induced Barrier Lowering (DIBL) Parameter 

Normally, the threshold voltage is measured at low drain voltages (V,, < 0.1V). 
For long-channel devices, V,, is independent of V,,. However, for short- 
channel devices V,, becomes V,, dependent due to the DIBL effect (cf. 
section 5.3.3). The higher the V,,, the lower the Vth, and is given by the 
following relation [cf. Eq. (5.96)] 

(9.38) 

where V,, is the threshold voltage measured at low Vds( I 0.1 V), called the 
nominal V,h, AVth is the change in the threshold voltage measured at higher 
V,, from its nominal value, and CJ is the DIBL parameter. Thus, knowing 
AV,,, the DIBL can easily be characterized. 
The measurement from which AVth is extracted consists of the following 
steps: 

1. The gate voltage V,, is normally swept from (Vrh - 1 V) to (V,, + 1 V) in 
steps of say SO mV at a fixed V,, and V,,, while simultaneously monitoring 
the corresponding drain current Z,,. 

2. Step 1 is repeated for 4 or 5 values of V,, ranging from S0mV to 
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Fig. 9.25 Drain induced barrier lowering (DIBL) parameter determination. (a) Procedure 
for threshold voltage measurement at higher V,, and (b) change AV,, in V,, from its nominal 
value (Vds i 0.1 V) as a function of V,, for 3 different channel length devices L, = 1, 2 and 

3 pm for nMOST with to, = 150 A. The slope of these lines give value for DIBL parameter u 

Vd,(max) keeping V,, fixed. These measurements yield f d ,  versus V,, 
characteristics similar to the ones shown in Figure 9.25a for a fixed 
value of Vsb. 

3. Determine I,, corresponding to the nominal threshold voltage Vth, using 
the linear interpolation method. This is denoted by ZdsO in Figure 9.25a. 
The gate voltage interpolated from l d s O  at the subsequent value of V,,, 
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denoted by V,,(n), is the threshold voltage Vth( V,,) corresponding to that 

Once I / th ( l /ds ) ,  i.e., V J n )  is determined for each I/,, then AVth can be 
calculated for each V,, as 

' d s  ( n). 

By repeating the steps 1-3 for different Vsb, one calculates AVth as a function 
of V,, for a given V,,,. 
Figure 9.26b shows AVth as a function of V,, at V,, = 0 V for different 
channel length devices (L ,  = 1 ,2  and 3 pm) for a typical n-channel devices 
fabricated using 1 pm CMOS process with to, = 1 5 0 k  Note that AVrh varies 
linearly with Vds which confirms validity of Eq. (9.38). By using linear 
regression to the data for different L, the DIBL parameter o can be deter- 
mined as a function of L,. However, generally DIBL parameters are 
determined using the nonlinear optimization method as discussed in section 
10.6.1. 

9.8 Determination of Subthreshold Slope 

The drain current below the threshold voltage is referred to as the 
subthreshold current and varies exponentially with V,,. The reciprocal 
of the slope of the log(I,,) versus V,, characteristic is defined as the sub- 
threshold slope S (see Figure 9.26). It is an important device parameter 
which determines how well the MOSFET functions as a switch. 
To determine the subthreshold slope, the drain current ldsO is first deter- 

vgs " th  v,, 
Fig. Y.26 Measurement of subthreshold slope from the device I , ,  - Vgs data 



448 9 Data Acquisition and Model Parameter Measurements 

mined corresponding to V,, = Vth, the threshold voltage at low V,, (<  0.1 V). 
Then the gate voltage V$,  corresponding to the drain current I:,, which is 
two decades below Z d s 0 ( Z ~ ,  = Zdso/lOO), is obtained by interpolation. The 
I & ,  is assumed to be the boundary marking the end of subthreshold operation. 
Linear regression is then applied to the data between I d s O  and I:,.  The 
inverse of the slope of this line yields the subthreshold slope S, given by [cf. 
Eq. (6.113)] 

S =  Vgs = 2.3 [ 5 1  (V/decade). 
d(log I d s )  d(ln I d s )  

(9.39) 

Extrapolating the line to the I d ,  axis gives I d i n t  which is normally compared 
with the measured I d ,  at V,, = OV, called the leakage current Idlenk (see 
Fig. 9.26). A large difference between I d l e a k  and Idint  is an indication of the 
bulk punchthrough or junction leakage. 
If the device has different slopes in the drain current region between IdsO 
and then S is determined from the highest value of the ratio AVgJ 
A(1og I d s )  over an interval of 60 mV of V,,. Recall that the minimum value of 
S is 60mV. The quantity S is generally measured in both linear and 
saturation regions of device operation. Normally S value in the saturation 
region is slightly higher than the corresponding linear region value. 

9.9 Carrier Inversion Layer Mobility Measurement 

To measure carrier mobility in the inversion layer of MOSFETs, large 
devices are normally chosen in order to avoid short-channel and narrow- 
width effects. For a 2,um CMOS technology with gate oxide thickness of 
300 A, a 25 x 25 ,urn2 device can be considered a large device. 
The quickest and traditional way to characterize the inversion layer 
mobility of a MOSFET is to measure drain current I d ,  in the linear region 
(V,, > Vth) at low Vd, (< 0.1 V). In the linear region, the current I d ,  at small 
Vds( < 0.1 V) can be approximated as [cf. Eq. (6.51)] 

(9.40) 

and is obtained by neglecting the term 0.5aVd, in Eq. (9.35). This is a valid 
assumption, provided V,, - V,,, > 0.5 V and I/,, is small (< 0.1 V). Differen- 
tiating Eq. (9.40) with respect to Vgs gives the transconductance g m  as 

(9.41) 
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Fig. 9.27 Typical drain current I,, - V,, (dotted lines) and transconductance gm - V,, 
(continuous lines) characteristics of an MOSFET at three back bias V,, = 0, l  and 3 V. The 

data is from an n-channel MOSFET with W/L = 25/25 with to ,  = 300A 

Carrier mobility is then related to the transconductance mobility, also called 
the ,field-efSect mobility pFE,  defined as 

(field-effect mobility). g m  L P F E  = p, = -.- (9.42) 

Figure 9.27 shows plots of drain current versus gate voltage at V,, = 50mV 
at three different back biases V,, = 0, l  and 3 V (dotted lines). The corres- 
ponding transconductance (9,) curves are shown as continuous lines. Note 
that different gm curves converge into a single curve at higher V,,. Similar 
results are obtained for p-channel devices. Once g m  is known, ,us can easily 
be calculated as a function of Vgs. using Eq. (9.42). 
Another definition of mobility, which has been used, is called the conductivity 
or efectioe mobility ,ueff. It is related to the DC channel conductance 
gds( = Alds/AVds) at constant V,, as 

(9.43) 
L 

Peff Ps g d s  .- (conductivity mobility) 
cox(Vgs - V t h )  

and is obtained by differentiating (9.40) with respect to V,,. Since V,, is 
constant, gds is simply Zds/Vd,. Thus, knowing g d ,  at each V,,, one can 
calculate ,us. Since Eq. (9.40) is valid only for V,, > Vth, the mobility 
measured by the gds method is good only for V,, 2 V,, + 0.5; the accuracy of 
extracted ,us decreases near V,h because the approximate relationship (9.40) 
becomes inaccurate. Furthermore, mobility extracted using Eq. (9.43) needs 
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Fig. 9.28 Effective and field-effect mobility peff (continuous line) and p F E  (dotted line), 
respectively, as a function of gate voltage V,, at V,, = OV for a nMOST whose I,, - V,, 

characteristics (dotted lines) are shown in Figure 9.27 

accurate values of the threshold voltage Vth. Depending upon the definition 
of V,h used, p, could easily differ by about 10% near v t h .  

The mobility measured using Eqs. (9.42) and (9.43) is shown in Figure 9.28, 
as dotted and continuous lines, respectively, for a nMOST whose I d ,  - V,, 
characteristics are shown in Figure 9.27. Note that mobility decreases with 
gate voltage. This decrease has been attributed to the enhanced surface 
roughness scattering with increased gate voltage and to quantization effects, 
as was explained in section 6.5. Also note that pFE (dotted line) is lower 
than perf (continuous line) over the entire gate voltage range. One may ask 
as to which of the two mobilities are more appropriate? To answer this 
question, we recalculate the drain current using Eq. (9.40) based on ps from 
Eqs. (9.42) and (9.43). Figure 9.29 shows the calculated I d ,  with ps replaced 
by p F E  (dotted line) and peff (continuous line); circles are experimental data 
points. Clearly the calculated I, ,  fits the experimental data (circles) only 
when ps is replaced by peff [cf. Eq. (9.43)]. This shows that perf calculated 
using Eq. (9.43) is the appropriate method for  calculating mobility 1151. The 
reason that p F E  is inappropriate for calculating current is that Eq. (9.42) 
neglects the effect of gate voltage dependence on mobility by lumping the 
field dependent effects, and thus is always found to underestimate the true 
mobility values. 
Equation (9.43) gives the inversion layer mobility as a function of gate 
voltage V,,. However, as was discussed in section 6.5, it is more appropriate 
to measure mobility as a function of effective (normal) electric field 



9.9 Carrier Inversion Layer Mobility Measurement 45 1 

Fig. 9.29 

o EXPERIMENTAL 

0.0 3.0 6.0 
GATE VOLTAGE Vg,(Vl 

The I d s -  Vgh curve with ps calculated using (a) Eq. (9.42)-dotted line 
(b) Eq. (9.43)-continuous line. Circles are experimental data points 

and 

defined as [cf. Eq. (6.148)] 

(9.44) 1 

EOEsi 
g e f f  == -(Qb + i Q i )  

where [ = 0.5 for electrons (nMOST), 0.3 for holes (pMOST), and Qb and 
Qi are bulk and inversion charge densities, respectively. The value of 5 is 
such that the p, versus eeff curves are independent of V,, [54]. For a 
MOSFET with a uniformly doped substrate, Qb can easily be calculated as 
[cf. Eq. (6.44)] 

Qb = Y c o x ~ ~ ~  (9.45) 

where y is the body factor. However, to calculate Qb for nonuniform doping 
is not a trivial task. One way to calculate Qb is to measure the doping profile 
in the channel and then solve for Poisson’s equation numerically. However, 
a somewhat simple but approximate way to calculate Qb is to use the 
threshold voltage Eq. (5.7), so that 

(9.46) 

Assuming V,, is small and V,, > Vth, the inversion charge density Qi can be 
calculated as [cf. Eq. (6.79)] 

(9.47) 

Thus, to measure mobility as a function of electric field the following steps 
are used: 
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1. The gate voltage is swept from zero to V,,(max) in steps of say 0.1 V, 
while simultaneously monitoring the drain current I d s .  The drain voltage 
is set to 50mV while V,, is set to zero (substrate grounded). 

2. Determine C,, from high frequency C-V method. 
3. Determine V,, using linear extrapolation method. 
4. Calculate Qb using Eq. (9.45) or (9.46). This requires calculation of either 

the body factor y or the flat band voltage Vfb as discussed in sections 
9.5 and 9.6, respectively. 

5. Calculate Qi as a function of V,, using Eq. (9.47). 
6. Use Eqs. (9.43) and (9.44) to calculate p s  and be,,, respectively, for fixed 

7. Repeat steps 1-6 for different Vsb. 

Once ,us versus &eff data is available, the low field mobility p o  and mobility 
degradation parameter 0 can easily be calculated from the following 
equation [cf. Eq. (6.142)] 

VgS and Vsb. 

P O  
P s  = 

1 + Bb,,, 
(9.48) 

using linear regression of l/p, versus &,,, data. 
Although mobility measured using Eq. (9.43) is the appropriate mobility 
and is the most commonly used method, it results in an approximate value 
of ps for the following reasons: 

0 The inversion layer charge density Qi = C,,(V,, - Vth) assumed for 
calculating peff is only approximate. The deviation of Qi from its linear 
approximation near threshold increases as oxide thickness decreases. 
This explains why mobility calculated using Eq. (9.43) becomes to, 
dependent, particularly near Vrh. 
The value of the gate-to-channel capacitance, also referred to as the 
inversion layer capacitance, C,, (= dQi/dVgs), does not reach the value of 
C,, until V,, reaches a few tenths of a volt beyond Vrh. 
The electric field between the drain and source does not reach the value 
VdJL until reasonably high gate bias. 
The diffusion current has been neglected. 

To overcome the shortcomings of the above method, p ,  is more appropriately 
calculated by directly measuring the inversion charge density Qi,  as 
discussed in the next section. 

9.9.1 Split-CV Method 

An accurate method of carrier mobility measurement is to evaluate directly 
the inversion charge density Qi, through the measurement of the gate- 
channel capacitance Cgc. This technique of measuring p, from Qi is called 
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the split-CV technique. In the normal C-V measurement, the charge flowing 
through the gate is sensed and the measured value includes accumulation, 
depletion and inversion capacitances. In the split-CV method, the inversion 
capacitance can be measured separately from the depletion/accumulation 
capacitance, hence the name split-CV. 
In terms of Qi,  the current I, ,  is given by Eq. (6.33) 

dQ i 
W dY 

= Qips& - V1ps- .  (9.49) 

If Id,  is measured at low Vds( < 0.1 V), then it has been shown that [53] 

b=-.- Vds ' q c  

L c o x  

and 

so that Eq. (9.49) becomes 

(9.50) 

(9.51) 

For V,, > VIh,  C,, = Cox and V;C,, < Qi, therefore Eq. (9.51) reduces to 

(9.52) 

which is the same as Eq. (9.43) except that C,,(V,, - VIh)  is replaced by Q i .  
The inversion charge density Q i  can be obtained by measuring C,, either 
using quasi-static [53]-[SS] or high frequency C-V method [56]-1591. 
Once C,, is known, Qi can be obtained by integrating Cgc, that is, 

(9.53) 

The lower limit of integration is normally set to VfP, the flat band voltage, 
for convenience. This is because no inversion capacitance is measured until 
the gate voltage comes close to the threshold voltage. Therefore, the lower 
limit can be any voltage as long as it is lower than the threshold voltage. 
Thus, knowing C,, and Qi as a function of V,,, one can calculate ,us as a 
function of Vgs using Eq. (9.52). Remember that C,, is per unit area; there- 
fore, measured gate-to-channel capacitance C,, (Farad) must be divided 
by WL, the effective gate area, to get Cgc. 
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The advantages of this technique are 

Q,(V,,) can be directly evaluated by integrating the C,, versus VgS curve, 
and the inversion charge approximation Qi = Cox( V,, - Vth) can be 
avoided . 
The evaluation of Qi does not require Vth, whose value varies depending 
upon what definition is used to calculate K h .  

The limitation of this technique is that in weak inversion it is affected by 
the interface states, which in turn affects the Qi calculations. Indeed this 
limitation can be minimized by the use of optimum channel length devices 
for mobility measurements [SS], [57].  
In order to obtain ,us as a function of effective field &eff, we need to calculate 
not only the inversion charge Qi, but the bulk charge Qb also, see Eq. (9.44). 
In the split-CV method, the bulk charge is obtained by measuring gate-to- 
bulk capacitance c , b  as a function of Vgs and integrating the C,, curve 
from some reference voltage to Vgs as 

Qb = Ivy: cgb(vgs)dvgs. (9.54) 

This reference voltage is normally taken as the flat band voltage Vfb. The Qb 
calculated using c , b  is more accurate compared to Eq. (9.45), particularly 
for channel implanted devices. Once Qi and Qb are known, Eeff can easily 
be calculated from Eq. (9.44). 
The results of mobility calculation using the drain conductance (conventional) 
method [cf. Eq. (9.43)] and the split-CV method [cf. Eq. (9.52)] for a device 

I ,  - SP LIT-CV METHOD 

I I I 
1 2 3 
(vgs-vth) v 

Fig. 9.30 Comparison of the mobility measured using the split-CV method (continuous 
line) and conventional (drain conductance) method (dotted line) (After Sodini et al. [Sl]) 
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with to, = 1008, is shown in Figure 9.30. The maximum error between the 
two curves is about 10% at V,, = V,, = 0.5 V [ 5 3 ] .  Note the trends in the 
two curves near the threshold voltage. The split-CV method begins to see 
an artificial drop in the mobility due to the surface state effects, while p, 
calculated from Eq. (9.43) diverges near Vth. The error in p, calculated using 
split-CV method is claimed to be negligible for V,, >> V,, 1531. Thus, the 
extra complexity (as both current and capacitance measurements are 
required in this case) is justified by a certain increase in accuracy. However, 
this increase in accuracy improves only slightly over the conventional 
method for t,, greater than loo.& 
Although the split C-V is an accurate method for measuring mobility, it 
has inconsistency in the measurements of I,, and Qi. Note that, while I,, 
is measured at a small but finite value of vd, (20-50mV), the C,, required 
for Qi calculation is measured at zero Vds. In order to avoid this inconsis- 
tency, C,, and I,, should be measured at the same Vd,. This indeed can be 
done by measuring the gate-to-drain and gate-to-source capacitances, C,, 
and C,, respectively, at a desired V,, and then adding the two capacitances 
to get C,,; i.e., C,, = C,, + Cgd. It has been shown that this method results 
in a more accurate value of the inversion layer mobility [58a]. 

Experimental Setup for  Measuring C,, and C,b. Figure 9.31a shows an 
experimental setup for measuring the gate-to-channel capacitance C,, of 
an nMOST using an HP  4275A LCR meter. The source and drain are 
connected together to the capacitance meter ‘Lo’ terminal and the gate is 
connected to the ‘Hi’ terminal. A DC bias v,b is applied to the bulk terminal. 
The gate voltage is stepped, from a value at which the inversion capacitance 
is zero, in the direction in which capacitance increases. Thus, for an n- 
channel MOSFET, V,, is swept from - V,,(max) to + V,?(max) in steps of 
say 0.1 V. An AC signal voltage of 100mV peak-to-peak is generally used. 
The frequency of the AC signal can range from 100KHz to 1 MHz. In 
principle, high frequency C,, measurements may be affected by the presence 
of interface states and channel resistance effects [57].  If present, both factors 
introduce a frequency dependence of the C,,. However, it has been observed 
that C,, is generally independent of frequency in the range 100KHz to 
1 MHz [SS]. 
The value of the capacitance measured at - V,,(max) (accumulation regime) 
is C, = C, + C,,, where C, is the parasitic capacitance of the measuring 
system and C,, is the total gate overlap capacitance. Thus, C, is subsequently 
subtracted from all previously measured values of C,,. The resulting C,, 
versus Vqs is shown in Figure 9.31b for an nMOST (W/L = 50/50 and 
to, = l50A) for three different V,, ( =  0,l and 3 V). The corresponding Qi 
calculated using Eq. (9.53) are shown as dotted lines. The integration for 
Qi can be performed using any suitable integration routine such as the 
trapezoidal or Simpson method. 



456 9 Data Acquisition and Model Parameter Measurements 

L C R  METER 

".0-/-----0.5 CURVE 

0'0-2 - 1  

GATE VOLTAGE V, (V) 
(b) 

Fig. 9.3 1 (a) Experimental setup for measuring gate-to-channel capacitance CGc. (b) C,, 
as a function of gate voltage V,, for 3 different substrate biases V,, = 0, l  and 3 V. The 

dotted lines are inversion charge density Q, ( =  QJWL)  calculated using Eq. (9.53) 

To measure gate to substrate capacitance C,,, the source and drain are 
connected to the ground, the substrate to the 'Lo' terminal of the 
capacitance meter and the gate to the 'Hi' terminal as shown in Figure 9.32a. 
Once C,, as a function of VgS is known, the Q, can be obtained using 
Eq. (9.54) using the same procedure as for calculating Qi. Figure 9.32b 
shows measured gate-to-bulk capacitance C,, of an nMOST (the device 
whose C,, is shown in Figure 9.31b) for three different V,, (= 0, l  and 3 V). 
The corresponding Q, are shown as dotted lines. 
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Fig. 9.32 (a) Experimental setup for measuring gate-to-hulk capacitance CGB.  (b) CGR as a 
function of gate voltage V,,, for 3 different substrate biases VAh = 0, 1 and 3 V. The dotted 

lines are hulk charge density Q B  ( = Q b / W L )  calculated using Eq. (9.54) 

9.10 Determination of Effective Channel Length 
and Width 

The most basic parameters of a MOSFET are those which define the 
effective or electrical length Land width W of the transistors. These param- 
eters play an important role in governing the device characteristics of 
small geometry devices. The device L differs from the drawn channel length 
L, (physical mask dimensions) by a factor AL such that L= L, - AL [cf. 
Eq. (3.32)]. Similarly, the device W is generally smaller than the drawn 
device width W, (physical mask dimension) by a factor AW such that 
W = W,,, - A W [cf. Eq. (3.33)]. It is the L and W and not L, and W, which 
are used for modeling MOSFET devices (cf. section 3.7). This in turn 
requires AL and A W to be known. In this section we will discuss various 
methods of determining AL and A W of a MOSFET. 
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Basically, there are two methods of determining AL and A W. These are: 

Drain current method: [60]-[85] In this method, the drain current Id, is 
measured as a function of gate voltage V,, at a low drain voltage 
(Vds < 0.1 V) and fixed back bias V,,, generally zero volts. The low Vd, 

ensures device operation in the linear region. 
Capacitance method: [86]-[90] Here device gate-to-channel capacitance 
C,, is measured as a function of V,, at zero V,, with source and drain 
tied together. 

The drain current method is the most widely used for determining AL and 
AW because of its simplicity. It should be pointed out that either of the 
I-V or C-V methods of extracting AL(A W )  results in the effective channel 
L(W) that is purely an electrical parameter, as discussed in section 3.7. 

9.10.1 Drain Current Methods of Determining AL 

Various drain current methods, reported in the literature, to determine 
AL are based on the following drain current equation in the linear 
region [cf. Eq. (6.225)] 

(9.55) 

where Do = poCox WIL and we have assumed 9, to be zero. This assumption 
(of 0, = 0) is made for all methods of AL and A W extraction using I d ,  - Vgs 
data in the linear region [65]. It is a good approximation provided these 
parameters are extracted at zero back bias, which indeed is generally the 
case for AL and A W extraction. However, if V,, is not zero, then neglecting 
8, will cause error in the extraction. Different drain current methods use 
Eq. (9.55), and its variation, to determine AL. 

Channel-Resistance Method. The one most commonly used method of 
AL extraction is the so called channel resistance method. In this method 
AL is extracted by measuring the response of the device channel resistance 
to the change in the gate voltage V,, or gate drive (V,, - Vth)  at fixed V,b .  
The intrinsic channel resistance R,, of an MOSFET operating in the linear 
region is given by [cf. Eq. (6.52)] 

(9.56) 

The total resistance R, measured between the source and drain terminals 
is simply 

R, = R,, + Rr (9.57) 
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where R, is sum of the source and drain resistances. Combining Eqs. (9.56) 
and (9.57) we get 

r 
(9.58) 

which can be written as 

R,  = A(L,  - AL) + R, (9.59) 

where 

Physically, A is the channel resistance per unit length. To unambiguously 
determine AL from Eq. (9.59) it is important that (1) R, be independent of 
the external bias, and (2) A be independent of the channel length. If these 
two conditions are met then from Eq. (9.59) it is evident that at a given 
V,,, the plot of the measured R, against the drawn channel lengths L,,. for 
sets of adjacent transistors with the same channel widths, will be a straight 
line given by 

(9.60) R ,  = A . L ,  + B 

where the intercept B is 

B = R, - A'AL. (9.61) 

Repeating the plot for different gate voltages Vgs will result in a set of 
straight lines. In the ideal case, these different lines will all intersect at one 
point with the point of intersection giving Rr on the R ,  axis (y-axis) and 
AL on the L, axis(x-axis), as shown in Figure9.33. However, often R ,  
versus L, lines fail to intersect at a common point. In that case the method 
is carried over one step further by using second linear regression of the 
plot of B versus A obtained from different gate voltages V,, [cf. Eq. (9.61)]. 
The slope and intercept of B versus A line gives AL and R,, respectively. 
To avoid any narrow width effect wide test transistors should be used. 
Further, since V,,, is channel length dependent, one should use higher gate 
biases (e.g. V,, > 4-5 V) in order to minimize the effect of short channel 
V,, fall off on the parameter A. Since VLSI circuits require smaller gate 
biases ( Vgs I 5 V), to minimize the effect of varying V,, the proper method 
would be to adjust V,, so that the effective gate drive V,,( = Vgs - Vt,) is 
equal for all transistors. This way, one can use lower VgS and also ensure 
that A is constant. The possible device to device variations of ,us, W and 
Cox, for the same die, are neglected in the analysis, although they can 
contribute to the error in the AL extraction. 
It has been pointed out that the method of determining V,, also affects the 
extracted AL and R,, particularly when using small gate drive, say V,, = 
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CHANNEL LENGTH L, (pm) 

Fig. 9.33 Measured output resistance R, versus drawn channel length L, for nMOST with 
to, = 300& Lines with different gate voltages intersect at one point from which AL and R ,  
are derived 

0.5V [67], 1681. The V,, determined from the constant current method, 
rather than the linear extrapolation method, was found to be more consistent. 
This is because the V,, measurement by linear extrapolation method is 
sensitive to the S/D resistance in series with the MOSFET channel 
resistance [67]. 
This method, first proposed by Terada and Muta 1601, was reformulated 
by Chern et al. [61] and later slightly modified by many others [62]-[68]. 
It is the most commonly used method for determining AL and has become 
widely established as an industry standard. This is probably because of its 
accuracy [62] and the fact that the method also gives source/drain resistance 
R, at no extra cost. The method is sensitive only to the measurement noise 
and does not respond to the device-to-device variation. The precision 
of the extracted AL is limited to the precision with which L, is known 
[63]. Thus, in this method, AL and R, are extracted using the following 
procedure: 

1. Measure I,, at low V,, (typically 50mV) and zero Vsb, by sweeping Vgs 
in steps of 0.1 V (or 0.05 V), for a set of transistors having the same 
channel width W,,, but varying channel lengths L,. 

2. Determine V,, for each device using data from step 1. 
3 .  For a fixed gate drive V,,(= V,, - V,,), determine the device output 

resistance R,( = V,,/I,,,) for different mask length (L,) devices using data 
from steps (1) and (2). The measured R,, at fixed V,,, is plotted against 
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Fig. 9.34 (a) Measured output resistance R, versus drawn channel length L, for nMOST 
with to, = 150 A. Lines with different gate drive voltage (V,, - V,,,) gives slope Ai and intercept 
Bi; (b) the plot of intercept Bi against slope Ai for different gate drives. The slope and intercept 

of this line yield A L  and R, 

different L,. The linear regression of this line" gives slope A ,  and 
intercept B,. 

4. Repeat step 3 for different gate drives Vqt in the range from 1.0 to say 
5 V ,  in a step of, say, 0.5V giving sets of Ai and B,. 

5. The intercepts Bi, obtained from step 4, are then plotted against the 
corresponding slopes A,.  The linear regression is applied again on B 

l 1  A linear least square regression formula based on equation Y = A X  + B is given in 
Appendix G .  The regression not only gives the intercept and slope of the line, but will 
also yield correlation coefficient. 
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versus A line. The slope and intercept of this line give AL and R,, 
respectively. 

Figure 9.34a shows plots of the measured resistance R, versus drawn 
channel length L, = 1,1.5,2 and 3 pm and constant width W, = 12.5 pm 
for V,,(= Vgs-  V,,) from 0.5V to 3V in steps of OSV. These are the n- 
channel conventional source/drain devices fabricated using a typical 1 pm 
CMOS technology, with to, = 150A and V,, = 0.5 V. The least square 
regression is applied to fit the straight line through the data for each 
specified gate drive (Figure 9.34a). A second regression is applied to Bi 
versus Ai data to find the slope and intercept giving AL and R,, respectively 
(see Figure 9.34b). 

Other Resistance Methods. The resistance method discussed above requires 
more than two devices with varying channel lengths. Various other resistance 
methods, based on Eq. (9.53, have been proposed which require only two 
devices that are identical except for the channel length. Rearranging 
Eq. (9.55) as [SO] 

(9.62) 

we plot the resistance R ,  against (Vq, - VtJ1 for each channel length as 
shown in Figure 9.35a. Note that R ,  varies linearly with (V,, - V[h)-' as 
suggested by Eq. (9.62). The nonlinearity near (V,, - V,,) = 0 results from 
the breakdown of the approximation used in arriving at Eq. (9.62). The v,h 
required is normally obtained by linear extrapolation of the I d ,  - Vgs curve. 
The slope of the straight line portion of the R, versus (Vqs - V J '  curve 
yields l/po and the intercept (to the R ,  axis) yields I9( = I9,/p0 + R,). Once 
9 and Po are obtained for devices with different L,  and fixed W,, AL can 
be obtained using the following equation 

(9.63) 

Figure 9.35b shows a plot of versus L,; the ratio of the intercept to the 
slope of this line gives AL. However, if we plot intercept 0 against slope 
1/p0 for different L,, then the intercept of this second regression line 
gives R,.  
It is important to note that in this method only two transistors are sufficient 
to calculate AL. If two transistors have the same width, the following 
relationship between any pair of transistors can be obtained from Eq. 
(9.63) that is, 

(9.64) 
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Fig. 9.35 (a) Measured output resistance R ,  versus (V,, - VJ1 with channel lengths L, 
as a parameter for nMOST with t o ,  = 150 8, (W, = 12.5 pm). Slope of these lines yields p; ' 

for each length L,. (b) The plot of b; ' versus L, gives AL 

where L,, and L,, are drawn channel lengths for the two transistors and 
pol and Po, are their corresponding Po values. Rearranging this equation 
yields 

(9.65) 
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If one of the two transistors has a considerably longer channel length, the 
accuracy of the AL extraction is substantially increased. The advantage of 
this method is that it can be used to determine AL for a small device, provided 
we also have a large geometry device. 
Assuming do and R, are independent of channel length, the series resistance 
R, can be obtained from the following equation 

R, = 01 - 0 2  (9.66) 

where Q1 and d2 are the values for (do/po + R,) for the devices with channel 
length L,, and Lm2, respectively. 
In a method proposed by Suciu and Johnston [79], the quantity E, obtained 
by rearranging Eq. (9.55), defined as 

2(801 - 802) 

(9.67) 

is plotted against (V,, - Vth) for each channel length L,, as shown in Figure 
9.36. Note that E varies linearly with (V,, - V,,,) as suggested by Eq. (9.67). 
The extrapolation of the straight line portion of the E versus (VgS - Vth) 
curve to the E axis results in l/po and the slope gives O( = eo/Po + R,). 
Once Po for different lengths are known then AL can easily be calculated 
(see Figure 9.35b). As expected, results obtained from Eq. (9.62) and (9.67) 
are exactly the same as both methods are derived from the same basic 
equation. Note that the plot of the slope 8 vs. ' / P o  for different L, gives R,. 

I I I I 171 

>" 0.8 
I1 
w 

0.4 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 

(Vgs-Vth) ( V )  

Fig. 9.36 Variation of function E versus (V,. - Vth) with channel lengths L, as a parameter 
for nMOST with to, = l50A (W,  = 12.5pm). The intercept (to E axis) yields p i '  for each 

length L,. From the plot of /I; versus L, is derived AL. as shown in Figure 9.35b 
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Transconductance Method. Another method which is often used for AL 
extraction is based on the transconductance g, of the device. Differentiating 
Eq. (9.55) with respect to V,, yields 

(9.68) 

from which the maximum transconductance gm,max can be seen to be 

(9.69) 

provided maximum g, occurs at a point where Vg,=  V,,. However, in 
practice, maximum g m  occurs at a point slightly above the threshold voltage 
(obtained by the linear extrapolation method). Therefore, Eq. (9.69) is 
accurate only when R, can be neglected. Remembering that L = L, - AL, 
Eq. (9.69) can be rearranged as 

gm,max -' = A - ' ( L ,  - AL) (9.70) 

where 

A = Po C o x  WVdS 
If we have devices with the same W, but different drawn channel lengths 
L,, then the plot of l/g,,,,, versus L,  will be a straight-line, the 
extrapolation of which results in AL. In practice gm,ma, is determined from 
the point of maximum slope of the experimental I d ,  versus Vgs curve at 
small Vds. This method is referred to as the g m  or 1/P method. Figure 9.333 
shows a data plot for this method. Devices used are the same as in 
Figure 9.33. Note the difference between the g m  method and the one based 
on Eqs. (9.62) or (9.67). While the g m  method requires derivative of I d ,  to 
calculate Po, in the other methods Po is obtained from measured output 
resistance. 
The main drawback of this method is that it neglects the source/drain 
resistance R,. This results in data points not falling on a straight line when 
different device lengths are used. This nonlinearity introduces an error, 
which tends to underestimate AL. The higher the R,, the higher the error. 
This method is, therefore, not suitable for LDD devices, where R, is high. 
If R, is small compared to the channel resistance, as is usually the case 
with standard source/drain or long-channel devices, this method yields 
AL fairly close to the resistance method [cf. Eqs. (9.62) or (9.67)]. Also note 
that, unlike the resistance method, this method does not yield R,. 

Transresistance Method. The gm method requires more than two devices 
to determine AL. A method which requires only two devices and is based 
on both device transconductance g m  and output conductance g d  has recently 
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been proposed [Sl]. Differentiating Eq. (9.55) with respect to V,, gives the 
conductance g d  as 

Dividing Eq. (9.71) by the square-root of Eq. (9.68) yields 

(9.71) 

(9.72) 

which is independent of the series resistance Ri and is a linear function of 
V,,. The slope of g , / A  versus VgS for different length devices will give 
Po from which AL can be determined. 

Gate Bias Dependence of AL. All the drain current methods discussed above 
assumed that R, is a constant independent of the gate voltage Vg,. Strictly 
speaking this is not true as discussed in section 3.6.1. In fact both R, and 
effective channel length L depend upon V,,. This is the result of the channel 
broadening effect where L is modulated by the gate voltage [75]. L is 
considered to lie between the points where the current flows from the lateral 
spread of the S/D diffusion layer to the inversion layer. These are the points 
where the conductivity of the diffusion resistance is approximately equal 
to the incremental inversion layer conductivity. Since the inversion layer 
conductivity increases with increasing gate voltage, the effective L increases. 
Simultaneously, the effective series resistance R, decreases with gate voltage. 
The gate voltage dependence of R, and AL are more pronounced for LDD 
devices compared to the standard S/D devices. This is due to the fact that 
LDD devices have an n- regions under or near the gate which gets easily 
modulated by the gate voltage. This explains the failure of R, versus L, 
lines to intersect at a common point particularly for LDD devices. 
Recently a method, based on Terada and Muta/Chern et al., has been 
proposed to calculate R, and AL as a function of V,, [69]. In this method, R, 
is plotted against L, for only two gate voltages that are closely spaced. 
The intersection of the two regression lines gives R, and AL at the middle 
level VgS as shown in Figure 9.37a. Typically the two voltages differ by less 
than 0.5V so that R, can be assumed constant over the range. With this 
step repeated for different Vgs pairs, like (1,1.5), (1.5,2), (2,2.5). . . . (5.5,6), 
one obtains R, and AL as a function of VgS. For conventional S/D devices, 
the total variation in AL due to VgS change is small; it is much larger for 
LDD devices. This is shown in Figure 9.37b, where in one process AL for 
a conventional device changes only by about 0.04 pm (from 0.53 pm at 1.25 V 
gate drive to 0.56 pm at 6 V gate drive), while for an LDD device the change 
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Fig. 9.37 (a) Measure output resistance R ,  versus drawn channel length for two closely 
separated gate voltages. The intersection of the line yields AL. (b) Extracted AL for 
conventional and LDD n-channel MOSFET as a function of Vgs using procedure shown 
in (a). Variation of AL with V,, is much larger for the LDD device, compared to the con- 

ventional device and depends upon doping in the n- region. (After Hu et al. [67]) 

is 0.28pm over the same gate drive voltage range. For the LDD device, 
this change depends upon the doping in the n- region. The higher the 
doping, the smaller is the change due to Vgs variation. 
Recently it has been reported that linear extrapolation of the effective 
channel length L, obtained at each pair of gate voltages, to the threshold 
voltage gives a value of L that corresponds to the metallurgical length for 
LDD devices [70]. 
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9.1 0.2 Capacitance Method of Determining AL 

As was pointed out earlier, the current-voltage method is the one most 
commonly used for determining AL and R,, largely because of the measure- 
ment simplicity. Nevertheless, the capacitance method is also occasionally 
used because often one transistor suffices to determine AL [90]. Moreover, 
unlike in the drain current methods where R, and AL cannot be separated, 
the capacitance method determines AL independent of the S/D resistance 
R,. 
The experimental setup for measuring AL using the capacitance method 
is shown in Figure 9.38a. The gate of the MOSFET is connected to the 

I I I I I 

GATE VOLTAGE Vs ( V )  

(b) 

Fig. 9.38 AL measurement using capacitance method. (a) Experimental setup using LCR 
meter, (b) C-V curve for pMOST with different L, = 2, 2.5, 3 and 4pm devices. Inset 
shows C, as a function of L, for V,, 5 V and Vqs = 0 V. Slope of this line yields AL. (After 

Yao [SS]) 
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‘Hi’ terminal of the HP4275A LCR meter, whose ‘Lo’ terminal is connected 
to the shorted source and drain. The bulk (substrate) is grounded. It should 
be pointed out that one can connect the ‘Lo’ terminal to the gate and the 
‘Hi’ terminal to the shorted S/D. This connection has the advantage of low 
noise in the measurement, but has the disadvantage that one needs to track 
the S/D voltage by connecting a separate programable power supply to the 
bulk terminal [Sl]. A small AC voltage (20-30 mV peak-to-peak) of frequency 
100 KHz is superimposed on the gate voltage, which is stepped from V,(max) 
(accumulation) to - V,(max) (inversion), and the corresponding gate capa- 
citance C, is measured. When the device (say p-channel) is biased in strong 
accumulation, a layer consisting of free electrons is formed under the gate, 
which is electrically disconnected from the p +  source and drain. Therefore, 
the measured capacitance C,, is the sum of the overlap and parasitic 
capacitances Covl and C ,  respectively, that is, 

C,, = Caul W + C, (F) (accumulation). (9.73) 
However, when the device is biased in strong inversion, a channel is formed 
under the gate, which is electrically connected to the source and drain. In 
this case the measured capacitance CGi is the sum of the gate-channel 
capacitance CGC( = Cox W L )  plus the overlap and parasitic capacitances, so 
that 

CGi = Cox W L  + Caul W + C ,  (F) (inversion). (9.74) 
Combining Eqs. (9.73) and (9.74) yields the gate channel capacitance C,, as 

C,, = C G i  - C,, = Cox W L  = Cox W(L,  - AL). (9.75) 
Thus, measuring the difference between the gate capacitance in accumulation 
(measured at say V,, = - 5 V) and inversion (V,, = + 5 V), we get CGC. If 
the test transistors are wide such that W E  W,, and Cox can be measured 
accurately, then AL can easily be obtained from Eq. (9.75). 
The accuracy of the method depends upon the accuracy of the Cox measure- 
ment. The measurement error due to Cox can be eliminated by measuring 
C,, on a series of transistors with same width W,, but varying lengths 
L,. The C,, is then is plotted against L,. The intercept to the L, axis (x 
axis) gives AL [84]. The problem with this method is that C, is normally 
very small (<< 1 pF), and in practice difficult to measure accurately when 
the channel length becomes short. 
Note that implicitly it is assumed that CGi (capacitance in inversion) and 
C,, (capacitance in accumulation) are constant independent of the gate 
bias. Indeed this is true only for long channel devices. For short channel 
devices (standard S/D or LDD), C,, is not constant but varies with VgS. 
This variation is large for LDD devices compared to the standard 
source/drain devices. Therefore, for short channel devices C,, cannot be 
calculated unambiguously, as it will now depend upon what gate bias in 
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accumulation is chosen to measure CGa. This can be seen from Figure 9.38b, 
where the total gate capacitance C, is plotted as a function of the drawn 
channel length L, ( = 2,2.5,3 and 4 pm) for standard source/drain p-channel 
devices. From these measurements we get C,, for each L,; the extrapolation 
of C,, versus L,  yields AL (see inset). If Vg = Vgs = 0 V  is chosen for C,, 
calculations, it yields AL = 1.54 pm, however, choosing Vgs = 5 V (accumu- 
lation) results in AL= 1.24pm [SS]. In both cases, least square fits are 
excellent with linear region correlation better than 0.9999. Therefore, a 
good least square fit alone can not be used to justify the accuracy of the 
measurement technique. The value of AL = 1.54pm at Vgs = 0 V is within 
4% of that determined by the resistance method. Therefore, it has been 
suggested that for LDD n-channel devices one can use Vgs = 0 rather than 
Vgs = - 5 V (accumulation) for calculating C,,. This is because in this case 
the n- region is not depleted and the channel surface is not inverted [84]. 
However, C,, measured at Vgs = 0 contains a capacitance component due 
to the fringing fields between the gate and the side walls of the n- region. 
This will cause C,,, and hence the effective channel length L, to be smaller 
(AL to be larger) than the actual value [89]. 
It has been reported that there exists a fine structure (flat portion between 
- 0.6 V to - 1.1 V for n-channel device with W/L = 510.25 pm) in C-V 
data for short-channel devices [90]. Therefore, one can use Eq. (9.75) to 
determine AL from a single device measurement. However, others [Sl] 
have not observed such fine structures in submicron devices. 

9.1 0.3 Methods of Determining A W 

Most of the AL methods described in the previous sections can be applied 
to AW extraction. Similar to the AL methods, here again the drain current 
methods are the ones most commonly used for determining AW. In this 
case we will need identical devices withjixed length L,, but varying width 
W,. The length L, should be large so that short-channel effects can be 
neglected. 
A slight variation of the channel resistance method for AL extraction has 
been used to extract AW, provided Rt is redefined as sourceldrain series 
resistance per unit width [85]. Rearranging Eq. (9.58) we get 

(9.76) 

where R,, is the series resistance per unit width and the constant A’ is 
given by 
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For a given width device, the plot of R, versus (Vgs- VJ1 should be a 
straight line, the slope A ,  of which is given by 

(9.77) A,( W,,, - A W )  = A'. 

This equation shows that a plot of (A.W,) versus A ,  for different width 
devices should be a straight line, the slope of which yields AW. Thus, two 
linear regression steps are required to extract AW using this method, namely: 

1. For each device width, the device resistance R, is plotted against gate 
drive Vg,( = V,, - V J ,  in the range say 1.0 V to 5.0 V. The linear regression 
of this data yields a slope A ,  for each device width (see Figure 9.39a). 

2. The slope A ,  (obtained from step 1) multiplied by the drawn device 

" "  
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 

R,,,(n) 
(a 1 
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Fig. 9.39 (a) Measured MOSFET resistance R, versus ( Vg! - V J  I for different devices 
with same channel length (12.5pm) but different drawn widths W , .  Linear regression of 
these lines give slope A .  (b) Plot of the slope A obtained from Figure (a) against A.W,. 

Continuous line is the least square fit to the data (circles). (After Arora et al. [SS]) 
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width is then plotted against the slope A,,,. The slope of the resulting 
straight line gives A W (see Figure 9.39b). 

Other resistance methods, discussed earlier for extracting AL, can also be 
used for A W extraction. The procedure is exactly the same, except that in 
this case we determine Po for devices with fixed large channel length L, 
but varying widths. A W is then determined using linear regression of Po 
versus W, using the following equation 

Po = &(Wm - AW). 
L 

(9.78) 

Alternatively, only two devices could be used as in the case of AL extraction. 
The transconductance (9,) method for AL extraction, is also applicable for 
A W extraction. In this case we use the following equation 

(9.79) 

The extrapolation of the straight-line region of the g,,,,, versus W, curve 
yields A W. This method has the same drawback as AL extraction, that is 
device R, is neglected. 
The capacitance method described earlier for AL determination can also 
be used for A W extraction, if measurements are made on long L, devices. 

9.1 1 Determination of Drain Saturation Voltage 

The drain saturation voltage Vd,, ,  represents the boundary between the 
linear and saturation regions of device operation. The knowledge of the 
device V,,,, is a necessary first step for the characterization of the device 
in saturation. Since the transition from the linear to the saturation region 
is very smooth, it is difficult to determine the transition voltage V,,,,. Several 
approaches have been proposed to determine V,,,, [95]-[99]. Most of these 
approaches require iterations to a ‘best fit’ solution and are model 
dependent [95] (see Chapter 10). However, here we describe techniques 
which are model independent and thus require no assumptions for the 
parameter values [96], [99]. 
In one method of determining Vdsat, which requires device I , ,  - V,, data, 
we define a function G such that [99] 

(9.80) 

where gds = 81d,/8vds is the output conductance of the device. The function 
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G is such that it increases with V,, in the linear region of MOSFET operation 
and thus has a positive slope. In the saturation region, the function G 
decreases with Vd, and has a negative slope. Combining the linear and 
saturation regions of the device operation, it is realized that the function 
G, when plotted against V d , ,  increases in the linear region to a peak value 
and then decreases in the saturation region. The peak point, therefore, 
corresponds to the transition point where V,, = Vd,,,. Thus, to get V,,,,, the 
following steps are used: 

1. Measure I , ,  by sweeping the drain voltage V,, from zero to V,,(max) at 
fixed V,,. Repeat the process for different values of V,, from say 
0.2Vgs(max) to Vg,(max) in equal increments. The substrate bias V,, 
remains constant during these measurements. 

2. For a given Vg,( = V,,,) calculate gds from the I,, - V,, data (see dotted 
lines, Figure 9.40). 

3 .  Find the derivative of g,;' with respect to V,, and multiply the resulting 
value with the corresponding gds  to obtain the function G. 

4. Plot the function G against V,,, the peak point gives the saturation 
voltage Vd, , ,  at V,, = Ksl (see continuous lines, Figure 9.40). 

5. Steps 2-4 are repeated for different values of Vgs thus giving V,,,, as a 
function of V,,. 

Figure 9.40 shows a plot of the function G versus Vd, for various values of 
V,,, for an n-channel MOSFET with W / L =  12.5/1. Also shown in this 
figure are values of g d s  versus Vd, for different V,,. The peak points corre- 
sponding to the V,, values can easily be identified as V,,,,. The V,,,, points 
thus calculated are shown in Figure 9.41 as circles in the measured I d s  - Vd, 
curves, from which the function G was calculated. The triangles (A) show 
V,,,, calculated using Eq. (6.179). 
Note that this method of calculating V,,,, is independent of any specific 
MOSFET model and requires only I , ,  - V,, data at different V,:. It is thus 
free of model parameter values. However, it involves evaluatlon of the 
derivatives, which often induce errors particularly when the value of the 
derivative is small. Sometimes, in the G versus V,, curve, abrupt changes 
or multipeaks may occur (see Figure 9.40). This is because the values of 
gds obtained from the derivative of the measured I d s -  V,, data are not 
smoothly changed as V,, increases, especially when V,, is higher and/or V,, 
is higher. When more than one peak point appears, the first peak with 
smallest V,, is identified as the true peak for VdSat determination. Normally 
a 5 point least square fit method is used to process the data and to find 
the first derivative [25].  Also note that the peak value of G decreases as 
Vgs increases. This can be seen as follows: In the linear region, I d ,  is given by 

(9.8 1) 
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Fig. 9.40 Plots of the G function [Eq. 9.803 and output conductance gds versus V,, with 
varying V,, for a nMOST with to, = l50A. For a given V,,, the V,, value at the peak corres- 

ponds to V,,,, 
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Fig. 9.41 Measured I,, - V,, characteristics for a nMOST with WJL, = 12.5/1 and to, = 
l50A. 0 and A represent the measured (using procedure shown in Figure 9.40) and 

calculated (from Eq. 6.179) V,,,, values, respectively 
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which gives 

Q: G =  _-_ -  
Qi Pi 

415 

(9.82) 

where Q: and p' are the first derivatives of Qi (inversion charge) and p 
(mobility) with respect to V d , ,  respectively. As V,, increases, the inversion 
charge density Qi increases and therefore, the term - QI/Qi of the function 
G (Eq. 9.82) decreases. 
Another method of determining V,,,,, that does not require drain current 
derivatives, depends upon the ratio of the substrate to drain current, Z b / Z d .  
This method of determining v d , , ,  has been used to characterize the substrate 
current [96]-[97]. When the curves of constant I , , / z d  are superimposed on 
the plots of I , ,  versus V,,, it has been found that the loci of constant l b / l d  

are parallel to each other as shown in Figure9.42 where loci for 
l b / Z d =  5 x and are shown. This is supported by the 
following equation for the substrate current [cf. Eq. (8.12)] 

(9.83) 

which shows that each constant z b / I d  is determined by a constant value of 
(V,, - V,,,,). Therefore, in the I d ,  - V,, coordinate, each constant z b / z d  locus 
is just a translated version Of Some v d , , ,  locus, where the parallel translation 
in the V,, direction is equal to V,, - V,,,,. The locus of V,,,, is therefore 
the locus of constant z b / z d  corresponding to V,, - V,,,, = 0. In other words, 

Fig. 9.42 Loci of constant I b / l d  and V,,,, on the plot of I, - V, curve illustrating Vd,,, 
extraction. These curves are for nMOST with W,/L, = 2512 and to, = 300A 
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the locus of V,,,, is determined by drawing a curve through the origin which is 
parallel to  the loci of constant lb / ld .  
The experimental method to determine V,,,, thus consist of the following 
steps: 

1. Measure I, and I, by sweeping V,, from zero to V,,(max) at fixed Vgs. 
Repeat the process for different values of V,,, from say 0.2Vg,(max) to 
V,,(max), in equal increments. The substrate bias V,, remains constant 
during these measurements. 

Fig. 9.43 (a) Variation of log (Ib//,)  versus V,, with V,, as parameter. For selected (/,,/Z,) and 
V,, = Vgsl, gives V,, point. (b) Shifting the (IdLi, VdLi) curve, generated from (I,,, VdL) 

coordinate, results in locus of Vdsa, 



9.12 Measurement of MOSFET Intrinsic Capacitances 477 

2. For a desired value of lb/ l , ,  interpolate the log(lb/l,) versus V,, data to 
find the V,, value (denoted by V,,) corresponding to a given V,,, say 
v,,~. Figure 9.43a shows v,, for v,, = 2 v at a specified I b / I ,  = in 
an experimental nMOST with WIL = 2512 and to, = 300 A. 

3 .  Find I , ,  corresponding to V,,= V,, and V,,= I/gSl, denoted by I, , ,  by 
interpolating the I, ,  - Vd, data (see Figure 9.43b). 

4. Repeat step 2 and 3 for different V,, values. This results in a single I b / I ,  

curve in I,, - V,, coordinates shown as the ( I d L i ,  VdLi) curve in Figure 
9.43b. 

5. Extrapolate the ( I d L i ,  VdLi) curve to intersect the V,, axis and calculate 
the V,, intercept value, Vdin,. It is the Vdint value by which the lb/ld locus 
curve should be shifted to obtain the locus of V d , , , .  

6. Shift the ( I d L i ,  VdLi) curve to pass through the origin by plotting the 
curve ( I d L i ,  VdLi - Vdint), which represents the locus of Vd,,,. 

7. The intersection of this V,,,, locus with the I d s -  V,, curve gives vd,,, 

and Idsat as a function of V,,. Figure 9.42 shows the V,,,, locus and 
constant Ib/I, loci superimposed on Id,  - Vd, curve. 

The I b / I d  method is less noisy than the G function method. However, the 
disadvantage is that it requires substrate current data in addition to the 
drain current data. Moreover, it is difficult to use for p-channel devices 
because of their very low substrate current. This method is more useful 
when V,,,, is required for substrate current modeling. 

9.12 Measurement of MOSFET Intrinsic Capacitances 

Several methods have been developed to measure MOSFET intrinsic 
capacitances [loo]-[ 1031. These methods can be broadly divided into two 
classes: ‘on-chip’ methods [loo]-[lo71 and ‘ofS-chip’ methods [108]-[113]. 
In the so called ‘on-chip’ methods, a special measurement circuit is fabri- 
cated near the device whose capacitances are to be determined, in order 
to avoid stray capacitances and noise. The ‘off-chip’ method, also called 
the direct measurement technique, uses an external measurement system 
which is connected to the device under test (DUT) by probes for direct-on- 
wafer measurements. In what follows, we will discuss these techniques with 
their advantages and disadvantages. However, it should be pointed out 
that, for reasons discussed later, off-chip methods are the ones most 
commonly used for intrinsic capacitance measurements. 

9.1 2.1 On-Chip Methods 

The first on-chip technique, proposed and implemented by Iwai and 
Kohyama [loo] and later improved by Oristian et al. [ lo l l ,  is based on 
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Fig. 9.44 Circuit 
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schematic for on-chip open loop capacitance measurement 
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schematic for on-chip open loop capacitance measurement technique 

a capacitance voltage divider formed by series connection of a test 
capacitance and reference capacitance as shown in Figure 9.44. The test 
capacitance C,,,, is the voltage dependent gate capacitance of the DUT 
(both intrinsic and extrinsic capacitances). The reference capacitance is a 
poly-diffusion or metal-metal capacitance of known value. The output 
signal taken between the two capacitances is buffered by the source follower 
so as to isolate the DUT from measuring instruments. 
A voltage V, is applied to the gate of the DUT by pulsing M1. When M1 
is turned on, the gate is charged to Vg; when M1 is turned off, the measure- 
ment is performed. A small signal is first applied to node 1 to calibrate the 
gain A ,  of the source follower, then it is switched to node 2 to make measure- 
ments. If C p  is the stray capacitance associated with the gate node, then 
the output voltage V,,, is given by 

(9.84) 

The stray capacitance C, includes both the interconnect capacitance of the 
capacitance divider output node as well as the input capacitance of the 
buffer amplifier. It is desirable that C,  be as small as possible, compared 
to the reference and test capacitances, in order to keep the gain of the divider 
from being reduced. By subsequently applying the AC signal to each of 
the source, drain and substrate terminals, three separate gate measurements 
are made. The gate-to source, drain and bulk capacitances C,,, C,, and 
C,, respectively are then found by solving the following three voltage 
divider relations (one for each measurement configuration) 

(9.85) s- - C G S  

'in CGS + CGD + CGB + C r e f  + Cp 
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(9.86) 5- - C G D  

vin cGS + cGD + ‘GB + ‘ref + ‘ p  

(9.87) 

Note that this method requires access to the bulk terminal of the device. 
This places the requirement that the DUT be in its own well. Therefore, 
in n-well CMOS processes only n-type devices may be used for the capaci- 
tance measurements. 
This technique allows measurements of capacitance for smaller devices as 
process technology improves, since the reference capacitance may scale with 
the device capacitance being measured. However, it assumes that an accurate 
reference capacitor, comparable in size to the test capacitor, may be produced 
and that they can be accurately measured. Although this method has a 
simple circuit and has achieved a good resolution, it has the following 
disadvantages: 

1. The externally applied gate voltage and the actual internal gate voltage 
may be slightly different because of the feedthrough due to the pulse 
applied to the gate of M1. The seriousness of this feedthrough effect 
depends upon bias voltage at the measuring node, since the charge 
shunted is proportional to the difference between the pulse and the bias 
voltage. 

2. The cancellation of the parasitic input capacitance of the buffer amplifier 
requires the use of two test structures. 

An improved on-chip capacitance measurement method was proposed by 
Paulous [I 1061, which uses a switched-capacitor gain stage around the 
DUT, as shown in Figure 9.45a. A reference capacitance was chosen as the 
feedback capacitance while the DUT was used as a series capacitance. The 
overall gain of the circuit is given by 

(9.88) 

This assumes that the operational amplifier (op-amp) gain and its input 
impedance are infinite. The frequency of operation must also be lower than 
the gain-bandwidth product of the op-amp, so that the gain of the circuit 
is frequency independent. 
A small AC signal is applied to one of the terminals of the test device and 
a single gain measurement is made. Assuming that the reference capacitance 
has been accurately measured, the gain expression may be used to calculate 
the capacitance of the DUT. Biasing the DUT is relatively simple. Drain, 
source and bulk biases are directly applied to the MOSFET terminals, 
while the gate bias is applied through the negative terminal of the op- 
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Fig. 9.45 Circuit schematic for on-chip closed loop capacitance measurement method. (a) 
switched capacitance AC gain stage (b) setup for measuring C,, 

amp. A switch (pass transistor M 1) is required for DC biasing of the op-amp 
(see Figure 9.45b). When M1 is on, the op-amp functions as a DC voltage 
follower, so that the gate voltage of the DUT is at the same DC potential 
as the applied bias voltage. When M1 is turned off, an AC signal is applied 
to the DUT and the measurements are performed. Similar to the case of 
the voltage divider technique, the bias of the device is temporarily disturbed 
due to the feedback effect of transistor M1. This results in a shift in the 
DC output level of the op-amplifier. In theory, this would not affect the 
accuracy of the data, since only the AC signal is of interest. 
There are several advantages of this, so called the closed-loop on-chip 
method, over the capacitance voltage divider (open-loop) method. Some 
of these are 

0 The calibration required to make the measurement is minimized. 
0 The parasitic capacitance at the gate of the DUT and at the input of 

the op-amp are negligible because this node is at virtual ground. Unlike 
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the open-loop method, this method does not require a redundant set of 
test structures to reduce parasitics. 

0 The op-amplifier is guaranteed to have higher gain than the capacitance 
divider structure thus resulting in better measurement resolution. 

However, the main disadvantage of this method is that the test circuit 
becomes more complex due to fabrication of the op-amp. 
Although the on-chip capacitance methods have good resolution, the 
requirement for the fabrication of a spccial on-chip circuit around the 
device of interest have prevented these methods from being widely adopted. 
The technique requires dedicated masks for the fabrication of the test 
structures. Moreover, a well-established fabrication process is required and 
the measurement circuit (op-amp) needs to be redesigned for different 
technologies. Another limitation of this technique is that only gate related 
capacitances can be measured. Measurements of the drain and source 
capacitances is not possible due to large DC current through the device. 

9.1 2.2 OH-Chip Methods 

In off-chip methods, the DUT is connected to the external measuring system 
without any on-chip circuit. It thus has flexibility with respect to layout 
of the test devices and the possibility to use commercially available 
measuring systems. In principle, standard test transistors can be measured 
with this method by careful design of the system for suppression of parasitic 
effects. Since this method is moreflexible and easier to realize, it is the one 
most commonly used for MOSFE T intrinsic capacitance measurements. 
Two off-chip methods that are commonly used to measure capacitance are 
(1) lock-in amplifier methods [ 1 1 11-1 1 131, and (2) bridge type measure- 
ments using impedance meters such as the HP4275A [ 1081-[ 1 lo]. Both 
methods measure the small signal capacitance and parallel conductance of 
the DUT, independent of any stray capacitance to ground. Although bridge 
type measurements are easier to make, they are difficult to automate. On 
the other hand lock-in amplifier type measurements are easier to automate 
but calibration is not as accurate. 

Lock-In Amplifier Measuring Method. In this method shown in Figure 9.46, 
the switch of the on-chip closed-loop method (Figure 9.45) is replaced by 
a big feedback resistor ( -  1 GR) [113]. This is essentially a current-to- 
voltage (IV) converter, that converts the sensed current into a voltage, which 
is then detected by the lock-in amplifier such as PAR 186 or EG&G Model 
5206. The op-amp in the IV converter is a commercially available high 
performance op-amp, such as ICH8500A or Burr Brown 35515 with very 
low input bias current ((0.01 PA) to reduce the noise and is thus a major 
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Fig. 9.46 Circuit schematic for measuring small gate capacitances using lock-in amplifier 
method 

factor in improving the measurement resolution. The AC test signal, 
typically 30-50 mV (rms) is derived from the built-in oscillator of the lock-in 
amplifier, or can be taken from a separate signal generator, such as the 
HP4143. The coupling transformer and the buffer amplifier, such as the 
Burr Brown 3571, convert the primary test signal into a truly floating low 
impedance source. 
Ideally the output voltage of the IV converter increases proportionally to 
the signal frequency f. However, f cannot be increased without limits due 
to the frequency limitations of the IV converter op-amplifier, buffer amplifier 
and stray wiring capacitance. Therefore the frequency of the test signal is 
generally around 1-5 KHz, depending upon the setup used. The DC bias 
to the DUT is supplied by an HP4145 parameter analyzer. The HP4145 
also monitors the output of the lock-in amplifier, which gives capacitance 
information. The calibration of the measurement system is done by using 
a commercially available LCR meter or high precision standard capacitors. 
Configurations for measuring various gate capacitances can be selected with 
a specially designed switching matrix, such as the Kiethely model 706 
scanner. 
Unlike the on-chip circuitry methods, this method does not have a switch 
induced charge injection problem. This is because the input of the IV 
converter is connected to the gate terminal of the test device, which remains 
at virtual ground throughout the measurements. Measured results are 
insensitive to the parasitic capacitances on the virtual ground node as is 
the case for 3 or 4 terminal LCR meters. 
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The measurement setup shown in Figure 9.46 is to determine the gate-to- 
drain capacitance C,,. Recall that C,, is a measure of the change in the 
gate charge QG in response to the change in the gate-to-drain voltage 
Vgd. Therefore, the AC test signal is applied to the drain terminal while 
keeping V,, and Vgb constant and measuring the resulting AC displacement 
current at the gate terminal. Similarly, for measuring C,, and C,,, the AC 
test signal is applied to the source and substrate terminals, respectively, and 
the AC displacement current is measured at the gate. 

Bridge Type Measuring Method. MOSFET capacitances have also been 
successfully measured using LCR meters such as HP model 4275A which 
has a resolution of 0.1 fF [9]. Figure 9.47 shows the schematic diagram of 
the measurement system for gate-to-source capacitance CGs. The gate and 
source are directly connected to the LCR meter; the drain and substrate 
are connected to the low-noise DC voltage source. While using an LCR 
meter, the following precautions must be taken: 

The meter has a bias supply only at the 'Hi' terminal ( H , , H p )  and the 
'Lo' terminal (Lc, L p )  is at virtual ground. Therefore, the gate voltage is 
chosen as the reference potential, which is at virtual ground, with all 
other terminals referenced to the gate voltage. 

0 Within the LCR meter there is a resistor R, at the 'Hi' terminal which 
is in series with the external bias shown in Figure 9.47. When a DC drain 
current flows through R,  at nonzero V,,, the effective biases between the 
Lo and Hi terminals are reduced below the bias applied to the LCR 

Fig.,9.47 Circuit schematic for intrinsic gate capacitance measurements 
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meter. Therefore, it is necessary to  correct continuously the drain(source) 
voltage whenever the gate bias is changed. 

For low capacitance measurement in the a F  (10- l 8  F) range, it is important 
that a data averaging technique be used to reduce the random fluctuations 
of the data, thereby enhancing the resolution. Normally averaging of 20 
data points (i.e., average of 20 measurements at one bias point) gives a fairly 
smooth curve. Without this averaging procedure it will not be possible to 
achieve a resolution in the 0.1 a F  range. 
The measured capacitance using the on-chip or off-chip methods consists 
of 3 components; the parasitic or stray capacitance, the overlap and outer 
fringing capacitance and the intrinsic capacitance. The parasitic and overlap 
capacitances have to be subtracted from raw data in order to obtain the 
intrinsic capacitances. As shown in Figure 9.10, the parasitic capacitance 
C, = C,, + Cl,. Note that in the on-chip measurements, the inter-probe 
capacitance C,, does not exist because the small signal is buKered by the 
amplifier. The gate-source/gate-drain line parasitic capacitance C,, is fixed 
and independent of bias voltage. However, test structures are used that 
minimize C,,. I t  is important to use coaxial probes so that the gate electrode 
is shielded from the drain/source probes, thereby reducing Ci, to 4-5fF. 
However, C,,  cannot be made zero as discussed in section 9.1.2. 
In order to determine the overlap and fringing capacitances, the capaci- 
tance C,, and C,, are measured at V,, = 0 with VqA varying from strong 
accumulation to weak inversion. The capacitance in strong accumulation 
is the gate overlap capacitance plus the parasitic capacitance consisting of 
outer fringing capacitance and any interprobe capacitance that is present 
after zeroing the LCR meter. The situation becomes more complicated 
when overlap becomes gate bias dependent, as is discussed in the next 
section. 
The LCR meter can be used to measure any of the 12 intrinsic capacitances 
for a long channel MOSFET. In general to measure capacitance C,, between 
the terminals i and j of the MOSFET, the LCR meter is directly connected 
to these terminals; the remaining two terminals of the MOSFET are 
connected to the low-noise DC voltage source. The rest of the setup is 
exactly the same as described above for C,, measurement. 

9.13 Measurement of Gate Overlap Capacitance 

The experimental setup to measure gate-to-source or gate-to-drain overlap 
capacitance is the same as that shown in Figure 9.38a. The gate of the 
MOSFET is connected to the ‘Hi’ terminal of the HP4275A LCR meter, 
whose ‘Lo’ terminal is connected to the shorted source and drain. The bulk 
(substrate) is grounded 19 11. However, one can also use the lock-in-amplifier 
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system shown in Figure 9.47. Assuming the overlap capacitance per unit 
width C,,, and Cgdo, at the source and drain ends, respectively, are equal, 
the measured capacitance in accumulation is the sum of the overlap and 
parasitic capacitances, that is, [cf. Eq. (9.73)] 

C ,  = 2C,,, W + C, (F) (accumulation) (9.89) 

where the factor of 2 accounts for the source and drain side of the overlap 
and C, is the stray or parasitic capacitance, i.e., C, = C,, + Ci, (see 
Figure 9.10). However, in inversion the measured capacitance is the sum 
of the gate-channel capacitance C,, plus the overlap and parasitic capaci- 
tances, so that [cf. Eq. (9.74)J 

C ,  = Cox W L  + 2C,,, W + C ,  (F) (inversion). (9.90) 

Clearly one can calculate the overlap capacitance either from Eq. (9.89) or 
(9.90). 
Assuming we could null out the stray capacitance C,, then measuring the 
capacitance in accumulation and dividing the result by the effective width 
W of the device gives the total overlap capacitance per unit width 
(Cgso + Cgdo),  see Eq. (9.89). A DC bias of at least - 2 V  (for nMOST) is 
applied to the gate to prevent the formation of an inversion channel and 
one need not have to know the full C-V curve; one data point is sufficient 
to calculate the overlap capacitance [114]. 
The overlap capacitance of a typical transistor is small, therefore, to reduce 
the requirement on the measuring setup, the test structure shown in Figure 
9.48a can be used [86]. This structure uses multiple wide transistors con- 
nected in parallel to achieve larger, easily measurable capacitances. The 
metal lines connecting the source and the drain, that run parallel to the 
gate, should be sufficiently separated from the gate to minimize gate to 
metal capacitance. For such a structure, the total measured gate capacitance 
is 

C ,  = n(2 Cgso) W + C, (9.91) 
where n is the number of transistors in parallel (see Figure 9.48~) and W 
is the width of each transistor in the test chip. For very narrow width 
transistors, the capacitance determined using this technique will not be 
accurate because of the fringing field. In order to characterize the overlap 
for these narrow devices, a test structure similar to that shown in Figure 
9.48b can be used. Equation (9.91) may be used to calculate the overlap 
capacitance. 
Note that measuring CBso from Eq. (9.89) requires that C, be known. 
However, if we have series of transistors with fixed L, and varying W,, 
then measuring the slope of the line obtained from the plot of the measured 
gate capacitance in accumulation as a function of device widths W, (for fixed 
channel lengths) will yields the total overlap capacitance. The advantage 
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Fig. 9.48 Test structures for measuring Cgso and C,,, including fringe effects, for transistors 
having small L: (a) and (b) layout, (c) schematic 

of this method is that one need not know the exact value of the parasitic 
capacitance C,, which is always difficult to measure. However, the dis- 
advantage is that one now requires devices with different widths but fixed 
lengths. 
It should be pointed out that the method of measuring overlap capacitance 
using Eq. (9.89) assumes that capacitance in the accumulation region is a 
constant, independent of bias. This indeed is true for standard source/drain 
junctions for large geometry devices.” For short channel devices or for 
LDD devices, the measured capacitance in accumulation becomes bias 
dependent, as can be seen from Figure 9.49 which is the plot of gate to 
S/D capacitance versus gate voltage for an n-channel (W,/L, = 50/1) LDD 
device (continuous line). For comparison, a device with the same W,/L, 
and Cox but with standard source/drain is also shown (dashed line). Only 
part of the C-V curve is shown in order to highlight the change in the 
capacitance in accumulation and inversion. In such cases, the method 

Truly speaking, even for large geometry polysilicon gate devices, the gate capacitance 
in accumulation does change with bias, but the change is very small. 
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Fig. 9.49 Gate capacitance showing bias dependence of the overlap capacitance in 
accumulation for standard 

outlined above cannot be used due to the ambiguity as to what bias point 
in accumulation should be chosen to calculate the gate overlap capacitance. 

From Figure 9.49, note that the capacitance is constant in inversion 
independent of the bias, whether the device is short or is an LDD. Therefore, 
one can calculate C,,? from inversion using Eq. (9.90). However, the 
disadvantage of measuring Cgso in inversion is that we now have two extra 
parameters, Cox and AL, whose values need to be known accurately. From 
Eq. (9.90) it is evident that the plot of the measured C, in inversion as a 
function of effective channel length L will be a straight line, the intercept 
of which yields Cgso and slope yields Cox, provided we could null out the 
stray capacitance C,. Determining Cgso from such linear regression has the 
advantage that we could zero out the affect of Cox in determining Cgso, 
although uncertainty in AL will still influence Cgso. Note that this method 
requires devices of the same width but different channel lengths. Further, 
these devices must have separate pads for all 3 device terminals (source, 
drain and gate), otherwise the capacitance measured may not be correct. 
For this reason modeling transistors in the test chips, which have their 
source and drain connected together, can not be used for these measurements. 
It should be pointed out that to determine overlap capacitance from 
inversion, the channel length L itself need not be known as long as a 
quantity proportional to L is known. A plot of C, in inversion versus b.L, 
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where b is a proportionality constant, yields a line with a y-intercept of 
(Cgso + Cgdo) W and a slope of c.C,,. In a method proposed by Arora et al. 
[91], Po was used to extract Cgso from inversion. The advantage of using 
Po = po WC,,/L instead of L is that one does not have to assume a constant 
AL for varying lengths, as is presumed by most methods of AL extraction 
(see section 9.10). Thus, to calculate overlap capacitance from inversion, the 
following steps are used: 

1. Measure drain current I , ,  as a function of gate voltage Vgs at low V,, 

2. Calculate Po for each device, e.g., using Eq. (9.72). 
3. Measure the capacitance C, in inversion between the gate and shorted 

source and drain with the substrate grounded. 
4. Plot C, in inversion versus l/Po. One such plot for a n-channel LDD 

device is shown in Figure 9.50 where circles are experimental points. 
The devices used were W J L ,  = 51/0.75, 51/1.0 and 51/2.0 (pm). In this 
plot C ,  is measured at a gate voltage of 3 V (inversion). The y-intercept 
of this line divided by We,, is Cgso + Cgdo. 

The overlap capacitances extracted from accumulation and inversion are 
in general different, especially for n-channel devices [91]. However, most 
circuit simulators, such as SPICE, currently accept only one value for the 
overlap capacitance. Because the circuit delay time is very sensitive to the 
overlap capacitance for submicron devices, it is important that the most 
appropriate value of the overlap capacitance be used. 

for several devices with same width and varying lengths. 
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Fig. 9.50 Gate to  source/drain overlap capacitance measurement using the inversion method 
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9.14 Measurement of MOSFET Source/Drain Diode 
Junction Parameters 

The diode model parameters, which are important for characterizing the 
MOSFET source and drain p n  junctions, arc the diode reverse leakage 
current Is and junction capacitance C j .  It is customary to distinguish 
between the area and periphery components of I ,  and Cj  for these diodes. 
As discussed in section 2.8, special test structures arc fabricated to measure 
these components. The diode capacitance C j  is measured as a function of 
diode reverse voltage Vd( = V,) for both these structures. From these 
measurements, the area and periphery components are separated out using 
Eq. (2.80). Similar procedure for I ,  is used by measuring I ,  versus forward 
diode voltage Vd( = Vs)  and using Eq. (2.81). Once I ,  versus V, (or cj versus 
Vd) data is generated for the two structures, the following procedure is 
then used to calculate I ,  and C j  model parameters. 

9.14.1 Diode Saturation or Reverse Leakage Current I ,  

We have seen earlier that I ,  is directly proportional to the active pnjunction 
area [cf. Eq. (2.59)]; therefore, I ,  can vary significantly from device to device. 
A typical value of I ,  for an IC diode is - 
Equipments required for measuring I ,  arc (1) a sensitive current meter 
capable of reading current down to 1 fA (10- l 5  A) and (2) a DC Voltage 
source with 10 mV resolution. A Hewlett-Packard (HP) pic0 Ammeter/ 
DC voltage model 4140B or any other equivalent current meter can be used 
for the purpose. The advantage of the HP4140B is that it consists of both 
a current meter, with a resolution of 1 fA (10- l 5  A), and a DC voltage source. 
Due to the low level of the leakage current, the device must be well protected 
from noise, as discussed in section 9.1. 
The leakage current I, can be measured by sweeping the diode reverse 
voltage and measuring the corresponding current flowing through the 
diode. However, a precise method to obtain I ,  is by measuring the diode 
current I ,  as a function of diode forward voltage Vd and extrapolating the 
log(Id) versus Vd curve to V,=O (see Figure 9.51). Since Id increases 
exponentially with Vd it is preferable to measure the voltage Vd across the 
diode by forcing the current I ,  through it. Recall that the diode current I ,  
is expressed as [cf. Eq. (2.82)] 

A. 

I d - I  - ,[ exp ( Vdiv;rs) - I]. (9.92) 
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From the equation above we see that if V, >> IdY, and V, >> V,( % 0.0256 V 
at 300K) then 

or 

(9.93) 

where the factor 2.3 accounts for the conversion from “ln” (logarithm to 
the base e) to “log” (logarithm to the base 10). From this equation, it is 
evident that a plot of log (I,) versus V, will be a straight line whose intercept 
to the Y-axis gives I,. Thus, to calculate I,: 

1. Measure I ,  as a function of V, in the forward bias region with V, >> V, 
and v d  >> Idrs .  

2. Plot log(Z,) versus V,. One such plot for an n’p  diode with junction 
area 375 x 294pm2 is shown in Figure 9.51 where the circles are 
experimental points. Note from this curve that I ,  deviates from the 
straight line portion of the curve at high current levels due to the series 
resistance rs .  

3 .  Extrapolate the straight line portion of the log(I,) vs. V, curve to V, = 0 
resulting in I,. 

A simple least-square linear regression could be used for the purpose of 
extrapolating the curve to V, = 0. At high V,, the current I ,  (in fact log ( I , ) )  
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Fig. 9.5 1 Diode saturation current measurement procedure showing measured (circles) and 
calculated (continuous line) diode current 
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Table 9.3. Diode parameters I . .  1 and r. 
~ 

n + p  P + n  

I, 4.53 x 10- 14 A 4.1 x lO-”A 
q 1.119 1.335 
R, 12.03R 10.78R 

deviates from the straight line; therefore, while using linear regression, care. 
must be exercised in choosing the I d  - v d  data range. Generally current in 
the voltage range 0.2-0.5 V should be used for the purpose. Checking slopes 
between data points is a simple numerical method for determining linearity. 
The continuous line in Figure 9.51 is a linear regression of Eq. (9.93). The 
value of I ,  thus obtained is shown in Table 9.3 for an n’p  diode (nMOST 
S/Djunction) and p’n diode (pMOST S/D junction) with the same junction 
area. 
The other two parameters, the ideality factor v]  and the diode resistance 
r,, in the diode current Eq. (9.92) are generally not needed for MOSFET 
S/D junction characterization. However, these parameters can be easily 
obtained from the same data from which I ,  is determined as discussed 
below. 

The Ideality Factor q. The ideality factor v]  varies in the range 1-2 
depending upon the region of operation of the silicon diode or the type of 
the diode. However, for a silicon diode in the current range lop9 to lop3  A, 
v]  is very close to unity. For power di6des and SBD, v]  can be somewhat 
larger than one. 
The value of v]  can be obtained from the slope m of the log(Zd) versus v d  

curve (see Figure 9.51). According to Eq. (9.93), the slope m yields 

1 1  1 
rl = -.-. 2.3 kT (slope, m) 

(9.94) 

Thus, knowing the temperature of measurement and slope of the log ( I d )  

versus v d  curve gives the ideality factor q. The value of v]  obtained for the 
n’p diode of Figure 9.51 is shown in Table 9.3. 

Diode Series Resistance r,. The series resistance accounts for the resistance 
of the diode bulk region. It varies in the range 1 to 100 a, with a typical value 
of 10 R. Normally series resistance is significant only when the diode current 
is large enough (> 1 mA), so that the voltage drop across the series resistance 
becomes significant compared to the voltage drop across the intrinsic diode. 
At high current levels, as shown in Figure 9.51, the curve deviates from a 
straight line. This deviation is partly due to high level injection and partly 
due to the series resistance r,. However, since it is difficult to distinguish 
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between the two components, for SPICE models we generally assume that 
the deviation at high current levels is solely due to r,. 
One method to determine r, is to measure the deviation of the experimental 
current-voltage curve from the extrapolated straight line where Eq. (9.93) 
is valid (see Figure 9.51), that is, 

(9.95) 

Since r ,  depends upon the diode current I , ,  r ,  is calculated at several values 
of I , .  The plot of I ,  versus AVd will be a straight line, the slope of which 
gives r,. 
A more accurate method of determining r, is obtained by rearranging 
Eq. (9.92) in terms of V, as 

Assuming I , / l s  >> 1, and differentiating with respect to I,, we get 

(9.96) 

(9.97) 

The above equation shows that a plot of l , (dV,/dId)  versus I, will be a 
straight line, the slope of which gives r,. This indeed is the case, as shown 
in Figure 9.52, where the continuous line is the linear regression of Eq. (9.97), 
while circles are experimental points. Note that while plotting Eq. (9.97), 

0.0 
10.0 20.0 30.0 40.0 50.0 60 

DIODE CURRENT, Id (mA) 

Fig. 9.52 Diode series measurement procedure. Circles are measured data, while continuous 
line is fit to Eq. (9.97) 
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we need to take I ,  points outside the linear region of the log ( I , )  vs. Vd plot 
where rs is significant. 
The methods discussed above for determining I , ,  q and r, are based on 
linear regression of the diode current equation. However, these parameters 
can also be easily determined using nonlinear least-square optimization 
methods, as discussed in Chapter 10. 

9.1 4.2 Junction Capacitance 

The junction capacitance, due to the space charge in the junction depletion 
region, as a function of diode reverse voltage v d  can easily be measured 
using a capacitance meter, such as HP4280A, or a general purpose LCR 
meter, such as the HP4275A. The signal applied to the diode has a relatively 
small amplitude (roughly 50mV) in order not to affect the depletion width 
appreciably. However, this signal is sufficiently large to cause measurable 
variations of charge associated with infinitesimal variations of the depletion 
width. The frequency of the signal is typically 100 KHz, which is considered 
low enough to neglect the effects of the ohmic resistance. It is important 
to remember that capacitance measured by the meter will be the total 
junction capacitance C,, which needs to be divided by the junction area A ,  
of the diode to get Cj. 
The measured capacitance C,  as a function of bias is then fitted to the 
following equation to get the parameters Cjo, m and 4 [cf. Eq. (2.74)] 

(9.98) 

where C,, = CjoAd and is the stray capacitance C,  caused by the pads, 
bonding wires and connecting metal lines on the chip. In practice, while 
it is possible to zero out the stray capacitance using an LCR meter like 
the HP4275, it is often not possible to eliminate the effects of stray capaci- 
tance completely. Nonetheless, it is important to make sure that C, is 
negligible over the entire measurement range or is estimated accurately. 
Note that C ,  is a redundant parameter and therefore it is recommended 
that C, be obtained by other methods and not determined by curve fitting 
Eq. (9.98) (see section 12.1). 
The parameters 4 and m can be determined by a linear regression method 
using log-log data. However, the easier and commonly used method is by 
curve fitting Eq. (9.98) with measured data using a nonlinear least-square 
optimization programs (see Chapter 10). The typical values of Cjo, 4 and 
m for area and periphery components of nip and p + n  diode (S/D diode 
of n- and p-channel MOSFET's fabricated using 1 pm CMOS technology) 
are shown in Table 9.4. 
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Table 9.4. Junction capacitance parameters Cjo, 4 and m f o r  area and periphery components 
of n + p  and p’n diodes 

n + P  P + n  

Area Periphery Area Periphery 
Component Component Component Component 

Cjo 1.18 x 10-*F/cm2 2.82 x 10-”F/cm 4.97 x 10-*F/cmZ 3.70 x 10-”F/cm 
4 0.56V 0.33 V 0.44 V 0.85 V 
m 0.21 0.20 0.23 0.52 

Note that the parameters # and m are quite different in the two cases. In 
fact depending upon the doping profile they might take somewhat 
unrealistic values. Nonetheless the reverse bias capacitance data fits Eq. (9.98) 
fairly well (see Figure 2.19). For circuit modeling purpose, they should be 
taken simply as fitting parameters. 
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10 Model Parameter Extraction 
Using Optimization Method 

In the previous chapter we had discussed the experimental setup needed 
for acquiring the different types of data required for MOSFET model 
parameter measurements and/or extraction. We had also discussed linear 
regression methods to determine basic MOSFET parameters. In this 
chapter we will be concerned with the nonlinear optimization techniques for 
extracting the device model parameters for various DC and AC models. 
These techniques are general purpose model parameter extraction methods 
that can be used for any nonlinear physical model. There are many books 
devoted to the area of optimization. Our intent here is only to provide an 
introduction to the optimization technique as applied to the device model 
parameter extraction. Various optimization programs (also called optimizers), 
which have been reported in the literature for device model parameter 
extraction, differ mainly in the optimization algorithms used. 
We will first discuss methods used for model parameter extraction for any 
MOSFET model. This will be followed by some basic definitions, which 
will be useful in understanding the optimization methods in general, and 
then discuss the optimization algorithms that are most widely used for the 
device model parameter extraction. The estimation of the accuracy of the 
extracted parameters will be discussed using confidence intervals and the 
confidence region approach. We will conclude this chapter with examples 
of extracting DC and AC model parameters. 

10.1 Model Parameter Extraction 

There are basically two ways to extract the model parameter values of any 
MOSFET model from the device I-V data or C-V data; (1) the linear 
regression (analytical) method, and (2) the nonlinear optimization (numerical) 
method. 
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Linear Method. In this method, the device model equations are approxi- 
mated by linear functions which represents the device characteristic in a 
limited region of the device operation [ l]-[3]. Linear regression (linear 
least-squares) method is then applied to those linear functions. Thus, in 
this method the model parameters are determined from the data local to 
the region of the device characteristic in which the parameter is dominant. 
The extracted parameter is then assumed to be known and is then used to 
extract further parameters. Because only few parameters are determined 
at one time and parameters are determined sequentially, this method is 
also referred to as sequential method. This method generally produces 
parameter values that have obvious physical meaning. 
The linear regression methods discussed in Chapter 9 to determine param- 
eters such as AL, AW, po, Q,y ,  etc., fall in this category. However, this 
approach is somewhat tedious and time consuming, and since each param- 
eter value is determined by few data points, the results are not accurate 
over the entire data space. Also this method does not account for the 
interaction of the parameters among themselves and their influence in other 
region of operation, other than that from which it was obtained. Furthermore, 
as devices are scaled down it is difficult to observe linear regions of the 
device characteristics, and therefore special efforts are required to isolate 
group of parameters describing model behavior under different operating 
conditions. 

Optimization Method. In this approach, the model parameters are extracted 
by curve fitting the model equations to a set of measured device data in 
all the regions of device operation using nonlinear least square optimization 
techniques [4]-[13]. Starting from the ‘educated guess’ values for these 
parameters, a complete set of optimum parameters are thus extracted using 
numerical methods to minimize the error between the model and the 
measured data. The ‘educated guess’ values required for the parameters 
are often obtained from analytical methods discussed above. The drawback 
of this method is that any combination of values will provide a working 
fit to the measured characteristics due to there being sufficient interaction 
between the parameters. Thus, it is not always clear as to which are the 
correct values. Further, parameter redundancy can lead to optimum 
parameter sets which are physically unrealistic. Using constraints on the 
parameter values and/or using sensitivity analysis on the parameters help 
relieve the problem [S], but does not solve it. Nonetheless, this method 
produces a better fit to the data over the entire data space, though at the 
sacrifice of some physical insight. Moreover, the whole extraction program 
can easily be automated so that using automatic prober units statistical 
distribution of the parameters can be obtained without much effort. 
We have already seen that virtually all MOSFET models implemented in 
circuit simulators consists of different sets of equations representing different 
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regions of device operation. In other words, these models have separate 
equations for linear, saturation and subthreshold regions of the device 
operation with explicit formulations for threshold voltage, saturation voltage, 
etc. Many of the parameters are used only in a subset of these equations 
and therefore the approach to extract all parameters simultaneously is not 
a good strategy. I t  turns out that it is more practical to extract the parameters 
by coupling the optimization technique with the approach used in the analytical 
method. Thus, the parameters are extracted from one set of local data 
(limited part of device operating range) using optimization method in 
conjunction with relevant model equations. Those parameters are then 
frozen while determining other parameters from different local data set. 
Once this regional approach is completed, the data covering all regions of 
operation is then used to extract all the model parameters to obtain the 
best overall fit. This accounts for model parameter interaction as well as 
for the parameters which affect the device characteristics in the region of 
operation other than from which they were extracted earlier. Thus, in this 
approach, the parameters are generally split into four groups as shown in 
Table 10.1: 

0 Group I-this group of parameters are generally known from the 
technological process data; for example, gate oxide capacitance Cox, 
junction depth X j ,  etc. These parameters are therefore not optimized and 
their values are assumed known. 

0 Group 11-the parameters determined from the I-V characteristics in 
the linear region of operation of the device at low V,, are grouped in 
this category. The parameters in this group are determined from data 
set A (cf. section 9.1). The V,, model parameters that characterize the 
device threshold voltage fall in this group. 
Group 111-the parameters in this group are mobility and electric field 
related model parameters and are extracted from I,, - V,, curves with 
varying V,, and constant V,, (data set B). These characteristics are in the 
linear and saturation regions of device behavior. 
Group IV-the parameters determined from the I-V characteristics in 
the subthreshold region of device operation are grouped in this category. 

Table 10.1. Drain current model parameters 
grouped in four categories 

Group Model parameters 
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The procedure outlined above is one of the strategies that can be used for 
extracting optimum set of model parameters. However, it is possible to 
have any other extraction strategy coupled with the optimization technique 
that result in reliable parameter values. We will now discuss how an 
optimization method is used for parameter extraction. But before doing 
that, it will be instructive to discuss some basic definitions [14]-[18] 
which will help understand the optimization technique as used for model 
parameter extraction. 

10.2 Basics Definitions in Optimization 

Let p be the model parameter vector' 

P =  Iil P n  

(10.1) 

such that p j  is the value of the jth model parameter and n is the total 
number of parameters. In short, the parameter vector p could be written 
as p = [pl, p 2 , .  . . , p J T ;  the superscript T denotes transpose of the matrix 
(10.1). For example, for the SPICE Level 3 MOSFET model p takes the 
following form:2 

p = cv,,, y, CLo.-71T. 
This n-dimensional p space is usually called parameter space. Now suppose 
there exist a function F such that F(p) is a measure of the modeling error 
incurred when the parameter p is used. The function F(p) is usually called 
the objective function, error criterion or performance measure. Thus, an 
objective function F(p) is a measure for  comparing the computed or simulated 
behavior (response) with that of the experimentally measured or desired 
behavior. It is assumed that the function F(p) is a real-valued function and 
is at least once continuously differentiable with respect to the parameter p. 

' In this chapter we will designate vectors by a boldface lowercase letter. A matrix will be 
designated by boldface capital letter, while elements of the matrix (individual values in the 
matrix) is designated by lower case letter. In the notation for an element [ a i j ]  of a matrix 
A, the first subscript refers to the row and second to the column. One may mentally 
visualize the subscript ij in the order + 1. 
Note that the vector p does not include parameters such as device channel length L and 
width W, and bias voltages (V,,, V,,, etc.) that are not varied during the optimization process. 



10.2 Basics Definitions in Optimization 505 

The optimum parameter value exist at a point p* when F(p*) is minimum. 
Therefore, the problem of optimization (process of choosing the optimum 
set of parameters) is reduced to choosing p such that F(p) is minimized. 
Maximization of an objective function is essentially the same problem as 
minimization, because maximization of F(p) is the same as minimization 
of - F(p). 
A point p* in the parameter space is a global minimum of F(p) if F(p*) I F(p) 
for all p in the region of interest. If only the strict inequality < holds for 
p in the neighborhood of p*, we are dealing with a local minimum of F(p). 
As an example of local and global minima, a function F ( p )  of single param- 
eter p given by 

F ( ~ )  = p4 - 1 i p 3  + 37p2 - 45p + 60 

is plotted against p (see Figure 10.1). In a given interval of p ,  this function 
has two minima (at p = 1 and p = 5 )  one of which is the global (at p = 5 )  
minima. 
Normally, we do not know the shape of the function F(p), particularly 
when p is a function of many variables. From the minimization function we 
cannot conclude whether or not the minimum found is a global minimum. 
The possible occurrence of a local minima thus introduces an uncertainty 
into the solution. Since no computationally tractable algorithm is known 
for finding the global minima of an arbitrary function [20], in practice 
minimization is carried out several times starting from different initial guess 
values for the parameters and observing the parameter value which gives the 
smallest error. 
In a device model, the objective function F(p) is a measure of the discrepancy 
or error that is to be minimized between the measured response, say 
experimental drain current Zexp(i), and computed current (from model 

GLOBAL 
MINIMA 

3 
P 

Fig. 10.1 One dimensional function F ( p )  showing local and global minima 
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equations) Zcal(p,  xi), where i = 1,2,. . . , m are the data point indices and x i  is 
the set of input variables such as device L, Wand bias voltages V,,, Vg,, etc. 
Selecting an objective function is the jirst important factor in designzng a 
model parameter extraction program. For many practical problems, including 
model parameter extraction, a good choice of the objective function is the 
least-square function, that is, 

(10.2) 

where ri is the residuals, also called error function, given by 

Ti = z c a l ( ~ ,  xi) - z e x p ( i )  (10.3) 

and wi the weighting function or weight that assigns more weight to the 
specific data points in a certain region of the device characteristics than 
to others, so that the model is forced to fit adequately the data in those 
regions. In the simplest case wi = 1, so that each data point is equally 
weighted. In general, 

m(number of data points) > n(number of model parameters), 

a rule of thumb is m 2 3n. Sometimes the following modified form of (10.3) 
is used: 

(10.4) 

where Zmin is some minimum measured value of the current, provided by 
the user. At current above Zmin, the following expression for the relative 
error is used 

r .  = Z c a I ( ~ 3  xi) - Z e x p ( 4  

zexp(i) 
otherwise the absolute error (scaled by Zmin) 

r .  = z c a I ( ~ ,  xi) - z e x p ( i )  

Imin 

is used. In general, 

(10.5) 

(10.6) 

(10.7) 

where ym(i) is the measured response and y(p, xi) is the model which predicts 
the functional relationship between the calculated response and the input 
variables xi and parameter vector p. Most of the model parameter extractors 
[4]-[ 121, use the objective function given by Eq. (10.7). Once the objective 
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function has been minimized, then the following expression is a measure of 
error in the model 

error = JT (10.8) 

and would be a good criterion for quantitatively evaluating agreement 
between the model equations and measured characteristics. 
Note that in terms of error vector r = [ r , ,  r 2 , .  . . , rmlT of size m, the objective 
function (10.2) can be written as 

F(P) = r(P)TWr(P) (10.9) 

where W is a m x m diagonal matrix3 whose elements wii are the weights 
wi. Ifweights are unity, ie., [wii] = 1 ( i  = 1,2,. . . ,m) then Eq. (10.9) becomes 

F(P) = r(P)=r(P). (10.10) 

Hessian and Jacobian. If F(p) is a function of only one variable p then its 
Taylor series expansion is 

dF d’F (Ap)’ 
dP d p 2  2 

F ( p  + Ap) = F(p) + - Ap + ~ ~ + .... (10.11) 

Generalizing this equation to n dimension and retaining only the first three 
terms, we get the Taylor series expansion of F(p) as 

This equation in the vector form becomes 

QP + AP) 2! F(P) + [ I W P ) l T A P  + 3IAPITH(P)AP (10.13) 
where Ap is a vector of the parameter increment in n dimension as 

AP = C A P ~ , A P ~ , . . . , A P ~ I ~ ,  (10.14) 
and VF(p) is called the gradient4 of the objective function F(p) 

(10c15) 

A diagonal matrix is a matrix in which all the elements, except those on the principal 
diagonal, are zero. If the diagonal elements are unity then it is called the unit or identity 
matrix, denoted by I. 
The first derivative of a function that depends only on one parameter is called slope. At 
a minimum or maximum, the slope is zero. For multidimensional space, the concept of 
slope is generalized to define the gradient VF(p). Thus, gradient is an n-dimensional vector, 
the j th component of which is obtained by finding partial derivative of the function with 
respect to p j .  
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whose j th  component dF/dpj is the derivative of F with respect to pj, and 
H(p) is a n x n symmetric matrix, called the Hessian, whose elements are 
the second derivative of F(p) with respect to p, defined as 

H(P) = V2F(p) = [&I; j ,  I = 1,2,. . . , n. (10.16) 

That is, the element H j ,  of the matrix H(p) in the j th  row and Ith column 

A necessary condition for  the minimum of the objective function is that its 
gradient be zero, that is 

is d2F/dpjdpl. 

( 10.17) 

Thus, finding the minimum of an objective function F(p) is equivalent to 
solving n equations (10.17) in n unknown variables. An additional sufJicient 
condition for a minimum of a function F(p) is that the second derivative 
of F(p), i.e., the Hessian H(p) be a positive definite matrix, which simply 
means that ApTHAp must be positive for any non-zero vector Ap. 
We shall now calculate the gradient and Hessian of the function F(p). We 
will assume that F(p) has a quadratic form as in (10.2) as this is the most 
common function used for modeling work. Assuming further that wi = 1, 
the derivative of F(p), [cf. Eq. (10.2)], can be expressed as 

which in the vector form could be written as 

( 10.18) 

where J(p) is an m x n matrix, called a Jacobian, and defined as 

That is, the element J i j  of the matrix J in the ith row and j th  column is 
dri/dpj. In our example of p being the parameters of the drain current model, 
the Jacobian J(p) is the matrix of partial derivatives of the drain current 
model equation with respect to each parameter p j ;  i.e., J i j  = dZcal(p, xi)/dpj. 
Differentiating Eq. (10.18) we get the second derivative of F(p) as 

(10.21) 
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which in the vector form becomes 

WP) = ~ J ( P ) ~ J ( P )  + Q ( P ) .  (10.22) 

If the errors ri are small then Q ( p )  can be neglected; this is justified in most 
physical problems. Under this assumption, the Hessian matrix H(p) can be 
approximated without computing second order derivatives, that is, 

(10.23) 

The error in this approximation will be small if the function r(p) is nearly 
linear or the function values are small. 
It can easily be verfiied that the gradient [cf. Eq. (10.19)] and Hessian [cf. 
Eq. (10.23)] for the weighted least square objective function are given by 

(1 0.24a) 

H(p) % 2JTWJ (10.24b) 

where for the sake of brevity J(p) is simply written as J. When W = I  
(identity matrix), that is, weights are unity, Eqs. (10.24a, b) reduce to 
Eqs. (10.19) and (10.23), respectively. 

Eigenvalues and Eigenvectors. If A is an n x n matrix and x is a nonzero 
n-dimensional vector such that 

A x = I x  (10.25) 

for some real or complex number I, then I is called the eigenualue (or 
characteristic value or latent root) of A and the vector x that satisfies 
Eq. (10.25) is called the eigenvector of A associated with the eigenvalue A. 
For a symmetric matrix, with which we are concerned here, all the eigen- 
values are real numbers and the eigenvectors corresponding to the distinct 
eigenvalues are orthogonal. 
The n numbers 1 are eigenvalues of n x n matrix A if and only if the homo- 
geneous system (A - II)x = 0 of n equations in n unknown has a nonzero 
solution x. The eigenvalues I are thus the roots of the characteristic equation 

(10.26) 
When this determinant is expanded, one obtains an algebraic equation of 
the nth degree whose roots I are n eigenvalues 3L1, I,, . . . ,In. It is common 
practice to normalize x so that it has a length of one, that is, xTx = 1. 
The normalized eigenvector, generally denoted by e, can be expressed as 
e = xi- as the eigenvector corresponding to I. The n x n matrix A has 
n pairs of eigenvalues and eigenvectors 

VF(p) = 2JTW r 

det(A - 11) = 0. 

Il, el; &, e2;.  . . ; An, en. 
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The eigenvectors can be chosen to satisfy ere, = ... eTe, = 1 and be mutually 
perpendicular. 

10.3 Optimization Methods 

The problem of finding the minimum value of a function F(p) has been 
extensively studied and various algorithms have been developed for this 
purpose. Detailed derivations of these algorithms or programming details 
are not given here since the emphasis is on a basic understanding of the 
concepts. Interested readers wishing to study these algorithms in detail are 
referred to the numerous books on the subject [16]-1211. Listing of the 
computer programs for optimization technique, in general, can be found 
in various publications [21]-[25]. Software packages like SUXES [4,5], 
SIMPAR 191, etc., specifically written for device model parameter extrac- 
tion, are also available from universities 141, [9] and research institutions 

Most of the optimization algorithms implemented for the device model 
parameter extraction use gradient methods of optimization [4]-[ 121, 
although in some programs direct search optimization has also been 
implemented 1131. Here we will discuss only the former method (ix.,  gradient 
method) as it is the one most widely used for  the device model parameter 
extraction. It essentially consists of two steps. The first step is to select a 
direction of search s from a given point p (in the parameter space), while 
the second step is to search for the minimum of the function along the 
direction s. Note that the direction s in n dimensional space is an n-vector 

~23,241, ~271. 

T s = [s, s* ...s,] . 

Steepest Decent Method. One of the most widely known method for minimiz- 
ing a function of several variables is the method of steepest descent, often 
referred to as gradient or slope-following method. Like any other gradient 
method, it assumes that the objective function F(p) is continuous and 
differentiable. In this method the minimum of a function is obtained by 
choosing the search direction s as the direction of the negative gradient, 
that is, 

(10.27) 

while the parameter change Ap is chosen to point in the direction of the 
negative gradient, that is 

Ap = - aVF(p) (10.28) 

s = - VF(p) = - JT(p)r(p) 

where a is a positive constant. The algorithm proceeds as follows: 

1. Start at some initial value of the parameter p, which we shall designate 
as po. This should be the best guess of the minimum being sought. 
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2. 

3. 

At the kth iteration ( k = O ,  1,2,3. . .)  calculate F(pk) and VF(pk) using 
Eqs. (10.2) and (10.19) respectively. 
Move in a direction sk( = - VF(pk)). Take a step of length u along this 
direction such that F(pk + Apk) < F(pk), i.e., F(pk + Apk) is minimum in 
the direction sk.  We can use quadratic interpolation procedure or any 
other method to choose the value of uk.  

4. Calculate the next step pk+'  as 

pk+ ' = pk - aVF(pk). (10.29) 

5. If IF(pk)-F(pk+')I>€ 
go to step 2, where E is some preassigned tolerance. 

6. Terminate the calculations when 

IF(pk) - F(pk+')l I E .  (10.30) 

It is possible to use some other criterion to terminate the calculations in 
step 6, but that given by Eq. (10.30) is the one most commonly used. 
Various "stopping rules" have been suggested and often combination of 
those rules are used in practical optimization problems [ 5 ] .  Some other 
criteria that have been proposed are 

(10.31) 

(10.32) 

where 6 is set equal to some small number (< lo-'') in the eventuality 
that p:  goes to zero. No matter what criterion is used to terminate the 
calculations, one needs to select the tolerance E .  The smaller the E ,  the more 
precisely will the location of the minimum be found, though at higher 
computation cost as it will now require more iterations. Normally E = 
is good enough for modeling work. 
This method of optimization is inherently stable and produces excellent 
results when p is away from the minimum but becomes very slow when 
the minimum is approached. For this reason this method is not normally 
used as a stand alone optimization method. 

Gauss-Newton Method. In the steepest decent method, we choose the direc- 
tion to move in the parameter space by considering only the first derivative 
term, i.e., slope. The method could be improved upon by including the 
second derivative term thereby taking into account both the slope and the 
curvature [see Eq. (10.13)]. Thus, in the new method we modify the search 
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direction from the negative gradient to the inverse of the Hessian, that is, 
s =  - H -  VF(P) (10.33) 

and the parameter change Ap is 
Ap = - H-'VF(p) (10.34) 

keeping the step size CI = 1 in this case. Thus, in this method the updated 
parameter vector pk+ ' is derived from the following iterative algorithm 

(10.35) 

so that the different steps outlined earlier still apply. This algorithm is often 
referred to as the Newton method for finding the minimum F(p). The major 
advantage of Eq. (10.35) over Eq. (10.29) is that if the approximation is 
sufficiently accurate near the current parameter estimation then it gives 
fairly fast convergence. However, the disadvantage is that it requires pro- 
hibitively large computation effort for calculating the Hessian H in order 
to solve for Ap. In general, the Hessian matrix H is difficult to solve with 
sufficient accuracy. For this reason approximations are often used for H. 
The error in the approximation decreases during successive iterations as 
the optimization proceeds. 
For the case of a quadratic F(p) [cf. Eq. (10.2)] we have already seen that 
H could be approximated by Eq. (10.23). Substituting Eq. (10.23) for the 
Hessian and Eq. (10.19) for the gradient into Eq. (10.35) we get 

(10.36) 

This algorithm is referred to as the Gauss-Newton method. Although this 
least square method is theoretically convergent, there are practical difficulties 
which hamper the convergence of the iteration process. If JTJ is singular 
or nearly so, then the problem of solving Ap from Eq. (10.36) becomes ill- 
conditioned. 

pk+'  = pk - H-'VF(pk) 

pk + 1 = pk - [ J(k)T J] - 1 [J(k)Trk 1. 

Leuenberg-Marquardt Method. In order to avoid the problem of singularity 
of JTJ in Eq. (10.36), Marquardt proposed an algorithm, first suggested 
by Levenberg, called the Levenberg-Marquardt (L-M) algorithm [26]-[28]. 
In this algorithm a constant diagonal matrix D is added to the Hessian 
H(p) given by Eq. (10.23). Thus, in the L-M method the updated parameter 
vector pk+ is derived from the following iterative algorithm 

(10.37) pk + 1 = pk - [ J(k)T Jk + LkDk] - 1 [J(k)Trk I .  
The elements of the matrix D are the diagonal elements of JTJ, that is, 

Dii = (JTJ)ii. (10.38) 

Note that the addition of the diagonal matrix D ensures that the iterations 
matrix is nonsingular. The constant 3, is called the Marquardt parameter. 
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When 3, is small relative to the norm' of JTJ, the algorithm reduces to the 
Gauss-Newton method with its rapid convergence and when 3, is large, the 
method becomes the steepest decent method with its inherent stability. 
Thus, in this method the direction Ap is intermediate between the direction 
of the Gauss-Newton increment (3, = 0) and direction of steepest decent 
(A = a). Marquardt's method produces an increment Ap which is invariant 
under scaling transformations of the parameters. That is, if the scale for one 
component of the parameter vector is doubled, the increment calculated, 
and the corresponding component of the increment halved, the result will 
be the same as calculating the increment in the original scale. The algorithm 
proceeds as follows: 

1. Start at some initial best guess value P O .  

2. Pick a modest value of A, say 0.01. 
3 .  At the kth iteration (k = 0,1,2,3 ...) calculate F(pk). 
4. Solve Eq. (10.37) for pk+'  and evaluate F(pk+').  
5. If F(pk+ ') 2 F(pk), increase 3, by a factor 10 (or any other substantial 

6. If F(pk + Apk) < F(pk), decrease ;1 by a factor 10, update the trial solution 

Within the iterations 3, increases until F(pk+ ') < F(pk). Between the itera- 
tions 3, decreases successively so that as the minimum is reached (i.e., solution 
is approached) A should tend to zero. There are other ways of incrementing 
A 114-161, 132,331 that are better than updating 3, by a constant factor 
[12]. However, there are no rigorous approaches for choosing the best 
value of I that will lead to the desired minima. 
The L-M method works very well in practice and has become the standard 
of non-linear least square routines [22]. Various optimizers like SUXES [Sl, 
SIMPAR [9l, OPTIMA [12] and most of the commercially available 
packages like TECAP2 [7] are based on this algorithm. 
It should be pointed out that different gradient methods of optimization 
have been compared 1171,1191, [32]. Although the L-M method is most 
widely used for device model parameter extraction, several modifications 
of the Gauss-Newton method have been found to be better than the L-M 
method. In fact Bard [32] appears to favor a modification of the Gauss 
method called interpolation-extrapolation method. 

factor) and go to step 4. 

and go back to step 3. 

A Remark on the Calculation of Derivatives. The L-M method requires 
evaluation of the Jacobian J of the error vector r and solution of the n 

The norm of a vector s is defined as 

11s 112 = 2s;. 
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normal equations at each iteration step. In our example of drain current 
model parameter extraction, the elements of the J matrix are dZcal(i)/dpj. 
Basically there are two ways to calculate these partial derivatives; (1) 
analytically, and (2) numerically. The analytical calculations of the partial 
derivatives are much more accurate and efficient when compared to the 
numerical methods. However, almost all optimizers use numerical methods 
for estimating the Jacobian. This is because the model equations are usually 
complex function of the model parameters, and therefore the task of deriving 
partial derivatives becomes tedious and cumbersome. Moreover, with 
numerical methods the program becomes more flexible so that any model 
equations could easily be implemented in the optimizer. The Jacobian is 
estimated numerically by using either a forward difference approximation 

ri(pl, pz, . . . , p j  + 6 p j , .  . . , P,) - rib)  

or a more accurate central difference approximation 

(10.39) ari J..=-z 
V 

ap j 6~ j 

r i ( p l , p 2 , .  . ., p j  + Jpj ,  . . . ,P,J - r i ( p l , P 2 , . . .  > p j -  JPj,...,Pn) 

26Pj 
J i j  M 

(10.40) 

where 6 p j  is some relatively small quantity, which could be chosen as 
6 p j  = p j  and is frequently quite satisfactory. Bard [32] has given a 
brief discussion on appropriate values for 6 p j  other than lop3  p j .  Equation 
(10.40) is a more accurate estimate of the actual derivative but at the cost 
of the speed of evaluation of J. Sometimes for speed consideration, accuracy 
is sacrificed by using the forward difference method during the initial phase 
of the optimization, when the solution is still far from the optimal point, 
and then switching to the central difference method. When approximating 
J by the difference method, the performance normally deteriorates as the 
number of parameters n increases. For this reason the dynamic variable 
approach of approximating J is often used [16]-[17]. 

Scaling. The range of the MOSFET model parameter values are very large. 
For example, the substrate concentration Nb is - cm-3 while the 
difference between the drawn and effective channel length AL is only 
N cm, which results in the entries of J(p) ranging from about dZcal/ 
aNb = to aZ,,,/aAL = lo3. It is, therefore, very important that the 
entries of the Jacobian matrix should be normalized to their proper range 
to reduce the round-off errors. One way to achieve this normalization is 
to multiply each column of J(p) by a normalization factor (the current 
value of the corresponding variable), while each row of Apk is divided by 
the same factor so that these entries are centered at 1. 
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10.3.1 Constrained Optimization 

During the optimization process described above, very often some physical 
parameter tends to take a non-physical value. To avoid this situation, 
generally some constraints are imposed on each of the parameters so that 
the parameters do not take unrealistic values. A common type of constraint, 
which is used for model parameter work, is the box constraint where the 
lower and upper bounds are given on each of the model parameter values. 
For example, constraint of the body factor y might be 

0.2 I y I 3  (10.41) 

which means that the minimum value of y can be 0.2 (lower bound) while 
the maximum value y can attain is 3 (upper bound). Thus, in general the 
box constraint will have the following form 

(10.42) 

The box constraint given above can be expressed as a set of linear constraints 
for n model parameters as 

Pj,min 5 P j  5 Pj,max j = 1 ,Z .  ' ., n. 

(10.43) 

where A is an n x n unit matrix and B is 2n x 1 matrix with rows consisting 
of upper bound ( p j , , , J  and the negative value of the lower bound ( p j , , , J  
of the model parameter vector p. The constraints given by (10.43), in general, 
could be written as 

g(P) I 0. (10.44) 

The problem now becomes a constrained optimization problem wherein 
we minimize F(p) subject to the linear constraints given by the system of 
equations (10.44). 
The set of values of p satisfying the equality set of equations (10.44) forms 
a hypersurface, called the constraint surface, which divides the entire param- 
eter space into two subspaces. The subspace which contains all the points 
that satisfy all the constraints given by Eq. (10.44) is called the feasible 
region or region of acceptability. By definition, no constraints are violated 
in the feasible region and any solution p* of the constrained optimization 
problem must lie in the feasible region. Any point in the feasible region is 
called a feasible point. The constraints given by Eq. (10.44) are called active 
at the feasible point p if g(p) = 0 and inactive if g(p) < 0. The constraints at 
the infeasible points g(p) > 0 are also active. By convention, any equality 
constraint is referred as active and inequality constraints are active when 
they are violated or satisfied exactly. To illustrate this point, let us assume 
that the objective function F(p) is a function of two parameters p1 and p 2 .  
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Fig. 10.2 A possible optimization path in a feasible region 

Furthermore, assume that the parameters are constrained as indicated 
below 

a , ~ p , ~ b , ,  a 2 < p 2 1 h ,  (10.45) 
and shown in Figure 10.2. The region inside the shaded area is the feasible 
region. From the initial point po in the feasible region, the optimization 
procedure varied the parameters until the constraint p, = b, was encountered. 
Until that point the optimization procedure had progressed as if there 
were no constraint, that is, the constraints are inactive. However, when 
the boundary between the feasible region and the forbidden region was 
encountered the constraint p, = b, became active. 
When a constraint is active, often it can be used to remove one of the 
parameter from the error function. One can then proceed and use an 
unconstrained optimization program. However, note that even though a 
constraint becomes active in a minimization search, it may later become 
inactive. 
The field of optimization, or nonlinear programming as it is sometime called, 
has developed algorithms for the solution of constrained optimization 
problems [14]-[17]. We will not be discussing these techniques in detail 
because they are not widely used for the problem in hand, i.e., device model 
parameter extraction. However, they are common in many fields and the 
reader should be aware of them. Different optimization techniques use 
different methods to guarantee that parameters always remain in the feasible 
region. One way to do this is to transform the constraints using special 
functions so that no parameters are constrained, and thus the algorithm 
discussed in the previous section could be used. Once the transformed 
problem has been optimized, the unconstrained parameters (which are 
guaranteed to be in the feasible region) can be determined from the trans- 
formed parameter [29]. Still another approach is to define a new objective 
functicm F,(p) which is related to the orizinal objective function F(p) via 
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a penality function [29]. 

F,(p) = F(p) + penality function. (10.46) 
The introduction of the penality function makes the function F,(p) as a 
unconstrained problem. This is done by choosing the initial guess value of 
p to be in the feasible region (i.e., p satisfies the constraints). If the optimiza- 
tion procedure tries to find the minimum by going out of the feasible region, 
the penality function becomes larger and forces the parameter to remain 
in the feasible region. However, the drawback of these methods is that near 
the solution the problem becomes increasingly ill-conditioned. For this 
reason modern constrained methods are based on the Lagrange multiplier 
approach, wherein we define the Lagrange function F ,  as 

n 

FLAP, 4 = Qp) + 1 Ajgj(P); 1 = 1,2, ' .  . , n (10.47) 

where A j  are known as Lagrange multipliers and gj(p) is the set of constraints 
given by Eq. (10.44). To  solve for the optimum set of parameters p*, we set 
the gradient of (10.47) equal zero. Thus, 

j =  1 

n 
VF(p*) + c A;vgj(p*) = 0 

/zj*gj(p*) = 0 
j =  1 

and A j >  0 gj(p) 5 0 .  (10.48) 
For more details of this method the reader is referred to reference [14]-[17], 

For device model parameter extraction with box constraint problems, very 
simple approach is often used. At every iteration, before the calculation of 
F(p), the current value of p is subjected to Eq. (10.43) for a consistency 
check. If any constraint corresponding to the parameter p j  becomes active 
(i.e., either p j  < pj,min or p j  > pj,,, ,),  then for that parameter p j  the compo- 
nent of the steepest descent direction is examined first. Thus, we determine 

~ 9 1 .  

(10.49) 

If < pj,min or @:" > P ~ , , , , ~ ,  then the constraint corresponding to this 
parameter remains active. In other words we insure that the parameter 
value is held constant during the next iteration, 

Ap; = - pk = 0. 

On the other hand, if @;+ lies within the user-specified bounds, the constraint 
is relaxed so that the parameter can move to the next value. 
This simple approach for the box constraint can easily be implemented into 
the L-M algorithm for the unconstrained optimization. At each iteration, 
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the following linear system of equations are solved [cf. Eq. (10.37)] 
MkApk = - J(T)krk 

where Mk = J ( T ) k  Jk + ,IkDk. (10.50) 
If the jth parameter is to be constrained then we must set A$=O in 
Eq. (10.50). This is done by zeroing the jth row and column of the matrix 
Mk and by setting the diagonal term MZ to unity. During the next iterate 
p j  will be reset to the corresponding boundary values, i.e., p j  = P ~ , , , ~ , ,  or 
p j  = pj,max. This way the algorithm discussed in the previous section 10.3 
for unconstraint optimization could be used without any change [ 121. 

10.3.2 Multiple Response Optimization 

In many situations it is desirable to optimize simultaneously several objective 
functions; i.e., the problem is to minimize 

(10.51) 

subject to 
gj(p)<O j =  1,2, ..., n (10.52) 

where 1 is the number of objective functions. For example, in some applica- 
tions like analog circuit design, the small signal conductance g,, is as 
important as the absolute value of the drain current I d s .  Since both of them 
depend on the same model parameters, it is more appropriate to extract 
the parameters so as to get the best fit for both the measured I,, and the 
gds data. In other words, we now have a problem where we need simultaneous 
optimization of two objective functions-I,, and g,,. 
The basic technique of finding the solution in such cases is to convert the 
multiple objective function into a single objective function and then solve 
a standard optimization problem. The key is how this conversion is actually 
done. The problem can be formulated in different ways [29]; however, a 
simple formulation assigns weights to the individual objective functions and 
combines these functions into a single weighted sum as the least-square 
function, that is, 

I 

(10.53) 

where the weights Wq take into account the relative importance and the 
appropriate scaling associated with each objective function Fq(p) given by 
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Eq. (10.2). Note that various objective functions F,(p) may have difierent 
units, but will depend on the same parameter vector p. In the vector form 
Eq. (10.53) becomes 

F(p) = rTWr (10.54) 

where r(p) is given by 

r(p) = [ r1 , r2 , .  . . , r , . . . r , l T  q = 1,2,. . . , 1  
and 

(10.55) 

r,(p) = [ r , , ,  r q 2 , .  . . , r q i . . . r q m l T  i = 1,2,. . . , m  (10.56) 

so that r(p) is now a vector of length m x 1 and W is the ml x ml diagonal 
weighting matrix. Since the multiple objective function is identical in form 
to that of a single objective function case (10.2), the optimization algorithms 
presented earlier can be used without any change. In our example of two 
functions I , ,  and gd,, we will have 

(10.57) 

where W, and W, are the relative weights for the current and conductance 
respectively, wi is the weight for each data point (current or conductance) 
and r12(p) and rG,(p) are the error functions for the current and conductances 
respectively (see Eq. 10.3). It is the algorithm given by Eq. (10.57) which is 
implemented in most of the device model parameter extraction programs 
including SUXES and OPTIMA [12]. 
As an example, the impact of optimizing I,, and gds simultaneously is shown 
in Figures 10.3 and 10.4. The ‘measured’ gds is obtained from the I,, - V,, 
data by evaluating the derivative of the I,, - V,, curve at a given V,, using 
the central difference method. The measured I d ,  - v d ,  data at V,, = 0 V for a 
typical 1.5 pm n-channel device (oxide thickness = 225 A) is shown as circles 
in Figure 10.3. This data was fitted to the SPICE MOS Level 3 model [30] 
by extracting the parameters using OPTIMA. In one case, only I,, was 
optimized (conventional approach), while in the other case, both I,, and g,, 
were optimized simultaneously. It can be seen from Figure 10.3 that while 
the current is modeled accurately through the conventional approach 
(dashed lines), the slope, especially in the saturation region, does not fit 
the data. This can be observed more clearly from the gds  - V,, curves 
(dashed lines) in Figure 10.4. O n  the other hand, when both I , ,  and gds are 
optimized simultaneously, the slope is modeled more accurately (solid lines 
in Figures 10.3 and 10.4). 
Note that, in spite of optimizing the current and conductance simultaneously, 
the g d ,  - Vd, fit (Figure 10.4) does not seem to improve significantly, 
particularly near the saturation voltage V,,,,. This is because in the Level 3 
model, the second derivative of the current (dgd,/aV,,) is not continuous at 
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V,,,,. Indeed, the accuracy of the conductance model can be greatly improved 
if this condition is satisfied. In fact, the multiple response approach produces 
improvement in the fit only when the gds model is accurate in addition to 
the I,, model. 

10.4 Some Remarks on Parameter Extraction Using 
Optimization Technique 

There are two potential sources of error in the optimization technique for 
extracting model parameters. These are: 

Local minima which results in non-optimum parameter set. 
Redundancy of parameters which produce non-unique parameter values 
although it does result in an optimum fit of the data. 

Local Minima. The optimization algorithm always converges towards a 
minimum total error. The accuracy in locating the minimum is primarily 
determined by the convergence criteria. As was pointed out in section 10.2, 
the algorithms have no way to distinguish between the local and global 
minima. In a multidimensional error or residual plane, it is the initial guess 
value of the parameter which will determine to which minima the algorithm 
will go. More than one minima can occur in this residual plane, depending 
on how many parameters have to be fitted simultaneously, how complicated 
the model is, the type of the error function (relative or absolute error) and 
the data set which is used to fit the data. The optimization algorithm will 
then converge to that minima which is nearest to the starting guess value 
for different parameters. In practice, when the starting guess value is not 
known with any accuracy, minimization is carried out several times starting 
from different initial guess values for the parameters and observing the 
parameter value to which the algorithm converges. If the final parameter 
values depends on the initial starting values then one is hitting local minima. 
In such situations the solution which gives the smallest error should be the 
correct answer. 

Parameter Redundancy. When a certain parameter is not sensitive to the 
change in the function to be fitted, that is, the function is weakly dependent 
on the parameter, or if the function is insensitive to the value of the 
parameter, then that parameter is said to be a redundant parameter. Thus, 
any value of the redundant parameter gives the same characteristics, i.e., 
the model parameter value is not unique. This could happen, for example, 
when extracting model parameters for short channel devices using data for 
long channel devices. Although the extracted parameter value is not unique, 
the fit to the data could still be optimum. Note that non-uniqueness of the 
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parameter may also be produced by convergence to a different (not desired) 
local minimum and therefore should not be confused with a redundant param- 
eter. Recently it has been shown that confidence region algorithms [32,33J 
when used with optimizers can be very helpful in eliminating redundant 
or correlated parameters, thereby increasing the predictive capability of 
the model 1111, [34,35J. This is discussed in the next section. 
In order to obtain the model parameter values accurately and reliably, the 
following points must be taken into consideration: 

The data set must be chosen carefully. This is because if the data set does 
not contain data points that are sensitive to certain parameters, redundancy 
in the parameter set will occur. This in turn will result in a non-physical 
parameter set, not only for these redundant parameters but for other 
parameters also. 
Good initial guess values and boundary (minimum and maximum) values 
are important as discussed earlier. 
Proper extraction methodology: It is advisable that the parameters and 
data set should be divided into different regions as discussed in section 10.1. 
This will result in a simpler residual plane thereby reducing the possibility 
of multiple local minima, and thus resulting in a physical parameter set. 

Clearly, though model parameter extraction programs (optimizers) are very 
powerful and useful tools, they must be used with care. 

10.5 Confidence Limits on Estimated Model Parameter 

In the previous sections we discussed how to get the optimum parameter 
set by fitting experimental data to the model. The data used to fit the model 
is not generally exact because of the inherent measurement error (sometime 
referred to as noise) associated with the data. This measurement error could 
be due to the instrument and/or statistical fluctuations [31 J. Therefore, 
any random error in the measurement will lead to random errors in 
estimating the model parameter values, even when the model is exact. 
Clearly, knowing the model parameter value without the error estimate on 
the parameter, or without a statistical means of testing goodness-0f.t of 
the model, is not a very useful way of estimating a parameter. 
If there were no errors associated with the measurements, then the measured 
data set, say do, would lead to the “true” parameter set pt. Since measured 
data have random error components, one measured data set d, will give 
parameter set p,. Another data set d, would give a slightly different set of 
fitted parameters p,, and so on. The parameter set pi therefore occurs with 
some probability distribution in the n-dimensional space of all possible 
parameter set p. The actual extracted set p is one member drawn from this 
distribution, which in general will be different from the true parameter set 
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pr. Note that the true parameter set pt is not known because we cannot 
get a data set without error. However, if we know the probability distribution 
of the parameter set pi, we will know all about our estimate of p without the 
need to know the true pt. 
This probability distribution can be obtained from the parameter covariance 
matrix.6 Assuming that the measurement errors are normally distributed 
and are uncorrelated, the parameter covariance matrix C of a parameter 
vector p, for nonlinear least squares problems, is given by [32,33]: 

(10.58) 

where p* is the parameter vector which minimizes the least square function 
F(p*). Recall that during the optimization process, the Jacobian J(p) is 
evaluated for each nonlinear iteration. Therefore, it is readily available at 
the end of the optimization and can be used directly in Eq. (10.58) to 
evaluate C. The covariance matrix C is an n x n matrix, n being the number 
of parameters. The diagonal terms C ,  of C represents the variance in the 
model parameter p j ,  while the off-diagonal terms Cij(i Z j )  are the covariance 
between the parameters. For the case W = I (unit weights), Eq. (10.58) 
reduces to 

(10.59) 
m - n  

It should be pointed out that the above expression for the covariance 
matrix C is strictly valid only for a linear models, and hence, is only approxi- 
mate for nonlinear models with the approximation being better for cases 
which are less nonlinear. 
It is common practice to represent the probability distribution of errors 
in parameter estimation in the form of confidence interuaZs for individual 
parameters or confidence regions in n-dimensional parameter space. These 
terms are usually expressed as a percentage lOO(1-  a), a being the confidence 
level lying between 0 and 1; e g ,  95% confidence interval for confidence 
level c1= 0.05. It refers to “that interval or range of values around an observed 
value which will in 95% of the cases include the expected value. The expected 
value is defined as the average of an infinite series of such determination”. 
For example, 95% confidence interval for the normal distribution of a single 
parameter p is pt - 1 . 9 6 ~  c p < pt + 1 . 9 6 ~  where o2 is the variance in the 
parameter estimate. Assuming that the measurement error is normally 
distributed, then each parameter pi follows the student’s t-distribution with 
v = rn - n degree of freedom, and has the following lOO(1- a)% confidence 

These and other statistical terms are defined in Appendix H. 
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interval 132,331 

&.tl - a / 2 , v  5 p j -  prj 5 JCJlt l  Pa i2 .v  (10.60) 

where p t j  is the ‘true’ value of the parameter p j ,  C ,  ( j th  diagonal element 
of C) is the variance of p j  and t ,  is the two-sided Student’s t-distribution 
evaluated at  1 - CI probability. Thus lOO(1 - a)% confidence interval can 
be evaluated for each extracted parameter. Parameters with large confidence 
intervals are redundant. Since the device model parameters take on a wide 
range of values, the parameter redundancy must be characterized using an 
“uncertainty” value rather than the confidence interval value. The uncertainty 
in the 

where 

parameter p j  is defined as 1341 

uncertainty pi  = - (10.61) 

pj* is the parameter value obtained at the minimum of F(p). Note 
that the parameter uncertainties can be evaluated without any knowledge 
of the true parameters pt. If the uncertainty of a parameter is 100% or 
higher, the parameter is assumed to be ill-determined or redundant. In that 
case that parameter may be set to zero or to some fixed value with no 
significant loss of accuracy to the fit and optimization is then redone. 
Although this approach can determine redundant parameters, it provides 
no information on redundant parameter combinations, since the parameter 
covariances Cij  ( i# j )  are not taken into account. In order to obtain 
redundant parameter combination, the so called conjidence region approach, 
is more appropriate [35]. 
For zero mean (i.e., the estimated parameter values are distributed about 
the true value p , )  and normally distributed measurement error, the joint 
probability density function for the parameter vector p can be written 
as [ 3 3 ]  

(10.62) 

where ( C (  is the determinant of the covariance matrix C of the parameter 
vector p as given by Eq. (10.58). The exponent term in Eq. (10.62) is a non- 
negative scalar and can be set equal to p 2 ,  that is, 

(10.63) 

which represents a hyper-ellipsoid with center at the origin and coordinates 
p1 p t l , : .  . , p ,  - pt,. If u2 represents a specific value, then p2 i u2 defines 
the interior of a hyper-ellipsoid in n-dimensional space and p = u produces 
hypersurfaces of constant probability density. Therefore, if 

(P - Pt)’C- ’(P - PJ = P 2 

(10.64) 
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then the hyper-ellipsoidal region p2 I a:-u is called the lOO(1 - m)% 
confidence region. Any parameter vector extracted from a measured data 
set lies within this ellipsoidal region centered at p, with probability of 1 - a. 
The integral (10.64) can be evaluated more conveniently by expressing the 
confidence region in a coordinate system which coincides with the n axes 
of the hyper-ellipsoid. To obtain this transformation, we first compute the 
eigenvalues ,Ij ( j  = 1,2,. . . , n) and the corresponding normalized eigenvectors 
e j  of C - l .  The matrix C-'  can be decomposed to [32]-[33] 

c-' = QD~Q' (10.65) 

where D, is the diagonal matrix with the eigenvalues Al,. . .,A, and Q is a 
matrix whose jth column is the eigenvector e j .  By combining Eq. (10.65) 
with Eq. (10.63) and defining a new coordinate vector h = [ h , ,  h2, .  .. , hj , .  . ., h,lT 
as 

(10.66) h = Q'(P - P,) 
the confidence region ellipsoid becomes 

(p - p,)'C-'(p - p,) = hTD,h = U: -u. (10.67) 

It can be easily seen that the matrix D; is the covariance matrix for the 
transformed parameter vector h. Since D; has no off-diagonal entries, it 
implies that the new parameters are uncorrelated and correspond to each 
axis of the ellipsoid. 
The confidence region in n-dimensional parameter space is illustrated in 
Figure 10.5 for the case where n = 2 (p becomes a 2-parameter vector). Then 

Fig. 10.5 Concentric elliptical regions of constant probability density for a normal distribu- 
tion in 2D space. The rotational transformation from the original coordinates (p1,p2)  to 

the new coordinates (h,,h,) is also indicated 
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the concentric ellipses correspond to different probability levels for this 
2-parameter example. The integral (10.64) over each ellipse represents a 
fixed probability (1 - a), so that larger ellipses correspond to larger prob- 
abilities. The rotational transformation (10.66) which relates the original 
parameters p to the new parameters h is also illustrated in Figure 10.5. 
It can be seen that h, and h, correspond to the major and minor axes, 
respectively. 
The transformed parameters h are called the principle components. The 
advantage of dealing with the uncorrelated principle components h, rather 
than the correlated original parameters p, is that the new (transformed) 
parameters become statistically independent, because lack of correlation 
implies statistical independence. For then we can establish individual 
confidence interval and statistical tests for each uncorrelated parameter. 
By introducing another transformation 

z j  = A h j  (10.68) 

we get a hypersphere of the following form 

a2 = zTz.  (10.69) 

In the z-coordinate system, the probability integral (10.64) reduces to 

(10.70) 

The above integral can be reduced to the following standard form [ 3 3 ]  
1 1=(112)a:-, 

( 10.7 1) 

where r(.) represents the gamma function and t = +a'. The above expression 
is the integral of the well known Chi-Squared probability density function. 
For a specified probability and number of degrees of freedom, ie., given n 
and a, the integral equation (10.71) can be solved iteratively for a, - a  (see 
Chapter 6 of [22]). From the above value of a, - a ,  we can obtain the end 
points of each axis of the ellipsoid in terms of the new coordinates hj:  

1-a=- - it"i2 - 1 dt 
r(n/2) Si= 0 

h 1 -  - -- h 2 = 0  ... h , = O  (major axis) 
A 

(10.72) 

- a  h, = O  h 2 = 0  ... h,= k-, 
A 
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Consequently, individual confidence intervals can be obtained for the un- 
correlated parameters h. The linear transformation Eq. (10.66) which relates 
hj to the original parameters p j  is of the following form 

(10.73) 

where ejl,. . . ,ejn are the components of thejth eigenvector and d m  = 1. 
Of particular interest is the major axis h,, which has the largest confidence 

interval k-. The dominant components of h ,  can be obtained by 

isolating all parameters p j  for which the magnitude of elg are high ( 2 100%). 
These parameters (with high el,) constitute a redundant combination and 
must be eliminated from the extraction process. 
This way we can determine the parameter combinations which are redundant. 
By either modifying the model equations or fixing some of these parameters 
to physically meaningful default values, a reduced parameter set can be 
re-extracted from the data. The reduced set is usually well-determined and 
has significantly smaller confidence regions. 
The algorithm described above can easily be implemented in any nonlinear 
optimization program and has been used extensively for MOSFET model 
development and parameter extraction [35]. 

h j = e j l ( P l  - ~ t l )  + e j 2 ( ~ 2 - ~ P t 2 ) +  ... + e j n ( ~ n - ~ t n )  

a1 - a  

J;iT 

10.5.1 Examples of Redundant Parameters 

The advantages of implementing the confidence region algorithm in the 
nonlinear optimization program are now discussed by taking examples 
from MOSFET device modeling. The first example considered is the SPICE 
MOS Level 2 model [30], where, surface mobility degradation is modeled 
as (see section 11.3.1) 

where the transverse field €, is expressed as 

€, = __ cox w,, - v,, - 'Jtv,s1. 

EOEsi  

(10.74) 

(10.75) 

Here p o ,  Ucri,, U ,  and U ,  are the fitting parameters; the corresponding 
SPICE parameter names are UO, UCRIT, UTRA and UEXP, respectively. 
These parameters are generally extracted along with other MOS Level 2 
parameters from I d ,  - vd,  data at small v d ,  for several devices. The param- 
eter values shown in Table 10.2 were obtained using I,, - vd, data at low 
V,, (data set A) from n-channel device (W/L = 12.5/1, to, = 1528, and 
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Table 10.2. Uncertainty estimates for the SPICE Leoel 2 mobility model 
parameters 

f 3% 
k 10% 
f 13% 
f 190% 
f 320% 

parameter 
name 

343 
0.4 15 
0.524 
0.0 

- 

U o  (cm’/v-sec) 
UCRIT (lo6 V/cm) 
UEXP 
UTRA 
h,  

I initial set I reduced set 

value 

339 
0.405 
0.476 

1.28 x 10-3 
- 

conf. interval I value conf. interval 

f 2% 
f 6% 

+ I I %  

f 20% 
CONSTANT 

X j  = 0.15 pm) fabricated using a typical 1 pm CMOS technology. The 
individual uncertainties as calculated from Eq. (10.61) are shown for these 
parameters, along with the uncertainty estimate for the transformed 
parameter h , .  
Note that the uncertainty for the parameter U ,  is high as also for h , ,  which 
has a coefficient of 0.992 along the U ,  axis, indicating that it is an ill- 
determined parameter. Hence, we can eliminate U ,  and use the following 
model equation for the transverse field 

(10.76) 

The parameters were re-extracted using Eqs. (10.74) and (10.76). The new 
parameter values (reduced set) are also shown in Table 10.2 along with the 
corresponding uncertainty estimates. It can be seen that the parameters in 
the reduced set are well determined with small uncertainties. Moreover, 
the average fit error of 5% did not increase when Eq. (10.76) was used in 
place of Eq. (10.75). Physically, this makes sense because data that was 
used to extract the parameter U ,  is almost independent of Vds. 
The second example deals with the development of a model for the tempera- 
ture dependence of the ionization coefficient a which for the holes and 
electrons can be expressed as 

C O X  

8 s  = ~ ( y 7 s  - VtfI). 
Esi 

c1= Aiexp ( - :) (10.77) 

where € is the electric field and Ai and Bi are the ionization parameters. 
The temperature dependence of the ionization rate has been generally 
modeled as [37] 

Ai=Aio[ l  +y,,(T-300)] 
Bi = Bi, [ 1 + T - 300)] (10.78) 

where Ai,  and Bi, are the ionization parameter values at 300K and yAi  
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Table 10.3. Electron ionizution rate parameter uncertainties 

name 

529 

value 1 conf. interval 

initial set 1 parameter I reduced set 

value 

1.17 x 10' 
1.74 x lo6 
0.0 
6.69 x 1 0 ~  
~ 

conf. interval 

and ys ,  are the temperature coefficients of A ,  and Bi, respectively. While 
the confidence interval approach gives low uncertainties for all the extracted 
parameters (Aio,Bio,y,, and ys , ) ,  we find that the major axis h ,  with 
dominant components along yA,  and ys, is ill-determined. The average fit 
error of 3% did not increase when y A ,  was set to zero and the other param- 
eters were re-extracted. Table 10.3 gives the electron ionization parameter 
values and uncertainty estimates with and without y A ,  as a fitting parameter. 
This example clearly illustrates a situation where the confidence interval 
approach is unable to isolate a redundant parameter combination whereas 
the confidence region algorithm detects this redundancy. 
The value of ys, extracted using the new approach is consistent with that 
determined experimentally by Grant 1361. This result implies that the 
ionization parameter A ,  remains relatively constant, with the major variation 
with temperature appearing in the exponent. Similar results were obtained 
for the hole ionization parameters. From the confidence region results, we 
get the following simplified impact ionization equation: 

(10.79) 

The experimental and modeled electron ionization rates are compared in 
Figure 10.6. It can be seen that the model equation reproduces the data 
accurately over the entire temperature range of interest. The ionization 
rate Eq. (10.79) has been used to develop a temperature dependent 
MOSFET substrate current model in the range 273-400K [38]. 
As a last example, we have considered a circuit level model for the drain- 
induced barrier lowering (DIBL) effect (cf. section 5.4). The most widely 
used circuit level model for DIBL is [cf. Eq. (5.96)] 

(10.80) 

where V,, is the threshold voltage at low Vds and cr is the DIBL parameter. 
Recall that this parameter depends on the effective channel length, oxide 
thickness, junction depth, channel doping profile and substrate bias. For 
a given oxide thickness, junction depth and channel doping, the following 

I / l h ( I / d s )  = Vth - OVds 
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Fig. 10.6 Experimental and modeled electron ionization rate with T = 273 K, 323 K, 373 K 
and 423 K. Circles (0) represent data while curves were generated from model Eq. (10.79) 

empirical expression for cr is used [cf. Eq. (5.107)] 

(10.81) 

We can extract model parameters go,ol and m from I , , -  V,, data for 
different channel length devices. Table 10.4 shows the confidence region 
results from parameter extraction done on a typical 1 pm process using 
n-channel enhancement type MOSFET's with Wm/L, = 12.5/1, 12.5/1.5, 
12.5/2 and 12.5/3. The individual uncertainties from Eq. (10.61) indicate 
that both go and the exponent m are ill-determined. However, this does 
not provide any information on the correlation between the parameters. The 
transformed parameter h,  also has a large uncertainty and has components 
along both the cro and m directions. Hence, from the confidence region 
result we can conclude that the (go, m) pair is ill-determined. As can be seen 
from Table 10.4, the parameter uncertainties are greatly reduced when m 

Table 10.4. DIBL model parameter uncertainties 

initial set reduced set parameter 
value 

1.419 f 278% CONST. 
+_ 544% f 32% 
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is held constant and the remaining parameters are re-extracted. The average 
fit error shows only a small increase from 2.2% to 2.4% when the reduced 
parameter set is used. 
In order to confirm that indeed there is a correlation between go and m, 
these parameters were extracted from the I,, - vd,  data (V,, = 0) measured 
at 30 die locations corresponding to 3 different wafers [12]. The log c0 vs. 
rn plot in Figure 10.7 clearly shows the strong correlation between the two 
parameters and confirms the confidence region results. These results imply 
that m must be set to an appropriate constant value for a given technology 
in order to get statistically meaningful parameter values. 

10.6 Parameter Extraction Using Optimizer 

The general purpose parameter extraction program discussed in the 
previous sections generally requires the following input files: 

Estimate File: This file gives initial values and the box constraints 
(minimum and maximum values) for the parameters to be extracted. 
Parameters not to be extracted (like Cox) are also assigned values. 
Data File: This file contains data which is used to fit the model equations 
whose parameters are being extracted. For example, for DC model 
parameters we need I,, as a function of V,,, V,, and V,, for different 
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ESTIMATE 

OPTIMJZATION ROUTINE 

EQUATIONS 

OPTIMAL 
PARAMETER 1 SET I 

Fig. 10.8 Flow diagram for parameter extraction system 

length and width devices. A simple check is normally imposed on the 
data which enables us to eliminate bad device measurement data. This 
check can easily be achieved by ensuring that I , ,  is monotonically 
increasing function of bias voltages. Often this test is made outside the 
optimizer. The data file could consists of many segments of many different 
files each with different subvectors of parameters fitted. 

0 Strategy File: This file allows the user to have complete control over the 
extraction strategy by specifying which parameter should be optimized 
with respect to each data set. Normally, a flag is set to one for the param- 
eter to be optimized and i t  is set to zero otherwise. In fact one need 
not have a separate strategy file since it could easily be combined with 
the estimate file as is done in SIMPAR [9] and OPTIMA [12]. 

The program returns the optimized parameter vector p and rms values of 
the residuals, i.e., error between the measured and calculated data points. 
Depending upon the optimizer, information like the percentage uncertainty 
in the parameter [ll], [35] are also reported in the separate output file. 
The flow diagram for the parameter extraction is shown in Figure 10.8. 

10.6.1 Drain Current Model Parameter Extraction 

A large number of DC models have been described in this book. The 
methodology described below for extracting the model parameter values 
using nonlinear optimization method (optimizer) is the same irrespective 
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of the model equations. In fact, the methodology is more important than 
the optimizer. Incorrect methodology can produce non-physical parameter 
values. Generally the model parameters, of a given model, are extracted 
such that a single set of parameters would give the best possible fit over 
a range of different device geometries. To achieve this goal, three types of 
I-V data sets for different size transistors are required as was discussed in 
section 9.1. These data sets correspond to three different regions of device 
operation; the linear region I , ,  - V,, data (data set A), the linear and 
saturation region I d ,  - V,, data (data set B) and the subthreshold region 
(data set C).  From these three data sets an accurate estimate of the model 
parameters are first determined using the linear regression method. These 
estimates then serve as guess values for the optimizer. A typical strategy 
would consist of the following steps: 

1. Initially the data set A is used to determine the model parameters AL 
and A W  (which determine the effective device dimensions) and the 
parasitic source/drain resistance R, using the linear regression methods. 

2. The threshold voltage related parameters, such as V,.,, N , ,  and y are 
then determined from a large reference device using V,, versus V b ,  data 
that is obtained from data set A. 

3. The initial estimate of the low field mobility ,uo is obtained from the 
maximum slope of the I , ,  versus V,, curve at  zero V,, (data set A). The 
I , ,  values at higher V,, yield the mobility degradation parameter 0. 

4. The drain current characteristics (data set B) is used to estimate para- 
meters related to velocity saturation and channel length modulation. 
The I , ,  at high V,, is used to make sure that the device is operating in 
the saturation region. In practice, this step is carried out using the 
optimizer rather than linear regression methods. 

5 .  After obtaining good initial estimates of the parameters in different 
regions of device operation, the optimizer is then used to calculate all 
length and width dependent V,, model parameters like G,, G ,  etc. from 
V,, vs V,, data for different length and width devices. These parameters 
are then frozen, while determining all other parameters from I d ,  - Vd, 
data in the linear and saturation regions (data set B). Next we extract 
parameters related with the subthreshold region using data set C. 

It should be emphasized that the procedure outlined above is the one 
commonly used, but is not necessarily the only approach. 

10.6.2 M O S F E T  AC Model Parameter Extraction 

The MOSFET AC models consists of basically the intrinsic and extrinsic 
capacitances. Since the intrinsic capacitances are derived from charges 
which are used to derive drain current, these capacitances do not contain 
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any new parameters. However, extrinsic capacitance (source/drain junction 
capacitances) model parameters are almost always determined using 
optimization method as discussed in section 11.1. 
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SPICE Diode and MOSFET 11 Models and Their Parameters 

In this chapter we will discuss the pnjunction diode and MOSFET models, 
as implemented in Berkeley SPICE2G and higher versions. No attempt 
will be made to derive the model equations, as that has already been done 
at appropriate places in previous chapters. Here we will only describe 
equations used to model different regions of device operation. Emphasis 
will be on model parameters required to run SPICE and how to measure 
them. 
Berkeley SPICE has four different MOSFET models of varying complexity 
and accuracy [1]-[3]. These are (1) the Level 1 model-a first order model 
suitable only for long channel devices; (2) the Level 2 model that includes 
various second order effects present in small geometry devices, and is 
considered to be a physical model; (3) the Level 3 model-a semi-empirical 
model that includes most of the second order effects described in the Level 
2 model; (4) the Level 4 model, called the BSIM (Berkeley Short-channel 
Igfet Model), that is a parameter based model. These different models can 
be activated by a parameter called LEVEL. We will describe all four levels 
of MOSFET model equations and their parameters. However, first we will 
describe the diode model parameters and how to determine them. 

11.1 Diode Model 

The SPICE diode model has been discussed in detail in section 2.9. 
Table 11.1 shows model parameters that determine both DC and AC 
characteristics of a diode. 
Out of these ten parameters, the first seven (Z,, q, r,, Cjo,  4, rn and z) are 
determined from diode drain current and capacitance measurements. The 
remaining three parameters are often not measured and default values are 
generally assumed for silicon p n  junction diodes. For other type of diodes 
such as SBD (Schotkey Barier Diode), parameter X T Z  needs to be changed. 
In what follows we will discuss extraction for the first seven parameters. 
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Table 11.1. SPICE Diode model parameters 

Parameter SPICE 
name in parameter Parameter 
the text name description 

Default 
value Units 

I S  
X N  
RS 
CJO 
P B  
MJ 
T T  
BV 
EG 
X T I  

saturation current 
emission coefficient 
series resistance 
zero-bias junction capacitance 
p n  junction potential 
p n  grading coefficient 
transit time 
reverse breakdown voltage 
band-gap voltage 
IS temperature exponent 

1.10-l4 A 
- 1 

0 n 
0 F 
1 .o V 
0.5 
0 sec 
infinite V 
1.1 eV 
3.0 

- 

- 

These parameters are entered in the MODEL statement in the SPICE 
input file. 
Recall that SPICE calculates the diode current I ,  using the following 
equation [cf. Eq. (2.82)] 

I d - I  - s[ exp ( ',;;"') - I] 

which after rearranging in terms of V, (voltage across the diode) becomes 

(11.1) 

where I,,  rs and y are model parameters that can be determined either 
using linear regression methods, as discussed in section 9.14 or a nonlinear 
optimization method (cf. Chapter 10). In the latter case we fit the experi- 
mental I ,  versus V, data to model equation (11.1) such that 

(1 1.2) 

is minimum, where Vexp and Vca, are the measured and calculated V,, 
respectively, and 1 is the number of data points. The result of this curve 
fitting is shown in Figure 11.1 for a typical n + p  diode fabricated using a 
l p m  CMOS process. The values for the parameter I,, q and r ,  for two 
types of diodes (n'p and p'n) are shown in Table 11.2. For comparison 
the parameters obtained using the linear regression method (cf. section 
10.14) are also shown in this table. 
Note that extracted parameter values from two different methods are not 
exactly the same. However, for circuit simulation purposes, the parameter 
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n = 1.19 
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DIODE FORWARD VOLTAGE, Vd (V) 

Fig. 11.1 Plot of log(1,) versus V, for a n’p diode. Circles are experimental points 
while continuous line is nonlinear least-square lit to Eq. (1 1.1) 

Table 11.2. Diode parameters I,, n and R,  

Linear Optimization Linear Optimization 
regression method regression method 

1, 4.53 x 1 0 - l ~ ~  8.99 x 1 0 - 1 ~ ~  4.1 x 10-IZA 4.05 x 10-12A 
v 1.119 1.19 1.335 1.346 
R, 11.03R 15.88 R 10.78 R 14.27 R 

set obtained using the optimization method is more appropriate, as these 
values are obtained by fitting over all portion of the curve in the current 
range of interest. Unlike the linear regression method, the optimization 
method yields all three parameters simultaneously. 
The parameters Cjo,  4 and m describe the junction capacitance due to the 
space charge in the junction depletion region. When the junction reverse 
voltage vd is less than 4/2, the junction capacitance C j  is given by the 
following equation [cf. Eq. (2.74)] 

(11.3) 

where Cjo varies from device to device, but is typically of the order of 
1.0 x pF/pn2. The barrier potential 4 is usually about 0.5-0.7 V and 
the gradient factor m is assumed to be between 0.333 (linearly graded 
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junction) and 0.5 (abrupt junction), although values outside this range are 
not uncommon. 
The parameters 4 and m are generally determined by curve fitting Eq. (1 1.3) 
with measured data using a nonlinear least square optimization program. 
Very often, Cjo is also treated as a parameter to be optimized along with 
4 and m rather than taking its value from measured data. This is because 
3 parameters (Cjo, 4 and m) when optimized together give better fit over 
the entire data range of interest (see Figure 2.19 and Table 9.4). 

Transient Time z,. The parameter z, is the diode transit time and is used 
to calculate the diode diffusion capacitance C,, [cf. Eq. (2.77)] when the 
diode is forward biased. Typical values of z, range from 1 to 100 nsec. 
There are different electrical methods to calculate transit time z,, like the 
voltage decay method, the reverse recovery method, etc [4]. However, the 
simplest method of obtaining z, is to compute it from the reverse recovery 
method. In this method, we measure the diode storage time t ,  by switching 
the diode from a forward voltage V’ to a reverse voltage V,, and using the 
following equation [4]-[6] 

.- 

(11.4) 

where I, and I ,  are the forward and reverse current, respectively, when the 
diode is switched from the forward voltage V, to the reverse voltage V,. 
Note that this equation requires evaluation of the error function, which is 
approximately given by [4] 

erf(x) = ~ exp ( -  z2)dz 
h o  S’ 

Due to the complexity of Eq. (1 1.4), the Newton-Raphson method is needed 
to compute Z, and is thus fairly involved. However, the following simple 
equation is often used to calculate z, 

t, = zr [ In (1 + 91. (11.6) 

As shown in Figure 11.2, there is a discrepancy of 30% between the z, 
calculated using Eqs. (11.4) and (11.6) even when I, >> I,. Therefore, it is 
advisable to use Eq. (11.4). While using Eq. (11.6), it has been suggested 
that IJ>>Z, must be kept in the measurements. This way, the affect of 
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Fig. 11.2 Plot of t J t t  versus IJ/Ir using Eq. (11.4) (continuous line) and (11.6) (dotted 
line). Continuous line predicts more exact value of z, 

n+ p diode t 250.0 

10. 
0.0 I 

1.0 
1 + Ir / I f  

Fig. 11.3 Plot of t ,  versus (1 + I f / I , )  for a n'p diode using Eq. (11.6). Circles are 
experimental points while continuous line is linear regression of Eq. (11.6) 

recombination in the heavily doped region is entirely eliminated [4]. Under 
these conditions, the plot of t ,  versus ln(1 + If/Ir) will be a straight line 
(see Figure 11.3) the slope of which gives 7,. The plot will be highly curved 
if the condition I ,  >> I, is not met and then a unique value of lifetime can 
no longer be extracted. 
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Fig. 11.4 Test setup for measuring storage time using reverse recovery method 

Equipment required for measuring z, are (1) a fast pulse generator such as 
an HP8116A, (2) a fast oscilloscope, such as a Tektronix 7854 or an 
HP54111D with dual trace plug-in, and (3) an X-Y recorder (optional). The 
advantage of the HP8116A function generator is that it can supply an asym- 
metric pulse waveforms. However, if not available, two pulse generators 
are needed to adjust the voltages Vr and V ,  independently. The test configu- 
ration is shown in Figure 11.4. The time delay due to connectors and series 
resistance in the circuit should be carefully minimized. The resistor R, 
(350 a) is chosen such that the DC current flowing into the diode is limited 
within the range of f 15 mA for voltages between Vr =. 8 V (forward bias) 
and V, = - 3 V (reverse bias) and the RC delay time introduced by this 
resistor is negligible as compared to the diode transit time. 
During forward bias (at t = 0-), a positive voltage (Vs = 8 V) at f =  100 Hz 
was applied to the circuit. The current was then calculated by dividing the 

Fig. 11.5 Storage time t ,  as a function of input pulse for n'p diode 
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Table 11.3. Diode transit time t, 

calculation using nS nS 

Error function Eq. (1 1.4) 241.3 415 

Transit time nip P + n  

Log function Eq. (1 1.6) - 339 

voltage measured on resistor R, (50 0). At t = 0, a negative voltage is applied 
to the diode; the input pulse changes from + 8 V to - 3 V at t = 0. The 
diode storage time was measured as the time from beginning of the 
reverse current transition to the time when the reverse current begins to 
decay toward its leakage current value (see Figure 11.5). 
The lifetime z calculated using the above method for both n+p and p+n  
diodes are shown in Table 11.3. Note the difference between z, calculated 
using Eqs. (1 1.4) and (1 1.6). 

11.2 MOSFET Level 1 Model 

The level 1 model is often referred to as the Shichman-Hodges model. It 
is the simplest of the four MOSFET models in SPICE and is accurate onZy 
for long channel devices. 

11.2.1 DC Model 

The threshold voltage Vth for the SPICE Level 1 model is [cf. Eq. (5.16)] 

(11.7) 

where V,, is the zero-bias (V,, = 0 V) threshold voltage of a long channel 
device, y is the body factor, and +f is the bulk Fermi potential. Note that 
no short channel or narrow width effects are taken into account; for details 
see section 5.1. 
The saturation voltage V,,,, is calculated using the following equation 
[cf. Eq. (6.54)] 

(11.8) 

The drain current I,, is calculated using the following relations [cf. 
Eq. (6.62)] 

S,[(Vg,- Kh-+vdS)Vds](1 +A&,) linear region, Vgs > I/,,and v , , ~  v,,,, 
I d s =  0 . 5 P O ( V g s  - vth)2(1 + nvds) saturation region, V,, > V,,,, 

subthreshold region, V,, I V,, 

vdsat = vgs - K h .  

(11.9) 
I0  

where 

Po = K(  W/L)  and K = poco,. 
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Note that the channel length modulation factor, I ,  is included in both the 
linear and saturation regions, so as to make the current and its first 
derivative continuous, as was explained in section 6.4.1. Also note that the 
subthreshold current is zero. 
In addition to the intrinsic MOSFET DC current equations described 
above, one needs to model the source/drain (S/D)-to-substrate pn junctions. 
Since in the normal operation of the device these junctions are reverse 
biased, the only DC parameter of the S/D junction which is of interest is 
the saturation (leakage) current I , .  In SPICE this is specified as J, ,  the 
saturation current per unit area, or I,, the total saturation current. If J ,  is 
specified then one needs to specify the source and drain areas A, and Ad, 
respectively. 

11.2.2 Capacitance Model 

The parameters of the dynamic model are the source/drain junction 
capacitances, the overlap capacitances, and the intrinsic MOSFET capaci- 
tances. The junction capacitances are the sum of both the bottom-wall 
(area) capacitance and side-wall (periphery) capacitance. The source diode 
capacitance C,, is computed as follows [cf. Eq. (3.26)] 

(11.10) 

where A,  and P ,  are the area and periphery of the source-to-bulk pn junction, 
respectively, and Cjo and Cjswo are the junction capacitance per unit area 
and per unit periphery, respectively, at zero back bias. A similar equation 
holds for the drain-to-bulk junction capacitance CBD. These equations are 
used for all SPICE models. 
The intrinsic device capacitances (also sometimes referred to as gate oxide 
capacitances) are based on the Meyer model (see section 7.1.1). There are 
only three intrinsic capacitances C,,, C,, and CGB in the Meyer model. 
Their values change with bias conditions as follows: 

Strong Inuersion Region. In the strong inversion region when V,, > Vth, the 
gate capacitance is calculated using the following relations: 
Linear Region: In this case Vgs > (vth + Vd,) 

(1 1.1 la) 

(1 1.1 1 b) 

(1 1.1 lc) c,, = 0. 
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Saturation Region: In this case V,h < V,, < (V,h + V&) 

c,, = 3 2 cox,  (11.12a) 

c , D  = 0 (1 1.12b) 
c,, = 0 (1 1.12c) 

cox, = WLC,,. (1 1.12d) 

Weak Inversion Region. In SPICE this region, defined as V,, < I / t h ,  is 
divided into two parts. For the sake of simplicity the transition between 
the saturation and weak inversion regions is made linear, resulting in the 
following equations. 

where 

When (vih - 4f) < vgs < I / th? 

(11.13a) 

c,, = 0 (1 1.1 3b) 

(11.13~) 

(1 1.14a) 

(1 1.14b) 
(1 1.14~) 

Note that these capacitances do not require any new parameters. 
The overlap capacitances C,,,, CGD0 and C,,, are then added to C,,, CGD 
and C,,, respectively, in different regions of device operation and are 
calculated from the following equations: 

c,,, = c,sow ( 1 1.1 5a) 

cGDO = C g d o  (1 1.15b) 

CGBO = CgboL. (11.15~) 
Normally Cgso = Cgdo, the overlap capacitance per unit width at the source 
and drain ends, respectively. The model parameters for the SPICE Level 1 
model are shown in Table 11.4. These parameters are entered in the 
MODEL statement in the SPICE input file. 
In addition to the model parameters shown in Table 11.4, the device 
parameters shown in Table 11.5 are also required. These device parameters 
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Table 11.5. Device parameters 

Parameter SPICE 
name in parameter Parameter Default 
the text name description value Units 

L,  L Drawn Channel length (mask dimensions) m 
wm W Drawn Channel width (mask dimensions) m 

AS Source diffusion area 0.0 m2 As 
A d  AD Drain diffusion area 0.0 m2 

PS Perimeter of the source diffusion window 0.0 m ps 
P d  PD Perimeter of the drain diffusion window 0.0 m 
- NRS Number of squares in the source diffusion 1.0 m 
~ NRD Number of squares in the drain diffusion 1.0 ~ 

electrical parameters will always override the value computed from 
process parameters, if also specified. Thus, if V T O ,  N S U B  and T O X  are 
input, the threshold voltage will assume the value entered as VTO,  while 
G A M M A  will be computed from N S U B  and T O X .  Similarly, if K P  is 
not specified but UO is specified, then K P  will be computed using either 
the specified value of T O X  or its default value, if not specified. 
If V T O  is not an input parameter then one needs to specify NSUB,  
T O X  and T P G ,  which are then used to calculate V,, using Eq. (5.15). 
The last parameter T P G  denotes the type of the gate and can take any 
of the following three values 

+ 1 for gate type opposite to the substrate 
T P G  = - 1 for gate type same as the substrate (11.16) 

and is used to calculate Qms and hence V,,(= Q m s -  qN,,/C,,) [cf. 
Eq. (4.14)], as follows: 

I 0 for aluminum gate 

- 0.5 - 0.5E, - 0.54, for TPG = 0 

forTPG= - 1  

where E ,  is the energy gap for silicon [cf. Eq. (2.3)]. 
SPICE sets all parameters to the default values if negative values are 
input by the user, with the exception of V T O ,  T P G  and N S S .  Thus, if 
G A M M A  is specified as a negative value, then SPICE assumes it to be 
zero, which is the default value. 

0 For a p-channel enhancement and an n-channel depletion device V T O  
is negative, while it is positive for n-channel enhancement devices. Recall 
that p-channel depletion devices are not fabricated, but if simulated, their 
V T O  will be positive. 

Qms = - 0.5E, - 0.54, for TPG = 1 (11.17) 1 0.5E, - 0.54, 
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0 The default value of T O X  = lo-’ m (1000 A) is valid for the Level 2 and 
higher level models. If TOX is not specified for LEVEL = 1, then TOX 
acts as a flag and “turns off” the use of process parameters resulting in 
the omission of intrinsic capacitance calculations. 

0 The parameter LAMBDA in the Level 1 model defaults to zero if it 
is not specified. However, this is not the case in the Level 2 model as 
we will see later. 
Some parameters in the model may be specified in more than one way. 
For example, reverse or saturation current of the junction can be specified 
either as I S  or J S .  Whereas the first is an absolute value, the second is 
multiplied by AS and AD to give the saturation current of the source 
and drain junctions, respectively. However, the advantage of specifying 
J S  is that the resulting value of the saturation current becomes specific 
to each junction of each transistor; unlike giving I S ,  which will result in 
the same value of the saturation current for all sourceldrain junctions. 
Similarly, the zero-bias depletion capacitances can be specified by CJ,  
which is multiplied by AS and A D ,  and by CJSW which is multiplied by 
PS and PD specific to each single device. Or, they can be set by CBD 
and CBS, which are absolute values. 
The parasitic ohmic resistances of the source and drain junctions can be 
specified either by RD and RS which are the absolute values, or by R S H  
which is multiplied by N R S  and NRD. 
If both I S  and J S  are specified, I S  overrides JS. 

Model Parameter Determination. Determination of all Level 1 parameters, 
except that of K (KP) and 2 (LAMBDA) have been discussed earlier. The 
parameter LAMBDA is a saturation region parameter and can be 
determined from the slope of the I d ,  versus v d ,  curve in the saturation region 
(V,, > Vd,,,) by dividing the slope value by the y-intercept. The slope in the 
saturation region is very small, and therefore care must be exercised in its 
determination. The parameter K P  can be determined either from the slope 
of the linear region plot of I d ,  versus Vgs at low Vd, or from the slope of 
JIds versus V,, curve with I , ,  obtained in the saturation region. For 
a typical 2pm CMOS technology, the value of K P  obtained from linear 
region data is 27 pA/V2, while the corresponding value obtained in 
saturation is 22pA/V2. Clearly, the value of K P  obtained from the two 
methods is different because the mobility degradation due to the gate field 
is not taken into account in this model. Since SPICE allows only one value 
to be used for both linear and saturation regions, it is more appropriate to 
use an optimizer to extract K P  along with other parameters. 
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11.3 MOSFET Level 2 Model 

The Level 2 model incorporates many of the second order effects for small 
size devices. It can model a reasonable range of device sizes, but is 
computationally quite complex. 

11.3.1 DC Model 

The threshold voltage equation for the SPICE Level 2 model is 

' r h  = VTo  - Y& + ?/FIJm + F w ( 2 4 f  + 'sb) (1 1.18) 

where F ,  is the short channel factor based on Yau's modified model as 
given by Eq. (5.94) and Fw is the narrow width factor based on a simplified 
thick field oxide model [cf. Eq. (5.91)] given by 

(11.19) 

Linear Region Current. The drain current in the linear region is given by 

zds=Ijeff[( 'gs- v , * , - ~ r ] V ~ s ) ' ~ s - ~ ? / F l { ( V ~ s  + 2df + Vsb)3i2 
- (24f + ' s b ) 3 i 2  11 (11.20) 

where 

(1 1.21a) 

(1 1.2 lc) 

y = l + F w  ( 1 1.2 1 d) 

(1 1.21e) 

(11.21f) 
and L, is the drawn channel length, while Ldif is the side diffusion [cf. 
Eq. (3.31)]. Note that the channel length modulation (CLM) factor /z is 
used for both linear and saturation regions of device operation, so as to 
make the current and its first derivative continuous from linear to saturation 
region, as was explained in Chapter 6. 

Saturation Voltage. The saturation voltage V,,,, is calculated in one of two 
ways. If the maximum carrier drift velocity u,,, is assumed zero, then V,,,, 
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is calculated Using a pinch-off model (i.e., Ids/I /ds  = 0 at Vds = Vdsa,, as 
discussed in section 6.4.1), otherwise i t  is calculated using the velocity 
saturation model. 

Vdsat using the pinch-off model: In this case VdSa[ is calculated from the 
following equation: 

where 

'sb)]'"] (11.22) 

Vdsaf using the velocity saturation model: In this case I/dsat is calculated 
using the Baun and Benking model from the following equation [cf. 
Eq. (6.173)] 

where 

(1 1.23) 

Note that in order to solve for vd,,, one needs to know Leff. This means 
that vd,,, calculations requires simultaneous solution of two nonlinear 
Eqs. (1 1.25) and (1  1.21e). However, SPICE uses the following closed form 
solution by making the approximation that Leff = L in Eq. (1 1.25). With 
this approximation one can write Eq. (11.25) in a somewhat more manage- 
able form, if the following substitutions are made 

(1 1.26a) 
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(1 1.26~) 

(1 1.26d) 

With this substitution, Eq. (1 1.25) becomes: 

(1 1.27) 

It is clear that the above equation can be written as a fourth order 
polynomial equation in X as: 

(11.28) 

(V, - $V2 - i X 2 ) ( X 2  - V2) - +(yFJq)(X3 - Vi’2) 
U =  

Vl - (YFl/rl)X - x2 

X4 + A X 3  + B X 2  + C X  + D = 0 

where the coefficients A,  B, C and D are: 

B = - 2(V1 + u) 

YFl c= -2--0 
rl 

4 YF 
3 r l  

D = 2V1(V2 + U) - V ;  --I V;”. 

Equation (11.27) is solved for X using a closed form method known as 
Ferrari’s method. Once X is known, it is a trivial matter to obtain Vd,,, 

from Eq. (11.26d). Since Eq. (11.27) is a fourth order polynomial equation, 
it has four possible solutions. The smallest positive solution is taken to be 
the valid solution. If no positive real roots are obtained, then vd,,, is 
evaluated using the pinch-off model, Eq. (1 1.22). 

Leff Calculation. The Leff is calculated using Eq. (11.21e) 

Leff = L(l - .2vds) (11.29) 

and depends upon whether or not the CLM term il has a finite value. If 
.2 = 0 is input to the model parameter file, then channel length modulation 
is not taken into account and Leff = L. However, if 1 is not input then it 
is calculated internally. Depending upon the value of urnax, il is calculated 
from either of the following two equations: 

If u,,, 2 0 ,  V,,,, is calculated using the pinch-off model, Eq. (11.22), 
while the effective channel length is evaluated using the following 
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equation: 

(11.30) 
If u,,, > 0, then Vdsa, is calculated using Eq. (11.26d), and A is given by 

I = qJ(+)2 + (V,, - V,,,,) - 
vds 

(11.31) 

Note that X ,  used in Eqs. (11.30) and (1 1.31) are different. This is because 
Eq. (1 1.30) does not provide an accurate description of the output 
conductance in saturation and Neff has to be used as an empirical factor 
to change the substrate doping to NeffNb. The larger the N e f f ,  the smaller 
the output conductance becomes. The range of Neff is normally between 
1 and 5. 

Saturatioiz Region Current. In this region, V,, > v&,, and current is calculated 
using Eq. (11.20) with VdS replaced by Vdsat. 

Subthreshold Current. The current in the subthreshold region is calculated 
using the following equation: 

(1 1.32) 

where 
kT 

4 
v,, = v,, + n- 

and lo is the value of I,, at Vgs = V,, calculated using Eq. (1 1.20), N,, is a 
curve fitting parameter and C, is the depletion capacitance. The voltage 
V,, makes the transition from weak to strong inversion regions. 
The DC parameters for Level 2 model are shown in Table 11.6. In this 
table only those parameters are included which are in addition to the Level 
1 parameters shown in Table 11.4. 



552 1 1  SPICE Diode and MOSFET Models 

Table 11.6. S P I C E  Level 2 model parameters. These are in addition to those shown in 
Table I I .4 

Parameter SPICE 
name in parameter Parameter 
the text name description 

Default 
value Units 

Level 
Ldif LD 

DELTA 
XJ 
UCRIT 
UTRA 
UEXP 
VMAX 
NEFF 
NFS 
XQC 

Lateral diffusion 
Narrow width factor 
Junction Depth 
Critical field for mobility degradation 
Mobility transverse field coefficient 
Exponent in mobility degradation 
Maximum carrier drift velocity 
Effective substrate doping factor 
Fast surface state density 
Thin-gate oxide capacitance model 

flag and coefficient of channel charge 
share attributed to drain (0-0.5) 

1 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
1 
0.0 
1 .0 

1 . 1 0 4  

Note the following: 

The parameter LD accounts for the diffusion effects in the device length 
direction giving an effective channel length L as 

L = L, - 2Ldi,. 

The UC Berkeley implementation of the Level 2 model does not 
have the parameter WD( = AW) for calculating the effective device width 
from drawn dimensions resulting in W, = W. 
The parameter U T R A  (cf. Eq. 11.21~) does not exist in the Berkeley 
version, but it is included here because it exists in most of the Level 2 
models in commercially available implementations of SPICE. 
If X J  is not specified, the narrow channel effect is neglected. 
If N F S  is not specified, the subthreshold current is not calculated. 
If N F S  is not specified, Vo, = Vth. 
If V M A X  is not specified, the velocity saturation effect is neglected. 

11.3.2 Capacitance Model 

The MOSFET source and drain junction capacitance models are the 
same as for Level 1. However, for MOSFET intrinsic capacitances there 
are two models available. The first model, which is also the default model, 
is the Meyer model as described for Level 1; the only difference being that 
F h  is replaced by Van. The second model is the charge controlled model of 
Ward and Dutton [9]. The parameter X Q C  is associated with partioning 
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Table 11.7 Charge sharing for Level 2 capacitance model 

Source Charge Qs Drain Charge QD 

Linear Region QiP QiP 
Saturation Region X Q C ’ Q I  (1  - XQCIQi 

of the charge (see section 7.2). In the Level 2 model the following scheme 
is used to partition the channel charge QI into the source and drain charges, 
Qs and QD, respectively, (see Table 11.7). The X Q C  2 0.5 is user input 
model parameter and indicates portion of the charge attributed to the 
drain. It also acts as a flag; X Q C  = 1 invokes the Meyer model. The parti- 
tioning scheme causes discontinuity at the boundary of the linear and 
saturation regions, except when X Q C  = 0.5. Note that when X Q C  = 1, then 
in saturation Q D  = 0. 

Model Parameter Determination. The parameters of this model may be 
divided into two parts; (1) basic parameters which are basically long channel 
model parameters like VTO, KP, GAMMA and PHI and (2) parameters 
relative to second order effect not included in the basic model, and describe 
narrow and short channel behavior. We have already discussed parameters 
in the first part which are linear region parameters extracted using linear 
regression methods. However, the linear regression method to calculate the 
saturation region parameters, such as VMAX, or short-channel and narrow- 
width parameters, are not straight forward. It is best to determine these 
second order parameters using an optimizer as discussed in Chapter 10. 
The presence of the parameter NFS permits calculation of the subthreshold 
current in the model. The parameter can be calculated using Eq. (6.102) 
and (6.11 3). For long channel device 

(11.33) 

where S is the subthreshold slope. The parameters y and 4f need to be 
known and can be determined from V,, versus V,, measurements. The 
extracted value is normally very high ( N f s  = 9.3 x 10” cm-*), although fast 
surface states for the process are less than 10’0cmp2. The NFS is treated 
simply as a fitting parameter. This model does not insure good correlation 
with measurements. 
The Level 2 model, though physically based, has various drawbacks. For 
example, the transition from linear to saturation regions is not smooth, 
particularly for short-channel devices, and there is a small discontinuity in 
the transition from subthreshold to saturation region. 
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11.4 MOSFET Level 3 Model 

The Level 3 is a semi-empirical model that includes second order effects 
due to short-channels and narrow-widths. The model is computationally 
efficient compared to the Level 2 model, but the empirical model parameters 
become geometry dependent. 

11.4.1 DC Model 

The threshold voltage equation for the SPICE Level 3 model is 

‘th = ‘To - + Y F I d m  + F w ( 2 4 f  + ‘sb) - gvds 
(11.34) 

where F ,  is a short channel factor based on Dang’s model, as given by 
Eq. (5.73), F ,  is a narrow width factor as in Level 2, except that the 
factor of 4 is replaced by 2, and CT is the DIBL parameter given by [cf. Eq. 
(5.106) ] 

8.15.10- 22yl 
Is= 

C 0 J 3  ’ 

Linear Region Current. The drain current, I d s ,  in the linear region is given 
by [cf. Eq. (6.169)] 

I d s  = P( ‘qs - ‘th - 3‘ ‘ds) ‘ds (1 1.35) 

where 

(1 1.36a) 

( 1 1.36b) 

Ps = P a m  + Q(‘,, - ‘tJ1 

a = l +  

(1 1.36~) 

+ F,. ( 1 1.36d) YFI 
4 J W  

If the parameter omax is not specified by the user, peff is set to ps and the 
velocity saturation effect is not modeled. 
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Saturation Voltage. VdSat is calculated from one of the following equations 
(see section 6.7.2) 

(if u,,, specified) 
a P S  

(if umax not specified). v g s  - V h  

a 

vdsat = 

(1 1.37) 

Saturation Region Current. I d ,  in the saturation region is calculated Using 
the following equation 

(11.38) 

where 

€,=- Idsat  

GdsatL 

(11.39b) 

(11.39~) 

dI*sat (1 1.39d) 

and Idsat is the drain current at saturation obtained by replacing V,, with 
VdSat in Eq. (11.35) and Gdsat is the drain conductance at saturation. The 
fitting parameter accounts for the fact that the voltage across the depleted 
surface of the channel, of length l,, is less than V,, - V,,,,. 

Gdsat = ___ 
d Vd,, ,  

Subthreshold Region Current. It is given by the same equation as for the 
Level 2 model [cf. Eq. (11.32)] except that I, now is calculated at V,, = V,, 
using Eq. (11.35). 
The SPICE Level 3 DC model parameters are shown in Table 11.8. These 
parameters are in addition to the Level 1 parameters shown in Table 11.4, 
except for the parameter LAMBDA, which is not used in Level 3. 
The model parameters are generally extracted using an optimizer. Often 
the value of VMAX is 3-5 times higher than the physical value. To get a 
more realistic value, it has been suggested [13] to introduce one more 
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Table 11.8. SPICE Level 3 model parameters. These are in addition to  those shown in 
Table 11.4 

Parameter SPICE 
name in parameter Parameter Default 
the text name description value Units 
Level 
L i f f  LD 
G ,  DELTA 

XJ 
NFS 

X j 
Nrs 
0 THETA 
I ETA 
x KAPPA 
vlnax VMAX 

Lateral diffusion 
Narrow width factor 
Junction Depth 
Fast surface state density 
Mobility degradation factor 
Static feedback factor 
Saturation field correlation factor 
Maximum carrier drift velocity 

I 

0.0 
0.0 m 
0.0 cm-* 
0.0 V- '  
0.0 
0.2 

~ 

- 

- 

~ 

empirical parameter DEL, so that Eq. (1 1.36b) reads 

(11.40) 

Usually, the value of this parameter is less than one. Note that unlike 
VMAX of the Level 2 model, the VMAX parameter in level 3 is used in a 
very different form and is fairly easy to extract from a linear regression 
method. 
The capacitance model (intrinsic and extrinsic) is the same as level 1 model. 

11.5 MOSFET Level 4 Model 

The MOSFET Level 4 model is generally known as BSIM and is in fact 
a modified form of CSIM (Compact Short-channel Igfet Model) [2]. This 
is a parameter based model whose parameters are generally extracted 
using automated extraction procedures using linear regression [ 101. Since 
the model has many parameters which are bias dependent, care must 
be taken in extracting these parameters. 

11 S.1 DC Model 

In this model, threshold voltage is expressed as [cf. Eq. (5.46) and (5.96)] 

yh = vJb + 24f + Y J m  + Kl(24f + vsb) - Ovds. (11.41) 
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Linear and Saturation Region Current. In these regions current is given by 

&ff[(V,s - Vth - +ctI/ds)V&] 

p ( V g s  - Vth)2 

linear region, v,, > v,, 
saturation region, Vd, > Vds,, 

I d s  = p1 

(11.42) 
i 2ctK 

where 

(1 1.43a) 

(11.43b) 

(1 1.43~) 

1. (11.43d) 
a= 1 + [ l -  1 

2 J m  1.744 + 0.8364(24, + Vsb) 

Note that the parameter U o  is the same as 8 of Eq. (11.35) for Level 3. 
The saturation voltage Vds,, is calculated using the following equation. 

where 

K = + ( l +  V c + J 1 + 2 1 / , )  

(11.44) 

(11.45a) 

(1 1.45b) 

Subthreshold Region Current. The subthreshold current is calculated using 
the following equation [8] 

(11.46) 1' = lsub'dl 
sub 

'sub + Id1 

where 

Po w Id, = --(3Vt)2. 
2 L  

(11.47b) 
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The factor is empirically chosen to achieve the best fit in the 
subthreshold characteristics with minimum effect on the strong inversion 
characteristics. 
The above model has only 9 basic parameters, 5 for threshold voltage 
(V,,, d f ,  y ,  K ,  and v ] )  and 4 for drain current (Po, Uo,  U ,  and n). However, 5 
parameters ( v ] ,  Po, Uo,  U ,  and n) depend on bias voltages Vd, and V,, as 
follows: 

(1 1.48a) 

(11.48b) 

(1 1.48~) 

(1 1.48d) 

and p o  (or Po) is modeled by quadratic interpolation through 3 data points: 
p o  at vd, = 0, p o  at v d ,  = v d d  and the slope of p o  with respect to V d ,  at 
Vd, = Vdd and can be expressed as 

uO = uOz + uObvbs 

u l  = u l z  + ulbVbs+  u l d ( v d s  - ‘dd) 

v]1 = v]lz + v]lbvbs + v ] l d ( V d s  - vdd) 

n1 = 110 + n b I / b s  + ndVd/ds 

where 

(1 1.48e) 

(1 1.49a) 

(11.49b) 

(11.49~) 

where v d d  is the drain voltage at which saturation region measurements 
are made. Thus, there are total of 20 electrical parameters including 3 
subthreshold region parameters (no, nb and n d ) .  These electrical parameters 
also have length and width dependence. The sensitivity of a parameter to 
L (effective channel length) and W (effective channel width) is denoted by 
adding a letter ‘L‘ and ‘W’ at the start of the parameter name. For example, 
v f b  is a basic parameter with units of volts, and LVFB and WVFB are 
parameters which accounts for length and widths dependence of V F B ;  that 
is, LVFB and WVFB are the corresponding L and W sensitiuityfuctors for 
V F B  and have units of Volts.pm. In general a parameter Pi, which has 
length and width dependence, is expressed as 

p ,  pw Pi = Po +- + -. 
L W  

(1 1 S O )  
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Table 11.9. S P I C E  Level 4 model parameters 

Parameter SPICE 
name in parameter Parameter 
the text name description Units 

VFB 
PHI 
K1 
K2 
ETA 
X2E 
X3E 
uo 
X2UO 

u1 
x 2 u  1 
X3U1 

M U 2  
X2MZ 
MUS 
XZMS 
X3MS 
NO 
NB 

N D  
DL 
DW 
TOX 

Flat band voltage 
Surface potential in strong inversion 
Body factor 
S/D depletion charge sharing coefficient 
Zero-bias DIBL coefficient 
Sens. of DIBL effect to Vb, 
Sens. of DIBL effect to Vd, at vd, = Vdd 
Zero-bias trans. field mobility degradation 
Sens. of trans. field mobility degradation 

Zero-bias velocity saturation coeff. 
Sens. of velocity saturation effect to  Vb, 
Sens. of velocity saturation effect to 

Zero-bias mobility 
Sens. of mobility to  V,, at Vd, = 0 
Mobility at Vb, = 0 and at V,, = Vdd 
Sens. of mobility to V,, at Vds = 0 
Sens. of mobility to  Vd, at Vda = v d d  

Zero-bias subthreshold slope coefficient 
Sens. of subthreshold slope to substrate 

Sens. of subthreshold slope to drain bias 
channel shortening 
channel narrowing 
Gate oxide thickness 

effect to substrate bias 

v d s  at vds = vdd 

bias 

XPART Channel charge sharing coefficient 

11 S.2  Capacitance Model 

The source/drain junction capacitance model is the same as in Level 1 
model but the MOSFET intrinsic capacitance model is a charge based 
model. The parameter X P A R T  is associated with partitioning of the 
channel charge into drain and source components. XPART = 0 selects 
60/40 partition of the channel charge to the source and drain, respectively, 
while XPART = 1 sets 100/0 partition in the source/drain charge in satura: 
tion. Parameters for the SPICE Level 4 model are shown in Table 11.9. 

11.6 Comparison of the Four MOSFET Models 

As was stated earlier, the Level 1 model is useful only for hand calculations 
and rough estimate of the circuit performance. The Level 2 model is more 
physical compared to the Level 3 model. However, Level 2 model often 



560 11 SPICE Diode and MOSFET Models 

causes convergence problems, and also takes 25% more CPU time, compared 
to Level 3 model, for each model evaluation. In this respect the Level 3 
model is preferable. Because of the physical nature of the Level 2 model, 
it is still used in spite of its drawbacks. Modifications to the Level 2 model 
have recently been proposed. The Level 4 model is based on the physics 
of the device. However, it has a large number of length and width dependent 
parameters, and therefore, requires large number of devices to extract the 
parameters. 
Performance comparison of the four models have been reported recently 
with the aim to see how different models scale with the device length and 
width. For this comparison, n-channel MOSFETs ranging in masked 
channel length (L,) and width (W,) from 10.4 to 1.4pm were characterized 
[12]. Three different size devices were used to extract the model parameters 
for Levels 1-3, while six WILdevices were used in order to get 34 length 
and width dependent parameters for Level 4. A nonlinear optimization 
method was used to determine the parameters. The channel length reduction 
parameter LD (due to processing effect) was about 0.35pm, and channel 
width reduction parameter W D  was 0.55 pm, resulting in an effective 
minimum geometry device of 0.3 by 0.7pm. Although Levels 1-3 do not 
have a A W parameter, the parameter extraction was carried out using an 
effective device width obtained by subtracting the known AW from the 
drawn width. 
First, the basic parameters (MUO, VTO, GAMMA, N S U B )  and mobility 
reduction parameters (UEXP, THETA) were extracted using I,, - Vg: data. 
This data is measured on a large device (10.4/5.4) in the linear region of 
device operation. The subthreshold parameters were then extracted from 
the low current region of the same measurement. This is followed by the 

- ' A 114 3:4 10.4 10.4 1014 214 
1.4 5.4 5.4 5.4 3.4 1.4 2.4 

WIDTH / LENGTH (pm/Nm I 

Fig. 11.6 Comparison of 4 different MOSFET models, Levels 1-4. (After Khalily et al. [12]) 
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determination of the width and length dependent parameters using I,, - Vgs 
data on narrow and short devices. Finally, the velocity saturation and 
channel length modulation parameters were extracted using the short 
channel length device. 
The complete set of parameters extracted from 3 different size devices are 
then used to simulate other geometries. Figure 11.6 shows the rms error 
between the simulated and measured data on different channel length and 
width devices. Remember that not all devices were used to extract the 
parameters. The Level 2 and Level 3 models show reasonable accuracy in 
all geometries except when the channel length is 1.4 pm (effective width of 
0.3pm). Note that the Level 1 model does not perform even for large 
devices. The BSIM model provides excellent accuracy near the geometries 
used to extract the parameter values. However, larger deviation between 
the measured and simulated results were encountered for different geome- 
tries. This shows that some parameters do not scale well using the 1/L and 
1/W geometry dependence assumed in Level 4 model. 

References 

[l] A. Vladimirescu and S. Liu, ‘The simulation of MOS integrated circuits using SPICET, 
Memorandum No. UCB/ERL M80/7, Electronics Research Laboratory, University 
of California, Berkeley, October 1980. 

[2] B. J. Sheu, D. L. Scharfetter, and H. C. Poon, ‘Compact short-channel IGFET model 
(CSIM),’ Memorandum No. UCB/ERL M84/20, Electronics Research Laboratory, 
University of California, Berkeley, March 1984. 

[3] B. J. Sheu, D. L. Scharfetter, P. K. KO, and M. C. Jeng, ‘BSIM: Berkeley short-channel 
IGFET model for MOS transistors’, IEEE J. Solid-state Circuits, SC-22, pp. 558-565 
(1  987). 

[4] D. K. Schroder, Semiconductor Material and Device Characterization, John Wiley & 
Sons Inc., New York, 1990. 

[5] G. W. Neudeck, The PN Junction Diode, Vol. 11, 2nd Ed., Modular Series on Solid- 
State Devices, Addison-Wesley Publishing Co., Reading MA, 1987. 

[6] D. J. Roulston, Bipolar Semiconductor Devices, McGraw-Hill Publishing Company, 
New York, 1990. 

[7] H. J. Kuno, ‘Analysis and characterization of pn junction diode switching’, IEEE 
Trans. Electron Dev., ED-11, pp. 8-14 (1964). 

181 AH.  C. Fung, ‘A subthreshold conduction model for BSIM’, Memorandum No. 
UCB/ERL M85/22, Electronics Research Laboratory, University of California, 
Berkeley, October 1985. 

[9] D. Ward, ‘Charge-based modeling of capacitances in MOS transistors’, Stanford 
University Tech. Rep. G201-11, 1982. 

[lo] B. S. Messenger, ‘A fully automated MOS device characterization system for process- 
oriented integrated circuit design’, Memorandum No. UCB/ERL M84/18, Electronic 
Research Laboratory, University of California, Berkeley, January 1984. 

[11] M. G. Hsu and B. J. Sheu, ‘Inverse-geometry dependence of MOS transistor electrical 
parameters,’ IEEE Trans Computer-Aided Design, CAD-6, pp. 582-585 (1987). 



562 1 1  SPICE Diode and MOSFET Models 

[12] E. Khalily, P. H. Decher, and D. A. Teegarden, ‘TECAP2 An interactive device 
characterization and model development system’, Tech. Digest, IEEE Int. Conf. on 
Computer-Aided Design, ICCAD-84, pp. 184-151 (1984). 

[13] S. L. Wong and C. A. T. Salama, ‘Improved simulation of p- and n-channel MOSFETs 
using an enhanced SPICE MOS3 model’, IEEE Trans Computer-Aided Design, 
CAD-6, pp. 586-591 (1987). 



Statistical Modeling 
and Worst-case 

Design Parameters 1 2 

In integrated circuit technology, the final dimensions of all structures 
(transistors, capacitors, interconnecting wires, etc.) on finished wafers 
usually differ from their drawn (intended) dimensions due to several 
processing effects such as lateral expansion of local oxidation, imperfect 
etching, mask alignment tolerances, etc. It is observed, for example, in a 
2pm CMOS process, a polysilicon line drawn to be 2pm could be any 
where between 1.3-1.8pm. Similarly, a 4pm drawn metal line would turn 
out to be anywhere between 3.2-4.2 pm. Further, since transistor dimensions 
are determined by the width of the crossing polysilicon and by the lateral 
diffusion of the source and drain, transistor width to length ratio (Wm/L
can vary appreciably from the intended value. In addition to the line-width 
variations, there are many other process related variations such as changes 
in oxide thickness, sheet resistance, threshold voltage, etc., which result in 
the spread in device performance. Clearly, device parameters are subject 
to statistical variations due to manufacturing process disturbances. These 
variations affect the circuit performance dramatically. For example, changes 
in threshold voltage due to process variations will result in changes in 
transistor characteristics, which in turn affect DRAM access time and 
refresh rate, clock speed, etc., in digital circuits and op-amp gain in analog 
circuits. In the worst case the circuits might cease to function. 
When the chip designers design their circuits, the process variations are 
taken into account by simulations that use statistical MOS device models. 
Traditionally, the statistical models, representing process fluctuations, are 
simply the worst-case and best-case device model parameters which represent 
the worst and best case device performance [l]-[7]. The accuracy of these 
sets of extreme parameters is critical for  the design of the integrated circuits, 
as these parameters are used by the circuit designers to ensure that their 
chips will have acceptable parametric yield under all manufacturing process 
variations. Needless to say, the creation of an accurate set of worstlbest 
case design parameters are very important for the circuits to yield. 
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The statistical variations can be classified as interdie and intradie fluctuations. 
The interdie variability is characterized by the change in device parameters 
due to variations in the manufacturing process from lot to lot, wafer to 
wafer and chip (die) to chip (die). The intradie variability are those which 
produce parameter change between devices within a single chip or die. The 
interdie variations are much larger than the intradie variations. The intradie 
variations, sometimes referred to as local variations, are not considered in 
this book, although they might be important for some kind of circuits 
[8]-[ lo]. In this chapter we will discuss different methods of generating 
worst/best case design parameters that represents statistical interdie 
variations of device characteristics due to manufacturing process-induced 
fluctuations. 

12.1 Methods of Generating Worst Case Parameters 

The general problem of determining what combination of parameters yields 
worst-case conditions for an arbitrary circuit is very difficult [ll]. But if 
the performance function or the circuit forms are known, then ascertaining 
the worst-case conditions is not that difficult. For example, in MOS digital 
circuit design, the transistor drive current in saturation, Idrive (drain current 
for gate and drain held at 15.0 V I), is a convenient transistor performance 
parameter. It is based on the concept that the statistical distribution of the 
I-V characteristics represents the joint distribution of the various transitor 
parameters. It is this performance function that we will use to illustrate 
the methodology of creating worst/best case design parameters. For a given 
channel length and width of a device, Idrive will be a function of the n model 
parameters p l ,  p 2 , .  . . , p n  corresponding to the adopted MOSFET model 
equations. The purpose is to find the set of parameters pi(i = 1,2,. . . , n) which 
will result in an optimum circuit performance (maximum yield). 
It is common in industry to take account of the statistical variation in the 
process through worst case parameters, sometime referred as corner design 
parameters or Worst Case Files (WCF). There are five types of WCF, each 
is defined by a two letter acronym title describing the relative performance 
characteristics of the p -  and n-channel devices, respectively, in CMOS 
technology, or depletion and enhancement devices, respectively, in NMOS 
technology. The letters describe the operation as being typical or nominal 
(T), fast (F), or slow (S). These are (see Figure 12.1) 
0 TT (Typical p-channel, Typical n-channel): This is the typical device 

operation case and the parameters reflect the target process. 
SS (Slow p-channel, Slow n-channel): This is the slow device operation 
case (worst-case) developed from parameters that produce lower Idriv
The parameters reflect the process variation so as to yield the slowest 
device operation. 
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Low to, 
Low V t h  
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High 6 W  
LOW AL 

Fig. 12.1 Five different types of worst case model parameter files, commonly know as WCFs 

FF (Fast p-channel, Fast n-channel): This is the fast device operation 
case (best-case) developed from parameters that produce large Idrive. The 
parameters reflect the process variation shifted in such a way SO as to 
yield the fastest device operation. 
FS (Fast p-channel, Slow n-channel): This is a mixed case in which the 
p-channel has the largest currents and n-channel has the lowest currents. 
The parameters reflect process variation with appropriate shifts to yield 
fast p-channel device operation and the n-channel device skewed for 
lower drive current. 
SF (Slow p-channel, Fast n-channel): This is a mixed case in which the 
a-channel has the largest currents and p-channel has the lowest currents. 
The parameters reflect the process variation with appropriate shifts to 
yield slow p-channel device operation and the n-channel device skewed 
for higher drive current. 

Ideally these WCF should be based on parameters extracted from an 
extensive data base that represents the statistical variation of the process. 
However, with the short product time of VLSI chips, it is the common 
practice for chip design to be done in parallel with process development. 
Therefore, there is either no real data or not enough statistical meaningful 
data on which to base the worst/best model parameters. In such situations, 
one can still create WCF based on the so called Principal Factor model 
approach [23 , [3]  that is very conservative, or still better use statistical 
simulators like FABRICS I1 (FABrication of Integrated Circuit Simulator) 
[12]-[14]. FABRICS I1 generates samples of device parameters for a set 
of process and layout parameters, as well as process disturbances that model 
random fluctuations inherent in the IC fabrication process (e.g., diffusivity 
of impurity atoms, or linewidth variations and misalignments in the 
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lithography). However, incorporating suitable physically based device 
models is still a problem. 
The creation of WCF for circuit simulation and design basically consists 
of two parts: (1) extracting model parameters for different length and width 
devices for each die and wafer, and (2) determining WCF based on the 
statistical variation of the extracted model parameters from part 1. In what 
follows we will assume that we know the model parameters which represent 
the device behavior in terms of device currents. Therefore, what we will 
discuss here is the second part of the WCF creation, namely how the interdie 
variation in the model parameters, due to the random variations in the 
manufacturing process, can be used to generate a set of parameters which 
represents the best and the worst case design performance. Since creating 
WCF requires some knowledge of statistical and probability theory, the 
basic theory is covered in Appendix H [15]-1171. 

12.2 Model Parameter Sensitivity 

The first step in generating the WCF is to obtain the mean and standard 
deviation for each of the model parameters obtained from different dice 
and wafers. Once the mean pi and the standard deviation si for each 
parameter p i  is known, a test for 'outlier' data points (erroneous data 
points that reflect unusual or noisy data) is made. A simple method to 
detect outliers is to neglect points that lie outside the +3si points of the 
respective parameter distributions.' Table 12.1 shows some statistical 
analysis for each of the model parameters obtained from the ILV data. Note 
that in this table is the subthreshold parameter, while go and m are the 
DIBL parameters. The results shown in the table are based on data using 
55 dice from 3 different wafers (two lots) for nMOST fabricated using 1 pm 
CMOS process. The contribution of each parameter to the transistor drive 
current Idrive is then determined using +3s value. A + 3 s i  is used if the 
parameters result in an increase in Idrive, while - 3si is used if the parameters 
result in a decrease in Idrive. In order to check whether a given parameter 
results in a decrease or increase in Idrive, one needs to calculate the sensitivity 
Yi of Idrive to the parameter p i  defined as 

(12.1) 

In statistical theory standard deviation is represented by o. However, in order not to 
confuse this symbol with the DIBL parameter discussed earlier for the drain current 
modeling, here we use the symbol s for the standard deviation. There is another reason 
for not using the symbol o as discussed in Appendix H. Usually there are statistical tests 
which could be used to test whether the data point indeed is an outlier [19]. 
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If the sensitivity Y i  for a parameter pi is a positive quantity then Idri
increases with the parameter and is shown as an arrow pointing upward 
in Table 12.1. Similarly, if the sensitivity is a negative quantity then Idriv
decreases with the parameter which is shown as an arrow pointing downward. 
This procedure then results in individual best and worst case parameters 
as shown in Table 12.1, column 7 and 8, respectively. 
Based on these individual best (Fast) and worst (Slow) case parameters one 
can calculate the spread in the transistor drive current Idrive. Figure 12.2 
shows the spread in the drain current as a function of drain voltage V,, at 
VgS = 3.3 V and V,, = 0 V for 12.5/1 nMOST. The crosses (thick line) show 
measured Idrive for 55 dice, while the continuous lines show the bounds 
based on Fast and Slow case results obtained from Table 12.1. It is clear 
from this figure that in reality the probability of occurrence of these worst 
case conditions is very small. In fact, such combination of device parameters 
may not exist. Therefore, this procedure of creating worst case design 
parameters normally leads to an over-estimate of the actual process spread, 
which when used in the design process would result in over conservative 
design. Thus, draw backs of this procedure for calculating WCF are: 

Although it does tell us within what limits the performance may vary, 
it gives no idea as to how many devices on a wafer will exhibit these 
performance limits. 

0 It assumes that the device parameters are not interdependent and they 
are not correlated with each other. 

0 It over-estimates the actual process spread. 

Since we know that all the model parameters are not independent and some 
of them are strongly correlated with others, statistically based methods which 
take into account these facts are likely to give more realistic WCF. 

12.2.1 Principal Factor Method 

It has been shown [2],[3] that most of the device parameter variations 
can be explained by considering variations in the four parameters (1) AL, 
the difference between drawn and effective length (L,  - L), (2) AW, the 
difference between drawn and effective width (W, - W ) ,  ( 3 )  C,,, the gate 
oxide capacitance, and (4) Vfb, the flat band voltage. These four parameters 
are called the principal factors, probably because they are statistically 
independent. The other model parameters are then related to these factors 
by the following linear regression equation 

p i=a ,+a ,~AL+a2~AW+a,~C, ,+a ,V f ,  (12.2) 
where a,, a, ,  a2 ,  a3 and a4 are called regression coefficients, to be estimated 
from measured data on large number of devices. Known standard methods 
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Fig. 12.2 Spread in the ILV characteristics due to random variations in the manufacturing 
process. Continuous lines are Fast (F) and Slow (S) bounds based on data from Table 12.1, 
while dashed lines are the corresponding bounds using optimization method. The line 
marked T corresponds to  drain current for typical parameters. Thick line is experimental 
data points for 55 dice from different wafers 

available in most of the statistical packages (see Appendix I) can be used 
to determine these coefficients. 
The principal factor approach is more realistic compared to the one based 
on the sensitivity analysis. However, it is less rigorous compared to the 
statistical approach discussed in the next sections. Nonetheless, in the 
absence of large amount of statistical data, this approach of assuming AL, 
A W, Cox and V f b  as the four independent parameters and setting them at 
their scrap limits, with all other parameters to its nominal (typical) values, 
will give us Slow and Fast files (parameter sets). Although this will result 
in a conservative design, it is the simplest approach to generate WCF. It 
should be pointed out that as we scale the devices towards submicron size, 
the AL variations becomes most important. In fact it has been shown that 
70% of the variation in Idrive can be explained by simply considering 
variation in AL [21]. 

12.3 Statistical Analysis with Parameter Correlation 

In the statistical approach, the first step is to study the distribution of each 
individual parameter. If there is sufficient data, often the distributions fit 
into either normal or log-normal type. If a distribution does not fit into 
either normal or log-normal type, then any convenient mathematical trans- 
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formation can be used to convert a skewed distribution into a normal 
distribution. A useful rule of thumb is: if the deviation divided by the mean 
and multiplied by 100 is greater than 33%, the distribution is probably too 
skewed for accurate estimation of the standard deviation. Various tests 
exist to check for the normality of a distribution. If the number of obser- 
vations is less than 50, the Shapiro-Wilks test is used, but if the number 
is large the Kolmogorov-Smirnov test is generally used to test for normality. 
A normal distribution is completely characterized by its mean and standard 
deviation (first two moments) as discussed in Appendix H [cf. Eq. (H.7)]. 
These two quantities, as well as other useful statistics of the distribution, 
are available in all the commercially available statistical packages2 The 
next step is to see how different model parameters are correlated with each 
other. 
Note from Table 12.1, the parameters are measured in different units with 
values ranging from Therefore, it is always useful to normalize 
the parameter, computed using the following transformation (see Appendix 
H) 

to 

(12.3) 

where pi is the mean and si is the standard deviation of the parameter pi. 
The normalized parameter zi is unitless, and has a mean of zero and 
standard deviation of 1. Once all parameters are normalized, the correlation 
matrix for the model parameters of Table 12.1 is then generated. Test are 
made to see if a particular correlation coefficient r is spurious or not (see 
Appendix H). Using Eq. (H.15, Appendix H), it is easy to see that for m 
(number of data points) = 50, the value of r greater than 0.360 is acceptable 
with a 95% confidence level. Any value of r less than 0.360 has no statistical 
significance and its value could be set to zero. The parameters which have 
strong correlations (with r > 0.7) can easily be identified. 
However, often due to the large number of parameters involved and the 
number of correlation coefficients which exceed the significance level (0.360 
for m = 50), it is difficult to understand the various interrelationships 
between the model parameters merely by inspecting the correlation matrix. 
In other words, by mere inspection of the matrix, we cannot assess the 
joint ejiects of two parameters on another parameter, nor can we know to 
what extent the correlation between the two parameters is due to the third, 
fourth, etc., parameters. To understand the pattern of interrelationship 
among the model parameters and to create a WCF, two different statistical 

* Various statistical packages are commercially available which calculate all the necessary 
statistic of our interest. Some well known are listed in Appendix 1. 
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techniques have been used in the literature [3,4], [22]. These are (1) factor 
analysis, and (2) techniques based on nonlinear constrained optimization 
theory. Both these techniques use the correlation matrix of the model 
parameters as their starting point, and assume that the joint effect of the 
different variables can be represented by a multivariate normal distribution 
(MVN). This necessarily implies that the parameters are individually 
normal. Since both these statistical techniques first need to calculate 
principal components of the parameter vector p, we will first briefly describe 
what it means. 

12.3.1 Principal Component Analysis 

The principal component method is a technique of transforming the response 
(or original) variables into new, uncorrelated (independent) variables called 
the principal components. Each principal component is a linear combination 
of the response variables. Thus if y,, y 2  ... y ,  are the principal components for 
the n normalized (or standarized) response variables z l ,  z2  ... z,, then 

(12.2) 

y ,  = u,1z1 + u,2z2 + ... + U,.Z, 

and is arranged in the order of decreasing variances. The most informative 
principal component is the$rst, and the least informative is the last. To know 
the independent variables (principal components) y ! ,  y , .  . . , we need to know 
coefficients u1 ,, u I 2 . .  . , etc. In terms of matrix notation, the above equations 
can be written as 

y = u z  (12.5) 

where y is the independent variable vector 

Y= 

Y ,  

(12.6) 

U the transformation matrix is an n x n orthogonal matrix and z is the 
original standarized parameter vector [cf. Eq. (12.3)]. In order to determine 
the elements uij of the matrix U, the correlation matrix R of the normalized 
parameter vector z is diagonalized. This diagonalization is accomplished 
by obtaining the eigenvalues 3Li and eigenvectors ei of R by solving the 
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following system of equations (see section 10.1) 

Re, = ,liei 

where ei = ( e i l ,  e iz , .  . . , e,,), i = 1,2,. . , , n. By constructing the following two 
matrices, 

(12.7) 

(12.8) 

we can write U = DP1I2E-l. Thus, substituting the matrix elements U , j  
into (12.5), we can obtain the principal component y of p. It can be shown 
mathematically that from the independent vector y, the original parameter 
vector p can be obtained using 

p =  ED",^ (1 2.9) 
so that the rows of the first set of equation (12.5) becomes columns of the 
second set of equation (12.9). The principal components analysis method 
is available in most of the standard statistical packages. It is called PCA 
in BMDP, PC in SPSS-X and Prin in  SAS. 

12.4 Factor Analysis 

Factor analysis is a technique that explains the observed relations between 
the numerous variables in terms of simpler relations. For a give correlation 
matrix of a set of variables, factor analysis enables the examination of under- 
lying patterns so that the data can be reduced to a smaller set of factors 
that may be taken as source variables to account for the observed inter- 
relationship in the original set of variables. Thus, factor analysis is basically 
a data reduction technique which allows us to  detect the most important 
variables out of a large set of variables. 
In factor analysis, we begin with a set of n standard variables denoted 
by z, ,  z,, . . . , z,. In the jargon of factor analysis the zi's are called the original 
or response variables [lo]. The object of the factor analysis is to represent 
each of these variables as a linear combination of smaller set of common 
factors F , ,  F,, . . . F ,  plus a factor g1,g2,. . . ,gn etc., unique to each of the 
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response variables. Thus, 

(12.10) 

Z" = 1,,F, + 1,,F, + ... + 1,,F, + gn 

where k is the number of common factors which is typically much smaller 
than n, the coefficient l i j  is called the loading and represents the degree to 
which the ith variable correlates with the jth factor F j .  Note that F , ,  F,, . . . , 
etc., are assumed to have zero means and unit variances. Furthermore, it 
can be shown mathematically that 

where hi2 is called the communality of variable zi. It is the measure of the 
'goodness of fit' of the variable expressed by the factors. The above equations 
constitute the so-called factor model. There are many ways available to 
numerically solve for these quantities and the solution process is called the 
initial factor extraction. A commonly used method to calculate the factors 
is based on Principal Component Analysis. The basic idea is to choose the 
first k principal components, as they explain the greatest proportion of 
the variance and therefore the most important, and modify them to fit the 
factor model described above. 
To satisfy the assumption of unit variances of the factors, we divide each 
principal component y i  by its eigenvalue Ai (variance of y j ) .  That is, if we 
define the jth component common factor F j  as F j  = y j /Aj ,  then we can 
express the ith equation for zi from (12.5) as 

z1 = uliAlP1 + U z i A z F z " '  + U k j A k F k .  (12.1 1) 

Comparing this equation with (12.10) we can find I ,  and gi. Since the 
response variables zi are standardized, the factor loading l i j  turns out to 
be the correlation between pi and F j  so that lij varies from - 1 to + 1. 
Notice that by factor analysis using the principal component method we 
extract m factors for the m response variables. If we have 10 input variables 
then we will extract 10 factors. The data reduction capability of the factor 
analysis comes from the fact that the first extracted factor accounts for the 
largest portion of the total variance, and each successive factor accounts 
for less and less. In fact the first few will typically account for more than 
75% of the total variance in the data. As a rule of thumb we normally 
retain those factors which correspond to an eigenvalue of 1 or more. If the 
first four or five factors cannot explain more than 75% variance in the data, 
then it is fruitless to use this method as the interpretation of the components 
will be difficult if not impossible [25].  
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As a simple example we consider the diode (or source/drain) junction 
capacitance model parameters Cjo,  4 and rn [cf. Eq. (1 1.3)]. Factor analysis 
performed on these parameters measured on 55 dice show the following 
result: 

INITIAL STATISTICS: 
VARIABLE COMMUNALITY FACTOR EIGENVALUE PCT OF VAR CUM PCT 

CJO 1 .ooo 1 2.13919 91.3 91.3 
PHI 1 .ooo 2 0.17838 5.9 97.3 
M 1.000 3 0.08 183 2.7 100.0 

This simple example shows that 91.3% of the junction capacitance variation 
can be explained by taking the statistical variation of CJO. In fact, the 
variation of PHI and M could be ignored. 

12.4.1 Factor Rotation 

The factors obtained in the previous section are called initial factors. There 
is no simple way of deciding how many factors to be retained as the param- 
eters tend to load heavily on more than one factor. Although the dimen- 
sionality of the given problem is reduced, the factor interpretation is not 
clear cut. Therefore, we find new factors whose loadings are easier to 
interpret. These new factors, called the rotated factors, are selected so that 
(ideally) some of the loadings are very large (near _+ 1) and the remaining 
loadings are very small (near zero). Interpretation in terms of original 
variables is thus made easier. The factor rotation can be achieved in a 
number of different ways, but the most common technique is varimax 
rotation which is the default option in most statistical packages. 
The result of this technique, when applied to the data shown in Table 12.1, 
indicates that most parameters are strongly related to one factor, although 
few parameters are strongly or moderately related to more than one factor. 
The parameter which has strongest dependence on each factor is then 
chosen as the independent (original) parameters. Remember that it is only 
an approximation to use the original parameters to represent factors. 
Therefore, the parameter with the strongest dependences on the factors 
should be chosen from statistical viewpoint and/or according to their 
availability from measurements. 

12.4.2 Regression Models 

Once independent parameters are chosen from factor analysis, the relation- 
ship among the other MOSFET parameters are obtained applying the 
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regression analysis. The regression models can either be linear, like the one 
given by Eq. (12.2), or could be quadratic wherein nonlinear relationship 
between parameters can be accounted for. The quadratic model is of the 
form 

k I r k  

(12.12) 

where p i s  are the independent parameters, called regressors and y is the 
dependent parameter, called regressand and b's are the regression coefficients 
to be estimated. For Idrive as a performance parameter, a linear regression 
model, similar to (12.2) is good enough for statistical purposes. 

12.5 Optimization Method 

This technique of creating WCF affords the designer much greater flexibility 
since the worst/best c& files are selected from the measured distribution 
of parameters by an optimization technique. A user defined performance 
function can therefore be optimized (maximized or rninimi~ed)~, which in 
our case will be transistor drive current in saturation, Zdrive. A multivariate 
normal distribution (MVN) is assumed whose probability density function 
is given by (see Appendix H) 

( 1 2.1 3) 
where z is a n x 1 vector representing the normalized value of the n model 
parameter vector z = [zl z2 ...znIT, and R is a n x n correlation matrix. To 
get the probability of occurrence for a given set of values of parameters, 
the probability density function f,(z) has to be integrated. Since the 
correlation between various parameters exists, this integration is not an 
easy task. It is therefore desirable to transform the parameters vector z to 
an independent parameter vector y as explained in the previous section. 
Thus, knowing y one can calculate the joint probability density function 
f,(y) for the independent parameter vector y as 

f(y) = ( 2 ~ ) - " ~ ~ ( d e t D ) - ' ~ ~  exp[-iyTD-'y] (12.14) 
where D is diagonal matrix whose diagonal elements are eigenvalues /zi of 
the correlation matrix R. To obtain the probability distribution function, 
which will yield the desired probability, the function f,,(y) is integrated over 
the equidensity contours. Integration of f(y) gives probability such that 

d 

f,(z) = (2n)-""(det R)-'" exp[ - $zTR-'z] 

j + . - j f ( y )  = Probability = 1 - exp( - a2/2) ( 1 2.1 5) 

Maximization of a performance function results in best case (fast) parameters, while 
minimization of the function results in worst case (slow) parameters. 
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where a2 is given by 

(12.16) 

At this stage it is possible to optimize a user defined process function, given 
a probability (set by the designer). The equidensity contours (given by 
equation 12.13) are used as a constraint to the user defined performance 
function with an optimization routine which will then result in independent 
parameter vector y. By minimizing the performance function, with the 
equidensity contour as a constraint will yield the worst case parameter 
vector while maximizing the performance function will result in the best 
case parameter vector. In fact two optimization steps are required to 
get the worst/best case parameters. Once the independent parameter vector 
y is determined, the original parameter vector p can be calculated using 
equation 

p = U P y  (12.17) 

The advantages with this method is that a much tighter design window will 
result since parameter correlations between each parameter is accounted for. 
The method also gives the designer the ability to customize parameter files 
for a given circuit by optimizing a performance function. 
Thus, in this procedure the following steps are needed to obtain WCF. 

1. Measure I-V and C-V data from different lots and wafers. Rule of 
thumb is that the number of dice should be 3 times the number of 
parameters. 

2. Extract model parameters p i ( i  = 1,2,. . . , n, n being number of param- 
eters) for all dice. 

3. Determine statistical variation of all parameters, that is, determine 
mean ( p i )  and standard deviation (s) of each parameter. 

4. Normalize each parameter so that p i = O  and s =  1. The normalized 
parameter zi thus corresponds to the original parameter p i .  

5. Generate correlation matrix R of the normalized model parameters. 
6. Test if correlation coefficients are spurious. If spurious, set it to zero. 
7. Calculate eigenvalues 3Li, and eigenvectors ei, of R. 
8. Transform dependent and correlated model parameter vector z to 

independent and uncorrelated parameter vector y (principal components) 
using Eq. (12.5). 

9. Calculate the joint probability density function f(y) for the independent 
parameters vector y using Eq. (12.14). 

10. Assuming certain value for the probability, calculate 'a' value from 
Eq. (12.15). For example, for 99% probability (3s over n parameter 
space) a = 3.035. 
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11. Minimization and maximization of the performance function under the 
nonlinear constraint given by Eq. (12.16) gives the slow and fast z 
vectors, respectively. 

The procedure outlined above was carried out using the same data as was 
used for generating WCF discussed in section 12.2. The results of optimi- 
zation, using Idrive as the performance function, are shown in Table 12.2. 
Note that the values for only few important parameters are shown. Since 
Idrive is a function of the model parameters and device W and L, the 
optimization was carried out using W = 3 pm and L = 1 pm. It should be 
pointed out that the parameters were obtained using two steps of optimi- 
zation. In the first step, parameters pertaining to the threshold voltage 
model were optimized. These parameters were then fixed and other 
parameters for Idrive were then optimized. 
In Table 12.2, the numbers in the bracket show standard deviation times 
the amount of the shift in the parameter value from their respective mean 
(typical) values. Note that the change in the parameter value is less than 30 
for the so called four independent parameters AL, AW, Cox and Vfb. This is 
understandable because overall change for Idrive is the effect of other 
parameters too. 
The optimized DC parameter values shown in Table 12.2 are then used to 
calculate Idrive bounds. These bounds are shown as dotted line in Figure 
12.2. Clearly, the optimization technique results in a more realistic WCF 
compared to the principal factor method. 
The histrogram of Idrive, for W J L ,  = 12.5/1 n-channel devices, based on 
data collected from 3 different lots (117 die locations from different wafers) 
for a typical 1 pm CMOS technology is shown in Figure 12.3. The vertical 
lines designated as TS and TF are the slow and fast bounds, respectively, 
generated by the principal factor method, while the corresponding bounds 
generated by the optimization method discussed above are designated as 
0 s  and OF, respectively. Note from this figure that the bounds generated 

Table 12.2. Mean (typical), minimum (slow) and maximum (fast)  valuesjor some important 
n-channel parameters obtained using the optimization method 
Parameter Mean Minimum Maximum 
name (Typical) (Slow) (Fast) Units 

AL 0.36 0.315(- 1.45)U 0.418(1.65) fl pm 
A W  0.79 1.02(2.53) fl 0.570( -- 2.29) 0 pm 

2.25 2.23(-0.83) U 2.27(0.73) fl lo-’ F/cmZ 
c o x  

PO 577 
V F B  -0.65 -0.56(2.67) fl -0.745( -2.79) U V 

600.43(1.51) U 556(-1.27) fl cm2/V.s 
- 0.568( -0.69) 
- 

00 0.642 0.7 l(0.67) 
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Fig. 12.3 Histogram showing variation of Idrive measured from different wafers and lots on 
n-channel devices. T F  and TS are the Fast (best) and Slow (worst) bounds, respectively, 
based on principal factor method, while the corresponding bounds based on optimization 
method are shown as O F  and OS, respectively 

by the principal factor method are 8-1 1 % higher compared to the optimization 
method. 
Although optimization method generates realistic WCF, however, it needs 
large amount of statistically meaningful data that is not always available. 
Same is the case with the Factor rotation method. To a first approximation, 
WCF could be generated using principal factor method. In the latter 
approach, it is more appropriate to replace Vfb as independent parameter 
by N, ,  the bulk concentration. 
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Appendix 

Appendix A. Important Properties of Silicon, 
Silicon Dioxide and Silicon 
Nitride at 300 K 

Property Si SiO, Si,N, Units 

Atomic number 
Molecular weight 
Density at 300 K 
Relative permittivity 

Breakdown field 

Refractive index 
Thermal 

conductivity 
Lattice constant 

Intrinsic carrier 

Intrinsic Debye 

(Dielectric constant) 

(Dielectric strength) 

Energy gap E ,  

concentration ni 

length 

14 
28.29 60.08 
2.33 2.27 

11.7 3.9 

- 

3 x los 8 x lo6 

3.42 1.46 
1.412 0.014 

5.43 1 
1.12 8.0 
1.45 x lo1’ - 

2 . 4 ~  lo-’ - 

~ 

140.28 g/mol 
3.0 g/cm - 
7-7.5 ~ 

1 x lo7 V/cm 

2.05 - 
- W1cm.K 

A 

cm- ’ 5.0 eV 
- 

cm - 

Bulk electron 1350 2-30 - cm2/V.s 

Bulk hole 480 - - cm2/V.s 
mobility p, 

mobility pD 
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Appendix B. Some Important Physical Constants 
at 300K 

~~ 

Constant Symbol Magnitude Units 
Electronic charge 
Free-electron mass 
Boltzmann’s Constant 

Planck’s Constant 
Permittivity of free space 
Thermal voltage at 300 K 
Thermal energy at 300 K 

4 1.602 x l o p ”  C 
m 9.11 x g 
k 1.38 x J/K 

8.62 x lo-’ eV/K 
h 6.25 10-34 J - s  
€0 8.854 x F/cm 

kT 0.02586 eV 
V, = kT/q 0.02586 V 

Appendix C. Unit Conversion Factors 

1 pm 
1 nm 
Icm =10-8A 
1 mil = 25.4pm = inches 
1 eV 
0°C =273K 

(micrometer or micron) = 10-6meters = 1 0 - ~ c m  = 104A 
(nanometer) = 10-9 meters = 10-7 cm = 1 0 - ~  pm = 108, 

= 1.602 x 10-”J = 3.83 x Cal= 1.78 x 10-36Kg 

Appendix D. Magnitude Prefixes 

Magnitude. prefix Multiple factor Symbol 
atto 
femto 
pic0 
nano 
micro 
milli 
centi 
Kilo 
Mega 
Giga 
Tera 

10-15 

10-9 

10-3 

103 

109 

10- l 2  

10-6 

10-2 

lo6 

1oI2 

a 
f 
P 

P 
m 

K 
M 
G 
T 

n 

C 
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Appendix E. Methods of Calculating 4s from the Implicit 

Rearranging Eq. (6.30) for q5s yields 

Eq. (6.23) or (6.30) 

Assume 4: is an initial guess of 4s then the next value of the estimate of 4s 
is given by the Schroder series expression [1] 

Y” (3y”)Z - y’y”’ K 3  4s= +,”+ K - - K K 2  + 
2Y’ 6(Y‘I2 

1Oy’y”y’’’ - (y’)’~’’’’ - 15(y”)3 + K4 
24(Y‘I3 

where only the first 5 terms in the series are shown and taken into account. 
The prime on y denotes the order of the derivative of the function f(4,) 
[cf. Eq. (6.31)] given by 

Y ~ = f ( 4 ~ ) = O  and K =  --. 
Y’ 

Note that the first two terms of the series correspond to the Newton- 
Raphson iteration. The other 3 terms are smaller, but their contribution 
is significant in weak inversion. 
A good initial guess for the surface potential is suggested [2] 

where 

and 4ss is 4s in weak inversion given by Eq. (6.90). That is, 

The semi-empirical Eq. (E.3) is such that in strong inversion #: M v,b + V, 
and in weak inversion 4: M 4ss; therefore, it follows the general behavior 
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of the surface potential 4s. The absolute value sign in Eq. (4) is to prevent 
the argument of the logarithm from becoming negative in weak inversion. 
With the initial guess given by Eq. (E.3), an accurate estimation of C#Is is 
obtained in all the regions of device operation using Eq. (E.2). Only one or 
two iterations are normally required. 
Other non-iterative approaches for calculating 4s, such as storing values 
of 4s in a 2-D array [3], or approximating the potential using cubic spline 
functions [4], have also been proposed. 
An approximate solution of Eq. (E.l) in different regimes of device operation 
has also been suggested. Since in strong inversion, defined as Vgb > V g b h ,  

the logarithm term varies very little, an approximate expression for 4s is 
given by 

4,(strong inversion) % 24f + V,, + 6Vt. (E.6) 

A better estimate (within 1% of the exact solution) for 4, in strong inversion 
is obtained by substituting (E.3) in the right hand side of Eq. (E.1). For weak 
inversion region, defined as v g b  < Vgbm, 4s is given by Eq. (E.5). A better 
estimate can be found by substituting C#Iss in Eq. (E.1). However, for 
moderate inversion, no simple relationship exist. 
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Appendix F. Charge Based MOSFET Intrinsic 
Capacitances 

In this appendix, the expressions for the intrinsic capacitances for large and 
wide device will be presented. These capacitances are based on the charge 
equations given in section 7.3 and the definition of the capacitance equation 
(7.40). In order to write the equations in a tractable form we first define 

[1][1]
[2]
[3]
[4]
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some auxiliary functions 

D =- 
avbs 

a vth 
Duth = ~ a vbs 

5Vgt - 2h1 w= J g -  h l  
12h2 12h2 

Linear Region. The gate capacitances based on Eq. (7.58) can be written as 

1 ( f 2  'ds + 2 f 3 )  - f 3  I / d s ( f l  + 0 . 5 f 3 )  
C,, = - = Cox, [ - 0.5 - a VS 12h1 12h: 

F.2)  
1 [ + h l  vds(Duth + 0.5f2) 

1 2 h i  - c o x ,  __ 
cGB= ~ Q G  

a vb 

c,,= aQG - Coxz[ - 0.5 + (" + x)] a vd 6h2 2 4 h i  

h l  Vds 

Note that the sum of all the four capacitances CGS, CGB, C G D  and C G G  is 
zero. The bulk capacitances based on Eq. (7.60) can be written as 

f4( 1 - 2 4  + 2h, h4 
12h2 Duth + 0.5( - h4 + 1 2 )  + 

+ Clh4(f1 + o.sf,)] 

c - - B = - c  aQ 
a V S  

BS - 

1 2 h i  

F .3 )  
6h2 24h: 

C -&=Cox,[ - D U t h - O . 5 f 2 -  - 
12h2 1 2 h i  BB - a Vb 
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The drain capacitances based on Eq. (7.55) can be written as 

8 Q D  C,, = -- = 0.5COxt 
a vg 

585 

Saturation Region. Differentiating Eq. (7.61~) with respect to V,, V,, V, and 
Vg Yields the corresponding capacitances C,,, C,,, C,, and C,,, respectively, 
which are shown below: 

Again, differentiating (7.61d) with respect to V,, V,, V, and Vg we get the 
corresponding capacitances C,,, C,,, C,, and C,,, respectively, which are 
given by the following equations 

CBB=Coxt - d  
3a 

[ vth 
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The transcapacitances corresponding to the drain charge will be 

c D S =  - A C o x t f l  

C D B  = &CoxtDuth F . 7 )  
C D D  = 0 

C D G  = - &Cox*. 

Subthreshold Region. 

V1 VJb + Vbs. 
Differentiating Eq. (F.7) w.r.t Vs, Vb, V, and V, we get the corresponding 
capacitances CGs, CGB, CGD and C G G  in the subthreshold region. 

where 

91 = J Y 2  + 4 w g s  - Vl) 
and 

1 

91 
9 2  = - Y + - CY2 + wgs - VAI. 

The channel charge is zero in the subthreshold region and therefore the 
gate and drain charges will also be zero resulting in 

CDs=O; C D B = O ;  C D D = O ;  C D G = O  

and also 

Since the channel charge is zero therefore the bulk charge is
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This will result in the following capacitances 

C B s  = - C G S ;  

C , D  = - C c D ;  

C B B  = - C G B  

C , G  = - C G G  

which were defined earlier. 

Appendix G. Linear Regression 

Suppose that the threshold voltage, v t h ,  of a MOSFET is measured at 
different temperatures T. Let us define temperature as the variable x ,  and 
vth as the variable y. Clearly x (temperature) is an independent variable 
and y (observed Vth) is the dependent variable. Suppose there are m 
measured data points of y versus x .  That is, there will be m number of data 
points ( y l ,  xl), ( y 2 ,  x2),  . . . , (ym,xm), where yi is a measured value of Vt,, at 
ith temperature xi. The best fit line that relates y to x is called the regression 
line, represented by the equation 

yi = u + bxi (G.1) 
where yi is the predicted value of y at temperature x i ,  obtained using 
Eq. (G.1). The constants a and b are called regression coefficients. Note that 
since Eq. (G.l) is the equation of a straight line, the parameters a and b 
are the intercept and slope, respectively, of the straight line. 
In order to find the best fitting regresion passing through the cluster 
of data points, we use the so called least squares criterion that results in the 
smallest sum of squared deviations of the data points from the line. Stated 
mathematically, we determine the slope b and y-intercept a of (G.l) such that 

is minimum, where yi is the observed value and yI is the predicted value. 
The slope b of the best-fitting line, based on the least squares criterion, can 
be shown to be [l] 

and 

((3.3) 
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where the C (summation) is over all measurement points from i = 1 to m. 
Note that there is always an error ei associated with any measurement xi .  
Generally this measurement error ei is unknown. When this is the case, the 
least square formulation described above is recommended. If, however, one 
knows that ei has a variance o;, some other estimate procedure might be 
better. 

Reference 
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Appendix H. Basic Statistical and Probability Theory 

If a variable x is observed repeatedly in an experiment, the m observed values 
xl, x2 '"x, constitute a sample of size m from which the characteristics 
of x can be estimated. 

Mean. The mean value of a variable x, denoted by 2, is defined as the sum 
of the observed values divided by the number of values. Thus, for the mean 
X of x we have 

Since m represents a subset of the full set of observations, called the 
population, that might have been observed, 2 is called the sample mean in 
order to distinguish it from the so called population mean, which is generally 
denoted by p in statistical theory. 

Variance. A measure of spread of the value of x from its mean 2 is provided 
by the sample variance. It is the average of the sum of the squared deviation 
from the mean and is ordinarily represented by s2. Thus, 

Note the denominator used in calculating sample variance is '(m - 1)' not 
'm'. For computational purposes it is more appropriate to use the following 
equation 
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due to its better round-off error properties. Equation (H.3) can be shown 
to be the same as Eq. (H.2). The variance of a population is generally denoted 
by o2 and is expressed as 

m 

Standard Deviation. The square root of the sample variance is called the 
sample standard deviation denoted by s. It is a measure of the absolute 
variability in a data set and is a most common measure of disperson used 
in statistics, thus 

The population standard deviation is generally represented by o and is 
expressed as 

The most common measure of relative variability is the coeficient of 
variation (CV) which is simply the ratio of the standard deviation to the 
mean 

(H.6) 
S 

X 
CV (Coefficient of Variation) = :. 

Note that CV is a unitless number. 

Gaussian or Normal Distribution. A quantitative measure of the frequency 
of occurrences of one or more specific values of a random variable' x is 
called the probability Pr(x )  of x. The relationship between the possible 
values of x and the corresponding probabilities is called the probability 
distribution of x. The probability distribution associated with a continuous 
random variable x is specified in terms of the probability density function 
(PDF) f ( x ) .  The PDF f ( x )  has the following properties: 
0 Probability must be positive, therefore, PDF must be greater than zero, 

that is, 
f (x) 2 0. 

A random variable x could be discrete or continuous. It is called continuous if it can 
take any numerical value in a given range. The model parameter pi ( i=  1,2."n) is an 
example of a continuous random variable. 
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0 The probability that x has a value in the interval (a  I X <  b) is given 
by the area under the curve f ( x )  between a and 6 ,  that is, 

Job f (x )dx  = Pr(a i x I 6). 

The total area under the curve f ( x )  is unity, that is, 
XmZi 

f ( x ) d x  = 1. s,_... 
Of all the probability distributions of a continuous variable x ,  the one most 
commonly used is the normal or Gaussian distribution. This is because (1) 
many practical distributions are fitted reasonably well by a normal distri- 
bution, and (2) much of probability theory takes a simple form when the 
distribution involved is normal. The mathematical equation representing 
the normal distribution of a variable x is given by 

where p is the mean value of x and is a quantitative measure of the location 
of the center of the curve f ( x )  and o is the standard deviation and is a 
measure of the dispersion about the mean value. Note that the symbol p 
and 0 used here are population mean and population standard deviation 
in order to distinguish them from the sample mean 2, and sample standard 
deviation s defined earlier. The constant 1/,,/27~ has been chosen to ensure 
that the area under this curve, obtained by integrating the density function 
f(x), is equal to unity, or probability is 1.0. Figure H.l shows different curves 
obtained using Eq. (H.7) with mean p = 3 and standard deviation 0 = 0.5 
and 2. Note that the curve is symmetric about its mean p ,  which locates 
the peak of the bell (see Figure H.l). The interval running one 0 in each 
direction from p has a probability of 0.683, the interval from p - 2 0  to 
p + 20 has a probability of 0.954, and the interval from p - 30 to p + 30 
has a probability of 0.997. In other words, 

Pr(p - 0 5 X i p + a) = 0.683, 
Pr(p - 2a 5 X i p + 20)  = 0.954, 
Pr(p - 30 i X I p + 30) = 0.997. 

The curve never reaches zero for any value of x ,  but because the tail areas 
outside ( p  - 30, p + 30) are very small, we usually terminate the curve at 
these points. 
By convention, the probability associated with a particular variable is 
usually expressed as a percentage statement rather than as a decimal 
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X 

Fig. H.l  Plot of Normal or Gaussian distribution function f ( x )  for two different values 
of standard deviation u = 0.5 and 2. The mean value of x is 3 

probability. Suppose the process mean of the Vth is 0.5V and that the 
standard deviation is 0.03 V, then from the equation above the following 
facts would emerge. 
0 68.3% of the v,,, will lie within 0.5 f 0.03 V (vfh f 0) 

95.4% of the V,, will lie within 0.5 f 0.06 V (Vfh k 20) 
0 99.7% of the V,,, will lie within 0.5 L- 0.09 V (v,,, f 30). 

Integration of PDF Gives the Probability. The probability that the random 
variable lies in the range (- CQ, x) is given by 

D ( x ) =  [" f (x )dx .  
J - 0 0  

The function D(x) is called the distribution function. 

Standard Normal Distribution. If we define a variable z such that 

then the normal distribution (H.7) becomes 

(H.lO) 

The new transformed variable z has a mean of zero and standard deviation 
of 1. This particular normal distribution function f ( z )  is called the standard 
normal distribution. The probability or the area to the left of the curve for 
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a specified value of z has been tabulated and is usually given in most of 
the statistical textbooks. 

Covariance. The extent of the relationship between the two variables 
defined in the same sample space can be determined from their scatter plot2. 
It is often difficult to judge the dependence quantitatively from such plots, 
except in cases when the relationship between the two parameters is very 
strong. One measure of the degree of the linear association between the two 
parameters, which is often used, is the covariance. Just as variance measures 
the spread of values of a variable around its mean, the Covariance C,, 
measures the joint distribution of the variables x and y around their mean. 
It is the sum of the deviations of the paired xi and y i  values of the variables 
x and y from their respective means. Thus, 

(H. l l )  

where 2 and j are mean values of the variables x and y ,  respectively. In 
the special case when x = y ,  the formula for the covariance simplifies to 

(H.12) 

Thus, the Covariance of a variable with itseEfis just the square of the standard 
deviation, i.e., variance. 

Correlation Coeficient. Interpretation of the covariance may not be 
intuitive since it is dependent on the units of measurement of the variables 
concerned. Therefore, to compare the interaction between different vari- 
ables that have widely different units, it is necessary to standarize the variables. 
A variable can be converted into standarized or unitless form using the 
relationship given in Eq. (H.9), so that the new transformed variable z has 
a mean of zero and standard deviation of 1. The covariance between the 
standarized variables can be used to estimate the degree of interrelation 
between the variables, in a manner not influenced by measurement units, 
and is called the correlation ~ o e f i c i e n t . ~  When based on a sample of data 
(from population), the correlation coefficient is denoted by r and in turn 
is an estimate of the population correlation coefficient denoted by p. The 
correlation coffiicient r between the two normalized parameters z ,  and z ,  

A scatter plot is simply a plot of data points between two variables x and y. A normalized 
scatter plot for po (low field mobility) versus 0 (mobility degradation parameter) is shown 
in Figure H.3 (p. 597). Note that in this Figure dotted line (ellipse) is not part of the 
scatter plot. 
If the variables are reasonably commensurable, the covariance form has greater statistical 
appeal. 
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is given by 

(H.13) 

The above equation when written in terms of non-normalized parameters 
x and y, becomes 

(H. 14) 

where sx and s, are the standard deviation of the variables x and y, respec- 
tively, and C,, are the covariance between them. Note that r is a dimension- 
less quantity ranging between + 1 and - 1, and gives a quantitative measure 
of the correlation. When the points on the scatter plot lie on a perfect 
straight line, the value of r is + 1 or - 1, depending on whether the line 
has upward or downward slope, indicating a perfect correlation. A zero 
value of Y indicates absolutely no correlation. Intermediate values ofr result 
when the points lie within an ellipse and in this case the interpretation of 
r becomes complex. The correlation between the two variables is said to 
be ‘moderate’ if the value of r is around 0.5. 
It is important to note that it is possible to obtain non-zero values of the 
correlation coefficient even when two completely independent (uncorrelated) 
variables are considered. This arises because of the finite size of the sample 
as well as errors in the measurement. A test is normally made to check 
whether Y is real or spurious, that is whether two variables are really related 
to each other in a statistical sense. In other words, it must be checked 
whether there is indeed a physical relationship between the pair of variables. 
It is to be pointed out that every statistical test is a test of the null hypothesis 
generally denoted by H,, i.e., test of the hypothesis of zero difference or 
equality, in contrast to the alternate hypothesis, denoted by HI which is a 
statement of expected or anticipated differences. In testing a certain hypo- 
thesis we are drawing conclusions based on a few sample data, therefore, 
we always run the risk that we will reject, say, H ,  when H ,  is really a true 
hypothesis. The risk of rejecting H ,  when H ,  i s  true i s  called the signiJicance 
level of a test and is usually represented by a. For example, a = 0.05 (5% 
significance level) implies that there is a 5% chance of wrongly rejecting 
H,. Frequently used standards are M = 0.05 and M = 0.01, but other values 
of a might also be chosen. If the result of the test of significance is such 
that the probability of the outcome is equal to or less than a, then the null 
hypothesis is rejected. This simply means that the probability of an error 
is sufficiently small that we choose to regard the null hypothesis as 
improbable. 
Tests of significance are commonly made by transforming a statistic based 
on a sample into another statistic for which the probability distribution is 
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known, given that the null hypothesis is true. When the sample size is large 
(as a rule of thumb, say m >> 30) it is common practice to base the significance 
level for r and the test concerning r on the statistic 

1 (1 + r )  
z, = -log ~ 

2 (1 - r )  

whose distribution is approximately normal with the mean 

and the variance 
1 

n - 3  
o;, = -. 

Thus, 

(H.15) 

can be looked upon as the value of a random variable which has a 
distribution that is approximately that of a standard normal distribution 
with zero mean and o =  1 and can be evaluated in terms of the table of 
the standard normal distribution. 
Using the above approximation we can test the null hypothesis such that 
p = 0 (no relationship between the variables x and y), which assumes that 
the sampling distribution of r values will be approximately normal in form, 
provided m is not too small. However, if p is not close to zero and if m is 
small, then the sampling distribution of r will not be normal in form but 
will be skewed instead. It has been shown that for all practical purposes 
the distribution of z ,  is approximately normal in form, independent of the 
population value p, which means that we can test the null hypothesis for 
p other than zero. If the null hypothesis is rejected then the probability, 
that the sample correlation coefficient is true, is high. If not, then the correla- 
tion coefficient is spurious. For example, suppose we want to make a 
two-sided test of the null hypothesis that p = 0, with a = 0.01. Also suppose 
we have m = 50 with r = 0.5 which gives ozr = 0.1458 and z, = 0.549. From 
the table of the standard normal distribution, given in any statistics book, 
we find that the probability of obtaining 2 2 2 . 5 8  (corresponding to 
a = 0-Ol), when the null hypothesis is true, is 0.05, and this is also the 
probability of obtaining 2 5 - 2.58. Thus, with the two-sided test we will 
reject the null hypothesis if we obtain - 2.58 2 Z 2 2.58. Substituting 
the value of z,  = 0.549 in Eq. (H.15), we have 2 = 3.7637 and because 
Z > 2.58, the null hypothesis is rejected. We conclude that r is not spurious. 
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If the sample size is small then generally the t test is performed for the null 
hypothesis such that p = 0. All these test are available in the statistical 
packages (see Appendix I). 
Note that the correlation coefficient r is only appropriate for measuring the 
degree of relationship between the two variables which are linearly related. 
A second major assumption for the use of the correlation coefficient is that 
the two variables have a bivariate normal distribution as discussed below. 

Bivariate Normal Distribution. If the two variables x and y are normally 
distributed then their joint distribution is called a bivariate normal distribu- 
tion. It can be imagined as a heap of sand or mount of data points, each 
representing a pair of values on the two variables in question. A cross- 
section of the mound, parallel to either the x or y axis (x and y axes are 
orthogonal), will result in a typical normal distribution for a single 
variable. This is equivalent to saying that for any given value of the variable 
x, the y variable is normally distributed and vice versa. The density plot 
for a bivariate normal distribution with standarized variables x and y for 
p = 0.5 and 0.9 are shown in Figure H.2. Note that the paths of x and y 
values yielding a constant height are ellipses. These paths are called 
contours. Thus, the contours of a bivariate normal distribution are ellipses. 
As the correlation coefficient between the variables increases, the mound 
will become narrower when viewed from above and the ellipses become 
more elongated (see Fig. H.2b). 
The equation for the joint probability density functionf(z,, z2) of a bivariate 
normal distribution for two standarized variables z1 and z2 can be written as 

(z: - 2rz,z2 + zi)  . 
1 1 f (z1 ,zd  = exp[ -~ 

2 l t J F - F  2( 1 - r 2 )  
(H.16) 1 

Simplifying equation (H.16) we get 

(z: - 2rzlz2 + zi) = -2(1- r2 )1n(zO2l t JT7)  (H.17) 
which gives an equation for the contour for a given value of the function 
zo where zo is the value of f ( z l ,  z 2 )  for a given probability. The value of 
zo will be restricted to lie in the range 

1 
o < z o <  

2 4 7 ’  
(H.18) 

The probability that a 5 z1 5 b and b 4 z2 I d is given by 

s.” [cdf(zl. zz)d~,dz1. (H.19) 

I f  the individual PDF are given for each parameter, i.e. the parameters are 
independent, then the joint PDF will be the product of the individual PDFs. 
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Fig. H.2 Bivariate normal density function f ( x ,  y) with correlation (a) r = 0.5, (b) I' = 0.9. 
(After Johnson [ S ] )  

The scatter plot for the normalized model parameters po (low field mobility) 
and R, is shown in Figure H.3. The measured correlation coefficient for 
these two parameters is 0.835 based on certain set of measured data. The 
equidensity contour for z,, = 0.006 (which corresponds to 97% probability) 
is shown by dotted line in the Figure H.3. In general, for a positive value 
of r the ellipses are elongated with their major axes along the line y = x 
and their minor axis along the line y = --x. As r approaches I, the ellipse 
becomes more elongated. 

Covariance Matrix. As discussed earlier, the covariance or correlation 
coefficient r describes the degree of relationship between two variables. 
In practice, usually more than two variables need to be studied. Their 
mutual dependence can be examined by computing the covariance of each 
variable with the remaining variables and expressing the results in matrix 
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Fig. H.3 Equidensity contour for a bivariate normal distribution of two parameters po 
(low field mobility) and B (mobility degradation factor). Correlation coefficient = 0.8, 
zo = 0.006 

form, called the covariance matrix. Thus, covariance matrix C of n variables 
is the matrix consisting of covariance of each variable with the remaining 
variables, i.e., 

(H.20) 

Note the following features of the covariance matrix: 

It is a n x n square matrix; n being the number of variables. Each element 
of the matrix is occupied by the covariance between the variables 
represented by a particular row and column that the element occupies. 
The matrix is symmetrical about its diagonal, i.e., the portion above the 
diagonal is a mirror image of the portion below the diagonal. 

0 The diagonal terms of the matrix are the variance of the variables 
(Cii = s?). 

If the variables are normalized, then the matrix is called the correlation 
matrix whose elements are the correlation coefficients between the variables 
represented by a row and column that the element occupies. The diagonal 
term equals 1 representing a perfect correlation. But this should be no 
surprise because they represent the correlations of each of the variables 
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with themselves. Thus, a correlation coefficient matrix represented by R is 

(H.21) 

Visual inspection of the correlation matrix can quickly identify which two 
variables are highly correlated with each other or which variables correlates 
most highly with each of the individual variables, or even identify those 
which are independent. While interpreting this matrix, the physical relation- 
ship between various parameters has to be taken into account, as well as the 
'significance levels' of the coefficients. Thus, each correlation coefficient is 
carefully studied and if spurious is set to zero in the correlation matrix. 

Multivariate Normal Distribution. The normal distribution for a single 
variable x, given by Eq. (H.7), can be generalized to n variables and is called 
multivariate normal distribution (MVN) [6]-[S]. The joint probability 
density function for the MVN is given by, 

f(x) = ( 2 ~ ) ~ " ' ~ ( d e t C ) - ' ~ ~ e x p [  - + ( ~ - p ) ~ C ' ( x - p ) ]  (H.22) 
where p is a n x 1 vector representing the mean value of the n dimensional 
random vector x = [ X ~ X ~ . . . X , , ] ~  and C is a n x n covariance matrix given 
by (H.20). It can be easily seen that the bivariate distribution (H.16) follows 
from MVN given by (H.22). For nonsingular C the density function f has 
a constant value defined by 

(H.23) 

and thus the contours are ellipsoids defined by (H.23). These ellipsoids are 
centered at ,u and have axes 

(H.24) 

(x - P)~C- ' (X  - p) = a2 

a&ei where 

Ce, = l iei  i = 1,2,. . . , n 
and (,Ii, ei) is an eigenvalue-eigenvector pair of the covariance matrix 
C. 
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Appendix I. List of Widely Used Statistical 
Package Programs 

Name Brief Description Reference Manual 

BMDP General-purpose statistical 
package 

SAS General-purpose statistical 

SPSS General-purpose statistical 
and data analysis 

package 

RS/1 General-purpose statistical 
and data analysis 

W. J .  Dixon, BMDP Statistical 
Software (1964 Westwood Blvd., 
Los Angles, CA 90025.) 

SAS Institute, Inc., SAS User’s 
Guide, (Cary, NC 27511.) 

N. H. Nie, SPSS-X ( S P S S  Znc, 444 
North Michigan Ave., Chicago, 
IL 60611.) 

10 Fawcett Street, Cambridge, 
MA 02238 

BBN Software Product Corp., 

Each of these packages has special strength in one area [l]. For example, 
the BMDP package pays special attention to the technical aspect of the 
statistical procedures and emphasizes graphical output that is useful in 
checking assumptions. The SPSS is designed specifically to handle question- 
naire and survey data arising in the social sciences. The SAS and RS/1 
packages are most sophisticated in terms of data management capabilities. 

Reference 

[l] A. A. Afifi and V. Clark, Computer-Aided Multivariate Analysis, Lifetime Learning 
Publications, Belmont, CA, 1984. 
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drain current model of, 270-275 

in pn junction, 42 
in MOS capacitor, 135-138 
in MOSFET, 171 

Diffusion constant, 36 
Diffusion length, 46 
Diode (junction): 

Depletion region: 

area (bottom-wall) capacitance, 59-60 
breakdown voltage, 52-53 
built-in potential, 42-43 
circuit model, 61-64 
current equation, 46-48 
depletion width, 43-45 
electric field, 41-45 

ideality (emission) factor, 50 
forward bias, 39, 49 
diffusion capacitance, 56-57 
junction capacitance, 53-56 
periphery (side-wall) capacitance, 59-60 
resistance, 51 
reverse bias, 39, 50 
saturation current, 46, 50 
small-signal conductance, 57 
structure, 39-40 
temperature effects, 64-67 

Donors, 21 
Dopant atoms, 21 
Doping profile: 

in pn junctions, 41 
in channel region, 94-95, 179-181 
measurement of, 427-438 

Double diffused drain (DDD), 96 
Drain conductance, 85, 350 
Drain currents: 

in charge sheet model, 238-242 
in continuous model, 307 
in depletion device, 270-276 
in Ihantola-Moll model, 251-253 
in Pao-Shah model, 235-238 
in piece-wise models, 249-256 
in short-channel models, 287-310 
in strong inversion, 245-259 
in weak inversion, 259-265, 305-307 
temperature effects, 313-317 

Drain induced barrier lowering, 210-219 
measurement of, 445-447 

Drain series resistance, 102-107, 310-312 
Drift velocity, 29 

Effective mass, 18 
Effective mobility, 276-289 
Effective (electrical) channel length, 113 

measurement of, 457-470 
Effective (electrical) channel width, 114 

measurement of, 470-472 
Einstein relation, 36 
Energy band diagram, 16 

of MOS capacitor, 122, 125-127 
Energy band gap, 16- 17 
Enhancement mode transistor, 70, 178 

threshold voltage of, 179-190 
drain current of, 230-265 

diode, 61-64 
Equivalent circuit model: 

MOSFET, 115-118 
Extrinsic semiconductors, 21 
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Field threshold, 98 
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temperature effect, 163-164 
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Gate current, 91 

temperature effect, 25 

measurement of, 410-412 
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70 

Meyer, 325 
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Intrinsic semiconductor, 17 
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Small signal conductances, 

diode, 57 
MOSFET, 84-85, 360-362 

Small signal equivalent circuits 
diode, 62-63 
MOSFET, 117 

Source resistance, 102-107, 310-312 
SPICE Diode model, 536-539 
SPICE MOSFET models, 542-559 

level 1, 542-547 
level 2, 548-55 
level 3, 554-556 
level 4, 556-559 

Standard deviation, 566, 589 
Standard normal distribution, 591 
Step junction, 40, 179 
Statistical modeling, 562-565 
Strong inversion: 

condition for, 140, 173 

in implanted channels, 181 
Substrate current, 90 

model for, 367-374 
temperature effect, 396-397 

Surface mobility, 235, 276-284 
measurement of, 448-457 

Surface potential: 
calculation of, 582-583 
definition, 132 
in charge sheet model, 238 
in MOS capacitor, 133 
in Pao-Shah model, 235 
in strong inversion, 171, 181-183 

Surface states, 129 
Subthreshold current, 77, 259-265 

short channel, 305-307 
Subthreshold slope, 265-266 

measurement of, 447-448 

Temperature effects: 
built-in potential, 66 
diode saturation current, 64-65 
drain current, 313-317 
energy gap, 17 
Fermi-potential, 25 
flat band voltage, 163-165 
intrinsic carrier concentration, 19 
inversion layer mobility, 314-316 
junction capacitances, 66 
substrate current, 396-397 
threshold voltage, 221-225 

Thermal voltage, 19 
Threshold voltage: 

anomalous effect, 203-205 
body-effect, 176 
defined in MOS capacitor, 74 

drain voltage, effect on, 210-219 
in ion-implanted channels, 177-194 
in narrow-width devices, 205-210 
in short-channel devices, 195-203 
measurement of, 438-443 

constant current method, 438 
extrapolation methods, 439-440 

transconductance change method, 442 

MOSFET, 144, 167-169 

Transconductances (see conductances) 
Transit time, 539 

Transport currents, 326 
Two sections threshold voltage models, 

measurement of, 540-542 

184-189 
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Valance band, 16 
Velocity saturation, 31, 295 

Work function, 123-127 

Work function difference vs. concentration, 

Worst case files, 564-565 

of different materials, 124 

Weak inversion: 121 
in MOS capacitors, 143 
in MOSFET, 259-265, 305-307 



11.2 MOSPET Level 1 Model 545 

Table 11.4. S P I C E  Level 1 rnodel purumeters 

Parameter SPICE 
name in parameter 
the text name 

Parameter 
description 

Default 
value Units 

VTO 
K P  
GAMMA 
uo 
PHI 
LAMBDA 
NSUB 
TOX 
NSS 
TPG 
IS 
JS 

US 
RD 
RSH 
CBS 
CBD 
CJ 

MJ 

PB 
CJSW 

MJSW 

CGSO 

CGDO 

CGBO 

K F  
AF 

Zero-bias threshold voltage 
Transconductance parameter 
Body factor 
Low field mobility 
Surface potential in strong inversion 
Channel length modulation factor 
Substrate Doping 
Gate oxide thickness 
Surface state density 
Type of the gate material 
Bulk junction saturation current 
Bulk junction saturation current 

Source ohmic resistance 
Drain ohmic resistance 
Source, Drain diffusion sheet resistance 
Zero-bias B-S junction capacitance 
Zero-bias B-D junction capacitance 
Zero-bias bulk junction capacitance 

per sq-meter of the junction area 
Bulk junction bottom grading 

coefficient 
Bulk junction potential 
Zero-bias bulk junction side-wall 

per sq-meter of the junction area 

capacitance per meter of the junction 
perimeter 

Bulk junction side wall grading 
coefficient 

Gate-source overlap capacitance 
per meter channel width 

Gate-drain overlap capacitance 
per meter channel width 

Gate-bulk overlap capacitance 
per meter channel length 

Flicker noise coefficient 
Flicker noise exponent 

1 
0.0 V 

0.0 

0.1 
0.0 
0.0 

0.0 
I 

600 

10-7 

10-14 
10-14 

0.0 
0.0 

0.0 
0.0 
0.0 

0.5 

0.8 
0.0 

WJ 

0.5 

0.0 

0.0 

0.0 

0.0 
1 

are entered in the DEVICE statement in SPICE and are required for all 
model levels. 
Note the following points, which are valid for all SPICE MOSFET models: 

Parameters V T O  and G A M M A  are known as the electrical parameters 
while NSUB and TOX are the process parameters. For all SPICE models, 
both kinds of parameters can be entered with the general convention that 
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