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Preface

This book introduces a wide range of topics on molecular electronics, molecu-
lar integrated circuits (MICs), and molecular processing platforms (MPPs).
The basic fundamentals are coherently documented, reporting a spectrum
of solved and open problems. Recent advances in science and engineering
promise to lead to fundamental breakthroughs in the way molecular devices
and systems are understood, synthesized, designed, and utilized. Those
trends and opportunities promise to change the fundamental principles of
many human-made devices and systems by achieving performance limits,
novel functionality, and superb capabilities. It is important to devise novel
molecular devices (Mdevices) that are based on a new device physics and
uniquely utilize specific phenomena and effects. Those Mdevices provide
a novel device-level solution for various platforms designed within novel
organizations and enabling architectures. In general, molecular electronics
is a revolutionary paradigm based on sound science, engineering, and tech-
nology. The development and deployment of this paradigm will redefine
and enable electronics, neuroscience, informatics, cybernetics, and so forth.
The envisioned advances toward molecular electronics will have a significant
positive impact in aerospace, biotechnology, electronics, health, informatics,
medicine, and other areas of critical importance. Molecular electronics is
viewed among the most significant frontiers to be developed in this century.
Those developments are well supported by sound theories and practice. In
particular, superb biomolecular processing platforms (®MPPs) in living organ-
isms are the undeniable evidence of the soundness and viability of molecular
processing hardware as well as molecular electronics paradigm. These BMPPs
far surpass any envisioned microelectronics-centered solutions and advances.

The fundamentals of quantum physics, molecular dynamics, chemistry,
and other disciplines have been largely developed. However, many open
problems pertaining to molecular electronics remain to be addressed and
solved. Therefore, focused fundamental, applied, and experimental research
isneeded to support far-reaching developments. The purpose of this book is to
coherently cover the various concepts, methods, and technologies to approach
and solve a wide spectrum of problems including devising, synthesis, ana-
lysis, design, and optimization of Mdevices, MICs, and MPPs. For Mdevices,
device-level physics is examined elaborating novel concepts. System-level
analysis and design are performed for MICs and MPPs. Fabrication aspects
and some synthesis technologies are covered. The emphases of this book
are on the fundamental multidisciplinary principles of molecular electronics
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as well as on practical applications of the basic theory in engineering practice
and technology developments.

There is a wide spectrum of problems, different possible solutions, and
distinct concepts to be applied. Therefore, one may have valuable sug-
gestions and reservations. Please do not hesitate to provide me with your
feedback. I am committed to integrate the suggested topics and examples
in the future. At the same time, it appears that it is impossible to cover all
topics because there is a wide spectrum of multidisciplinary themes, vari-
ety of unsolved problems, debates on the emerging technologies and their
feasibility, as well as other uncertainties. This book is written in textbook
style, with the goal to reach the widest possible range of readers who have
an interest in the subject. Specifically, the objective is to satisfy the existing
growing interest of undergraduate and graduate students, engineers, pro-
fessionals, researchers, and instructors in the fields of molecular electronics,
MICs, and MPPs. Efforts were made to coherently deliver fundamental the-
ory and technologies important to study, understand, and research advanced
devices and circuits in a unified and consistent manner. The author believes
that a coherent coverage is achieved.

The synthesis and design at the device and system levels, suppor-
ted by the fabrication technologies, must be supported by sound basic,
analytic, and numerical methods. Novel concepts should be developed
and applied in design examining complex phenomena, devising novel
topologies/organizations/architectures, evaluating performance, and so
forth. Advanced interdisciplinary research is being carried out. Our overall
goal is to expand and research frontiers through pioneering fundamental and
applied multidisciplinary studies advancing the envisioned developments.
This book develops and delivers the basic theoretical foundations. Synthesis
and design of Mdevices, MICs, and MPPs are illustrated with analysis of their
performance and capabilities. It is the author’s goal to substantially contrib-
ute to these basic issues, efficiently deliver the rigorous theory, and integrate
the challenging problems in the context of well-defined applications. The
emphasis is also on the analysis of possible directions and emerging techno-
logies, development of basic theory for attaining fundamental understanding
of molecular electronics, as well as applying the theory toward hardware
implementation. It should be emphasized that, no matter how many times
the material is reviewed and efforts are spent to guarantee the highest quality,
the author cannot guarantee that the manuscript is free from minor errors,
typos, and other shortcomings. If you find something that you feel needs
correction, adjustment, clarification, and/or modification, please notify me.
Your help and assistance are greatly appreciated and deeply acknowledged.
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Electronics and Emerging Paradigms

1.1 Introduction

This section introduce the basic core definitions and premises. Molecular
(nano) electronics focuses on fundamental, applied, and experimental
research and technology developments in devising and implementing novel
high-performance enhanced-functionality atomic or molecular devices, mod-
ules and platforms (systems), and high-yield bottom-up fabrication. Molecular
electronics centers on the following;:

1. Invention of novel devices based on a new device physics

2. Utilization of the exhibited unique phenomena, effects, and
capabilities

3. Devising of enabling topologies, organizations, and architectures

4. Bottom-up high-yield fabrication

At the device level, the key differences between molecular and
microelectronic devices are the following:

Device physics and phenomena exhibited
Effects, capabilities, and functionality utilized
Topologies and organizations attained

- W N

Fabrication processes and technologies used

In microelectronic devices, individual molecules and atoms do not depict
the overall device physics and do not define the device performance, func-
tionality, and capabilities. In contrast, in molecular devices, individual
molecules and atoms define the overall device physics and depict the device
performance, functionality, capabilities, and topologies.

There are fundamental differences at the system level. In particular,
molecular electronics leads to novel organizations, advanced architectures,

1



2 Molecular Electronics, Circuits, and Processing Platforms

technology-centric super-large-scale integration (SLSI), and so forth. Every-
body agrees that solid-state integrated circuits (ICs) and processors are
not biomolecular processing platforms (®MPPs) found in living organisms.
Existing BMPPs provide not only an evidence of their soundness and suprem-
acy but also a substantiation of achievable super-high-performance by envi-
sioned molecular ICs and processing platforms. Additional introductory
details are reported in Section 1.5.

In theory, the fundamentals, operation, functionality, and organization
or architecture of molecular processing platforms (MPPs) can be devised by
making use of BMPPs through biomimetics and bioprototyping. Considering a
neuron as a module (system) that consists of processing-and-memory primit-
ives, we cover basic fundamentals, study biomolecular processing hardware and
software, analyze electrochemomechanically induced transitions, introduce
information and routing carriers, and so forth. Owing to a great number of
unsolved fundamental, applied, and technological problems, it is impossible
to accomplish coherent biomimetics or bioprototyping and devise (discover,
design, and implement) synthetic bio-identical or biocentered processing and
memory platforms. To some extent, one may attempt to resemble BMPPs by
designing innovative molecular ICs and platforms. The book gradually and
coherently introduces various topics. I hope that most readers will find this
book appealing and exciting, while some, unfortunately, may find it to be
subjective.

Molecular electronics and processing platforms, as a cutting-edge revolu-
tionary endeavor, are researched. The emergence of molecular electronics
and processing platforms is pervasive, persuasive, and irreversible. These
revolutionary high-risk high-payoff areas require immense research and
technological development efforts that largely depend on readiness, commit-
ment, acceptance, investment, infrastructure, innovations, and market needs.
Multidisciplinary science, engineering, and technology require a high-degree
interaction and association between disciplines. Molecular electronics has
spurred enthusiasm and numerous challenging problems. The author would
like to be engaged in constructive debates with the ultimate objective to
discover, research, verify, apply, and implement sound solutions.

1.2 Historical Overview: From Atoms to Theory of
Microscopic Systems and Fabrication

This book focuses on molecular electronics and molecular ICs MICs), which
implies utilization of molecular devices (Mdevices) and molecular gates
(Mgates) engineered from molecules. Molecular electronics is related to
nanotechnology if it is to be soundly defined. Unfortunately, nano has become
the “buzz-prefix” and favorable magnification word to many fantasists who
have brought an incredible number of futuristic and speculative viewpoints.
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FIGURE 1.1
Democritus (460-371 BC), Epicurus (341-270 BC), and Aristotle (384-322 BC).

The nano-pretended futurists and analysts have been overoptimistically
painting rosy illusionary pictures and are chasing stratospheric ideas, which
unlikely may be materialized in the observable future. To avoid discussions
on the terminology and to prevent confusions, the word nano is used as it
directly related.

All matter is composed of atoms. When did the philosophy of atom and
atomic composition of matter originate? Around 440 BC, Leucippus of Miletus
envisioned the atom. In Greek, the prefix “4” means not, and the word
“tomos” means cut. The word atom therefore comes from the Greek word
atomos, meaning uncut. Leucippus and his student Democritus (460-371 BC)
of Abdera further refined and extended this far-reaching prediction. The
ideas of Leucippus and Democritus were further elaborated by Epicurus
(341-270 BC) of Samos. Aristotle (384-322 BC) questioned and opposed this
concept. These Greek philosophers are shown in Figure 1.1. Though the ori-
ginal writings of Leucippus and Democritus are lost, their concept is known
from a poem entitled De Rerum Natura (On the Nature of Things) written by
Lucretius (95-55 BC). Attempting to be consistent with the translated text
On the Nature of Things, the major postulates by those philosophers with
a minimum level of refinements can be summarized as follows:

1. All matter is composed of atoms, which are “units of matter too
small to be seen.” These atoms cannot be further “split into smaller
portions.” Democritus quotes Leucippus: “the atoms hold so that
splitting stops when it reaches indivisible particles and does not go
on infinitely.” Democritus reasoned that if matter could be infinitely
divided, it was also subject to “complete disintegration from which
it can never be put back together.”

2. There is a “void,” which is “empty space,” between atoms.

3. Atoms are “solid and homogeneous” with “no internal structure.”
(In 1897 Thomson discovered an electron, thus departing from this
hypothesis, and it is well known now that atoms consist of neutrons,
protons, and electrons.)
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4. Atoms differ in their sizes, shapes, and weights. According to
Aristotle: “Democritus and Leucippus say that there are indivis-
ible bodies, infinite both in number and in the varieties of their
shapes...,” and “Democritus recognized only two basic properties
of the atom: size and shape. But Epicurus added weight as a third.
For, according to him, the bodies move by necessity through the
force of weight.”

The genius predictions of Leucippus, Democritus, and Epicurus are truly
amazing. They envisioned the developments of science many centuries ahead.

Although a progress in various applications of nanotechnology has been
recently announced, many of those declarations have been largely acquired
from well-known theories and accomplished technologies of material science,
biology, chemistry, and other matured disciplines established in olden times
and utilized for centuries. Atoms and atomic structures were envisioned
by Leucippus of Miletus around 440 BC, and the basic atomic theory was
developed by John Dalton in 1803. The periodic table of elements was estab-
lished by Dmitri Mendeleev in 1869, and the electron was discovered by
Joseph Thomson in 1897. The composition of atoms was discovered by
Ernest Rutherford in 1910 using the experiments conducted under his direc-
tion by Ernest Marsden in the scattering of «-particles. The quantum theory
was largely developed by Niels Bohr, Louis de Broglie, Werner Heisenberg,
Max Planck, and other scientists in the beginning of the twentieth century.
Those developments were advanced by Erwin Schrodinger in 1926. For many
decades, comprehensive handbooks on chemistry and physics coherently
reported thousands of organic and inorganic compounds, molecules, ring
systems, nitrogenous bases, nucleotides, oligonucleotides, organic magnets,
organic polymers, atomic complexes, and molecules with the dimension-
ality on the order of 1 nm. In last 50 years, meaningful methods have
been developed and commercially deployed to synthesize a great variety of
nucleotides and oligonucleotides with various linkers and spacers, bioconjug-
ated molecular aggregates, modified nucleosides, as well as other inorganic,
organic and biomolecules. The aforementioned fundamental, applied, exper-
imental, and technological accomplishments have provided essential found-
ations for many areas including modern biochemistry, biophysics, chemistry,
physics, and electronics.

Microelectronics has achieved phenomenal accomplishments within
50 years. The discovered microelectronic devices, ICs, and high-yield tech-
nologies have matured and progressed ensuring various high-performance
electronics products. Many electronics-preceding processes and materials
were advanced and fully utilized. For example, crystal growth, etching,
thin-film deposition, coating, and photolithography have been known and
used for centuries. Etching was developed and performed by Daniel Hopfer
from 1493 to 1536. Modern electroplating (electrodeposition) was inven-
ted by Luigi Brugnatelli in 1805. Photolithography was invented by Joseph
Nicéphore Niépce in 1822, and he made the first photograph in 1826. In 1837
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Boris von Jacobi (Moritz Hermann von Jacobi) introduced and demonstrated
silver, copper, nickel, and chrome electroplating. In 1839 John Wright, George
Elkington, and Henry Elkington discovered that potassium cyanide could be
used as an electrolyte for gold and silver electroplating. They patented this
process, receiving the British Patent 8447 in 1840. In the fabrication of various
art and jewelry products, as well as Christmas ornaments, those inventions
and technologies have been used for many centuries.

By advancing microfabrication technology, feature size has been signific-
antly reduced. The structural features of solid-state semiconductor devices
have been scaled down to tens of nanometers, and the thickness of deposited
thin films can be less than 1 nm. The epitaxy fabrication process, inven-
ted in 1960 by J. J. Kleimack, H. H. Loar, I. M. Ross, and H. C. Theuerer,
led to the growing of silicon films layer after layer identical in structure with
the silicon wafer itself. Technological developments in epitaxy continued to
result in the possibility of depositing uniform multilayered semiconductors
and insulators with precise thicknesses so as to improve ICs performance.
Molecular beam epitaxy is the deposition of one or more pure materials on
a single crystal wafer, one layer of atoms at a time, under high vacuum,
forming a single-crystal epitaxial layer. Molecular beam epitaxy was origin-
ally developed in 1969 by J. R. Arthur and A. Y. Cho. The thickness of the
insulator layer (formed by silicon dioxide, silicon nitride, aluminum oxide,
zirconium oxide, or other high-k dielectrics) in field-effect transistors (FETs)
was gradually reduced from tens of nanometers to less than 1 nm.

The aforementioned, as well as other meaningful fundamental and techno-
logical developments, were not referred to nanoscience, nanoengineering,
and nanotechnology until recent years. Recently, the use of the prefix
nano in many cases has become an excessive attempt to associate products,
areas, technologies, and theories with nano. Primarily focusing on atomic
structures, examining atoms, researching subatomic particles and study-
ing molecules, biology, chemistry, physics, and other disciplines have been
using the term microscopic even though they have dealt with the atomic
theory of matter using pico- and femtometer atomic or subatomic dimensions,
employing quantum physics.

De Broglie’s postulate provides the foundation of the Schrodinger equation,
which describes the behavior of microscopic particles within the microscopic
structure of matter made of atoms. Atoms are composed of nuclei and
electrons, and a nucleus consists of neutrons and protons. The proton is a
positively charged particle, the neutron is neutral, and the electron has a
negative charge. In an uncharged atom, there is an equal number of protons
and electrons. Atoms may gain or lose electrons and become ions. Atoms that
lose electrons become cations (positively charged) or become anions when
they gain electrons (negatively charged). Considering protons, neutrons, and
electrons, it should be emphasized that there exist smaller microscopic particles
(quarks, antiquarks, and others) within protons and neutrons.

The basic units of length that were utilized for microscopic particles
are: 1nm=1x10""m, 1A=1 x 10710 m, l1pm=1 x 1072 m, and
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1fm =1 x 10~® m. The reader may recall that the following prefixes are
used: yocto for 1 x 1024, zepto for 1 x 10~21, atto for 1 x 10718, femto
for 1 x 10715, pico for 1 x 1012, nano for 1 x 102, micro for 1 x 107,
milli for 1 x 1072, and centi for 1 x 1072. The atomic radius of a hydro-
gen atom is 0.0529 nm, that is, 0.0529 x 10~ m. The atomic mass unit
(amu) is commonly used. This atomic mass unit is 1/12 the mass of the
carbon atom, which has 6 protons and 6 neutrons in its nucleus, that is,
1 amu = 1/12 m(*2C), where 2C denotes the isotope of carbon, and
1 amu = 1.66053873 x 107?7 kg. The mass of the positively charged proton
is 1.00727646688 amu = 1.67262158 x 10~%7 kg, while the mass of the elec-
trically neutral neutron is 1.00866491578 amu = 1.67492716 x 10 kg.
The electron (classical electron radius is 2.817940285 x 107! m) has a
mass 0.000548579911 amu = 9.10938188 x 103! kg and possesses a charge
1.602176462 x 10~' C. The weight of the hydrogen atom is 1.00794 amu or
1.66053873 x 10~ kg.

The microscopic theory has been used to examine microscopic systems
(atoms and elementary particles) such as baryons, leptons, muons, mesons,
partons, photons, quarks, and so forth. The electron and m-meson
(pion) have masses ~9.1 x 10731 and ~2 x 10=28 kg, while their radii are
~2.8 x 10715 and ~2 x 107! m. For these subatomic particles, the microscopic
terminology has been used for more than 100 years. The femtoscale dimen-
sionality of subatomic particles has never been a justification to define them
to be “femtoscopic” particles or to classify these microscopic systems to be
“femtoscopic.”

In electronic devices, the motion of charged microscopic particles (electrons,
ions, etc.) results in current, charge, potential, and other variations. In general,
one may utilize various electrochemomechanical transitions and interactions
to ensure overall functionality by making use of specific phenomena and
effects. The ability to control the motion and behavior of microscopic particles
within device physics is very important in defining device performance and
capabilities. One distinguishes electronic, electrochemical, electromechan-
ical, mechanical, photonic, and other classes of devices, which are fabricated
using different technologies. Furthermore, different subclasses, families, and
subfamilies exist within the aforementioned classes.

1.3 Devices, Circuits, and Processing Platforms

With our focus on electronics, one may be interested in analyzing the
major trends [1-4] and defining microelectronics and nanoelectronics. Within
60 years, microelectronics was well established and matured with more
than a $150 billion market per year. With the definition of microelectronics
being clear [1], nanoelectronics should be defined emphasizing the under-
lined premises. The focus, objective, and major themes of nanoelectronics,
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which is inherently molecule-centered, are defined by means of the following
[5,6]: Nanoelectronics focuses on fundamental, applied, and experimental
research and technology developments in devising and implementing novel
high-performance enhanced-functionality atomic or molecular devices, mod-
ules and platforms (systems), as well as high-yield bottom-up fabrication. As
was emphasized in Section 1.1, molecular (nano) electronics centers on the
following:

Invention of novel devices based on a new device physics
Utilization of exhibited unique phenomena, effects, and capabilities

Devising of enabling topologies, organizations, and architectures

=W N

Bottom-up fabrication

Other features at the device, module, and system levels are emerging as
subproducts of these four major themes. Compared with the solid-state semi-
conductor (microelectronic) devices, Mdevices exhibit new phenomena and
offer unique capabilities that should be utilized at the device and system
levels. In order to avoid discussions on terminology and definitions, the term
molecular, and not the prefix nano, is generally used in this book.

At the device level, IBM, Intel, Hewlett-Packard, and other leading com-
panies have been successfully conducting pioneering research and pursuing
technological developments focusing on solid molecular electronics devices
MEdevices), molecular wires, molecular interconnect, and so forth. Basic,
applied, and experimental developments in solid molecular electronics are
reported in [5-11]. Unfortunately, it seems that a limited progress has been
accomplished in molecular electronics, bottom-up fabrication, and techno-
logy developments. These revolutionary high-risk high-payoff areas have
emerged recently, and require time, readiness, commitment, acceptance,
investment, infrastructure, innovations, and market needs. Among the
most promising applications, which will lead to revolutionary advances, we
emphasize the devising and designing of

e Molecular signal or data processing platforms and molecular
memory platforms

¢ Molecular information processing platforms

Our ultimate objective is to contribute to the developments of molecu-
lar electronics in order to radically increase the performance of processing
(computing) platforms. Molecular electronics guarantees information
processing preeminence, computing superiority, and memory supremacy.

In general, molecular electronics spans from new device physics to
synthesis technologies, and from unique phenomena/ effects/capabilities/
functionality to novel topologies, organizations, and architectures. This book
proposes innovative solid and fluidic Mdevices coherently examining their
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device physics. We report a unified synthesis taxonomy in the design of
three-dimensional (3D) MICs, which are envisioned to be utilized in pro-
cessing and memory platforms for a new generation of processors, computers,
and so forth. The design of MICs is accomplished by using a novel technology-
centric concept based on the use of neuronal hypercells (Yhypercells) consist-
ing of Mgates. These Mgates are comprised of interconnected multiterminal
Mdevices. Some promising Mdevices are examined in sufficient details.
Innovative approaches in design of MPPs, implemented by MICs, are doc-
umented. The performance estimates, fundamentals, and design rules are
reported.

There are many possible directions in the development of molecular elec-
tronics, circuits, and processing platforms. At the device level, one needs
to investigate various molecular primitives (Mprimitives), such as Mdevices,
Mgates, and “hypercells. With these efforts to derive possible solutions and
feasible technologies, one may use various cyclic molecules as 3D-topology
multiterminal MEdevices, chiropticene molecular switch, protein associative
processing primitives, bacteriorhodopsin holographic associative volumet-
ric memories, and so forth. For example, a chiropticene molecular switch
is based on a conformational transition. The switching of a chiropticene
molecule is triggered by light (photon) excitation, whereas the state is con-
trolled by an electric field. Using the different device physics of Mdevices,
chemical, electric, mechanical, optical, and other phenomena, as well as
quantum and other effects, can be utilized. For example, even a chemical
reaction—diffusion paradigm, which is not covered in this book, may be
employed. In fact, the distributed character and nonlinear dynamics of
chemical reactions can map logical operations. This book emphasizes and
describes electrochemomechanically induced transitions in Mdevices and
describes BMPPs.

A fundamental theory, coherently supported by enabling solutions,
and technologies are further developed and applied. The basic and app-
lied research is expanded toward technology-centric CAD-supported
MICs design theory and practice. Advancement and progress are ensured
by using new sound solutions, and a need for a SLSI design is emphasized.
The fabrication aspects are covered. The results reported further expand the
horizon of the molecular electronics theory and practice, biomolecular pro-
cessing, information technology, design of processing/memory platforms,
and molecular technologies.

Device physics and system design center on the modern science and engi-
neering, while the progress in chemistry and biochemistry can be utilized
to accomplish bottom-up fabrication. There are well-established molecular,
polymeric, supramolecular, and other motifs. A great number of unsolved
fundamental, applied, and technological problems must be overcome to
synthesize complex functional molecular aggregates that perform specific
operations and tasks. Recent developments and discoveries of organic chem-
istry and biochemistry can be utilized in molecular electronics, but sound
practical innovations and further progress are urgently needed.
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1.4 Electronics and Processing Platforms:
Retrospect and Prospect

We have emphasized a wide spectrum of challenges and problems. It seems
that the devising of Mdevices, bottom-up fabrication, design, SLSI, and
technology-centric CAD developments are among the most complex issues.
Before turning to molecular electronics, let us turn our attention to the
retrospect, and then, focus on the prospect and opportunities.

The history of data retrieval and processing tools is traced back to thousands
years. To enter the data, retain it, and perform calculations, people used a
mechanical “tool,” called an abacus. The early abacus, known as a counting
board, was a piece of wood, stone, or metal with carved grooves or painted
lines between which movable beads, pebbles, or wood/bone/stone/metal
disks were arranged. When these beads are moved around according to the
“programming rules” memorized by the user, some recording and arithmetic
problems are solved and documented. The abacus was used for counting,
tracking data, and recording facts even before the concept of numbers was
invented. The oldest counting board, found in 1899 on the island of Salamis,
was used by the Babylonians around 300 BC. As shown in Figure 1.2a, the
Salamis abacus is a slab of marble marked with 2 sets of 11 vertical lines
(10 columns), a blank space between them, a horizontal line crossing each

FIGURE 1.2

(See color insert following page 146.) From the abacus (300 BC) to Thomas’ “Arithmometer”
(1820), from the electronic numerical integrator and computer (1946) to the 1.5 x 1.5 cm 478-pin
Intel® Pentium® 4 processor with 42 million transistors (2002; http://www.intel.com/), and
toward 3D solid and fluidic molecular electronics and processing.



10 Molecular Electronics, Circuits, and Processing Platforms

set of lines, and Greek symbols along the top and bottom. Another important
invention around the same time was the astrolabe for navigation.

In 1623, Wilhelm Schickard built his “calculating clock,” which is a six-
digit machine that can add, subtract, and indicate overflow by ringing a bell.
Blaise Pascal is usually credited with building the first digital calculating
machine. He made it in 1642 to assist his father, who was a tax collector. This
machine was able to add numbers entered with dials. Pascal also designed
and built a “Pascaline” machine in 1644. These five- and eight-digit machines
used a concept different from the Schickard’s “calculating clock.” In par-
ticular, rising and falling weights instead of a gear drive were used. The
“Pascalian” machine can be extended to more digits, but it cannot subtract.
Pascal sold more than 10 machines, and several of them still exist. In 1674,
Gottfried Wilhelm von Leibniz introduced a “stepped reckoner” using a mov-
able carriage to perform multiplications. Charles Xavier Thomas applied
Leibniz’s ideas and in 1820 made a mechanical calculator; see Figure 1.2b.
In 1822, Charles Babbage built a six-digit calculator that performed mathem-
atical operations using gears. For many years, from 1834 to 1871, Babbage
carried out the “analytical engine” project. His design integrated the stored-
program (memory) concept envisioning that the memory may hold more
than 100 numbers. The proposed machine had a read-only memory in the
form of punch cards. These cards were chained, and the motion of each chain
could be reversed. Thus, the machine was able to perform the conditional
manipulations and integrated coding features. The instructions depended on
the positioning of metal studs in a slotted barrel, called the “control barrel.”
Babbage only partially implemented his ideas in designing a proof-of-concept
programmable calculator because his innovative initiatives were far ahead of
the technological capabilities and theoretical foundations. But the ideas and
goals were set.

In 1926, Vannevar Bush proposed the “product integraph,” which is a semi-
automatic machine for solving problems in determining the characteristics
of electric circuits. International Business Machines introduced in 1935 the
“IBM 601” and made more than 1500 of them. This was a punch-card machine
with an arithmetic unit based on relays that performed multiplication in 1 sec.
In 1937, George Stibitz constructed a 1-bit binary adder using relays. Alan
Turing published a paper reporting “computable numbers” in 1937. In this
paper he solved mathematical problems and proposed a mathematical model
of computing known as the Turing machine. The idea of electronic computer is
traced back to the late 1920s. However, the major breakthroughs appear later.
In 1937, Claude Shannon in his master’s thesis outlined the application of
relays. He proposed an “electric adder to the base of two.” George Stibitz, in
1937, developed a binary circuit based on Boolean algebra. He built and tested
the proposed adding device in 1940. John Atanasoff completed a prototype
of a 16-bit adder using vacuum tube diodes in 1939. The same year, Zuse and
Schreyer examined the application of relay logic. Schreyer completed a pro-
totype of the 10-bit adder using vacuum tubes in 1940, and he built memory
using neon lamps. Zuse demonstrated the first operational programmable
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calculator in 1940. The calculator had floating-point numbers with a 7-bit
exponent, 14-bit mantissa, sign bit, 64-word memory with 1400 relays, and
arithmetic and control units comprising 1200 relays. Howard Aiken pro-
posed a calculating machine that solved some problems of relativistic physics.
He built the “Automatic Sequence Controlled Calculator Mark I.” This project
was finished in 1944, and “Mark I” was used for calculations in ballistics prob-
lems. This electromechanical machine was 15 m long, weighed 5 t, and had
750,000 parts (72 accumulators with arithmetic units and mechanical registers
with a capacity of 23 digits and signs). The arithmetic was fixed point, with a
plug board determining the number of decimal places. The input-output unit
included card reader, card puncher, paper tape reader, and typewriter. There
were 60 sets of rotary switches, each of which could be used as a constant
register, e.g., as a mechanical read-only memory. The program was read from
a paper tape, and data could be read from the other tapes, card readers, or
constant registers. In 1943, the U.S. government contracted John Mauchly and
Presper Eckert to design the Electronic Numerical Integrator and Computer,
which likely was the first electronic digital computer built. The Electronic
Numerical Integrator and Computer was completed in 1946; see Figure 1.2c.
This machine performed 5000 additions or 400 multiplications per second,
showing enormous capabilities for this time. The Electronic Numerical Integ-
rator and Computer weighed 30 t, consumed 150 kW, and had 18,000 vacuum
tube diodes. John von Neumann with colleagues built the Electronic Discrete
Variable Automatic Computer in 1945 using the so-called “von Neumann
computer architecture.”

Combinational and memory circuits are comprised of microelectronic
devices, logic gates, and modules. Textbooks on microelectronics coher-
ently document the developments starting from the discoveries of semicon-
ductor devices to the design of ICs. The major developments are reported
below. Ferdinand Braun invented the solid-state rectifier in 1874. The sil-
icon diode was created and demonstrated by Pickard in 1906. The field-effect
devices were patented by von Julius Lilienfeld and Oskar Heil in 1926 and
1935, respectively. The functional solid-state bipolar junction transistor (BJT)
was built and tested on December 23, 1947, by John Bardeen and Walter
Brattain. Gordon Teal made the first silicon transistor in 1948, and William
Shockley invented the unipolar FFT in 1952. The first ICs were designed by
Kilby and Moore in 1958.

Microelectronics has been utilized in signal processing and computing
platforms. First, second, third, and fourth generations of computers have
emerged, and tremendous progress has been achieved. The Intel® Pentium® 4
processor, illustrated in Figure 1.2d, and Core™ Duo processor families were
built using advanced Intel® microarchitectures. These high-performance
processors are fabricated using 90 and 65 nm complementary metol-oxide-
semiconductor (CMOS) technology nodes. The CMOS technology matured
to fabricate high-yield high-performance ICs with trillions of transistors on
a single die. The fifth generation of computers will utilize further-scaled-
down microelectronic devices and enhanced architectures. However, further
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progress and developments are needed. New solutions and novel enabling
technologies are emerging.

The suggestion to utilize molecules as a molecular diode, which can be
considered as the simplest two-terminal solid MEdevice, was introduced by
M. Ratner and A. Aviram in 1974 [12]. This visionary idea has been fur-
ther expanded through meaningful theoretical, applied, and experimental
developments [5-11]. Three-dimensional molecular electronics and MICs
were proposed in [5,6]. These MICs are designed as aggregated “hypercells,
which are comprised of Mgates engineered utilizing 3D-topology multiter-
minal solid MEdevices; see Figure 1.2e. Figure 1.2f schematically illustrates
the ion-biomolecule—protein complex as fluidic biomolecular or Mdevices
[5,6], which are considered in Chapter 3.

The US Patent 6,430,511 “Molecular Computer” was issued in 2002 to
J.M. Tour, M. A. Reed, J]. M. Seminario, D. L. Allara, and P.S. Weiss. The invent-
ors envisioned a molecular computer as formed by establishing arrays of
input and output pins, “injecting moleware,” and “allowing the moleware to
bridge the input and output pins.” The proposed moleware includes molecu-
lar alligator clip-bearing 2-, 3-, and molecular 4-, or multiterminal wires,
carbon nanotube wires, molecular resonant tunneling diodes, molecular
switches, molecular controllers that can be modulated via external electrical
or magnetic fields, massive interconnect stations based on single nanometer-
sized particles, and dynamic and static random access memory (DRAM
and SRAM) components composed of molecular controller/nanoparticle
or fullerene hybrids.” Overall, one may find a great deal of motivating
conceptual ideas expecting the fundamental soundness and technological
feasibility.

1.5 Molecular Processing Platforms: Evidence of Feasibility,
Soundness, and Practicality Substantiation

Questions regarding the feasibility of molecular electronics, MICs, and MPPs
arise. There does not exist conclusive evidence on the overall soundness
of solid MICs, as there were no analogs for solid-state microelectronics and
ICs in the past. In contrast, different BMPPs exist in the nature. We will
briefly focus our attention on the most primitive biosystems. Prokaryotic
cells (bacteria) lack extensive intracellular organization and do not have
cytoplasmic organelles, while eukaryotic cells have well-defined nuclear
membrane as well as a variety of intracellular structures and organelles.
However, even a couple of microns long single-cell Escherichia coli (E. coli),
Salmonella typhimurium, Helicobacter pylori, and other bacteria possess BMPPs
exhibiting signal or data processing and memory capabilities, as well
as information processing features. These bacteria also have molecular
sensors, ~50 x 50 x 50 nm motors, as well as other numerous biomolecu-
lar devices and systems made from proteins. The biophysics of distinct
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devices and systems (sensors, actuators, etc.) is based on specific phenomena
effects and mechanisms. Although bacterial motors (largest devices) have
been studied for decades, baseline operating phenomena and mechanisms
are still unknown [13]. The biophysics (phenomena, effects, and mechanisms)
ultimately behind this processing and memory have not been understood
at the device and system levels. Furthermore, the fundamentals of bio-
molecular processing, memories, and device physics are not well understood
even for single-cell bacteria possessing BMPPs. The processing, memory
storage, and memory retrieval in these systems are likely performed util-
izing biophysical mechanisms involving electrochemomechanically induced
transitions and interactions in ion (~0.2 nm)-biomolecule (~1 nm)-protein
(~10 nm) complexes in response to stimuli. Fluidic processing and MPPs,
which resemble BMPPs, were first proposed in [5,6]. Figure 1.2f schematic-
ally illustrates the ion-biomolecule-protein complex. Various existing BMPPs
establish evidence of biomolecular device physics ensuring the overall feas-
ibility and soundness of synthetic and fluidic MPPs. This soundness is also
extended to the solid molecular electronics.

Assume that, in prokaryotic cells and neurons, processing and memory
storage are performed by electrochemomechanical transitions in bio-
molecules such as folding, induced potential, charge variation, bonding
change, and so forth. These changes are accomplished by the binding/
unbinding of ions and /or biomolecules, enzymatic activities, photon absorp-
tion, and so forth. Experimental and analytic results show that protein
folding is accomplished within nanoseconds and requires ~1 x 107 to
1 x 10718 J of energy. Real-time 3D image processing is ordinarily accom-
plished even by primitive insects and vertebrates that have less than 1 million
of neurons. To perform these and other immense processing tasks, less than
1 wW is consumed. However, real-time 3D image processing cannot be per-
formed by even envisioned processors with trillions of transistors, device
switching speed ~1 THz, circuit speed ~10 GHz, device switching energy
~1x 1071 J, writing energy ~1 x 1071® J/bit, read time ~10 nsec, and
so forth. This is an undisputable evidence of superb biomolecular processing
that cannot be surpassed by any envisioned microelectronics enhancements
and innovations. The existence of BMPPs provides the foundation for the
overall soundness of envisioned MPPs.

Different concepts are emerging examining solid and fluidic molecular
electronics, biomolecular processing, and so forth. All bio-organisms are com-
posed of micron-sized cells that contain thousands of different molecules.
Those biomolecules are utilized to perform reproduction, energy conver-
sion, actuation, sensing, processing, memory storage, and so forth. In the
living organisms, the BMPPs are formed by neuronal aggregates. The attempts
to prototype BMPPs face significant challenges. In addition to unsolved
fundamental problems (phenomena and effects utilized by neurons and bio-
molecules, mechanisms exhibited, topologies/organizations/architectures
embedded, means of reconfigurability, etc.), synthesis is a critical prob-
lem. Controlled by the designer self-replication, though performed in
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biosystems through complex and not fully comprehended mechanisms, is a
far-reaching target for many, at least, decades to come. This can be potentially
accomplished utilizing biochemistry and biotechnology.

In Chapter 3, we cover neuronal processing-and-memory primitives,
which constitute biomolecular processing hardware, electrochemomechanically
induced transitions/interactions/events, introduce information and routing
carriers, and focus on other issues directly and indirectly related to processing.
Owing to the extraordinary complexity of the neuronal biophysics, there is a
great degree of uncertainty that affects overall analysis of devices and systems.
For example, the device physics is based on the biophysical phenomena and
effects exhibited and utilized by biomolecules in neurons. The biophysics
remains to be researched examining transitions, interactions and other effects
caused or affected by the microscopic particles (ion, electron, etc.). Even basic
observed phenomena, known for centuries, exhibited by leaving systems
have not been fully understood. For example, bioluminescence is the pro-
duction and emission of photons (light) by living organisms as the result
of chemical reaction, energy conversion and electrochemomechanical trans-
itions. An enzyme-catalyzed chemoluminescence reaction has been widely
examined in the literature, and the pigment luciferin is known to be oxid-
ized with presence of the enzyme luciferase. Bacterial luciferin is a reduced
riboflavin phosphate oxidized in association with a long-chain aldehyde,
oxygen, and a luciferase (enzyme). The structure of this biomolecule is:
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Bioluminescence is not fluorescence, which occurs when the energy from a
source of light is absorbed and reemitted as another photon. Biolumines-
cence is performed by an incredible range of organisms, from bacteria and
single-cell protists to fish and squid, from mushrooms to beetles, and so forth.
The example illustrated in Figure 1.3 is siphonophore, which uses red light to
lure fish to its tentacles, Melanocetus johnsoni (anglerfish), and firefly. Beetles
in the Coleoptera family Lampyridae are called “fireflies” or “lightning bugs”
because of their crepuscular use of bioluminescence to attract mates and prey.
The firefly emits phonons of wavelengths from ~500 to ~670 nm (yellow, red,
and green colors). There are more than 2000 species of firefly, and the reader
has likely seen these amazing beetles. There are many hypotheses (oxygen
control, neural activation, etc.) on how fireflies control the on and off biolu-
minescence states. The debate continues on basic bioluminescence reaction
reported by William McElroy and Bernard Strehler in their papers published
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FIGURE 1.3
Siphonophore, anglerfish, and firefly exhibit bioluminescence.

in early 1950s [14]. The reader is directed to the section on Terminology Used
and Justifications at the end of this section.

The complexity of neuronal biophysics and electrochemomechanically
induced transitions/interactions in biomolecules within neuronal structures
is enormous. Therefore, one should be very cautious on the expected pro-
gress in BMPPs and its implication for MICs and MPPs, even though these
problems are of an immense importance. However, electrochemomechanic-
ally induced transitions/interactions/events and mechanisms are exhibited
by living organisms and result in or affect information processing and related
tasks.

Terminology Used and [ustifications: The electrochemomechanically induced
transitions, interactions, and events in the biomolecular hardware ultimately
result in processing, memory storage, and other related tasks. Do we have
an evidence and substantiation of the correctness and accuracy of this hypo-
thesis? With a high degree of confidence, the answer is yes. We do not depart
from the generally accepted biophysics, though the conventional neuros-
cience doctrine on the key role of action potential in the processing and
memory, as well as neuron-as-a-device doctrine, are refined. Referencing to
the light receptors (photon absorption) and production (photon emission),
we recall that:

e A photon-absorbing retinal molecule is bonded to a membrane
protein called opsin. The resulting biomolecule is rhodopsin. When
rhodopsin absorbs light, the retinal changes shape due to a photo-
chemical reaction. In addition, there are red, green, and blue cones
in the retina, each with its own type of opsin associated with retina
ensuring high selectivity to the wavelength absorption capabilities
of photopsins.

¢ Bioluminescence is the production and emission of photons (light).
This enzyme-catalyzed chemoluminescence reaction was reported.

In both cases, in addition to photochemical reactions, there is the fold-
ing (electromechanical switching) of biomolecules. A photon is emitted or
absorbed as a quantum of electromagnetic energy, and each photon of



16 Molecular Electronics, Circuits, and Processing Platforms

frequency v (v =c/A) has an energy E = hv, where h is the Planck con-
stant, 1 = 6.62606876 x 1073 J sec. An atom can make a transition from one
energy level to a lower energy level by emitting a photon of energy equal to
the difference between the initial and final levels. When considering trans-
itions between two energy states of an atom (quantized microscopic system)
in the presence of an electromagnetic field, one studies stimulated absorp-
tion, stimulated emission, spontaneous emission, and other processes related
quantitatively. All these effects are quantum and describe the interaction of
radiation with the atom or molecule. Considering the emission of electro-
magnetic energy, assume that the atom is initially in the upper state of energy
(excited state) E> and decays to the lower state of energy E; by the emission
of a photon of frequency v = (E; — E1)/h. The mean lifetime of an atom in
most exited states is ~1 x 1078 sec, but in metastable exited states, the mean
lifetime could be as long as 1 x 1073 sec. From fundamental biophysics and
quantum physics, one concludes that absorption and emission processes are:
(1) accomplished by biomolecules within biomolecular aggregates that form
biomolecular hardware, and, (2) are based on quantum effects that describe the
electromagnetic transitions and radiation interactions within the biomolecular
hardware.

There is an overall similarity and correspondence between the
aforementioned processes and processing. Therefore, we use the terms:

1. Biomolecular processing hardware, which processes the information

2. Electrochemomechanically induced transitions and interactions,
reflecting chemical reactions, conformational changes (electromech-
anical switching), and other processes under quantum and
electromagnetic effects

Remark: We further briefly discuss the terminology used. The nomenclature
“biomolecular electronics” may not be well founded because of the limits to
reflect the baseline biophysics. It will be reported in Chapter 3 that DNA- and
protein-centered motifs form 3D structures that are not “circuits”, and, in gen-
eral, cannot be defined as “biomolecular electronics.” In fact, these “circuits”,
which ultimately should be based on the electron transport, unlikely exhibit
functionality and/or ensure practicality in implementation of even the most
simple combinational and/or memory elements. We introduced the term
BMPP, and the device physics of biomolecular devices is different com-
pared with MEdevices. Fluidic-centered molecular processing and MPPs
provide the ability to mimic some features of BMPPs. Our terminology
does not imply that fluidic and biomolecular platforms are predominantly
based or centered on electron transport or only on electron-associated trans-
itions. However, synthetic and fluidic Mdevices exhibit specific electrochemo-
mechanical transitions, and one uses electronic apparatuses to control
these transitions.
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1.6 Microelectronics and Emerging Paradigms: Challenges,
Implications, and Solutions

To design and fabricate planar CMOS ICs, which consist of FETs and BJTs
as the major microelectronic devices, processes and design rules have been
defined. It should be emphasized that there are various FETs—for example,
metal-oxide-semiconductor field-effect transistor (MOSFET), junction field-
effect transistor (JFET), metal-semiconductor field-effect transistor (MESFET),
heterojunction field-effect transistor (HFET), heterojunction insulated-gate
field-effect transistor (HIGFET), and modulation-doped field-effect transistor
(MODFET).

Taking note of the topological layout, the physical dimensions and area
requirements can be estimated using the CMOS design rules, which are
centered on: (1) minimal feature size and minimum allowable separation in
terms of absolute dimensional constraints, and, (2) the lambda rule (defined
using the length unit 1) that specifies the layout constraints taking note of
nonlinear scaling, geometrical constraints, and minimum allowable dimen-
sions (width, spacing, separation, extension, overlap, width/length ratio,
and so forth). In general, 1 is a function of exposure wavelength, image
resolution, depth of focus, processes, materials, device physics, topology,
and so forth. For different technology nodes, A varies from N% to 1 of the
minimal feature size. For the current front-edge 65 nm technology node,
introduced in 2005 and deployed by some high-technology companies in
2006, the minimal feature size is 65 nm. It is expected that the feature size
could decrease to 18 nm by 2018 [1]. For n-channel MOSFETs (physical cell
size is ~10x x 10A) and BJTs (physical cell size is ~504 x 501), the effective
cell areas are in the range of hundreds and thousands of 12, respectively.
For MOSFETs, the gate length is the distance between the active source
and drain regions underneath the gate. This implies that, if the channel
length is 30 nm, it does not mean that the gate width or X is 30 nm. For
FETs, the ratio between the effective cell size and minimum feature size will
remain ~20.

One cannot define and classify electronic, optical, electrochemomechanical,
and other devices, as well as ICs, by taking note of their dimensions (length,
area, or volume) or minimal feature size, though device dimensionality is
an important feature primarily from the fabrication viewpoint. To classify
devices and systems, one examines the device physics, system organization/
architecture, and fabrication technologies assessing distinctive features,
capabilities, and phenomena utilized. Even if the dimensions of CMOS tran-
sistors are scaled down to achieve 100 x 100 nm effective cell size for FETs
by late 2020, these solid-state semiconductor devices may not be viewed
as nanoelectronic devices because conventional phenomena and evolved
technologies are utilized. The fundamental limits on microelectronics and
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solid-state semiconductor devices were known and have been reported for
many years [1].

Although a significant technology progress has been accomplished ensur-
ing high-yield fabrication of ICs, the basic physics of semiconductor devices
remains virtually unchanged for decades. Three editions (1969, 1981, and
2007) of a classical textbook Physics of Semiconductor Devices [15-17] coherently
cover the device physics of various solid-state microelectronic devices. The
evolutionary technological developments will continue beyond the current
65 nm technology node. The 45 nm CMOS technology node is expected to
emerge in 2007. Let us assume that, by 2018, 18 nm technology node will
be deployed with the expected A of ~18 nm and effective channel length for
FETs of ~7-8 nm. This will lead to the estimated footprint area of the inter-
connected FET to be in the range of tens of thousands of square nanometers
because the effective cell area is at least 101 x 101. Sometimes, a questionable
size-centered definition of nanotechnology surfaces, ambiguously picking the
100 nm dimensionality to be met. It is uncertain which dimensionality should
be used. Also, it is unclear why 100 nm was declared, and not 1 or 999 nm?
On other hand, why not to use an area or volumetric measures of 100 nm?
and 100 nm®?

CMOS technology provides one with a variety of complimentary
deposition and etching processes and techniques that can be used to fabric-
ate two-dimensional (2D) multilayered heterojunctions and structures with
nanometer thickness [1,17]. For example, sputtering, low-pressure chemical
vapor deposition (LPCVD), plasma-enhanced chemical vapor deposition,
thermal evaporation, molecular beam epitaxy, ion-assisted electron beam
deposition, thermal evaporation, RF magnetron sputtering, and other pro-
cesses are used to fabricate uniform 2D structures with ~1 nm thickness,
as reported in Figure 1.4a. The deoxyritonucleic acid (DNA) derivatives
can be potentially used to form channels in some FETs. In particular, polyG
(dG(C10)2)x is deposited (dropped with subsequent evaporation) on the insu-
lator (silicon oxide, silicon nitride, etc.) between the source and drain, as
reported in Figure 1.4b. Although electrons flow through ~100 nm length,
2 nm diameter polyG ropes, this polyG FET cannot be considered to be a nano-
electronic or molecular device. Furthermore, this solution does not ensure
better performance, fabrication advantages, or any benefits as compared with
the conventional CMOS technology MOSFET, shown in Figure 1.4c, or other
CMOS FETs.

An electric current is a flow of charged microscopic particles. The current
in conductors, semiconductors, and insulators is due to the movement
of electrons. In aqueous solutions, the current is due to the movement
of charged particles, for example, ions, molecules, and so forth. These
devices have not been classified using the dimension of the charged carriers
(electrons, ions, or molecules), which are the microscopic particles. However,
one may compare the device dimensionality with the size of the particles
that causes the current flow or transitions. For example, considering a
protein as a core component of a biomolecular device and an ion as
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FIGURE 1.4
(a) Multilayered structures: ~1 nm thickness SiO, /SiON and SiO, /TapOs5/SiO;; (b) PolyG FET
with a channel formed by the adsorbed polyG (dG(C1g)2)n; (¢) CMOS MOSFET.

a charged carrier that affects the protein transitions, the device/carrier
dimensionality ratio would be ~100. The classical electron radius rp, called
the Compton radius, is found by equating the electrostatic potential energy
of a sphere with the charge e and radius ry to the relativistic rest energy
of the electron which is mec?. We have e?/(4megrg) = mec?, where e is the
charge on the electron, e = 1.6022 x 10719 C; &g is the permittivity of free
space, g9 = 8.8542 x 10712 F/m; m, is the mass of electron, me = 9.1095 x
103! kg; c is the speed of light, and in the vacuum, ¢ = 299792458 m/sec.
Thus, rg = e%/(4mwegmec®) = 2.81794 x 10~ m. With the achievable volu-
metric dimensionality of solid MEdevice on the order of 1 x 1 x 1 nm, one
finds that the device is much larger than the carrier. Up to 1 x 10'® MEdevices
can be placed in 1 mm?. This upper-limit device density may not be achieved
because of the synthesis constraints, technological challenges, expected incon-
sistency, aggregation/interconnect complexity, and other problems reported
in Section 4.6.2 and Chapter 5. The effective volumetric dimensionality of inter-
connected solid MEdevices in MICs is expected to be ~ 10 x 10 x 10 nm. For
solid MEdevices, quantum physics is applied to examine the effects, processes,
functionality, performance, characteristics, and so forth. The device physics of
fluidic and solid Mdevices is profoundly different. Solid MEdevices and MICs
may utilize the so-called soft materials such as polymers and biomolecules.
Emphasizing the major premises, nanoelectronics implies the use of:

1. Novel high-performance devices, as devised using new device
physics, which exhibit unique phenomena, effects, and capabilities
to be exclusively utilized at the gate, module, and system levels.

2. Enabling organizations and advanced architectures that ensure
superb performance and superior capabilities. Those developments
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are integrated with the device-level solutions, technology-centric
SLSI design, and so forth.

3. Bottom-up fabrication.

To design MICs-comprised processing and memory platforms, one must
apply novel paradigms and pioneering developments. Tremendous progress
has been accomplished in microelectronics in the last 60 years. For example,
from inventions and demonstration of functional solid-state transistors to fab-
rication of processors that comprise trillions of transistors on a single die. The
current high-yield 65 nm CMOS technology node ensures minimal feature
sizes of ~65 nm, and the channel length for MOSFETs was scaled down to
less than 30 nm. Using this technology for the static random access memory
(SRAM) cells, a ~500,000 nm? footprint area was achieved by Intel. Optim-
istic predictions foresee that within 20 years the minimal feature of planar
(2D) solid-state CMOS technology transistors may approach ~10 nm, lead-
ing to an effective cell size of ~101 x 10A = 100 x 100 nm for FETs. However,
the projected scaling trends are based on a number of assumptions and fore-
seen enhancements [1]. Although the FET cell dimension can reach 100 nm,
the overall prospects in microelectronics (technology enhancements, device
physics, device/circuits performance, design complexity, cost, and other fea-
tures) are troubling [1-4]. The near-absolute limits of the CMOS-centered
microelectronics can be reached by the next decade. The general trends, pro-
spects and projections are reported in the International Technology Roadmap for
Semiconductors [1].

The device size- and switching energy-centered version of the first Moore’s
conjecture for high-yield room-temperature mass-produced microelectron-
ics is reported in Figure 1.5 for past, current (90 and 65 nm), and foreseen
(45 and 32 nm) CMOS technology nodes. The minimum switching energy
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FIGURE 1.5
Microelectronics trends and envisioned molecular (nano) electronics advancements.
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is estimated as 1/2CV? ], and 1 eV = 1.602176462 x 10~!7 J. Intel expects
to introduce 45 nm CMOS technology node in 2007. The envisioned 32 nm
technology node is foreseen to emerge in 2010. The expected progress in the
baseline characteristics, key performance metrics, and scaling abilities have
already been slowed down because of the encountered fundamental and tech-
nological challenges and limits. Hence, new solutions and technologies have
beensought and assessed [1]. The performance and functionality at the device,
module, and system levels can be significantly improved by utilizing novel
phenomena, employing innovative topological/ organizational /architectural
solutions, enhancing device functionality, increasing density, improving util-
ization, increasing switching speed, and so forth. Molecular electronics
(nanoelectronics) is expected to result in departure from the first and second
Moore’s conjectures. The second conjecture foresees that, to ensure the projec-
ted microelectronics scaling trends, the cost of microelectronics facilities can
reach hundreds of billion dollars by 2020. High-yield affordable nanoelec-
tronics technologies are expected to emerge and mature ensuring superior
performance. Existing superb bimolecular processing/memory platforms
and progress in molecular electronics are assured evidence of the funda-
mental soundness and technological feasibility of MICs and MPPs. Some data
and expected developments, reported in Figure 1.5, are subject to adjustments
because it is difficult to accurately foresee the fundamental developments and
maturity of prospective technologies because of the impact of many factors.
However, the overall trends are obvious and likely cannot be rejected. Having
emphasized the emerging molecular (nano) electronics, it is obvious that
solid-state microelectronics is a core twenty-first century technology. CMOS
technology will remain a viable technology for many decades even as the
limits will be reached and envisioned nanoelectronics will mature. It may be
expected that by 2025-2030 the core modules of super-high-performance pro-
cessing (computing) platforms may be implemented using MICs. However,
microelectronics and molecular electronics will be complimentary paradigms,
and MICs will not diminish the use of ICs. Molecular electronics and
MPPs are impetuous, revolutionary (not evolutionary) changes at the device,
system, and technological levels. The foreseen revolutionary changes towards
Mdevices are analogous to the abrupt change from the vacuum tube to the
solid-state transistor.

The fundamental and technological limits are also imposed on molecular
electronics and MPPs. Those limits are defined by the device physics, circuit,
system, CAD, and synthesis constraints. Some of these limitations will be
examined in Section 2.1. However, there is no end to progress, and new
paradigms beyond molecular electronics and processing will be discovered.
What lies beyond even molecular innovations and frontiers? The hypothet-
ical answer is provided. In 1993, theoretical physicist G. Hooft proposed the
holographic principle, which postulates that the information contained in some
region of space can be represented as a hologram, which gives the bounded
region of space that contains at most one degree of freedom per the Planck area,
which is Gh/c® = 2.612 x 1077 m?, where G is the Newtonian constant of
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gravitation, G = 6.673 x 10711 m?/kg sec?. A Planck area is the area enclosed
by a square that has the side length equal to the Planck length Ap, where
Ap is defined as the length scale on which the quantized nature of gravity

should become evident, that is, Ap = VGh/c3 = 4.05096 x 10=3% m. Using
the modified Planck constant, we obtain A, = VGh/c3 =1.616 x 1073 m
The Planck time is the Planck length divided by the speed of light, e.g.,
tp = Ap/c = 5.3906 x 10~# sec. For microscopic systems, we utilize the so-
called standard model (particles are considered to be points moving through
space and coherently represented by mass, electric charge, interaction, spin,
etc.). The standard model is consistent within quantum mechanics and relativ-
ity theory (the special theory of relativity was originated by Einstein in
1905). Other concepts have been developed, including the string theory.
In general, one may envision to utilize string vibration, distinct forces,
multidimensionality, and so forth.

Atoms (~1 x 107!% m in diameter) are composed of subatomic microscopic
particles (protons, neutrons, and electrons). Protons and neutrons form the
nucleus with a diameter ~1 x 10~!> m. Novel physics and technologies will
result in further revolutionary advances in electronics. Figure 1.6 reports the
envisioned hypothetical prospects. One should realize the difference between
the atom and string. The diameter of the hydrogen atom is 1.058 x 107!

while the size of the string is estimated to be 1.6161 x 1073 m. Thus,
. . Atomic and
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the hydrogen atom is larger than the string by 6.56 x 10?*. The molecular
electronics will likely progress to atomic and subatomic electronics (with pico
1 x 10712 or femto 1 x 10~1° device dimensionality), stringoelectronics, and
perhaps, further. There is no end to the progress. When will stringoelectronics
emerge? It may take thousands of years. After Leucippus and Democritus
envisioned the atom in 400 BC, it took more than 2400 years to substan-
tiate it and utilize this discovery in electronics. In electronics, it may or
may not take 2400 years to utilize the string theory to progress to the Planck
length and time (Ap = 1.616 x 10735 m and tp = 5.391 x 10~* sec). Or, per-
haps, this is an unreachable target. Within 60 years, tremendous progress in
microelectronics has been accomplished. One may estimate that it may take
~50 years for molecular electronics to mature. Further predictions regarding
envisioned progress may be quite speculative and exploratory. It is difficult
to theorize far-reaching concepts that may or may not emerge. Therefore,
we focus on a sound and practical paradigm of molecular electronics.

The key differences between microelectronic and molecular devices were
emphasized in Section 1.1. Consider a class of microelectronic, molecu-
lar, and atomic devices that operate based on electron transport (flow) or
electron-induced transitions/interactions in atomic structures. The microelec-
tronic and MEdevices cannot be called femtoelectronic or subatomic devices
by arguing that the electron is the charge carrier and its dimensionality is
in femtometers. In fact, though the electron radius is ~2.8 x 107 Y¥ m, itisa
microscopic particle. From the device physics prospective, one may state that:

e In microelectronic devices, individual molecules and atoms do not
depict the overall device physics and do not define the device
performance, functionality, and capabilities.

e In molecular devices, individual molecules and atoms explicitly
define the overall device physics depicting the device performance,
functionality, capabilities, and topologies.

e In atomic and subatomic devices, individual atoms and sub-
atomic microscopic particles define the overall device physics,
depicting the device performance, functionality, capabilities, and
topologies.

Commercial high-yield high-performance molecular electronics is expected
to emerge after 2015-2020, as shown in Figure 1.5. Molecular devices operate
based on ion transport, electron and photon interactions, electrochemomech-
anical state transitions, and so forth. For distinct classes of Mdevices, the basic
physics, phenomena exhibited, effects utilized, and fabrication technologies
are profoundly different. Molecular electronics can be classified using the
following major classes:

1. Solid organic/inorganic molecular electronics
2. Fluidic molecular electronics
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3. Synthetic biomolecular electronics
4. Hybrid molecular electronics

Distinct subclasses and classifiers can be developed taking into account
the device physics and system features. Biomolecular devices and platforms,
which are not within the aforementioned classes, may be classified as well.

As mentioned, the dominating premises of molecular (nano) electron-
ics and MPPs have a solid bio-association. The device-level biophysics and
system-level fundamentals of biomolecular processing are not fully com-
prehended, but they are fluidic and molecule-centered. From 3D-centered
topology and organization standpoints, solid and fluidic molecular electron-
ics mimics superb BMPPs. Information processing, memory storage, and other
relevant tasks, performed by living organisms, are a sound proving evid-
ence of the proposed developments. Molecular electronics will lead to novel
MPpPPs. Compared with the most advanced CMOS processors, molecular plat-
forms will greatly enhance functionality and processing capabilities, radically
decrease latency, power, and execution time, as well as drastically increase
device density, utilization, and memory capacity. Many difficult problems at
the device and system levels must be addressed, researched, and solved. For
example, the following tasks should be carried out: design, analysis, optim-
ization, aggregation, routing, reconfiguration, verification, evaluation, and
so forth. Many of the aforementioned problems have not been even addressed
yet. Owing to significant challenges, much effort must be focused on solu-
tion of these problems. We address and propose solutions to some of the
aforementioned fundamental and applied problems. A number of baseline
problems are examined progressing from the system-level consideration to
the device level, and vice versa. Taking note of the diversity and magnitude of
the tasks under consideration, one cannot formulate, examine, and solve sim-
ultaneously all of the challenging problems. A gradual step-by-step approach
is pursued rather than the attempt to solve abstract problems with a min-
imal chance to succeed. There is a need to stimulate further developments
and foster advanced research focusing on well-defined existing fundamentals
and future perspectives emphasizing the near-, medium-, and long-term pro-
spects, vision, solutions, and technologies. Recent fundamental, applied, and
experimental developments have notably contributed to progress and have
motivated further research, engineering, and technological developments.
These prominent trends signify the importance of multidisciplinary science,
engineering, and technology, as shown in Figure 1.7.

There is a need for super-high-performance MICs to meet the requirements
and specifications of envisioned computers, processors, processing platforms,
management systems, and so forth. These MICs and MPPs are ultimately
expected to guarantee:

e Superior parallel processing capabilities
o Intrinsic data-intensive processing
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e Defect-tolerant computing
e High-radix (multiple-valued) capabilities

In addition to facilitating and developing basic, applied, and experimental
foundations, our goal is to accelerate and demonstrate the technological and
commercial feasibilities of molecular electronics. This is accomplished by
pursuing innovative high-payoff research and technological developments
in molecular hardware. Molecular electronics ultimately depends on basic
theory, pervasive understanding, and implementation of novel concepts, as
well as development of bottom-up technologies. A roadmap towards super-
high-performance MICs and MPPs is documented in Figure 1.8. The proposed
M]Cs and MPPs have an analogy to aggregated brain neurons, which perform
information processing, memory storage, and other related tasks. A verteb-
rate brain is of the most interest. However, as was emphasized, not only
vertebrates but even a single-cell bacteria exhibit basic information processing
and memory features. Distinct PMPPs exist in a great variety. Enormous pro-
gress has been achieved from the vacuum-tube-based Electronic Numerical
Integrator/Computer (1946; 30 t and 150 kW) to Intel’s Pentium processors.
For breakthrough MICs and MPPs, novel solutions are envisioned and pro-
posed. It may be expected that, under the adequate commitments and
resources, commercial MICs and MPPs may emerge by 2020-2025.
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From the abacus (300 BC) to Thomas’ “Arithmometer” (1820), from the electronic numerical
integrator and computer (1946) to the 1.5 x 1.5 cm 478-pin Intel® Pentium® 4 processor with
42 million transistors (2002; http://www.intel.com/), and towards 3D solid and fluidic molecular
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Molecular Electronics: Device-Level and
System-Level Considerations

2.1 Performance Estimates

This chapter further introduces the reader to solid and fluidic molecular
electronics. Molecular electronics encompasses novel 3D-topology Mdevices,
new organization, innovative architecture, and bottom-up fabrication. The
reachable volumetric dimensionality of solid MEdevice is in the order of
1 x 1 x 1 nm. Due to synthesis, interconnect, and other constraints, the
achievable equivalent multiterminal device cell volumetric dimensionality is
expected to be ~10 x 10 x 10 nm. These multiterminal MEdevices can be
synthesized and aggregated as “hypercells forming functional MICs. New
device physics, innovative organization, novel architecture, enabling cap-
abilities, and functionality, but not the dimensionality, are the key features
of molecular and nanoelectronics. Solid and fluidic Mdevices, as compared
to semiconductor devices, are based on new device physics, exhibit exclusive
phenomena, provide enabling capabilities, and possess unique functional-
ity, which should be utilized. From the system-level consideration, MICs
can be designed within novel organization and enabling architecture that
guarantee superior performance. The performance estimates are studied in
this section.

The designer examines the device, system performance, and capabilities
using distinct performance measures, estimates, indexes, and metrics. The
combinational and memory MICs can be designed as aggregated “hypercells
comprised of Mgates and molecular memory cells [1]. At the device level, one
examines functionality, studies characteristics, and estimates performance of
3D-topology Mdevices. The experimental results indicate that transitions in
biomolecules and proteins are performed within 1 x 107 to 1 x 107!2 sec
and require ~1 x 107! to 1 x 10718 J of energy. How to find the transition
time, derive energy estimates, and evaluate fluidic and synthetic Mdevices?

29
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To analyze protein energetics, examine the switching energy in microelec-
tronic devices, estimate solid MEdevices energetics, and so forth, distinct
concepts have been applied. Power is defined as the rate at which energy
is transformed, that is, P = E/t. For solid-state microelectronic devices, the
logic signal energy is expected to be reduced to ~1 x 1071°J, and the energy
dissipated is

E =Pt =1Vt =I’Rt = Q*R}/t,

where P is the power dissipation; I and V are the current and voltage along
the discharge path; R and Q are the resistance and charge.

The dynamic power dissipation (consumption) in CMOS circuits can be
straightforwardly analyzed. Taking note of the equivalent power dissipation
capacitance Cpg (expected to be reduced to ~1 x 1072 F) and the transition
frequency f, one uses the following formula to estimate the device power
dissipation due to output transitions

Pr = CpaV?f.

The energy for one transition can be found using current as a function of
transition time, which is found from the equivalent RC models of solid-state
transistors. The simplest estimate for the transition time is —RC In(Vut/V44)-
During transition, the voltage across the load capacitance Ci, changes by £V.
The total energy used for a single transition is charge Q times the average
voltage change, which is V /2. Thus, the total energy per transition is CV?/2.
If there are 2f transitions per second, one has

PL = CLV?.
Therefore, the dynamic power dissipation Pp is found to be
Pp = Pr + P = CpqV*f + CLV?f = (Cpa + CL)V?f.

In general, for Mdevices, this analysis cannot be applied.

The term kT has been used to solve distinct problems. Here, kg is the
Boltzmann constant, kg = 1.3806 x 10723 J/K = 8.6174 x 107° eV/K; T is
the absolute temperature. For example, the expression ykgT (y > 0) has
been used to find the energy (see Section 2.1.1), and kgT In(2) was applied
with the attempt to assess the lowest energy bound for a binary switching
(see Example 2.2). The applicability of distinct equations must be thoroughly
examined applying sound concepts. Statistical mechanics and entropy ana-
lysis coherently utilize the term kgT within a specific content as reported in
the following section, while for other applications and problems, the use of
kgT may be impractical.
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2.1.1 Entropy and Its Application

For an ideal gas, the kinetic, molecular Newtonian model provides the
average translational kinetic energy of a gas molecule:

%m(vz)av = %kBT.

One concludes that the average translational kinetic energy per gas
molecule depends only on temperature. The most notable equation of statist-
ical thermodynamics is the Boltzmann formula for entropy as a function only
the system state, that is,

S=kglnw,

where w is the number of possible arrangements of atoms or molecules in the
system.

Unlike energy, entropy is a quantitative measure of the system disorder
in any specific state and S is not related to each individual atom or particle.
At any temperature above absolute zero, the atoms acquire energy, more
arrangements become possible, and, because w > 1, one has S > 0. Entropy
and energy are very different quantities. When the interaction between the
system and environment involves only reversible processes, the total entropy
is constant, and AS = 0. When there is any irreversible process, the total
entropy increases, and AS > 0.

One may derive the entropy difference between two distinct states in a sys-
tem that undergoes a thermodynamic process that takes the system from
an initial macroscopic state 1, with w; possible microscopic states, to a final
macroscopic state 2, with wy associated microscopic states. The change in
entropy is

AS =S5y — S1 =kglnwy — kg Inwy = kg In(wy /w1).

Thus, the entropy difference between two macroscopic states depends on
the ratio of the number of possible microscopic states. The entropy change for
any reversible isothermal process is given using an 1nf1n1te51mal quantity of
heat AQ. For initial and final states 1 and 2, one has AS = fl dQ/T.

Example 2.1

For a silicon atom, the covalent, atomic, and van der Waals radii are 117,
117, and 200 pm, respectively. The 5i—Si and Si—O covalent bonds are 232
and 151 pm, respectively. One can examine the thermodynamics using the
enthalpy, Gibbs’ function, entropy, and heat capacity of silicon in its solid and
gas states. The atomic weight of a silicon atom is 28.0855 amu, where amu
denotes the atomic mass unit (1 amu = 1.66054 x 10~?” kg). Hence, the mass of
asingle Si atom is 28.0855 amu x 1.66054 x 10727 kg/amu = 4.6637 x 1072 kg.
Therefore, the number of silicon atoms in, for example, 1 x 10-24 kg of silicon
is 1 x 10724/4.6637 x 10720 = 21.44.
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To heat 1 ykg (1 x 10724 kg) of silicon from 0°C to 100°C, using the constant
specific heat capacity c = 702 J/kg - K over the specified temperature range,
the change of entropy is

2dQ T dr T,
AS=52—51=/ — = mc— =mcln —
1 T T T T1
373.15 K
1% 102 kg x 702—— x In oK 519 w102k
x 10 g x 70 kg-KX N 5K 9x107=]/

From AS = kgln(w;/wi), one finds the ratio between microscopic states
wy/w1. For the problem under the consideration, wy /w1 = 7.7078 x 10° for
21 silicon atoms.

If wy /wy = 1, the total entropy is constant, and AS = 0.

The energy that must be supplied to heat 1 x 1072* kg of silicon for
AT =100°Cis

Q =mcAT =7.02 x 10720 7.

To heat 1 g of silicon from 0°C to 100°C, one finds

T
AS =S, —S; =mcln T—2 —0219]J/K and Q =mcAT =70.2]J.
1

Taking note of equation AS = kg In(w,/w1), it is impossible to derive the
numerical value for wy /wy.

Consider 2 silicon atoms to be heated from 0°C to 100°C. For
m=9.3274 x 10~26 kg, we have

T
AS =S, — Sy =mcln T—Z =2.04 x 1073 J/K.
1

One obtains an obscure result wy /w1 = 4.39.

The entropy and macroscopic/microscopic states analysis is performed for an
ideal gas assuming the accuracy of the kinetic, molecular Newtonian model.
It should be emphasized again that unlike energy, entropy is a quantitative
measure of the system disorder in any specific state, and S is not related
to each individual atom or particle. To examine the microscopic particle and
molecule energetics, quantum physics must be applied.

Example 2.2

Using the results reported, one may carry out similar analysis for other
atomic complexes. For example, while carbon has not been widely used
in microelectronics, organic molecular electronics is carbon-centered. For
a carbon atom, the covalent, atomic, and van der Waals radii are 77, 77,
and 185 pm, respectively. Carbon can be in the solid (graphite or diamond)
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and gaseous states. The atomic weight of a carbon atom is 12.0107 amu, and
the mass of a single carbon atom is 12.0107 amu x 1.66054 x 10~%” kg/amu =
1.9944 x 10726 kg.

Letting w = 2, the entropy is found to be

S=kgIn2 =957 x 1072 J/K =5.97 x 10~° eV/K.

Having derived S, one cannot conclude that the minimal energy required
to ensure the transition (swifching) between two microscopic states or to
erase a bit of information (energy dissipation) is kgT In2, which for T =
300 K gives kgTIn2 = 2.87 x 10721 J = 0.0179 eV. In fact, under this
reasoning, one assumes the validity of the averaging kinetic, molecular
Newtonian model and applies the assumptions of distribution statistics (see
Section 2.1.2), at the same time allowing only two distinct microscopic sys-
tem states. The energy estimates should be performed utilizing the quantum
mechanics.

2.1.2 Distribution Statistics

Statistical analysis is applicable only to systems with a large number of
particles and energy states. The fundamental assumption of statistical mech-
anics is that in thermal equilibrium every distinct state with the same total
energy is equally probable. Random thermal motions constantly transfer
energy from one particle to another and from one form of energy to another
(kinetic, rotational, vibrational, etc.) obeying the principle of conservation of
energy. The absolute temperature T has been used as a measure of the total
energy of a system in thermal equilibrium.

In semiconductor devices, enormous number of particles (electrons)
are considered using the electrochemical potential ©«(T). The Fermi-Dirac
distribution function

1

fB) = It

gives the average (probable) number of electrons of a system (device) in equi-
librium at temperature T in a quantum state of energy E. The electrochemical
potential at absolute zero is the Fermi energy Ef, and 1(0) = Eg. The occupa-
tion probability that a particle would have the specific energy is not related
to quantum indeterminacy.

Electrons in solids obey the Fermi-Dirac statistics. The distribution of elec-
trons, leptons, and baryons (identical fermions) over a range of allowable
energy levels at thermal equilibrium is

1
fB) = Tt

where T is the equilibrium temperature of the system.
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Hence, the Fermi-Dirac distribution function f(E) gives the probability
that an allowable energy state at energy E will be occupied by an electron at
temperature T.

For distinguishable particles, one applies the Maxwell-Boltzmann statistics
with a distribution function

f(E) = e E—EF)/kpT

The Bose-Einstein statistics is applied to identical bosons (photons,
mesons, etc.). The Bose-Einstein distribution function is

B — 1
f(E) = e(E—Ep)/kpT _ 1~

The distribution statistics is applicable to electronic devices, which consist
of a great number of particles and interactions can be simplified by deducing
the system behavior from statistical considerations. Depending on the device
physics, one must coherently apply the appropriate baseline theories and
concepts.

Example 2.3

For T = 100 K and T = 300 K, letting Er = 5 eV, the Fermi-Dirac
distribution functions are shown in Figure 2.1a. Figure 2.1b shows the
Maxwell-Boltzmann distribution functions f(E).

2.1.3 Energy Levels

In Mdevices, one can calculate the energy required to excite the elec-
tron, and the allowed energy levels are quantized. In contrast, solids are
characterized by energy band structures that define electric characteristics.

(a) (b)
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FIGURE 2.1

The distribution functions for T = 100 K and T = 300 K when Eg = 5 eV: (a) Fermi-Dirac
distribution functions and; (b) Maxwell-Boltzmann distribution functions.
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In semiconductors, the relatively small band gaps allow excitation of elec-
trons from the valence band to conduction band by thermal or optical energy.
The application of quantum mechanics allows one to derive the expression
for the quantized energy. In Chapter 6 it is derived that for a hydrogen atom
£, o __ M
3272e5h2n2

where £ is the modified Planck constant, h = /27 = 1.055 x 1073* Jsec =
6.582 x 1071° eV sec.

The energy levels depend on the quantum number n. As 7 increases,
the total energy of the quantum state becomes less negative, and E, — 0
if n — oo. The state of lowest total energy is the most stable state for the elec-
tron. The normal state of the electron for a hydrogen (one-electron atom) is
atn=1.

Thus, for the hydrogen atom, in the absence of a magnetic field B, the
energy E, = —(mee*)/(322e}h*n?) depends only on the principle quantum
number 7. The conversion 1 eV = 1.602176462 x 10~ 1° J is commonly used,
and E,—1 = —2.17 x10718] = —13.6 eV. Forn = 2, n = 3, and n = 4, we have
Epeo = =545 x 1071 ], E,u3 = =242 x 10719 ], and E,—4 = —1.36 x 10719 7.
When the electron and nucleus are separated by an infinite distance (n — oc0),
one has E;;_,o — 0.

The energy difference between the quantum states n; and n is

4
Me€ 1 1
AE =E,1 — E and AE=Ej—-Ep=—1|=5-—=,
" " " " 327T28(2)ﬁ2 ( 2)

n o om
where (mee*)/(32m2e3h?) = 2.17 x 10718 ] = 13.6 eV.

The excitation energy of an exited state n is the energy above the ground
state, for example, for the hydrogen atom, one has (E;; — E,—1). The first exited
state (n = 2) has the excitation energy E,—» — E;=1 = —3.4 +13.6 = 10.2 eV.
In atoms, orbits characterized by quantum numbers.

De Broglie’s conjecture relates the angular frequency v and energy E. In
particular,

v=E/h,

where } is the Planck constant, I = 6.626 x 10734 Jsec = 4.136 x 10~1% eV sec.
The frequency of a photon electromagnetic radiation is found as v = AE/h.

Remark: Energy Difference and Energy Uncertainty: The energy difference
between the quantum states AE is not the energy uncertainty in the meas-
urement of E, which is commonly denoted in the literature as AE. When
considering the Heisenberg uncertainty principle, to ensure consistency, we

use the notation AE. Section 6.2 gives the energy—time uncertainty principle
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as opoy > h or AE At > 1 7h, where of and oy are the standard deviations,
and notatlons AE and At are used to define the standard deviations as

uncertainties, AE = v ( 2y — (E) . |

For many-electron atoms, an atom in its normal (electrically neutral) state
has Z electrons and Z protons. Here, Z is the atomic number. For boron,
carbon, and nitrogen, Z = 5, 6, and 7, respectively. The total electric charge of
atoms is zero because the neutron has no charge while the proton and electron
charges have the same magnitude but opposite sign. For the hydrogen atom,
denoting the distance that separates the electron and proton by r, the Coulomb
potential is

1(r) = —€?/(4megr).

The radial attractive Coulomb potential sensed by a single electron due to
the nucleus having a charge Ze is

I1(r) = —Z(r)e?/(dreor),

where Z(r) - Zasr — Oand Z(r) — 1asr — oc.

By evaluating the average value for the radius of the shell, the effective
nuclear charge Z.g is found. The common approximation to calculate the
total energy of an electron in the outermost populated shell is

2 4
ngeffe

et and E =—2.17><10—18 eff
327262 h2n2 ! J

Ey=—

The effective nuclear charge Z.¢ is derived using the electron configuration.
For boron, carbon, nitrogen, silicon, and phosphorus, three commonly used
Slater, Clementi, and Froese—Fischer Z.¢ are

2.6,2.42,and 2.27 forB
3.25,3.14,and 2.87 for C
3.9,3.83,and 3.46 for N
4.13,4.29, and 4.48 for Si
4.8,4.89, and 5.28 for P

Taking note of the electron configurations for these atoms (Z/n = 1), one
concludes that AE is from ~1 x 1071 to 1 x 1078 J. If one supplies the
energy greater than E,; to the electron, the energy excess will appear as kin-
etic energy of the free electron. The transition energy should be adequate
to excite electrons. For different atoms and molecules with different exited
states, as prospective solid MEdevices, the transition (switching) energy is
estimated to be ~1 x 1071? to 1 x 10718 J. This energy estimate is in agreement
with biomolecular devices, for which we find ~1 x 1071 to 1 x 10718 J (see
Section 2.1.5).
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The quantization of the orbital angular momentum of the electron leads
to a quantization of the electron total energy. Space quantization permits
only quantized values of the angular momentum component in a specific
direction. The magnitude L, of the angular momentum of an electron in its
orbital motion around the center of an atom, as well as the z component L, are

L,=vIl+1Dh and L,=mh,

where | is the orbital quantum number; 1, is the magnetic quantum number,
which is restricted to integer values —I, —[+1,...,1 — 1,1, that s, |m;| <.

If a magnetic field is applied, the energy of the atom will depend on the
alignment of its magnetic moment with the external magnetic field. In the
presence of a magnetic field B, the energy levels of the hydrogen atom are

4
Me€
E,=————-—— —u; B,
"T an2mm M
where p; is the orbital magnetic dipole moment, p; = —(e/2m,)L, and L =
r X p.
Let B = B,z. One finds
4 4
Mmee e Mmee e
Fp=—-—% 4+ " L.B=-—""% 4+ " BIL
" 322mn2 | 2m, 32n2e3M2n2  2me
4
=M L ° B

B 327‘[28(2) mn2 = 2m,

If the electron is in an | = 1 orbit, the orbital magnetic dipole moment
is u; = eh/2m, = 9.3 x 1072 J/T = 5.8 x 107> eV/T. Hence, if the mag-
netic field is changed by 1 T, an atomic energy level changes by ~10* eV.
One concludes that the switching energy required to ensure the transitions or
interactions between distinct microscopic states is straightforwardly derived
using the wave function and allowed discrete energies.

Example 2.4
Consider a 1,3-butadiene molecule

NA__~7
H /C—C\
/C=C\
H H

The four delocalized w-electrons are assumed to move freely over the
four-carbon-atom framework.

Neglecting the 3D configuration, one may perform one-dimensional
(1D) analysis. Solving the Schrodinger equation for a particle in the
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box —(h?/2m,)V>W(x) + M(x)¥(x) = EW(x) with an infinite square-well
potential

0 forO<x<IL,
e = {oo otherwise,
the wave function ¥, (x) and allowed discrete energies are found, as in
Chapter 6. In particular,

2 . /nm Rr?
U, (x) = \/;sm (Tx) and E, = Wﬂ .

The state of the lowest energy is called the ground state. The C;y=C,, C,—Cs3,
and C3=C4 bond lengths are 0.1467, 0.1349, and 0.1467 nm, respectively. The
electron wave function extends beyond the terminal carbons. We add half
a bond length at each end. Hence, L = 0.575 nm.

The m-electron density is concentrated between carbon atoms C; and Co,
as well as C3 and C4, because the predominant structure of butadiene has
double bonds between these two pairs C;=C; and C3=Cj4. Each double bond
consists of a w-bond in addition to the underlying o-bond. One must also
consider the residual w-electron density between C; and C3. Thus, butadiene
should be described as a resonance hybrid with two contributing structures
CH,=CH—-CH=CH, (dominant structure) and °CH,=CH—CH=CH,°
(secondary structure).

The lowest unoccupied molecular orbital (LUMO) in butadiene corres-
ponds to the n = 3 particle-in-a-box state. Neglecting electron—electron
interaction, the longest-wavelength (lowest-energy) electron transition occur
from n = 2, which is the highest occupied molecular orbital (HOMO). This is
visualized as

n=3——LUMO —e—
n=2--6-HOMO-e—
n=1-¢0- -0

The HOMO — LUMO transition corresponds to n — (1 4+ 1). The energy
difference between HOMO and LUMO is

2.2

hem
AE =E3—E, =
ST 2T L2

h2
(32 =2% = W@Z —2%)=911x107"7J.
e

From AE = hc/A, one finds the Compton wavelength to be A = 218 nm.
Performing the experiments, it is found that the maximum of the first elec-
tronic absorption band occurs at 210 nm. Hence, the use of quantum theory
provides one with accurate results.
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To enhance accuracy, consider a rectangular (Ly x L, x L;) 3D infinite-well
box with

0 forO0<x=<Ly, 0<y=<Ly,0=<z=<lL,
oo otherwise.

Hm%mz{

One solves a time-independent Schrodinger equation:
2
2m,

Vzlll(x y,2) + (x,y,2)¥(x,y,z) = E¥(x,y,2).

We apply the separation of variables concept expressing the wave
function as

V(x,y,z) = XX YW Z(2)

and let E = Ex + E, + E;.

One has
R d’X " dy ? d’z
2m, dx? * 2m, dy yt an 2m, dz? z

The general solutions are found to be

X(x) = Aysinkyx + By coskyx, Y(y) = Aysinkyy + By coskyy and
Z(z) = A, sink,z + B, cosk,z.

Here,

2 2m,

2m
X FEM kZ = d

2 _

Taking note of the boundary conditions, one finds
By =0, By=0, B, =0, kxLy =nxw, kyLy =nym and kL, =n,m.
Normalizing the wave function, we obtain 3D eigenfunctions as

\Ijnx,ny,nz (x, Y, z)

= 8 sin nxnx sin Ty sin nznz Ny, Ny, Nz =1,2,3
N LxLyLz Lx L]/ LZ 4 xrthy, Mtz = Ly ey 97 e e vt

The allowed energies are found to be

2o 2 g2 2l (2 2 2 1252
Enx,ny,nzz ( AT RN e A .

L2 LﬁL
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where k is the magnitude of the wave vector k,k = (ky, ky, k), kxy = nym/Ly,
ky = nym/Ly, and k; = n 7 /L.

Analytic solutions exist for ellipsoidal, spherical, and other 3D wells for
infinite and some finite potentials. Numerical solutions can be found for
complex potential wells and barriers, as reported in Chapter 6.

Taking note of the wave vector, we conclude that each state occupies a
volume 713/LxLyLZ =n3/Vofa k-space.

Suppose a system consists of Natoms, and each atom contributes M free
electrons. The electrons are identical fermions that satisfy the Pauli exclusion
principle. Thus, only two electrons can occupy any given state. Further-
more, electrons fill one octant of a sphere in k-space, whose radius is
kr = BNMn2/V)1/3 = 3pr?)1/3. The expression for kg is derived by mak-
ing use of (1/8)(4/3)nkj°§ = (1/2)NM=3/V. Here, p is the free electron density
(0 = NM/V), that is, p is the number of free electrons per unit volume.
The boundary separation of occupied and unoccupied states in k-space is
called the Fermi surface, and the Fermi energy for a free electron gas is
Er = h?/2me(3p7?)?/3. The total energy of a free electron gas is

r vk K2V W23 2NM)5/3
E=-— | Kdk= 5 WO NV aps,
2me w2 Jo 10memr2 10mem2

The expression for E; is found by taking note of the number of elec-
tron states in the shell 2(%th2 dk)/(73/V) = (V/aH)k?dk and the energy

of the shell dE = (H?k?/2me)(V /n?)k? dk (each state carries the energy
12K2 /2me).

2.1.4 Device Transition Speed

The transition (switching) speed of Mdevices largely depends on the device
physics, phenomena utilized, and other factors. One examines dynamic
evolutions and transitions by applying molecular dynamics, Schrodinger
equation, time-dependent perturbation theory, and other concepts. The ana-
lysis of state transitions and interactions allows one to coherently study the
controlled device behavior, evolution, and dynamics. The simplified analysis
is also applied to obtain estimates. Considering electron transport, one may
assess the device features using the number of electrons. For example, for
1 nA current, the number of electrons that cross the molecule per second is
1 x 10_9/1.6022 x 10712 = 6.24 x 10%, which is related to the device state
transitions.

The maximum carrier velocity places an upper limit on the frequency
response of semiconductor and molecular devices. State transitions can be
accomplished by a single photon or electron. Using Bohr’s postulates, the
average velocity of an optically exited electron is v = (Ze? /4 eghn). For all
atoms Z/n = 1, one finds the orbital velocity of an optically exited electron to
be v = 2.2 x 10° m/sec. Hence, v/c ~ 0.01.
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Considering an electron as a nonrelativistic particle, taking note of E =
mv? /2, we obtain the particle velocity as a function of energy as v(E) = +/2E/m.

Example 2.5

Let E = 0.1 eV = 0.16 x 107'? J. From v(E) = +/2E/m, one finds v =
1.88 x 10° m/sec. Assuming a 1 nm path length, the traversal (transit) time is
T =L/v=533x10"1% sec.

We conclude that Mdevices can operate at a high switching frequency. How-
ever, one may not conclude that the device switching frequency to be utilized
is f = 1/(2nt) because of device physics features (number of electrons, heat-
ing, interference, potential, energy, noise, etc.), system-level functionality,
circuit specifications, and so forth.

Having estimated the v(E) for Mdevices, the comparison to microelectronics
devices is of interest. In silicon, at T = 300 K, the electron and hole velocities
reach 1x 10° m/secata very high electric field with the intensity 1x10° V/cm.
The reported estimates indicate that particle velocity in Mdevices exceeds the
carriers saturated drift velocity in semiconductors.

2.1.5 Photon Absorption and Transition Energetics

The reader recalls that covering bioluminescence in Section 1.5 it was reported
that fish and firefly emit phonons of wavelength ~500 nm. The energy of a
single photon is E = hc/A, where X is the wavelength. Hence, the photon
output energy is 4 x 10719 J.

Consider rhodopsin, which is a highly specialized protein-coupled receptor
that detects photons in the rod photoreceptor cell. The first event in the
monochrome vision process, after a photon (light) hits the rod cell, is the
isomerization of the chromophore 11-cis-retinal to all-trans-retinal. When an
atom or molecule absorbs a photon, its electron can move to the higher-energy
orbital, and the atom or molecule makes a transition to a higher-energy
state. In retinal, absorption of a photon promotes a w-electron to a higher-
energy orbital, that is, there is a m—7* excitation. This excitation breaks
the 7 component of the double bond allowing free rotation about the bond
between carbon-11 and carbon-12. This isomerization, which corresponds to
switching, occurs in picoseconds.

The energy of a single photon is given by E = hc/A. The maximum absorb-
ance for rhodopsin is 498 nm. For this wavelength, one finds E = 4 x 10717 ]J.
This energy is sufficient to ensure transitions and functionality.

The photochemical reaction, which should be referenced as the elec-
trochemomechanical transitions, changes the shape of retinal, causing a
conformational change in the opsin protein, which consists of 348 amino
acids covalently linked together to form a single chain. The sensitivity of the
photoreceptor in the eye is one photon. Thus, the energy of a single photon,
which is E = 4 x 10~'? ], ensures the functionality of a molecular complex
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of 348 amino acids (~5000 atoms). We derived the excitation energy (signal
energy) sufficient to ensure electrochemomechanically induced state trans-
itions and interactions leading to processing in Mdevice. This provides a
conclusive evidence that ~1 x 1071 to 1 x 10~1® ] of energy is required to guar-
antee state transitions for molecular aggregates in the biomolecular processing
hardware.

2.1.6 System-Level Performance Estimates

Aggregated brain neurons perform information processing, perception,
learning, robust reconfigurable networking, memory storage, and other
functions. The number of neurons in the human brain is estimated to be
~100 billion, mice and rats have ~100 millions of neurons, while honey-
bees and ants have ~1 million neurons. Bats use echolocation sensors for
navigation, obstacle avoidance, and hunting. By processing the sensory
data, bats can detect 0.1% frequency shifts, and they distinguish echoes
received ~100 psec apart. To accomplish these tasks, as well as to perform
shift compensation and transmitter/receiver isolation, real-time signal/data
processing should be accomplished within at least microseconds. Flies accom-
plish a real-time precisely coordinated motion by means of remarkable
actuation, adaptive control, and a visual system that maps the relative motion
using retinal photodetector arrays. The information from the visual sys-
tem, sensors, and actuators is transmitted and processed within nanoseconds
requiring microwatts of power.

The biophysics of biomolecular information and signal/data processing
are not fully understood. State transitions are accomplished by specific
biophysical phenomena, effects, and mechanisms. The electrochemomech-
anically induced transitions and interactions in biomolecules (propagation of
molecules and ions through the synaptic cleft and membrane channels, pro-
tein folding, binding /unbinding, etc.) may require microseconds. In contrast,
photon- and electron-induced transitions can be performed within femto-
seconds. The energy estimates were made obtaining the transition energy
requirements ~1 x 107 to 1 x 10718 J.

To process enormous amounts information and to perform related tasks
with immense performance capability, which are far beyond foreseen capab-
ilities of envisioned parallel vector processors (which perform signal/data
processing), the human brain consumes only ~20 W. Only some of this
power is required to accomplish information and signal/data processing.
This contradicts some postulates of slow processing, immense delays, high
energy and power requirements, low switching speed, and other hypotheses
reported in [2-5]. The review of electrical excitability of neurons is reported
in [6].

The human retina has ~125 million rod cells and ~6 million cone cells.
An enormous amount of data, among other tasks, is processed by the visual
system and brain in real time. Real-time 3D image processing, ordinarily
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accomplished even by primitive vertebrates and insects that consume less
than 1 W cannot be performed by envisioned processors with trillions of
transistors, device switching speed of 1 THz, circuit speed of 10 GHz, device
switching energy of 1 x 10716 J, writing energy of 1 x 10~¢ J/bit, read time
of 10 nsec, and so forth.

Molecular devices can operate with the estimated transition energy
of ~1 x 10718 J, discrete energy levels (ensuring multiple-valued logics
and memory), and femtosecond transition dynamics. These guaran-
tee exceptional device transition (switching) speed, low losses, unique
functionality, and other features ensuring superior overall performance.
Furthermore, 3D-topology Mdevices give the ability to design super-high-
performance processing and memory platforms within novel organizations
and enabling architectures, ensuring unprecedented capabilities including
massive parallelism, robustness, reconfigurability, and so forth.

Departing from a conventional neuroscience a neuron-as-a-device doctrine,
the neuron as a biomolecular information processing/memory module (sys-
tem) can be examined. The dimension of the brain neuron is ~10 pm, and
their density is ~50,000 neurons/mm?. The neuron has thousands of syn-
aptic inputs and outputs. Chapter 3 describes biomolecular processing hardware
and suggests that the reconfigurable networking is accomplished by means of
a reconfigurable axo-dendritic, dendro-axonic, axo-axonic, and dendro-dendritic
mapping. Each neuron consists of neuronal processing-and-memory primit-
ives within a neuronal reconfigurable networked organization. The immense
m-input and z-output vector capability (m = 10,000 and z ~ 1,000) per neuron
isaccomplished by ~10,000 input and ~1,000 output synapses, as well as vari-
ous neurotransmitters with specific receptors (see Figures 3.3 and 3.5). These
neurotransmitters may serve as: (1) information carriers, ensuring processing
and memory storage at very high radix due to electrochemomechanically
induced transitions and interactions in neuronal processing-and-memory
primitives, and, (2) routing carriers, enhancing the reconfiguration cap-
abilities. Under some assumptions, the processing capabilities of a single
neuron can be estimated assigning the number of inputs, outputs, equivalent
processing-and-memory primitives per neuron, radix, and other data. One
canimagine the system’s processing capabilities if 50,000 reconfigurable high-
performance processing modules (neurons) with parallel capabilities housed
in 1 mm? and consuming less that 20 pW.

Distinct performance measures, estimates, indexes, and metrics are used.
For profoundly different paradigms (microelectronics versus molecular elec-
tronics), Figure 2.2 shows some baseline performance estimates, such as trans-
ition (switching) energy, delay time, dimension, and number of modules/
gates. It was emphasized that the device physics and system organization/
architecture are the dominating features rather than the dimensionality or
number of devices. Owing to limited basic/applied /experimental results, as
well as the attempts to use four performance estimates, as in Figure 2.2, some
projected performance measures are expected to be refined. Furthermore,
molecular electronics and MICs can utilize diverse molecular primitives and
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(See color insert following page 146.) Toward molecular electronics and processing/memory
platforms. Revolutionary advancements: From two-dimensional (2D) microelectronics to
3D molecular electronics. Evolutionary developments: From BMPPs to solid and fluidic molecular
electronics and processing.

Mdevices that:

1. Operate based on different physics, such as electron transport,
electrostatic transitions, photon emission, conformational changes,
quantum interactions, and so forth

2. Exhibit and utilize distinct phenomena and effects
3. Possess different functionality and capabilities

Therefore, biomolecular, fluidic, and solid Mdevices and systems will
exhibit distinct performance and capabilities. As demonstrated in Figure 2.2,
advancements are envisioned towards 3D solid molecular electronics mim-
icking BMpPpg  which can resemble a familiar solid-state microelectronics
solution. It should be emphasized that solid MEdevices and MICs may utilize
the so-called soft materials such as polymers and biomolecules. In Figure 2.2,
a neuron is represented as a biomolecular information processing/memory
module (system).

2.2 Topologies, Organizations, and Architectures

Molecular devices inherently possess 3D topology because they are made
of atoms. The 3D-centered topology and organization of Mdevices and
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envisioned MPPs resemble the device topology and system organization of
BMPPs. The 3D-topology solid and fluidic Mdevices are covered in detail in
Chapters 3, 5, and 6. Diverse organizations can be implemented. For example,
linear, star, ring, and hypercube organizations are possible, as shown in
Figure 2.3.

More complex organizations can be designed. A 3D-meshed hypercube
organization with hypercube-connected nodes, cyclic-connected subnodes,
and radial subnode-module connection are illustrated in Figure 2.4.

Star organization

Linear organization

Ring organization Hypercube organization

fou) )

FIGURE 2.3
Linear, star, ring, and hypercube 3D-centered organizations.

FIGURE 2.4
Three-dimensional hypercube organization.
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FIGURE 2.5
Bonding and assembling of organic molecules forming a molecular hardware.

These 3D-centered topologies and organizations are fully supported by
solid and fluidic molecular electronics hardware. Figure 2.5 illustrates bond-
ing and assembling of organic molecules, and the design rules are discussed
in Section 4.6.2.

The MPPs can be designed within enabling hierarchical architectures
(neuronal, processor-and-memory, fused memory-in-processor, etc.) util-
izing novel organization of molecular processing and memory hard-
ware. For example, neuromorphological reconfigurable solid and fluidic
MPPs are devised by utilizing a *°networking-and-processing paradigm, see
Sections 3.7 and 3.8.

2.3 Synthesis Taxonomy in Design of Molecular Integrated
Circuits and Processing Platforms

Devising, design, optimization, and analysis are sequential activities. Devis-
ing starts with the discovery of new and/or application of existing sound
concepts, developing and applying basic physics, examining phenomena and
mechanisms, analyzing specifications, assessing performance, and so forth.
We propose to apply a molecular architectronics paradigm in order to devise
and design pre-eminent MICs and MPPs. This paradigm is based on

1. Discovery of novel topological/organizational/architectural solu-
tions, as well as utilization of new phenomena and capabilities of
3D molecular electronics at the device and system levels

2. Development and implementation of sound methods, technology-
centric CAD, and super-large-scale-integration (SLSI) design con-
currently associated with bottom-up fabrication
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In the design of MICs, one faces a number of challenging tasks such as
analysis, optimization, aggregation, verification, reconfiguration, valida-
tion, evaluation, and so forth. Technology-centric synthesis and design at
the device and system levels must be addressed, researched, and solved by
making use of a CAD-supported SLSI design of complex MICs. Molecular
electronics provides a unique ability to implement signal/data processing
hardware within 3D-centered novel organizations and enabling architectures.
This guarantees massive parallel distributed computations, reconfigurability,
and large-scale data manipulation thereby ensuring super-high-performance
computing and processing. Combinational and memory MICs should be
designed using a hypercube concept (reported in Chapter 4) and imple-
mented as aggregated modular processing and memory “hypercells. The
device physics of solid and fluidic Mdevices is described in Chapters 3
and 6. Those Mdevices are aggregated as Mgates that must guarantee the
desired performance and functionality of “hypercells.

Various design tasks for 3D MICs are not analogous to the CMOS-centered
design, planar layout, placement, routing, interconnect and other tasks
that were successfully solved. Conventional very-large-scale-integration
(VLSI)/ultra-large-scale-integration (ULSI) design flow is based on the well-
established system specifications, design rules, functional design, conven-
tional architecture, verification (functional, logic, circuit, and layout), as well
as CMOS fabrication technology. The CMOS technology utilizes 2D topology
of gates with FETs and BJTs. For MICs, device- and system-level technology-
centric design must be performed using novel methods, which are discussed
in Chapter 4. Figure 2.2 illustrates the proposed 3D-centered solid and fluidic
molecular electronics hardware departing from 2D multilayer CMOS micro-
electronics. For MICs, we propose to utilize a unified top-down (system level)

o Molecular
Devising <: fabrication

3DVICs and "PPs

Analysis Design

evaluation () optimization

FIGURE 2.6
Top-down and bottom-up synthesis taxonomy within an x-domain flow map.
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and bottom-up (device/gate level) synthesis taxonomy within an x-domain
flow map, as shown in Figure 2.6. The core 3D design themes are integrated
within four domains:

Devising with validation

e Analysis and evaluation

Design and optimization
e Molecular fabrication

As shown in Figure 2.6, the synthesis and design of MICs and MPPs should
be performed by utilizing a bidirectional flow map. Novel design, analysis,
and evaluation methods must be developed. Design in 3D space is radically
different compared with VLSI/ULSI because of novel topology/organization,
enabling architectures, new devices, enhanced functionality, enabling cap-
abilities, complexity, technology dependence, and so forth. The unified
top-down/bottom-up synthesis taxonomy should be coherently supported
by developing innovative solutions to carry out a number of major tasks
such as:

1. Devise and design Mdevices, Mgates, *hypercells, and networked
Shypercells aggregates that form MICs

2. Develop new methods in design and verification of MICs

3. Analyze and evaluate performance characteristics, estimates,
measures, and metrics at the device and system levels

4. Develop technology-centric CAD to concurrently support design at
the device and system levels

The reported unified synthesis taxonomy integrates the following:

1. Top-Down Synthesis: Devise super-high-performance molecular pro-
cessing and memory platforms implemented by designed MICs
within new organizations and enabling architectures. These MICs
are implemented as aggregated “hypercells composed of Mgates
that are engineered from Mdevices (Figures 2.7a and b).

2. Bottom-Up Synthesis: Engineer functional 3D-topology Mdevices
that compose Mgates in order to form “hypercells (for example,
multiterminal solid MEdevices can be engineered as cyclic molecules
arranged from atoms ensuring functionality).

Super-high-performance MPPs can be synthesized using “hypercells Di.
The proposed synthesis taxonomy utilizes a number of innovations at the
system and device levels such as:

1. Innovative architecture, organization, topology, aggregation, and
networking
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(a) Molecular electronics: Aggregated Mhypercells Djj. composed of Mgates that integrate multi-

terminal solid MEdevices engineered from atomic complexes; (b) concurrent synthesis and design
at system, module and gate (device) levels.

2. Novel enabling Mdevices that form Mgates, hypercells, and MICs

3. Unique phenomena, effects, and solutions (quantum interaction,
parallelism, etc.)

4. Bottom-up fabrication
5. CAD-supported technology-centric SLSI design

Biomolecular and fluidic Mdevices, which operate utilizing different phe-
nomena as compared with solid ME{evices, are covered in Chapter 3.
Chapters 5 and 6 focus on the synthesis, analysis, and basic fundamentals of
solid MEdevices. Performance and baseline characteristics of solid MEdevices
are drastically affected by the molecular structures, aggregation, bonds,
atomic orbitals, electron affinity, ionization potential, arrangement, sequence,
assembly, folding, side groups, and other features. Molecular devices and
Mgates must ensure desired functionality, transitions, switching, logics,
electronic characteristics, performance, and so forth. Enabling capabilities,
functionality, high switching frequency, superior density, expanded utiliza-
tion, low power, low voltage, desired I-V characteristics, noise immunity,
robustness, integration, and other characteristics can be ensured by a coher-
ent design. In Mdevices, performance and characteristics can be changed and
optimized by utilizing and controlling state transitions and parameters. For
example, the number of quantum wells/barriers, their width, energy pro-
file, tunneling length, dielectric constant, and other key features of solid
MEdevices can be adjusted and optimized by engineering molecules with
specific atomic sequences, bonds, side groups, and so forth. The goal is to
achieve functionality ensuring the best achievable performance at the device,
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module, and system levels. The reported interactive synthesis taxonomy
coherently integrates all tasks, including devising of Mdevices, discovering
novel organization, synthesizing enabling architectures, designing MICs.
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Schematic representation of the axo-dendritic organelles with presynaptic active zones (AZ) and
postsynaptic density (PSD) protein assemblies. Electrochemomechanically induced transitions,
interactions, and events in a biomolecular processing hardware may result to information pro-
cessing and memory storage. For example, the state transitions results due to binding /unbinding
of the information carriers (biomolecules and ions). 3D-topology lattice of synapse-associated
proteins (SAPs) and microtubules with microtubule-associated proteins (MAPs) may ensure
reconfigurable networking, and biomolecules can be utilized as the routing carriers.
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Biomolecular Processing and Molecular
Electronics

PREAMBLE Heated debates concerning consciousness, information
processing, and intelligence have emerged on the cornerstone fundamentals
and developments of neuroscience, neurobiology, biophysics, and other life
sciences. Focusing on processing platforms, some of the basics, current status,
envisions, and hypotheses are reported. The author, to his best perception and
knowledge, solicits various questions with the attempt to answer them under
large uncertainties. This chapter introduces new concepts such as biomolecu-
lar processing hardware, biomolecular processing software, information, and routing
carriers. Certain postulates, hypotheses, assessments, and solutions may be
viewed from different perspectives, and their broad society engagement is
expected in the various multidisciplinary topics covered in this chapter. It also
should be emphasized that the terminology used in science, medicine, and
engineering are different, and correspondingly, consistency in definitions and
meanings cannot be ensured.

3.1 Neuroscience: Conventional Outlook and
Brainstorming Rational

Following the accepted theory, we first introduce some concepts of life sci-
ence disciplines related to the scope of the book. Appreciating neuroscience,
neurophysiology, neurobiology and other disciplines, this section covers con-
ventional views and addresses open-ended problems from engineering and
technology reflecting some of the author’s inclinations and hypothesis. The
reader is aware that there are virtually unlimited literature resources that
cover conventional neuroscience, neurophysiology, neurobiology, and so
forth. The author does not aim to cover the material from thousands of books
and journals available. Rather, problems directly related to the molecular
electronics and molecular processing are emphasized.

The human central nervous system that includes the brain and spinal cord,
performs information processing, adaptive evolutionary learning, memory

51
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Invertebrate nervous systems.

storage, and so forth. The human brain consists of the hindbrain (controls
homeostasis and coordinates movement), midbrain (receives, integrates, and
processes the sensory information), and forebrain (information processing,
integration, image processing, short- and long-term memories, learning,
decision making, and motor control). The peripheral nervous system consists
of the sensory system. Sensory neurons transmit information from internal
and external environments to the central nervous system, and motor neur-
ons carry information from the brain or spinal cord to the motor peripheral
nervous system (effectors, muscles, and gland cells). The nervous system
schematics is depicted in Figure 3.1.

There is a great diversity in the organization of different nervous systems.
The cnidarian (hydra) nerve net is an organized system of simple nerves (with
no central control), which performs elementary tasks such as propulsion.
Echinoderms have a central nerve ring with radial nerves. For example, sea
stars have central and radial nerves with a nerve net. Planarians have small
brains that send information through two or more nerve trunks as illustrated
in Figure 3.2. Jellyfish have been on the earth for over 650 million years,
and have no heart, bones, brain, or eyes. A network of nerve cells allows
the jelly fish to move and react to food, danger, light, temperature, and so
forth. Sensors around the bell rim provide information as to whether they are
heading up or down, toward light or away from it, and so forth. The basic
information processing, actuation (propulsion mechanism and stinging cells,
cnidocytes, which contain tiny harpoons called nematocyst triggered by the
contact), and sensing are performed by the simplest invertebrates.
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The anatomist Heinrich Wilhelm Gottfried Waldeyer-Hartz found that the
nervous system consists of nerve cells in which there are no mechanical joints.
In 1891, he used the word neuron. The cell body of a typical vertebrate neuron
consists of the nucleus (soma) and other cellular organelles. The human brain
isanetwork of ~1x10!! aggregated neurons with more than 1 x 10'* synapses.
Action potentials, and likely other information-containing signals, are gen-
erated and transmitted to other neurons by means of complex and not fully
comprehended electrochemomechanical transitions, interactions and mech-
anisms within axo-dendritic, dendro-axonic, axo-axonic, and dendro-dendritic
mapping formed by biomolecules within axonic and dendritic structures.
Branched projections of neurons (axons and dendrites), shown in Figure 3.3,
are packed with ~25 nm diameter microtubules that may play a significant
roleinsignal/data transmission, communication, and networking, ultimately
affecting information processing and memory storage. The cylindrical wall
of each microtubule is formed by 13 longitudinal protofilaments of tubuline
molecules, for example, altering «- and f-heterodimers. Within a complex
microtubule network, there are also nucleus-associated microtubules. The
cross-sectional representation of a microtubule is a ring of 13 distinct tubu-
line molecules. Numerous and extensively branched dendrite structures
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(See color insert following page 146.) Schematic representation of the axo-dendritic organ-
elles with presynaptic active zones (AZ) and postsynaptic density (PSD) protein assemblies.
Electrochemomechanically induced transitions, interactions, and events in a biomolecular pro-
cessing hardware may result to information processing and memory storage. For example, the state
transitions results due to binding/unbinding of the information carriers (biomolecules and ions).
3D-topology lattice of synapse-associated proteins (SAPs) and microtubules with microtubule-
associated proteins (MAPs) may ensure reconfigurable networking, and biomolecules can be
utilized as the routing carriers.
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are believed to transmit information to the cell body. The information is
transmitted from the cell body through the axon structures. The axon ori-
ginates from the cell body and terminates in numerous terminal branches.
Each axon terminal branch may have thousands of synaptic axon terminals.
These presynaptic axon terminals and postsynaptic dendrites establish the
interface between neurons or between a neuron and target cells. As shown in
Figure 3.3, various neurotransmitters are released into the synaptic cleft and
propagate to the postsynaptic membrane binding to the receptor.

The conventional neuroscience theory postulates that in neurons the
information is transmitted by action potentials, which result due to ionic
fluxes that are controlled by the cellular mechanisms. The ionic channels are
opened and closed by binding and unbinding of neurotransmitters that are
released from the synaptic vesicles (located at the presynaptic axon sites).
Neurotransmitters propagate through the synaptic cleft to the receptors at
the postsynaptic dendrite (see Figure 3.3). According to conventional theory,
binding/unbinding of neurotransmitters in multiple synaptic terminals res-
ult in selective opening/closing of membrane ionic channels, and the flux
of ions causes the action potential which is believed to contain and carry-
out information. The membrane potential is due to the unequal distribution
of ions across the membrane, and the membrane can be depolarized or
hyperpolarized.

Axo-dendritic organelles with microtubules and microtubule-associated
proteins (MAPs), as well as the propagating ions and neurotransmitters
in synapse, are schematically depicted in Figure 3.3. There are axonic and
dendritic microtubules, MAPs, synapse-associated proteins (SAPs), endo-
cytic proteins, and so forth. Distinct pre- and postsynaptic SAPs have been
identified and examined. Large multidomain scaffold proteins, including SAP
and MAP families, form the framework of the presynaptic active zones (AZ),
postsynaptic density (PSD), endocytic zone (EnZ), and exocytic zone (ExZ)
assemblies. There are numerous interactions between AZ, PSD, EnX, and ExZ
proteins. With a high degree of confidence, one may conclude that:

e There could exist processing-and memory-associated, electrochemo-
mechanically induced state transitions, interactions, and events in
extracellular and intracellular protein assemblies.

o Extracellular and intracellular protein assemblies form a biomolecu-
lar processing hardware that possesses biomolecular processing software.
This built-in biomolecular processing software functions by inherent
events and mechanisms.

In a microtubule, each tubulin dimer (~8 x 4 x 4 nm) consists of posit-
ively and negatively charged «-tubulin and g-tubulin (see Figure 3.3). Each
heterodimer is made of ~450 amino acids, and each amino acid contains
~15-20 atoms. Tubulin molecules exhibit different geometrical conforma-
tions (states). Tubulin dimer subunits are arranged in a hexagonal lattice with
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different chirality. The interacting negatively charged C-terminals extend
outward from each monomer (protrude perpendicularly to the microtubule
surface), attracting positive ions from the cytoplasm. The intratubulin relative
permittivity &, is ~2, while outside the microtubule ¢, is ~80.

MAPs are proteins that interact with the microtubules of the cellular
cytoskeleton. A large variety of MAPs have been identified. MAPs accom-
plish different functions such as stabilization /destabilization of microtubules,
guiding microtubules toward specific cellular locations, interfacing of micro-
tubules and proteins. MAPs bind directly to the tubulin monomers. Usually,
the MAPs carboxyl-terminus —COOH (C-terminal domain) interacts with
tubulin, while the amine-terminus, —NH, (N-terminal domain) binds to
organelles, intermediate filaments, and other microtubules. Microtubule—
MAPs binding is regulated by phosphorylation. This is accomplished through
the function of the microtubule-affinity-regulating kinase protein. Phos-
phorylation of MAP by microtubule-affinity-regulating kinase protein causes
MAP to detach from any bound microtubules. By utilizing the charge-induced
interactions, MAPla and MAP1b, found in axons and dendrites, bind to
microtubules differently than other MAPs. While the C-terminals of MAPs
bind the microtubules, the N-terminals bind other parts of the cytoskel-
eton or the plasma membrane. MAP2 is found mostly in dendrites, while
tau-MAP is located in the axon. These MAPs have a C-terminal microtubule-
binding domain and variable N-terminal domains projecting outward and
interacting with other proteins. In addition to MAPs, there are many other
proteins that affect microtubule behavior. These proteins are not considered
to be MAPs because they do not bind directly to tubulin monomers, but
they affect the functionality of microtubules and MAPs. The mechanism of
the so-called synaptic plasticity and the role of proteins, neurotransmitters,
and ions, which likely affect processing, learning and memory, are not fully
understood.

Biomolecular processing hardware, which is formed by biomolecular assem-
blies, built-in biomolecular processing software, and information and routing
carriers, are introduced. Some neurotransmitters can be utilized as informa-
tion carriers. Neurotransmitters are: (1) synthesized (reprocessed) and stored
into vesicles in the presynaptic cell, (2) released from the presynaptic cell,
propagate, and bind to receptors on one or more postsynaptic cells, and,
(3) removed and/or degraded. There are more than 100 known neurotrans-
mitters. In general, neurotransmitters are classified as (i) small-molecule
neurotransmitters, and, (ii) neuropeptides (composed of 3-36 amino acids).
It is reported in the literature that small-molecule neurotransmitters medi-
ate rapid synaptic actions, while neuropeptides tend to modulate slower
ongoing synaptic functions. As an illustrative example, the structure and
three-dimensional (3D) configuration of the y-aminobutyric acid (GABA) and
dopamine neurotransmitters are illustrated in Figures 3.4a and b.

Some Conclusions, Open Problems, and Possible Directions: At the cel-
lular level, a wide spectrum of biophysical phenomena and mechanisms



56 Molecular Electronics, Circuits, and Processing Platforms

HO NH,

FIGURE 3.4
y-Aminobutyric acid and dopamine neurotransmitters.

remain unknown or are not sufficiently studied. For example, the production,
activation, reprocessing, binding, unbinding, and propagation of neurotrans-
mitters, although studied for decades, are not adequately comprehended.
There are debates on the role of microtubules, MAPs, and SAPs, which are
establish, or at least affect, a biomolecular processing hardware. Biomolecular pro-
cessing hardware, as well as the built-in software, can be questioned. The open
problems and major questions are

1. Which biomolecular assemblies form the biomolecular processing
hardware within a reconfigurable networked organization?

2. Which phenomena/effects/mechanisms within biomolecular
processing hardware execute the software tasks?

3. Which electrochemomechanically induced transition/interactions/
events are utilized guarantying information processing, memory
storage and other related tasks?

4. Which biomolecules and ions are the information and potentially
routing carriers?

With a limited knowledge even on signal transmission and communica-
tion in neurons, as well as the role of action potentials, one can conclude
that other stimuli of different origin likely exist and should be examined.
Some results, experimental data, and estimates are reported in Sections 3.2,
3.3, and 3.4. From the conventional action potential doctrine, the required
high energy to ensure transitions, very-low-potential propagation velocity
~100 m/sec, and other performance estimate assessments are inadequate to
conclude that the conventional postulates are undisputable at the device and
system levels. We reported the possible role of biomolecules (neurotransmit-
ters, enzymes, etc.) and ions as information (to accomplish processing and
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memory storage) and routing (to accomplish interconnect and reconfigur-
ation) carriers. Though there is a lack of experimental verification on the
utilization of biomolecules as information and routing carriers, there is no
explicit proof on the role of action potentials even as communication sig-
nals. In synapse, there could exist stimuli of electromagnetic, mechanical,
thermodynamic, or other origins that may ultimately result in communica-
tion and data exchange between neurons, coding, activation, and so forth.
In general, information processing, with all related tasks, is accomplished
utilizing electrochemomechanically induced transitions/interaction/events
due to biophysical phenomena in biomolecules. With uncertainties in the
cornerstone biophysics of processing by biomolecules, one cannot explicitly
specify the biophysical phenomena, effects, and mechanisms utilized. How-
ever, for synthetic Mdevices and MICs, specific biophysical phenomena can
be defined and uniquely employed to ensure their soundness. At the sys-
tem level, for BMPPs, the situation is even more disturbing as compared with
that at the device level. In particular, there are no sound explanation, justi-
fication, and validation of information processing, signal/data processing,
memory storage, and other related processes within virtually unknown sys-
tem organization and architecture. New concepts and hypotheses, which
may, or may not, be sound or adequate according to conventional doctrines,
have emerged. Though these concepts could be questionable for BMPPs, they
have significant merit for envisioned synthetic MPPs, for which one departs
from ultimate prototyping of bioprocessing in order to devise fundamentally
and technologically sound practical paradigms. In fact, MPPs are not expected
to coherently prototype or mimic BMPPs.

3.2 Processing in Neurons
3.2.1 Introduction and Discussions

Biosystems detect various stimuli, and the information is processed through
complex biophysical phenomena and mechanisms at the molecular and cellu-
lar levels. Biosystems accomplish cognition, learning, perception, knowledge
generation, memory storage, coding, transmission, communication, adapt-
ation, and other tasks related to the information processing. Owing to a
lack of conclusive evidence, there are disagreements on baseline biophys-
ical phenomena (electrochemical, thermodynamic, etc.) and mechanisms
that ultimately result in signal/data and information processing. The base-
ball, football, basketball, and tennis players perform information processing
and other tasks in real time, that is, 3D image processing, estimation of
the ball velocity and trajectory, analysis of the situation under uncertain-
ties, decision making based upon the possessed situation awareness, and
so forth. They respond accordingly by running, jumping, throwing or hit-
ting the ball, and so forth. The reader can imagine the overall performance



58 Molecular Electronics, Circuits, and Processing Platforms

of the BMPP to coherently execute the coordinated response (action through
sensing—processing—control-actuation by means of various processing tasks)
within 0.2 sec. This “slow” ~0.2 sec response is largely due to the slow
torsional-mechanical dynamics of actuation system (Newtons’ second law gives
YF = ma or £T = Ja), although the information processing is performed
much faster.

The human retina has ~125 million rod cells and ~6 million cone cells.
Assuming the conventional postulates, the resulting communication delay
Tdata transmission Of the action potential, which is believed establishing the
communication (or data transmission and exchange from the engineering
viewpoint) between neurons, can be estimated as

Tcommunication = Tspike propagation + Tspike generation + Tspike transit + Ay,

where Tgpike propagation and Tspike transit are the spike propagation and transit
delays to and from the neuron, as estimated by t; = L;/v; L; is the path
length (form 100 pm to centimeters); v is the propagation velocity which is
~100 m/sec; Tspike generation 18 the spike generation delay that can be estim-
ated by taking note that ~10 to ~1000 spikes are induced per second, and
hence Tspike generation 1S ~0.01 sec; Aty denote other delays, which could be
considered to be negligibly small.

We found that the communication per each neuron results in a ~0.01 sec
data transmission delay. One can postulate the number of associated neur-
ons to perform image processing tasks from each rod cell and human retina.
Assume that a single spike contains adequate data, there is no communica-
tion redundancy and error assessment, no feedback, no synchronization and
protocols, and so forth. If there are only five neurons dynamically processing
the data in series from each rod, the communication (data transmission) takes
~0.05 sec. The processing capabilities of the visual system are considerably
higher, and less than 0.05 sec is needed to cognitively processes images. As
was emphasized, the communication is a “low-end” task as compared with
the processing and memories. Therefore, other possible solutions should be
researched deriving sound concepts refining conventional postulates.

An innovative hypothesis on the microtubule-assisted quantum inform-
ation processing is reported in [1]. The authors consider microtubules as
assemblies of oriented dipoles and postulate that: (1) Conformational states
of individual tubulins within neuronal microtubules are determined by the
induced dipole interactions (mechanical London forces) that may lead to
changes via electromechanical coupling. These mechanical forces can induce
a conformational quantum superposition; (2) In superposition, tubulins
communicate/compute with entangled tubulins in the same microtubule,
with other microtubules in the same neuron, with microtubules in neighbor-
ing neurons, and through macroscopic regions of brain by tunneling through
gap junctions; (3) Quantum states of tubulins/microtubules are isolated from
environmental decoherence by biological mechanisms, such as quantum isol-
ation, ordered water, Debye layering, coherent pumping, and quantum error
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correction; (4) Microtubule quantum computations/superpositions are tuned
by MAPs during a classical liquid phase that alternates with a quantum
solid-state phase of actin gelation; (5) Following periods of preconscious
quantum computation, tubulin superpositions reduce or collapse by Penrose
quantum gravity objective reduction; (6) The output states, which result from
the objective reduction process, are nonalgorithmic (noncomputable) and gov-
ern neural events of binding of MAPs, regulating synapses and membrane
functions; (7) The reduction or self-collapse in the orchestrated objective reduc-
tion model is a conscious moment, related to Penrose’s quantum gravity
mechanism, which relates the process to the space-time geometry. The results
reported in [1] suggest that tubulins can exist in quantum superposition of
two or more possible states until the threshold for quantum state reduction
(quantum gravity mediated by objective reduction) is reached. A double-well
potential, according to [1], enables the interwell quantum tunneling of a single
electron and spin states because its energy is greater than the thermal fluc-
tuations. The debate continues on the soundness of this concept examining
the feasibility of utilization of quantum effects in tubulin dimers, analyzing
the tunneling in quantum wells with relatively high width (the separation is
~2 nm), studying decoherence, assessing noise, and so forth.

There are ongoing debates on devices and systems, neuronal organization,
as well as fundamental biophysical phenomena observed, utilized, embed-
ded, and exhibited by neurons and their organelles. There is no agreement on
whether or not a neuron is a device (according to a conventional neuroscience
postulate) or a module (system), or on how the information is processed,
encoded, controlled, transmitted, routed, and so forth. Information pro-
cessing is a far more complex task compared with signal/data processing,
data transmission, routing and communication [2]. Under these uncertain-
ties, new theories, paradigms, and concepts have emerged. As reported
in Section 3.1, there are electrochemomechanically induced transitions and
interactions in biomolecules, which may result in processing, memory stor-
age, and other directly related tasks such as signal/data processing and
coding. For example, binding/unbinding of neurotransmitters cause these
electrochemomechanical transitions and interactions by means of: (1) charge
variation, (2) force generation, (3) moment transformation, (4) potential
change, (5) electromagnetic radiation, (6) orbital overlap variation, (7) vibra-
tion, (8) resonance, (9) folding. Distinct biophysical phenomena and effects
can be utilized. For example, a biomolecule (protein) can be used as a bio-
molecular electrochemomechanical switch utilizing the conformational changes,
or as a biomolecular electromechanical switch using the charge changes that affect
the potential or charge distribution.

Reference [3] examines the subneuronal processing integrating quantum,
electromagnetic, and mechanical stochastic phenomena. The interaction
between the cytosolic water electric dipole field and the quantized elec-
tromagnetic field, induced by transmembrane neuronal currents, as well
as vibrationally assisted tunneling, are researched. Soliton electromagnet-
ically induced collisions are viewed as phenomena that may ultimately result
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in bioelectromechanical logic gates, functionality of which can be due to
the interaction of the soliton with C-terminal tails projecting from the cyto-
skeletal microtubules. In particular, the C-terminal tails energase action of
vibrationally assisted tunneling affects the conformational dynamics of the
neuronal cytoskeletal protein network by facilitating the mechanisms lead-
ing to neuronal neurite outgrowth, synaptogenesis, and membrane fusion.
The nonlinear time-dependent Schrodinger and Klein—-Gordon equations are
applied to model the dynamics of bioenergetics, solitary and propagating
electromagnetic waves, mechanical-stochastic processes, and other mechan-
isms of protein (AZ, PSD, membrane, microtubules, microtubular surfaces,
tubulines, etc.) biodynamics [3]. The complexity in fundamental, applied,
and experimental analysis of dynamic electrochemomechanically induced
transitions, interactions, and effects is overwhelming. For example, coher-
ent high-fidelity modeling, heterogeneous simulations and verifications have
not been performed for a simple stand-alone microtubule, MAP and SAP
because of enormous computational and experimental complexity, mul-
tidisciplinary constraints, and inadequate attention. It can be expected that
in vivo input-output synaptic activities will become available, allowing one
to examine these activities within a black box concept. It is likely that elec-
trochemomechanically induced transitions/interactions/effects at least can
be modeled omitting the details of biophysics, which result in enormous
complexity. It can be expected that the number of state transitions in the
baseline electrochemomechanical processing processes is not high because
in performing specific tasks (processing, sensing, actuation, etc.) living
systems strive to minimize losses (associated with processing, sensing, actu-
ation, etc.) from the bioenergetics viewpoint. Correspondingly, we do not
specify the electrochemomechanically induced transitions, interactions, and
effects.

3.2.2  Processing and Networking in Neurons: Proposed Outlook

It is the author’s belief that a neuron, as a complex system, performs
information processing, memory storage, and other tasks utilizing bio-
physical phenomena and effects of the electrochemomechanically induced
state transitions and interactions between biomolecules. Microtubules,
MAPs, SAPs, and other proteins establish a biomolecular processing hard-
ware, which possesses software capabilities utilizing the inherent events
and mechanisms. In neurons, some biomolecules (neurotransmitters and
enzymes) and ions function as the information and routing carriers. Sig-
nal and data processing (computing, logics, coding, and other tasks),
memory storage, memory retrieval, and information processing may be
accomplished by utilizing a biomolecular processing hardware (implemented
by neuronal processing-and-memory primitives within a neuronal recon-
figurable networked organization) with possessed biomolecular processing
software. There are distinct information and routing carriers, for example,
activating, regulating, and executing. The information carriers are released
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into and propagate in the synaptic cleft, membrane channels, and cyto-
plasm. Control of released specific neurotransmitters in a particular synapse
and their binding to the receptors result in state transitions (charge distri-
bution, bonding, switching, folding, etc.), interactions, and events (release,
binding, unbinding, etc.). These state transitions, interactions, and events
ensure signal/data/information processing and memory by the utilization
of the possessed biomolecular processing software due to the inherent events
and mechanisms. Control of information and routing carriers under the elec-
trostatic, magnetic, hydrodynamic, thermal and other fields (forces) are
described in Sections 3.3 and 3.6. Complex biomolecular electromechanical
logic gates and combinational and memory platforms can be designed util-
izing the proposed concept. Robust reconfiguration is accomplished by the
routing carriers enhancing reconfigurable networking attained by microtu-
bules, MAPs, SAPs, and other protein aggregates. We originate the following
major postulates:

1. Microtubules, SAPs, MAPs, and other cellular proteins form
biomolecular processing hardware, which consists of processing-and-
memory primitives (biomolecules and biomolecular aggregates)
within a neuronal, reconfigurable, networked organization engi-
neered by the protein aggregates. The 3D-topology neuronal
processing-and-memory primitives exhibit electrochemomechan-
ically induced transitions, interactions, and mechanisms result-
ing in information processing and related tasks. Axo-dendritic,
dendro-axonic, axo-axonic, and dendro-dendritic mapping establishes
neuronal processing organization and architecture.

2. Certain biomolecules and ions are the activating, regulating, and
executing information carriers that interact with SAPs, MAPs, and
other cellular proteins; see Figure 3.3.

a. The activating information carriers activate and trigger the reg-
ulating and executing processes and events—for example, the
membrane channels are open or closed, the proteins and specific
biomolecule sites steered, proteins fold, and so forth.

b. The regulating information carriers control the feedback mechan-
ismsat the primitive (device/gate) and system levels. The control
and adaptation of activation and execution processes is accom-
plished utilizing the biomolecular processing software by means of
events and mechanisms.

c. The executing information carriers accomplish the processing and
memory functions and tasks.

Controlled binding/unbinding of information carriers lead to
the biomolecule-assisted electrochemomechanically induced state
transitions (folding, bonding, chirality changes, etc.) and inter-
actions affecting the direct (by executing information carriers) and
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indirect (by activating and requlating information carriers) processing-
and memory-associated transitions and interaction in biomolecules
and protein assemblies. This ultimately results in processing and
memory storage. As the simple typifying examples

i. Binding/unbinding of information carriers ensures a combina-
tional logics equivalent to on and off switching analogous to the
AND- and OR-centered electronic gates, mechanical switches
and logics. For example, the AND and OR biomolecular logic
gates, equivalent to gates documented in Figure 4.6, result.

ii. Charge variation is analogous to the functionality of the
molecular storage capacitor in the memory cell, see Figure 4.1.

iii. Processing and memories may be accomplished on a high
radix because of the multiple-conformation by distinct executing
information carriers, which is equivalent to the multiple-valued
logics and memories.

3. Reconfigurable networking is accomplished by microtubules,
MAPs, SAPs, and other protein aggregates that form a reconfigur-
able biomolecular processing hardware. Specific biomolecules and ions
are the activating, requlating, and executing routing carriers that bind
to and unbind from the specific sites of SAPs, MAPs, and other pro-
teins. The binding/unbinding leads to the electrochemomechanical
state transitions and events. The activating routing carriers activate
the routing processes and events. The feedback mechanisms, adapt-
ation, and control of the routing processes are performed by the
requlating routing carriers. The electrochemomechanical state trans-
itions (folding, bonding, chirality changes, etc.) in biomolecules
with the resulting events, accomplished (induced) by the execut-
ing routing carriers, ensure robust reconfiguration, adaptation, and
interconnect.

4. Presynaptic AZ and PSD (composed of SAPs, MAPs, and other
proteins), as well as microtubules, form a biomolecular assembly
(organization) within a reconfigurable processing-and-memory
neuronal architecture.

Biomolecular processing includes various tasks, such as communica-
tion, signaling, routing, reconfiguration, coding, and so forth. Con-
sider biomolecular processing between neurons using the axo-dendritic
inputs and dendro-axonic outputs. We do not specify the information-
containing signals (action potential, polarization vector, phase shifting,
folding, modulation, vibration, switching, etc.), cellular mechanisms, as
well as electrochemomechanically induced transitions/interactions/events
inbiomolecules. Each neuron consists of m; neuronal processing-and-memory
primitives. The transitions result in the axo-dendritic input vectors x;; see
Figure 3.5. Hence, the inputs to neuron Ny are m vectors to m primitives, that s,
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FIGURE 3.5

Input-output representation of (n + 1) aggregated neurons with axo-dendritic inputs and
dendro-axonic outputs.

X0 = [X0,1, X0,2, - - - »X0,m—1, X0,m)- The first neuron Ny has the z dendro-axonic
output vectors, and yo = [yo,1, Yo2, - - -, Y0,2—1, Yo,.1 ' - Spatially distributed yy
furnishes the inputs to neurons N1, Ny, ..., N;_1, N,,. For all neurons, x]-,]-eRb
and y; ;€R€ are the vectors (not variables) due to multiple neurotransmitters,
binding cites, receptors, as well as discrete biomolecule-assisted transitions,
interactions, and events. For the first neuronal processing-and-memory prim-
itive, one has xg1 = [x011,.-.,%0,1 n]T and yo,1 = [yo,11,---,Y01 .1T. Hence,
xip =[Xi11,.- -, %1ml and yi1 = [Wi11, .-, Yin 2)-

The aggregated neurons Ng, Ny, . .., N, _1, N, process the information utiliz-
ing electrochemomechanically induced transitions, interactions, events, and
mechanisms. The output vector is y = f(x), where f is the nonlinear function.
In the logic design of ICs, f is called the switching function.

To ensure robustness, reconfigurability, and adaptiveness, we consider
the feedback vector u. The output of the neuron Ny is a nonlinear func-
tion of the input vector xo and feedback vector u = [ug, uy, .. -1, uy,]T,
that is, yo = f(xo, w). As the information is processed by Ny, it is fed to the
aggreagated neurons N1, Ny, ...,N,_1, N;;,. The neurotransmitters release,
binding /unbinding, conformations, as well as other electrochemomechan-
ically induced transitions performed by all neurons, are the dendro-axonic
output y;. Neurons have a branched dendritic tree with ending axo-dendritic
synapses.

We have an immense m-input and z-output vector capability (m = 10,000
and z = 1,000) per neuron, and a single neuron has thousands of neuronal
processing-and-memory primitives. Figure 3.5 illustrates the 3D aggregation
of (n + 1) neurons with the resulting input-output maps y; = f(x;, u). Dend-
rites may form dendro-dendritic interconnects, while in axo-axonic connects,
one axon may terminate on the terminal of another axon modifying its neuro-
transmitter release as well as accomplishing other transitions. The analysis of
the considered neuronal topology and organization is reported in Section 3.8.
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3.3 Biomolecules and Ions Transport: Communication
Energetics and Energy Estimates

3.3.1 Active and Passive Transport: Brownian Dynamics

The analysis of propagation of biomolecules and ions is of a great import-
ance. Kinetic energy is the energy of motion, while the stored energy is called
potential energy. Thermal energy is the energy associated with the random
motion of molecules and ions, and therefore can be examined in terms of
kinetic energy. Chemical reaction energy changes are expressed in calories,
thatis, 1 cal = 4.184].

In cells, the directional motion of biomolecules and ions results in active
and passive transport. One studies the active transport of information and rout-
ing carriers. The controlled Brownian dynamics of molecules and ions in the
synaptic cleft, channels, and fluidic cavity should be examined. It is feas-
ible to control the propagation (motion) of biomolecules by changing the
force Fy (t, r, u) or varying the asymmetric potential Vi (r, u). The high-fidelity
mathematical model is given as

eri dri avk (ri/ ll)
M = —Fy, (E) + i]ZnFn(t/rijru) + ;qi—ari
OVi(rji,u
DD | fr @+t =12 N-1N, GD

2

ik ij
dq;
d_tl = fq(t/ r, q) + qur

where r; and q; are the displacement and extended state vectors; u is the
control vector; §,(t) and Eq (t) are the Gaussian white noise vectors; F; is the
viscous friction force; m; and g; are the mass and charge; f,(t,r,q) and f, (¢, 1, q)
are the nonlinear maps.

The Brownian particle velocity vector v is v = dr/dt. The Lorenz force
on a particle possessing the charge g is F = g(E 4+ v x B), while using the
surface charge density p, one obtains F = p,(E + v x B). The released carriers
propagate in the fluidic cavity and can be controlled or uncontrolled. For the
controlled particle, F;; (¢, r,u) and Vi (r, u) vary.

Example 3.1

Consider a Brownian particle with mass m, under the external time-varying
force F(t, x), in a one-dimensional (1D) spatially periodic potential V (x) witha
period [, V(x) = V(x+1). This particle dynamics is usually modeled by using
the displacement x and thermal fluctuations £(¢). The Langevin stochastic
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equation is

2
m% = —n% +F(t, %) — (x)
where 7 is the viscous friction coefficient, and F, = nov.

The force term 9V (x)/dx results due to electromagnetic, hydrodynamic,
thermal, and other effects. Taking into account bistable modes and using the
control variable u, from Equation 3.1, under some assumptions on the exten-
ded variable of dynamics, one finds a set of first-order stochastic differential
equations as

do 1 BVk(x u)
& =m |:—nv+ Xn:Fn(t,x,u) - Xk: — 4+ Ex(t)i|

+ é:x(t)/

dx_v
dt

dq
= G F aggq + &g ().

As the electromagnetic, hydrodynamic, thermal, and other effects are
examined, and control inputs are defined, the explicit equations for forces
Fy(t,x,u) and potentials Vi (x, u) should be used to solve analysis and con-

trol problems. For example, letting n =1, k = 1, F(t,x,u) = —ef tanh x and
V(x,u) = —xu, we have

d 1

d—? = a[—nv +e ftanhx + u + &(D)],

dx dg

E =7, a = ﬂqxx + aqqq + Sq(t)

To describe V(r,u), one may use the strength ¢(-), asymmetry ¢(-), and
decline-displacement f(-) functions. We have,

V(r,u) = Z 0, W (r, Wi (r, u). 3.2)
k

Example 3.2

For a 1D case, from Equation 3.2, one finds V(x,u) = ¢(x, u)¢ (x, u)f(x, u).
Using the strength, asymmetry and decline magnitudes (Ao, A1, and Apy)
that can vary, as well as the strength, asymmetry and decline constants (a,
by, and d;), the uncontrolled potential is defined as

K
2nmx
Vx) = Z Agn e~ /D gin

n=1 Strength ¢ (x)

A e —Cnl/1] Ay, tanh (dn + dn())
Asymmetry ¢ (x) 18
Decline-Displacement f(x)

where g is the integer.



66 Molecular Electronics, Circuits, and Processing Platforms

Potential, V(x,u)

Period, /

FIGURE 3.6
Potential V(x, 1) = ue=01@/D sin@2nzxx) /(1) e 021/l tanh(0.5(x8 /I8) + 0.01) if u = 1.

One can express the controlled potential V (x, u) as

2nmwx

K
x8
Vx,u) = E fu () Agy €= /D sin Apge 1 Ay, tanh <dn— + an) .
Asymmetry ¢ (x) 13

n=1 Strength ¢(x) Decline-Displacement f(x)

ForK =1,1=25x108m, filu) = u, Apy = 05, A;1 = 1, Ayy = 2,
a; = 01, ¢ = 025,d; = 05, djp = 0.01, and g = 2, one finds V(x,u) =
ue M/ sirl((Zrzmc)/l)e_Cl"‘/ZI tanh(d; (x8/18) 4+ d1p). For u = 1, the resulting
potential is documented in Figure 3.6. The MATLAB statement to calculate
and plot V(x, u) is

1=25e-9; x=-125e-9:1e-10:125e-9;
V=0.5.%exp (-0.1*x/1) .*sin (2*pi*x/1),*...
exp (-0.25*%abs (x/1)) .*2.*tanh (0.5* (x/1) .2+0.01) ;
plot (x/1,V);
xlabel (' Period, \itl’, ’FontSize’,14);

ylabel (' Potential, \itV(x,u)’,’FontSize’,14);
Example 3.3
Using continuous differentiable functions, the two-dimensional (2D)
asymmetric potential V(r,u), r = [x y]T is given as V(x,y,u) =

u(sin /%2 + y2 + 2/y/x% + y% + 2)e 1005V +¥*+2] The resulting potential is
shown in Figure 3.7 for u = 1. To calculate and plot V(r,u), we use the
following MATLAB statement

u=1l; d=2; a=0.05; [x,y]l=meshgrid([-9:0.2:9]);
xy=sqrt (x.”2+y."2+4d) ;
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FIGURE 3.7
Two-dimensional potential.

v=u.*sgin (xy) . *exp (-abs (a*xy)) ./xy; plot3(x,y,Vv);
xlabel ('\itx’,’'FontSize’, 14)
ylabel ('\ity’, ‘FontSize’,14
zlabel (' Potential, \itV(x,y)

)
’,'FontSize’,14) ;

Example 3.4

Consider the GABA neurotransmitter in the synaptic cleft. The GABA
receptor complex contains specific binding sites. The number of ions in the
synaptic cleft is defined by their concentration. Let the ionic concentration for
Na*, CI~, K*, and Ca?* be 140, 100, 5, and 2 mM. In the synaptic cleft,
with the 25 nm (L = 25 nm) separation between membranes, we study 20,
15, 1, and 1 Na*, CI-, K*, and Ca?* ions. These ions interact with a polar
neurotransmitter. We examine the motion of 38 particles in 3D space. This
results in 342 first-order stochastic differential equations (see Equation 3.1),
andi=1,2,...,37,38.

The electric dipole moment for GABA is 4.8 x 1072 Cm. The length of
GABA is 0.91 nm, and the neurotransmitter mass and diffusion coefficient
are: mgapa = 1.71 x 1072 kg and Dgapa = 4 x 10~ m?2/sec.

The masses, diffusion coefficients at 37°C and ionic radii of Na*t, CI—, K,
and Ca”* ions are

mNa = 3.81 x 1072° kg, mc; = 5.89 x 10726 kg,

mi =649 x 10726 kg, mc, = 6.66 x 1072° kg,
Na=095%x10""m, re=1.81x10"1"m,
rk=133x10"""m, rc,=1x10""m,

Dna = 1.33 x 1072 m?/sec, D¢y =2 x 107 m?/sec,

Dk =196 x 107 m?/sec, and Dc, = 0.71 x 1072 m?/sec.
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The relative permittivities of presynaptic and postsynaptic membranes are
erp = 2.3 and &p = 2. The numerical solution of a set of the stochastic
differential equations (3.1) defines the position and velocity of each Brownian
particleat time t. Thus, solving (3.1) one obtains the motion dynamics of micro-
scopic particles in the synaptic cleft. The neurotransmitter is released at the
origin (presynaptic membrane). Hence, the initial conditions for GABA are

X0GABA 0
ToGABA = | YoGgaBa | = | 0
Z0GABA 0
and
UOGABA 0
VoGABA = | ogaBA | = |0
U0GABA 0

The neurotransmitter should reach the receptor site, and microscopic particles
propagate in the 3D (x, y, z) space. Assume that the receptor is at (0, 0, 25) nm,
that is,

rf,x 0
I= |y | = o
Iy, 25 x 10

The initial positions of ions were assigned randomly with equal probability
within the synaptic cleft.

The electric field intensity is related to the potential as E = —VV. The
particle and particle-membrane interactions are studied. For neurotransmit-
ters and ions, the potential is derived using the superposition of the point,
line, surface and volume charges. Hence

2 N N
Vi=Vai+Veit+ ) Vi + Y Vi + Y Veii
j i Ji#

where V,; is the asymmetric periodic potential with period I # const
(Vi results due to the temperature gradient and hydrodynamic field); V,; is
the external potential including the effective membrane potentials; V,;; is
the interacting Brownian particle-membrane potential; Vg is the electro-
static potential due to the charge; V(;; is the Coulomb potential due to jth
Brownian particle, V¢;; = (1/47¢)(g;/Ir; — 1jl), and for point charges one has
Feij = (1/4e) @i/ Ix; = x;1).

The membrane potential is Vi, (r) = (1/47¢) fs(ps ()/|r — 1'|)dS. The field
intensity of the charged disc-shaped membrane with radius a and surface

charge pg at a distance z from its center is E, = (pg/2¢)(1 —1/+/(a%/z%) 4+ 1)a..
The force on a charged particle is F, = (psq/2¢)(1 — 1/4/(a%/2z%) + Daz, z > 0.
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In the synaptic cleft the magnetic field force is negligible due to small B.
Correspondingly, the dominant electrostatic force is under our consideration.
The Poisson’s equation V2V (r) = —(ps(r)/e) is solved to define the elec-
trostatic forces on Brownian particles due to the membrane surface charges
psi(r). Here, i = 1,2, thatis, pre- and postsynaptic membranes are considered.
Owing to the fast dynamics of microscopic particle motion, the membrane
charges are time-invariant. Thus, one can assume that the membrane poten-
tial is constant during the neurotransmitter transients as it moves through the
synaptic cleft reaching the receptor site. Using the strength ¢(r), asymmetry
¢(r), and decline-displacement f(r) nonlinear maps, the potential V (r, u) is
given as

2
V(r) = e L cost (%z)

sin 2> 1002 42 x 109 $2x105 1)
% -l = J.
V2 x 101922 + 2 x 101992 + 2 x 105 4

The analysis of the directed Brownian motion is performed if the external
force F(t,1;)) = 0. Only the electrostatic, hydrodynamic, and thermal forces
are considered. For different initial conditions, the numerical solution of 342
coupled highly nonlinear first-order stochastic differential equations (3.1) is
obtained in the MATLAB environment using the differential equation solver.
Figure 3.8 shows the dynamics for neurotransmitter displacement z(¢). The
velocity and forces in the z axis are reported in the arbitrary units. The Einstein
equation for the thermal passive diffusion gives the average neurotransmitter
diffusion time of 7.81 psec (the details are covered in Section 3.3.2). Under the
electrostatic force, the neurotransmitter reaches the receptor within 1 psec.
The neurotransmitter evolution in r is documented in Figure 3.8.

3.3.2 lonic Transport

For years the analysis of neuronal activities has largely been focused on
action potentials. Conventional neuroscience postulates that the neuronal
communication is established by means of action potentials. There is a
potential difference across the axonal membrane, and the resting poten-
tial is Vo = —0.07 V. The voltage-gated sodium and potassium channels
in the membrane result in propagation of action potential with a speed
~100 m/sec, and the membrane potential changes from Vo = —0.07 V
to Vo = +0.03 V. The ATP-driven pump restores the Nat and K* con-
centration to their initial values within ~1 x 1072 sec, making the neuron
ready to fire again, if triggered. Neurons can fire more than 1 x 103 times
per second.

Consider a membrane with the uniform thickness /. For the voltage differ-
ence AV = (Vo — Vp) across the membrane, the surface charge density +ps
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Controlled motion of neurotransmitter in the synaptic cleft: Neurotransmitter displacement z,
velocity v, and force F;.

inside/outside membrane is ps = ¢Eg. Here, ¢ is the membrane permittivity,
& = go¢&; EE is the electric field intensity, Eg = AV /h.

The total active surface area is estimated as A = wdLa, where d is the
diameter; La is the active length.

The total number of ions that should propagate to ensure a single action
potential is

1y — Aps _ wdLagoer(Va = Vo)

q1 qih

where gq; is the ionic charge.
One recalls that for a parallel-plate capacitors, the capacitance is given as
C = goe,A/h, and the number of ions that flow per action potential is

np = Q/qr,
where Q = CAV.



Biomolecular Processing and Molecular Electronics 71

Example 3.5

Letd=1x10"m,Ly =1x10"%m, e =2, Vs =0.03V, Vo = —0.07 V, and
h = 8x 10 m. The charge of Na™ ion is N, = e. We have nn, = 4.34 x 10°. By
making use of n; = Aps/q; = wdLagoe,(Va—Vo)/qrh, one finds that 4.34 x 10°
ions are needed to ensure AV = 0.1 V. The synapses separation is ~1 pm.
The single sodium and potassium pump maximum transport rates are ~200
Na* ions/sec and ~100 K* ions/sec, respectively. Hence, one finds that for
the assigned L the firing rate is ~1 spike/sec.

The instantaneous power is P = dW/dt.

Using the force F and liner velocity v, one finds P = Fo.

The output power, as well as power required, can be found using the kinetic
energy I' = %mvz, and W = AT".

Consider a spherical particle with radius r that moves at velocity v in the
liquid with viscosity j.. For the laminar flow, the Stokes’s law gives the viscous
friction (drag) force as

Fv=’77)/

where 7 is the viscous friction (drag) coefficient, n = 6w ur.

The inverse of the drag coefficient is called the mobility, ug = 1/n =
1/(6mur).

The diffusion constant D for a particle is related to the mobility and the
absolute temperature. The Einstein fluctuation dissipation theorem gives D =
kgTup.

Using the ionic radii of Na® and K* ions, for u = 9.5 x 10~* N sec/m?
at 37°C (T = 310.15 K), one calculates Dy, = 2.52 x 10~ m2/sec and Dx =
1.8 x 107 m?/sec, which agree with the experimental values Dy, = 1.33 x
1072 m?/sec and Dk = 1.96 x 10~ m?/sec, reported in Example 3.4.

By regulating the ionic channels, the cell controls the ionic flow across the
membrane. The membrane conductance g has been experimentally measured
using an expression I = gV. It is found that, for the sodium and potassium
open channels, the conductance g is ~2 x 1071 A/V.

The ionic current through the channel is estimated as

I =qi]iA,

where [} is the ionic flux, [; = cv; c is the ionic concentration; A, is the channel
cross-sectional area.

The average velocity of ion under the electrostatic field is estimated using
the mobility and force as v = upF = upqiE = wupqrV/x. Hence, one has
v = (D/kgT)q1(V /x). One finds the values for the velocity, force, and power.
To transport a single ion, by using the data reported, the estimated power
is ~1 x 10~'> W. Taking note of the number of ions required to produce
(induce) and amplify the action potential for the firing rate 100 spike/sec and
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letting the instantaneous neuron utilization to be 1%, hundreds of watts
are required to ensure communication only. It must be emphasized that
binding /unbinding, production (reprocessing) of biomolecules, controlled
propagation, and other cellular mechanisms require additional power. These
also result in numerous losses.

The neuron energetics is covered in [4]. Using the longitudinal current, the
intracellular longitudinal resistivity is found to be from 1x 10° to 3x 10> @ mm,
while the channel conductance is 25 pS or g = 2.5 x 107! A/V. For a 100 pm
segment with 2 jum radius, the longitudinal resistance is found to be 8 x 10°
[4]. The membrane resistivity is 1 x 10® @ mm?2. To cross the ionic channel,
the energy is q;V. Taking note of the number of ions to generate a spike in
neuron, the switching energy can be estimated to be ~1 x 10~!* J/spike.
This section reports the cellular energetics by taking note of the conventional
consideration. The action potentials, ionic transport, spike generation, and
other cellular mechanisms exist, guarantying the functionality of cellular pro-
cesses. However, the role and specificity of some biophysical phenomena,
effects, and mechanisms may be revisited and coherently examined from
the communication energetics, coding, and other perspectives. Recently, the
research in synaptic plasticity has culminated in results departing from the past
oversimplified analysis. However, the complexity of the processes and mech-
anisms is overwhelming. Correspondingly, novel postulates were proposed
in Section 3.2.

3.4 Applied Information Theory and Information Estimates

Considering a neuron as a switching device, which is an oversimplified
hypothesis, the interconnected neurons are postulated to be exited only
by the action potential I;. Neurons were attempted to be modeled as a
spatio-temporal lattice of aggregated processing elements (neurons) by the
second-order linear differential equation [5]:

1 dzxi dx,-
o (W + (a+ b)a +abxi>

N

= D _lw1;Q0;,q) + waifyt, QU NI + Li(h, i=1,2,...,N~1,N,
j#

g(1 —e@=D/1) if x > In[1 — gIn(1 + 4],

Qx,q) = {_1 if v <In[1 —gIn(1+47h)],

where 4, b, and q are the constants; w; and w, are the topological maps. This
model, according to [5], is an extension of the results reported in [6,7] by
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taking into consideration the independent dynamics of the dendrites wave
density and the pulse density for the parallel axons action.

Synaptic transmission has been researched by examining action poten-
tials and the activity of the pre- and postsynaptic neurons [8-10] in order
to understand communication, learning, cognition, perception, and so forth.
Reference [11] proposes the learning equation for a synaptic adaptive weight
z(t) associated with a long-term memory as dz/dt = f(x)[—Az + g(y)], where
x is the activity of a presynaptic (postsynaptic) cell; y is the activity of a post-
synaptic (presynaptic) cell; f(x) and g(y) are the nonlinear functions; A is
the matrix. Reference [8-10] suggest that matching the action potential gen-
eration in the pre- and postsynaptic neurons equivalent to the condition of
associative (Hebbian) learning that results in a dynamic change in synaptic
efficacy. The excitatory postsynaptic potential results because of presyn-
aptic action potentials. After matching, the excitatory postsynaptic potential
changes. Neurons are firing irregularly at distinct frequencies. The changes in
the dynamics of synaptic connections, resulting from Hebbian-type pairing,
lead to significant modification of the temporal structure of excitatory post-
synaptic potentials generated by irregular presynaptic action potentials [4].
The changes that occur in synaptic efficacy because of the Hebbian pairing
of pre- and postsynaptic activity substantially change the dynamics of the
synaptic connection. The long-term changes in synaptic efficacy (long-term
potentiation or long-term depression) are believed to be dependent on the
relative timing of the onset of the excitatory postsynaptic potential generated
by the pre- and postsynaptic action potentials [8-10]. These, as well as other
numerous concepts, have given rise to many debates. Furthermore, the cel-
lular mechanisms responsible for the induction of long-term potentiation or
long-term depression are not known.

Analysis of distinct cellular mechanisms and even unverified hypotheses
that exhibit sound merits have a direct application to molecular electronics,
envisioned bio-inspired processing, and so forth. The design of processing
and memory platforms may be performed by examining baseline funda-
mentals at the device and system levels by making use of or prototyping
(assuming that this task is achievable) cellular organization, phenomena,
and mechanisms. Based on the inherent phenomena and mechanisms, dis-
tinct processing paradigms, different reconfiguration concepts, and various
networking approaches can be envisioned for fluidic and solid electron-
ics. This networking and interconnect, however, can unlikely be based on
the semiconductor-centered interfacing as reported in [12]. Biomolecular, as
against envisioned solid /fluidic MPPs, can be profoundly different from the
device- and system-level standpoints.

Intelligent biosystems exhibit goal-driven behavior, evolutionary intelli-
gence, learning, perception, and knowledge generation functioning in a
non-Gaussian, nonstationary, rapidly changing dynamic environment. There
does not exist a generally accepted concept for a great number of key open
problems such as biocentered processing, memory, coding, and so forth.
Attempts have been pursued to perform bioinspired symbolic, analog, digital
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(discrete-state and discrete-time), and hybrid processing by applying
stochastic and deterministic concepts. To date, those attempts have not
been culminated in feasible and sound solutions. At the device/module
level, utilizing electrochemomechanical transitions and using biomolecules
as the information and routing carriers, novel devices and modules have
been proposed for the envisioned fluidic molecular electronics [2]. These
carriers (intra- and extracellular ions and biomolecules) are controlled in cyto-
plasm, synaptic cleft, membrane channels, and so forth. The information
processing platforms use stimuli and capture the goal-relevant informa-
tion into the cognitive information processing, perception, learning, and
knowledge generation. In bio-inspired fluidic devices, to ensure data/signal
processing, one utilizes electrochemomechanically induced transitions that
result, for example, from binding/unbinding of biomolecules. These bio-
molecules could be in active, available, reprocessing, and other states, and there
are controlled propagation, production, activation, and other processes in
neurons. Unfortunately, there is a significant gap between basic, applied,
and experimental research as well as consequent engineering practice and
technologies. Owing to technological and fundamental challenges and lim-
its, this gap may not be overcome in the near future despite its tremendous
importance.

Neurons in the brain, among various information processing and memory
tasks, code and generate signals (stimuli) that are transmitted to other neur-
ons through axon-synapse-dendrite biomolecular hardware. Unfortunately, we
may not be able to coherently answer fundamental questions, including
how neurons process (compute, store, code, extract, filter, execute, retrieve,
exchange, etc.) information. Even the communication in neuronsis a disputed
topic. The central assumption is that the information is transmitted and pos-
sibly processed by means of an action potential-spikes mechanism. Unsolved
problems exist in other critical areas, including information theory. Con-
sider a series connection of processing primitives (MEdevice, biomolecule,
or protein). The input signal is denoted as x, while the outputs of the first
and second processing elements are y; and y». Even simplifying the data pro-
cessing to a Markov chain x — y1(x) — y2(y1(x)), cornerstone methods and
information measures used in communication theory can be applied only to
a very limited class of problems. One may not be able to explicitly, quantitat-
ively, and qualitatively examine the information-theoretic measures beyond
communication and coding problems. The information-theoretic estimates
in neurons and molecular aggregates, shown in Figure 3.5, can be applied
to the communication-centered analysis assuming the soundness of various
postulates and availability of a great number of relevant data. Performing
the communication and coding analysis, one examines the entropies of the
variable x; and y, denoted as H(x;) and H(y). The probability distribution
functions, conditional entropies H(y|x;) and H(x;|y), relative information
I(y|x;) and I(x;|y), mutual information I(y, x;), and joint entropy H(y, x;) are
of interest.
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In a neuron and its intracellular structures and organelles, baseline pro-
cesses, mechanisms, and phenomena are not fully understood. The lack
of ability to soundly examine and coherently explain the basic biophysics
has resulted in numerous hypotheses and postulates. From the signal/data
processing standpoints, neurons are commonly studied as switching devices,
while networked neuron ensembles have been considered assuming stimulus-
induced, connection-induced, adaptive, and other correlations. Conventional
neuroscience postulates that networked neurons transmit data, perform
processing, accomplish communication, as well as perform other func-
tions by means of sequence of spikes that are the propagating time-varying
action potentials. Consider communication and coding in networked neur-
ons assuming the validity of conventional hypotheses. Each neuron usually
receives inputs from many neurons. Depending on whether the input pro-
duces a spike (excitatory or inhibitory) and how the neuron processes inputs,
the neuron’s functionality is determined. Excitatory inputs cause spikes,
while inhibitory inputs suppress them. The rate at which spikes occur is
believed to be changed by stimulus variations. Though the spike waveform
(magnitude, width, and profile) vary, these changes usually considered to be
irrelevant. In addition, the probability distribution function of the interspike
intervals varies. Thus, input stimuli, as processed through a sequence of pro-
cesses, result in outputs that are encoded as the pattern of action potentials
(spikes). The spike duration is ~1 msec, and the spike rate varies from one to
thousands spikes per second. The doctrine that the spike occurrence, timing,
frequency, and its probability distribution encode the information has been
extensively studied. It is found that the same stimulus does not result in the
same pattern, and debates continue, with an alarming number of recently
proposed hypotheses.

Let us discuss the relevant issues applying the information-theoretic
approach. In general, one cannot determineif a signal (neuronal spike, voltage
pulse in ICs, electromagnetic wave, etc.) is carrying information or not. There
are no coherent information measures and concepts beyond communication-
and coding-centered analysis. One of the open problems is to qualitatively
and quantitatively define what information is. It is not fully understood
how neurons perform signal/data processing, not to mention information
processing, but it is obvious that networked neurons are not analogous to
combinational and memory ICs. Most importantly, by examining any signal,
it is impossible to determine if it is carrying information or not and to coher-
ently assess the signal/data processing, information processing, coding, or
communication features. It is evident that there is a need to further develop
the information theory. Those meaningful developments, as succeeded, can
be applied in the analysis of neurophysiological signal /data and information
processing.

Entropy, which is the Shannon quantity of information, measures the com-
plexity of the set. That is, sets having larger entropies require more bits to
represent them. For M objects (symbols) X; that have probability distribution
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functions p(Xj;), the entropy is given as

M
HX) = — Zp(Xi) log,p(Xy), i=1,2,....M—1,M.
i=1

Example 3.6
Let

a with probability %,
b with probability %,
¢ with probability %,
d with probability %.

The entropy H (X) is found to be

M
HX) =— ) p(X;)log, p(X;)
i=1

log, § = 1.75 bit.

ool =

== %logz%— 1101‘52% - %1082%_
The MATLAB statement to carry out the calculation of H(X) is

H=-1o0g2(1/2)/2-10g2(1/4)/4-1log2(1/8)/8-1log2(1/8)/8
resulting in
H = 1.7500

One finds that the entropy of a fair coin toss is 1 bit, that is, H(X) = 1 bit.

Example 3.7
Let

|1 with probability p,
~ |0 with probability 1 — p.

The entropy H (X) is a function of p, and

M
HX) =- Zp(Xi) log, p(X;) = —plog, p — (1 — p)log,(1 — p).
i=1

One finds that H(X) = 1 bit whenp = % We have H(X) = 0 bitwhenp =0
and p = 1. The entropy H(X) = 0 corresponds to the case when the variables
are not random and there is no uncertainty. In general, H(X) if p varies is of
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FIGURE 3.9
Entropy as a function of probability.

our interest. From the derived equation for H(X), a plot H(X) as a function
of p is given in Figure 3.9. One concludes that the uncertainty is maximum
when p = %, for which the entropy is maximum, that is, H(X) = 1 bit.

The MATLAB statement to perform the calculation and plotting is

p=0:0.001:1; H=-p.*log2(p)-(1l-p).*log2(1l-p);

plot (p,H); title(’Entropy, \itH(X)’,'FontSize’,614);
xlabel ('\itp’,'FontSize’,14) ;

ylabel (\itH(X) ', 'FontSize’,b 14) ;

We have H > 0, and, hence the number of bits required by the source
coding Theorem is positive. Examining analog action potentials and consid-
ering spike trains, a differential entropy can be applied. For a continuous-time
random variable X, the differential entropy is

HX) =- f px (x) log, px (x)dx,

where px (x) is a 1D probability distribution function of x, [ px(x)dx = 1.
In general,

H(X1,Xp,..., X1, Xn) = —/PX(X) log, px (x)dx.
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The relative entropy between probability density functions px(x) and
gx(x) is

px(x)
gx(x)

dx

Hr(pxligx) = /PX(X) log,

The differential entropy for common densities are easy to derive and well
known. For example, for Cauchy, exponential, Laplace, Maxwell-Boltzman,
normal, and uniform probability distribution functions px(x), we have

a

ey 5, —00 <x<o00,a>0, and H(X)=In(4ma),
T a?+x

px(x) =
1

px(x) = Ee_(x/”), x>0,a>0, and HX)=1+Ing,
1

px(x) = Ze*(lx*b‘/ﬂ), —c0o<x<o00,a>0, —00o<b<oo, and

HX) =1+ In(2a),

px(x) = 4n =120/ 52 e_“xz, x>0,a>0, and

H(X) = —0.0772 4+ 0.5In(x /a),

_ 2 2
e ((=07/20%) oo o x <00, —00 <a <00, 0 >0, and

P ="

H(X) = 0.5InQrec?),

px(x) = ,a<x<b, and HX)=In0l-a),

b—a
respectively. We conclude that the differential entropy can be negative.
For example, the differential entropy of a Gaussian random variable is H(X) =
0.5In(27ec?), and H(X) can be positive, negative, or zero depending on the
variance. Furthermore, differential entropy depends on scaling. For example,
if Z = kX, one has H(Z) = H(X) + log, |k|, where k is the scaling constant.

To avoid the aforementioned problems, from the entropy analysis stand-
points, continuous signals are discretized. Let X, denotes a discretized
continuous random variable with a binwidth AT. We have, limar_.0 H(X;;) +
log, AT = H(X). The problem is to identify the information-carrying signals
for which AT should be obtained.

One may use the a-order Renyi entropy measure as given by [13]:

1

RY(X) = T log2/p‘§((x) dx,

where a is the integer, a > 1.
The first-order Renyi information (2 = 1) leads to the Shannon quant-
ity of information. However, Shannon and Renyi’s quantities measure the
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complexity of the set, and even for this specific problem, the unknown
probability distribution function should be obtained.

The Fisher informationIr = [ ((dp(x)/ dx)?/ p(x))dxis a metric for the estim-
ations and measurements. In particular, Ir measures an adequate change in
knowledge about the parameter of interest.

Entropy does not measure the complexity of a random variable, which
could be voltage pulses in ICs, neuron inputs or outputs (response) such
as spikes, or any other signals. Entropy can be used to determine whether
random variables are statistically independent or not. Having a set of random
variables denoted by X = {X1, X», ..., Xm—1, Xm}, the entropy of their joint
probability function equals the sum of their individual entropies, H(X) =
Zf\i 1 H(X}), only if they are statistically independent.

One may examine the mutual information between the stimulus and the
response in order to measure how similar the input and output are. We have

IX,Y)=HX)+HY)—-H(X,Y),

X,y (X, y) q
px (0py(Yy)
pyix(y1x)

py @)

IX,Y) = / px,y(x,y)log, xdy

- / Py (Y0px (@) log, dxd

Thus, I(X,Y) = 0 when pxy(x,y) = px(pyy) or pyixylx) = py®).
For example, I(X,Y) = 0 when the input and output are statistically inde-
pendent random variables of each other. When the output depends on the
input, one has I(X, Y) > 0. The more the output reflects the input, the greater
is the mutual information. The maximum (infinity) occurs when Y = X. From
a communications viewpoint, the mutual information expresses how much
the output resembles the input.

Taking note that for discrete random variables

IX,Y)=HX)+H®Y)-HX,Y) or IX,Y)=HY)-HYI|X),

one may utilize the conditional entropy

H(Y|X) == px,y(x,y)log, xpyx(ylx).
Xy

Here, H(Y|X) measures how random the conditional probability distribution
of the output is, on average, given a specific input. The more random it is,
the larger the entropy, reducing the mutual information and I(X, Y) < H(X)
because H(Y|X) > 0. The less random it is, the smaller the entropy until it
equals zero when Y = X. The maximum value of mutual information is the
entropy of the input (stimulus).

The random variables X, Y, and Z are said form a Markov chain as
X — Y — Z if the conditional distribution of Z depends only on Y and
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is conditionally independent of X. For a Markov chain, the joint probability
isp(x,y,2) = p)pyl0pily). If X — Y — Z, the data processing inequality
I(X,Y) > I(X, Z) ensures the qualitative and quantitative analysis features,
imposes the limits on the data manipulations, provides the possibility to
evaluate hardware solutions, and so forth.

The channel capacity is found by maximizing the mutual information
subject to the input probabilities:

C = maxI(X,Y) (bit/symbol).
px ()

Thus, the analysis of mutual information results in the estimation of the
channel capacity C, which depends on py|x(y|x), which defines how the
output changes with the input. In general, itis very difficult to obtain or estim-
ate the probability distribution functions. Using conventional neuroscience
hypotheses, the neuronal communication, to some extent is equivalent to the
communication in the point process channel [14]. The instantaneous rate at which
spikes occur cannot be lower than i and greater than rmax, which are related
to the discharge rate. Let the average sustainable spike rate is rg. For a Poisson
process, the channel capacity of the point processes when 7min < 7 < rmax is
derived in [14] as

C = ronin |:e_1 <1 i "max — "min

Tmin

_ (1 i Tmin ) In <1 I "max — 7’min> i|,
’max — "min Tmin

which can be expressed as [15]:

. max/ (Fmax—"min) max/ (Fmax—"min)
"min [ 1 { Ymax Tmax
—\ € E— —In{ — for
In2 "min Tmin

) max/ (*max—"min)

) (1+7min)/ ("max—"min)

Tmax

7

ro > e 1 ¥min (
Ymin

1 Tmax max/ ("max—"min) 10
— <(r0 — ¥min) 1n< ) — 10 ln< ) ) for
In2 Tmin Tmin
r 7max/ ("max—"min)
-1 max
o <€ "Tmin <—> .
min

Let the minimum rate is zero. For rmin = 0, the expression for a channel
capacity is simplified to be

Tmax s max
0
eln2’ e’

10 max max
—1In , o < .
In2 0 e
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FIGURE 3.10
Channel capacity.

Example 3.8

Assume that the maximum rate varies from 300 to 1000 pulse/sec (or
spike/sec), and the average rate changes from 1 to 100 pulse/sec. Taking
note of rmax/e = 0.36797max, One obtains ry < rmax/e, and the channel capa-
city is given as C = (r9/ In 2) In(rmax/10)- The channel capacitance C(r, "max)
is documented in Figure 3.10. The MATLAB statement to calculate C and
perform 3D plotting is

[r0, rmax] =meshgrid(1:1:100, 300:10:1000) ;
C=r0.*log(rmax./r0)/log(2) ;

plot3(xr0, rmax,C); mesh(r0, rmax,C) ;
xlabel('r 0','FontSize’,14);
ylabel('r m a x’, ’'FontSize’,14);

zlabel (‘C(r 0, r m a x)’, 'FontSize’,14);

For rg = 50 and rmax = 1000, one finds C = 216.1 bits, or C = 2.16 bits/pulse.

Entropy is a function of the window size T and the time binwidth AT.
For AT = 3 x 1073 sec and 18 x 1073 < T < 60 x 1073 sec, the entropy
limit is found to be 157 + 3 bit/sec [16]. For the spike rate rp = 40 spike/sec,
AT =3 x 1073 sec and T = 0.1 sec, the entropy is 17.8 bits [17]. This data
agrees with these calculations for the capacity of the point process channel
(see Figure 3.10).

For r9 = 50 and rmax = 1000, one finds that C = 216.1 bits
(C = 2.16 bit/pulse). However, this does not mean that each pulse (spike)
represents 2.16 bits or any other number of bits of information. In fact, the
capacity is derived for digital communication. In particular, for a Poisson
process, using min, *max, and rp, we found specific rates with which digital
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signals (data) can be sent by a point process channel without incurring massive
transmission errors.

For analog channels, the channel capacity is

1
C= lim —maxI(X Y) (bit/sec),

T—o00 px(

where T is the time interval during which communication occurs.

In general, analog communication cannot be achieved through a noisy
channel without incurring error. Furthermore, the probability distribution
functions as well as the distortion function must be known so as to perform the
analysis. Probability distributions and distortion functions are not available,
and processes are non-Poisson. In studying various communication problems
one considers many senders and receivers applying the network informa-
tion theory taking into account communication, channel transition matrices,
interference, noise, feedback, distributed source coding (data compression),
distributed communication, capacity, and other issues. Under many assump-
tions, for Gaussian relay, Gaussian interference, multiple access, and other
channels, some estimates may be found. A great number of required details,
statistics, and postulates are phenomena-, organization- and hardware-
specific. This makes it virtually impossible to coherently apply information
theory to BMPPs. For MPPs, information theory can be utilized with a great
degree of caution. The focus of research should be directed on the verifica-
tion of biomimetics-centered hypothesis and analysis of various molecular
solutions utilizing sound fundamentals and technologies developed.

Other critical assumption commonly applied in the attempt to analyze
bioprocessing features is a binary-centered hypothesis. Binary logics has a
radix of two, meaning that it has two logic levels —0 and 1. The radix r can be
increased by utilizing r states (logic levels). Three- and four-valued logics are
called ternary and quaternary [18] The number of unique permutations of the
truth table for r-valued logic is r"". Hence, for two-, three-, and four-valued
logic, we have 24 (16), 3% (19,683), and 41° (4,294,967,296) unique permuta-
tions, respectively. The use of multiple-valued logic significantly reduces
circuitry complexity, device number, power dissipation, and improves inter-
connect, efficiency, speed, latency, packaging, and other features. However,
sensitivity, robustness, noise immunity, and other challenging problems arise.
A r-valued system has r possible outputs for r possible input values, and one
obtains " outputs of a single r-valued variable [18]. For the radix * = 2 (binary
logic), the number of possible output functions is 2 = 4 for a single variable x.
In particular, for x = 0 or x = 1, the output f can be 0 or 1, that is, the output
can be the same as the input (identity function), reversed (complement), or
constant (either 0 or 1). With a radix of r = 4 for quaternary logic, the number
of output functions is 4* = 256. The number of functions of two r-valued

variables is r’z, and for the two-valued case 22° = 16. The larger the radix,
the smaller is the number of digits necessary to express a given quantity.
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The radix (base) number can be derived from optimization standpoints. For
example, mechanical calculators, including Babbage’s calculator, mainly util-
ize a 10-valued design. Though the design of multiple-valued memories is
similar to the binary systems, multistate elements are used. A T-gate can
be viewed as a universal primitive. It has (r + 1) inputs, one of which is an
r-valued control input whose value determines which of the other r (r-valued)
inputs is selected for output. Because of quantum effects in solid MEdevices, or
controlled release-and-binding /unbinding of specific information carriers in
the fluidic Mdevices, it is possible to employ enabling multiple-valued logics
and memories.

Kolmogorov Complexity: Kolmogorov defined the algorithmic (descriptive)
complexity of an object to be the length of the shortest computer program
that describes the object. The Kolmogorov complexity for a finite-length binary
string x with length I(x) is

Ky(x) = minp.yp)=x [(P),

where U(P) is the output of the computer U with a program P. The
Kolmogorov complexity provides the shortest descriptive length of x over
all descriptions interpreted by a computer U. One can derive the Kolmogorov
complexity of a number (r, 7%, 72, or any other), text, painting, image, and
so forth. For example, in MATLAB, we compute 72 as

» format long; pi”2
9.86960440108936

For an 8-bit-character, 73-symbol program, we calculate the descriptive
complexity to be 8 x 73 = 584 bits.

The application of the Kolmogorov complexity for an arbitrary computer Ug
with K (x) is straightforward. The universality Kolmogorov complexity theorem
states that there exists a constant cp, which does not depend on x, such that

Ku(x) < Ka(x) 4+ca,Vx € [0,1].

One can apply the conditional complexity, calculate the upper and lower
bounds on Kolmogorov complexity, prove that |[Ky(x) — Ka(x)| < ¢ (c is the
constant ¢ > 1), relate the Kolmogorov complexity to entropy, and so forth.
However, the Kolmogorov complexity, as well as entropy, cannot be applied to
perform the information estimates related to cognition, intelligence, and so
forth. One can derive the Kolmogorov complexity of any image such as a paint-
ing using the number of pixels. For example, for Rembrandt and Rubens
portraits K(Renbrandt|n) < c¢ 4 n/3 and K(Rubens|n) < ¢ + n/3. For biosys-
tems, where the string, binary and other hypothesis most likely cannot be
applied, it is difficult to imagine that minimal and universal programs are util-
ized. The Kolmogorov complexity can be enhanced to the high radix, strings
of vectors xeR™ and other premises as applied to emerging MICs and MPPs
explicitly defining the hardware solutions and baseline processing features.
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3.5 Biomimetics and Bioprototyping

In theory, the fundamentals, operation, functionality, and organization/
architecture of MPPs can be devised through biomimetics. The theories of com-
puting, computer architecture, information processing, and networking have
been focused on the study of efficient robust processing, communication,
networking, and other problems of hardware and software design. One can
address and study fundamental problems of molecular electronics and MPPs
utilizing advanced architectures/organizations, 3D topologies, multiterminal
Mdevices, multithreading, error recovery, massive parallel processing, shared
memory, message passing parallelism, and so forth. These features are likely
possessed by living systems.

Novel devices and systems can be designed utilizing the phenomena and
effects observed in biosystems. The necessary condition is the comprehension
of various biophysical phenomena, effects, and mechanisms. The sufficient
conditions include: (1) utilization of these phenomena, effects, and mech-
anisms, and, (2) ability to fabricate devices and systems. Prototyping must
guarantee an eventual consensus and coherence between

e Basic phenomena and their utilization
e Device and system functionality, and capabilities

e System organization and architecture

ensuring descriptive and integrative features to carry out various design
tasks. To acquire and expand the engineering—science-technology core, there
is a need to integrate interdisciplinary areas as well as to link and place the
synergetic perspectives integrating hardware with the discovery, optimiz-
ation, and synthesis tasks. Biomimetics, as an envisioned paradigm in the
design of MICs and MPPs, is introduced to attack, integrate, and solve a
great variety of emerging problems. Through biomimetics, fundamentals
of engineering and science can be utilized with the ultimate objective of
guarantying the synergistic combination of systems design, basic physics,
fundamental theory, and fabrication technologies. In biosystems, the prin-
ciples of matching and compliance are the general inherent design principles
that require the system organization/architectures be synthesized by integ-
rating all subsystems, modules, and components. The matching conditions,
functionality, operationability, and systems compliance have to be examined
and guaranteed. For example, the device—gate-hypercell compliance and
operating functionality must be satisfied. We define biomimetics, as applied
to MICs and MPPs, as: Biomimetics is the coherent abstraction and sound
practice in devising, prototyping, and design of molecular devices, modules,
and systems using biological analogies through cornerstone fundamentals,
bioinformatics, bioarchitectronics, and synthesis.
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One can attempt to apply complex biological patterns to devise, analyze,
and examine distinct devices and systems. However, biosystems cannot
be copied because many phenomena, effects, and mechanisms have not
been comprehended. For example, bioarchitectures have not been assessed,
reconfiguration and control mechanisms are unknown, functionality of bio-
molecular primitives is not comprehended, and so forth. There is a need
for focused studies and application of biomimetics to ensure the system-
atic design. Biological systems perform the following tasks of our specific
interest:

1. Establish highly hierarchical multifunctional complex modules and
subsystems, aggregating primitives (devices)-modules—systems
within unified optimal topologies/organization/architectures

2. Information processing with various related tasks (coding, commu-
nication, etc.)

3. Evolutionary learning, real-time reconfiguration, and adaptive net-
working under rapidly evolving dynamicinternal /external/enviro-
nment changes

4. Robust self-assembling and self-organization (thousands of indi-
vidual components are precisely defined in complex functional and
operational devices and systems)

5. Adaptation, optimization, self-diagnostics, reconfiguration, and
repairing (for example, biosystems can identify damage, perform
adaptation, execute optimal decisions, and repair themselves to the
functional state and operational level)

6. Precise bottom-up molecular assembly of very complex and multi-
functional modules (for example, proteins and protein complexes,
which integrate thousands of atoms, become dysfunctional by the
change of a single atom)

Biomolecular processing platforms provide evidence of the soundness
and achievable super-high-performance of envisioned MPPs. The engineer-
ing biomimetics paradigm potentially provides a meaningful conceptual
tool to understand how Mdevices and MPPs can be devised and designed.
For example, neurons, which perform various processing and memory
tasks, are examined with the attempt to design integrated processor-and-
memory bioinspired MPPs. Using the axo-dendritic input and dendro-axonic
output vectors x and y, the input-output mapping is schematically rep-
resented in Figure 3.11 for two neurons, as well as for a molecular pro-
cessing primitive and MICs. Taking note of the feedback vector u, which
is an important feature for robust reconfigurable (adaptive) processing, we
have y = f(x,u). It is possible to describe the information processing
and transfer by bidirectional stream-oriented input-output operators, for
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FIGURE 3.11
Input-output representation of aggregated neurons, processing molecular primitive and MIC.

example,

receive <> process <> send.

By applying the possessed knowledge, it is a question whether is it pos-
sible to accomplish a coherent biomimetics/bioprototyping and devise (discover and
design) bio-identical or bi-centered processing and memory platforms. Unfortu-
nately, even for signal/data processing, it seems unlikely that those objectives
could be achieved in the near future. There are a great number of unsolved
fundamental, applied, and technological problems. To some extent, a num-
ber of problems can be approached by examining and utilizing different
biomolecular-centered processing features and postulates. Our goal is to
develop general and application-centric fundamentals, molecular hardware,
and foundations that do not rely on hypotheses, postulates, assumptions,
exclusive solutions, and hardware. Sound technology-centric solid and fluidic
molecular electronics are prioritized.

It will be covered in Section 3.9 that the information coding is accomplished
by the DNA, and the application of transcription-translation mechanism
(DNA — RNA — protein) may result in the synthesis of biomolecular pro-
cessing hardware with embedded software. Among the major tasks of an interest
to be accomplished, one may emphasize the following:

1. Identify and comprehend the phenomena, effects, mechanisms,
transitions, and interactions in biomolecular processing hardware
(biomolecules, proteins, etc.) that ultimately accomplish processing
in living organisms

2. Examine and comprehend the instructional codes to perform
bottom-up synthesis of the biomolecular processing hardware

The successful solution of these formidable problems will enable one to
design and synthesize

e Biomolecular processing and memory primitives
e BMModules and BMPPs
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by fully utilizing biomimetics applying bioinformatics. However, these are
long-term goals.

3.6 Fluidic Molecular Platforms

The activity of brain neurons has been extensively studied using single
microelectrodes as well as microelectrode arrays to probe and attempt to
influence the activity of a single neuron or assembly of neurons in brain and
neural culture. The integration of neurons and microelectronics is covered
in [12,19-21]. We propose a fluidic molecular processing device/module
that mimics, to some extent, a neuronal processing-and-memory primitive
or a brain neuron. In general, signal/data processing and memory storage
can be accomplished by various electrochemomechanically induced trans-
itions, interactions, and events. For example, release, propagation, and
binding/unbinding of movable molecules result in the state transitions to
be utilized. Owing to fundamental complexity and technological limits, one
may not coherently mimic and prototype bioinformation processing. There-
fore, we mimic 3D topologies/organizations of biosystems, utilize molecular
hardware, and employee molecular transitions. These innovations imply
novel synthesis, design, aggregation, utilization, functionalization, and other
features. Using the specific electromechanical transitions (electromechanical
switching in biomolecules or electron tunneling in organic molecules) and
molecules/ions as information/routing carriers, we propose a novel concept to
perform signal/data processing and memory storage.

Utilizing 3D topology/organization, observed in BMPPs, a synthetic flu-
idic device/module is illustrated in Figure 3.12. The inner enclosure can
be made of proteins, porous silicon, or polymers to form membranes with
fluidic channels that should ensure the selectivity. The information and
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Binding cite
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and memory

FIGURE 3.12
Synthetic fluidic molecular processing module.
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routing carriers are encapsulated in the outer enclosure or cavities. The
release and steering of different carriers are controlled by the control appar-
atus. Selective information carriers are used as logic and memory inputs
ensuring the multiple-valued solution. Hence, computing, processing, and
memory storage can be performed on the high radix. Using routing car-
riers, persistent and robust morphological reconfigurable networking can
be achieved. The proposed fluidic MPPs can be designed within a recon-
figurable networking processing-and-memory organization. In particular,
routing carriers are steered in the fluidic cavity to the binding sites result-
ing in the binding/unbinding of routers to the stationary molecules. The
binding/unbinding events lead to reconfigurable routing, for example, recon-
figuration. Independent control of information and routing carriers cannot be
accomplished through preassigned steady-state conditional logics, synchron-
ization, timing protocols, and other conventional concepts. The motion and
dynamics of the carrier release, propagation, binding/unbinding, and other
events should be examined.

The proposed device/module mimics to some extent a neuron with syn-
apses, membranes, channels, cytoplasm, and other components. Specific
ions, molecules, and enzymes can pass through the porous membranes.
These passed molecules (information and routing carriers) bind to the specific
receptor sites, while enzymes free molecules from binding sites. Binding and
unbinding of molecules result in the state transitions. The carriers that are
released pass through selective fluidic channels and propagate through cavity
and are controlled by changing the electrostatic potential or thermal gradient.
The goal is to achieve a controlled Brownian motion of microscopic carriers.
Distinct control mechanisms (electrostatic, electromagnetic, thermal, hydro-
dynamic, etc.) may allow one to uniquely utilize selective control ensuring
super-high performance and enabling functionality. The controlled Brownian
dynamics (active transport) of molecules and ions in the fluidic cavity and
channels can be examined by applying the concept reported in Section 3.3.
Having developed a hardware solution, the carrier displacement r; is con-
trolled by the control vector u. The released carriers propagate in the fluidic
cavity and controlled by a control apparatus varying F,(f,r,u) and Vi (r, u).
This apparatus is comprised of molecular structures that change the tem-
perature gradient or the electric field intensity. The state transitions occur
in the anchored processing polypeptide or organic molecular complexes
as information and routing carriers bind/unbind. For example, conforma-
tional switching, charge changes, electron transport, and other phenomena
can be utilized. The settling time of electronic, photoelectric, and electro-
chemomechanical state transitions is from picoseconds to microseconds.
The molecular hardware predifines the phenomena and effects utilized.
For example, electromechanical switching can be accomplished by biomolecules,
while electron tunneling can be of a major interest as organic molecules are
used as MEdevices.

In general, it is possible to design, and potentially synthesize, aggreg-
ated networks of reconfigurable fluidic modules. These modules can be
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characterized in terms of input—output activity. However, the complexity to
fabricate the reported fluidic MPPs is enormous, imposing significant chal-
lenges. Reported in this section solution is an elegant theoretical concept that
will hold until the available fabrication technologies emerge. To overcome the
fabrication deficiencies, one may utilize the cultured neurons.

3.7 Neuromorphological Reconfigurable Molecular Processing
Platforms and Cognitive Processing

Reconfigurable computing is a well-established general term that applies to
any device or primitive that can be configured, at run time, to implement
a function utilizing a specific hardware solution. A reconfigurable device
should possess adequate logic, reprogramming and routing capabilities to
ensure reconfiguration features, as well as to compute a large set of functions.
The reconfigured Mdevice performs a different set of functions. Consider a
gate with binary inputs A and B. Using the outputs to be generated by the
universal logic gate, one has the following 16 functions: 0, 1, A, B, A,B,A+B,
A+B,A+B,A+B,AB, AB, AB, AB, AB + AB, and AB + AB. The standard
logic primitives (AND, NAND, NOT, OR, NOR, etc.) can be implemented
using a Fredkin gate, which performs conditional permutations. Consider a
gate with a switched input A and a control input B. As illustrated in Figure 3.13,
the input A is routed to one of two outputs, conditional on the state of B. The
routing events change the output switching function, which is AB or AB.

Utilizing the proposed fluidic molecular processing paradigm, routable
molecular universal logic gates MULG) can be designed and implemented.
We define a MULG as a reconfigurable combinational gate that can be recon-
figured to realize specified functions of its input variables. The use of specific
multi-input MULGs is defined by the technology soundness, specifications,
and achievable performance. These MULGs can realize logic functions using
multi-input variables with the same delay as a two-input Mgate. Logic
functions can be efficiently factored and decomposed using MULGs.

Figure 3.14 schematically depicts the proposed routing concepts for recon-
figurable logics. The typified 3D-topologically reconfigurable routing is
accomplished through the binding/unbinding of routing carriers to the sta-
tionary molecules, which perform processing and memory storage. For
illustrative purposes, Figure 3.14 documents reconfiguration of 5 Mgates

A :__ »AB
5 1 »AB
> » B

FIGURE 3.13
Gate schematic.
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FIGURE 3.14
Reconfigurable routing and networking.

within 10 ¥hypercells depicting a reconfigurable networking and processing
in 3D. The state transitions, caused by the information carriers, are represen-
ted as x1, x2, x3, X4, x5, and xe. The routing carriers ensure a reconfigurable
routing and networking of Mgates and hypercells, uniquely enhancing and
complementing the capabilities of the ¥hypercell solution. In general, one
may not be able to route any output of any gate/hypercell/module to any
input of any other gate/hypercell/module. There are synthesis constraints,
selectivity limits, complexity to control the spatial motion of routers and other
limits that should be integrated in the design.

The fluidic module can perform computations, implement complex logics,
ensure memory storage, guarantee memory retrieval, and ensure other tasks
through electrochemomechanically induced transitions/interactions/events.
Sequences of conditional aggregation, carriers steering, 3D directed routing,
and spatial networking events form the basis of the logic gates and memory
retrieval in the proposed neuromorphological reconfigurable fluidic MPPs. In
Section 3.3 we documented how to integrate the Brownian dynamics in the
performance analysis and design. The transit time of information and routing
carriers depends on the steering mechanism, control apparatus, carriers used,
sizing features, and so forth. From the design prospective, one applies the
state-space paradigm using the processing and routing transition functions
Fy and F;, which describe previous states to the resulting new states in [, £, ],
t+ > t. The output evolution is

Y(t+) = Fi[t/x(t)/ Y(t)/ u(t)]/

where x and u are the state and control vectors.

For example, u leads to the release and steering of the routing carriers with
the resulting routing and reconfigurable networking. The reconfiguration is
described as P C X x Y x U, where X, Y, and U are the input, output, and
control sets.

The proposed neuromorphological reconfigurable fluidic MPPs surpass
the overall performance, functionality, and capabilities of envisioned micro-
electronic solutions and ICs. However, the theoretical and technological
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foundations of neuromorphological reconfigurable 3°networking-processing-
and-memory MPPs remain to be developed and implemented. It is expected
that cognition can be achieved utilizing neuromorphological reconfigurable
processing. The issues of cognitive processing are briefly examined.

Information (I) causes changes either in the whole system (S) that receives
information or in an information processing logical subsystem (S;) of this
system. There are different types of information measures, estimates, and
indexes. For example, potential or perspective measures of information
should determine (reflect) what changes may be caused by I'in S. Existential or
synchronic measures of information should determine (reflect) what changes
S experiences during a fixed time interval after receiving I. Actual or retro-
spective measures of information should determine (reflect) what changes
were actually caused by I in S. For example, synchronic measures reflect the
changes of the short-term memory, while retrospective measures represent
transformations in the long-term memory.

Consider the system mapping tuple (S, L, E), where E denotes the envir-
onment and L represents the linkages between S and E. There are three
structural types of measure of information, for example, internal, integral and
external. The internal information measure should reflect the extent of inner
changes in S caused by I. The integral information measure should reflect
the extent of changes caused by I on S due to L between S and E. Finally,
the external information measure should reflect the extent of outer changes
in E caused by I and S. One can define three constructive types of measures
of information—abstract, realistic, and experimental. The abstract informa-
tion measure should be determined theoretically under general assumptions,
while a realistic information measure must be determined theoretically sub-
ject to realistic conditions applying sound information-theoretic concepts.
Finally, the experimental information measure should be obtained through
experiments.

The information can be measured, estimated, or evaluated only for simple
systems examining a limited number of problems (communication and cod-
ing) for which the information measures exist. Any S has many quantities,
parameters, stimuli, states, events, and outputs that evolve. Different meas-
ures are needed to be used in order to reflect variations, functionality,
performance, capabilities, efficiency, and so forth. It seems that currently the
prospect of finding and using a universal information measure is unrealistic.
The structural-attributive interpretation of information does not represent
information itself but may relate I to the information measures (for some prob-
lems), events, information carriers, and communication in S. In contrast, the
functional-cybernetic consideration is aimed to explicitly or implicitly exam-
ine information from the functional viewpoint descriptively studying state
transitions in systems that include information processing logical subsystems.

Cognitive systems are envisioned to be designed by accomplishing
information processing through integrating knowledge generation, percep-
tion, learning, and so forth. By integrating interactive cognition tasks,
there is a need to expand signal/data processing (primarily centered on
binary computing, coding, manipulation, mining, and other tasks) to
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information processing. The information theory must be enhanced to expli-
citly evaluate knowledge generation, perception, and learning by develop-
ing an information-theoretic framework of information representation and
processing. The information processing at the system and device levels
must be evaluated using the cognition measures examining how systems
represent and process the information. It is known that information pro-
cessing depends on the statistical structure of stimuli and data. This statistics
may be utilized to attain statistical knowledge generation, learning, adapt-
ation, robustness, and self-awareness. The information-theoretic measures,
estimates and limits of cognition, knowledge generation, perception and
learning in S must be found and examined to approach fundamental limits
and benchmarks. Cognizance has been widely studied from artificial intel-
ligence standpoints. However, limited progress has been achieved in basic
theory, design, applications, and technology developments. New theoretical
foundations, software, and hardware to support cognitive systems design
must be developed. Simple increase of computational power and memory
capacity to any level will not result in cognizance and/or intelligence due to
entirely distinct functionality, capabilities, measures, and design paradigms.
From fundamental, computational, and technology standpoints, problems
to be solved are far beyond conventional information theory, signal/data
processing, and memory solutions.

Consider a data information set, which is a global knowledge with X states.
By using the observed data D, system gains and learns certain knowledge,
but not all, X. Before the observations, system possesses some states from
distribution p(X) with the information measure M(X). This M(X) must be
explicitly defined, and this is an open problem. Once system observes some
particular data D, the enhanced perception of X is described by the reciprocal
measure estimate M(X|D), and M(X|D) < M(X). The uncertainty about X
reduces through observations, learning, perception, and so forth. We define
this process as the information gain that the system acquired about X. Some
data D. € D will increase the uncertainty about X, resulting in the know-
ledge reduction. For this regret D, one finds M(X|D.), and the information
reduction is expressed as I. = f[M(X), M(Z|D.)].

With the goal to achieve cognition and learning by gaining the information
(on average) Ip_. 5, one should derive I using the information measures and
estimates. By observing the data, the system cannot learn more about the
global knowledge than M(X). In particular, M(X) may represent the number
of possible states that the knowledge is mapped, and M(X) indicates the con-
strained system ability to gain knowledge due to the lack of possibilities in X.
The system cannot learn more than the information measure that character-
izes the data. In particular, the M of observations limits how much system can
learn. In general, M defines the capacity of the data D to provide or to convey
information. The information that the system can gain has upper and lower
bounds defined by the M limits, while M bounds depend on the statistical
properties, structure, and other characteristics of the observable data as well
as the system S abilities.
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FIGURE 3.15
Cogpnitive information processing primitive pS.

We consider a cognitive information processing primitive pS implemented
as a multiterminal molecule. Utilizing the continuous information-carrying
inputs x = [x1,x2,x3,x4] € X, pS generates a continuous output y(t), y € Y,
with distinguished states as shown in Figure 3.15. Hence, the multiple-valued
inputs x are observed and processed by pS with a transfer function F(x, ).
Cognitive learning can be formulated as utilization and optimization of
information measures through the S perception, knowledge generation and
reconfiguration. In general, S integrates subsystems gS, modules S, and
primitives (gate/devices level) pS. The primitive pS statistical model can be
described by M(x,y) as generated through learning and perception using
observed x = [x1,x2,...,xy—1,%4] € Xand 'y = [y1,Y2, ..., Ym—1,Yml € Y.

3.8 Reconfigurable 3D Networking-and-Processing and
Reconfigurable Vector Neural Networks

Cognitive science is centered on the neuron doctrine with a goal to understand a
broad spectrum of open fundamental problems of brain functionality. A beha-
viorist view, with its emphasis on general learning mechanisms, persisted for
many years focusing on narrowly conceived issues. Karl Lashley emphas-
ized neural mechanisms and intelligence [22]. Kenneth Craik in The Nature of
Explanation considered “the conscious working of a highly complex machine,
built of parts having dimensions at which the classical laws of mechanics are
still very nearly true and space is, to all intents and purposes, Euclidean. This
mechanism, I have argued, has the power to represent, or parallel, certain
phenomena in the external world as a calculating machine. ..” [23]. Within
this concept, thoughts involve three critical steps (1) external processes were
translated into words, numbers, or symbols; (2) these representations were
manipulated by processes such as reasoning to yield transformed symbols;
(3) these transformed symbols were retranslated into external processes to
yield a behavior. The idea that the mind creates internal models and then uses
these models is of a great interest. The major enterprise is to apply sound
biophysics and derive basic fundamentals in the context of the exhibited
and utilized biophysical phenomena, effects and mechanisms. The Computer
and the Brain discusses the fundamental properties of computation in machine
and brain, proposing an intriguing “approach toward the understanding of
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the nervous system from the mathematician’s point of view” [24]. The debates
have being continued on the cornerstone issues, approaches, and directions.
Many recent publications report specific brain correlates of higher cognitive
functions (from language to numerical cognition, from decision making to
categorization and reasoning, etc.), emphasizing a match between abstract
cognitive characterizations and brain structures. The developments of dif-
ferent sensing, recording, and data-acquisition techniques may provide the
opportunity to study the brain, neurons, and processing primitives during
various cognitive activities. Even assuming that one comprehends the physics
of the input/output stimuli (potential, charge, polarization, voltage, cur-
rent, temperature, intensity, folding, etc.), the use of electroencephalographic
methods, event-related potentials, functional magnetic resonance imaging,
neuronimaging, magnetoencephalography, transcranial stimulations, chem-
ical labeling, and other techniques have limits on recording and examining
spatial and neural activities and do not define their role on cognition or even
on signal/data processing.

Reference [25] proposes that the mental activity could be modeled using
a network of on—off neurons, which can compute and implement logic func-
tions. The basic physics, functionality, and capabilities of a brain neuron and
an artificial neuron are completely different. Correspondingly, the parallel of
an artificial neuron, as a brain primitive, is the largely simplified assumption
that is not supported by recent basic and experimental findings. Even at the
1942 workshop in New York City (sponsored by the Josiah Macy Jr. Founda-
tion), where Warren McCulloch reported the studies to be published in [25],
Arturo Rosenblueth made his presentation. Reference [26] documents that
goal-driven behavior emerges in systems with feedback.

The concepts of learning and connectivity was introduced in 1949 [27],
while the “artificial intelligence and learning” (training) capabilities of the
perceptron model were discussed in [28]. These developments were culmin-
ated with a neural networks (NNs) approach proposed by John Hopfield
in 1982. In particular, inspired by the neuronal circuitry, the NNs were util-
ized as abstract entities. These NNs, which can be implemented by ICs
hardware, are capable to ensure specified by the designer automatic train-
ing (usually referenced as “learning”), programmed logics, rule extraction,
generalization, categorization, extraction, and other functions [29,30]. The
Hopfield network is a single-layer recurrent network that allows one to store
information as the stable states of a dynamically evolving network con-
figuration. The discrete Hopfield NN can be used as associative memory,
while the continuous Hopfield NN can be applied for combinatorial optim-
ization [31]. Utilizing backpropagation and different training algorithms,
these artificial neural networks (ANNSs) can ensure feasibility to solve some
relatively complex problems. However, many mathematical issues remain
unsolved.

The exploratory research focuses on the NNs addressing some major
premises of possible processing tasks of biosystems—Ilogics, reasoning,
computing, memory, perception, representation, reconfiguration, decision
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FIGURE 3.16
Multilayer neural network.

making, and so forth. Reference [25] focused on a simple binary threshold-
type artificial neuron that has both excitatory- and inhibitory-like inputs. When
connected within a network, these neurons can accomplish logics and com-
pute Boolean functions. Reference [32] introduced the training algorithm
for the multilayer perceptron network, called backpropagation. A great
number of network organizations (feedforward and recurrent), training
algorithms (supervised, unsupervised, and hybrid), and connectivity (single-
and multilayer, competitive, Hopfield, and others) were studied. A two-layer
feedforward network is shown in Figure 3.16. This network is fully connected,
because there are all-to-all connections between two adjacent neuron layers.
The number of neurons in the input, hidden, and output layers is denoted as
Ny, Nz, and Ny. In general, the number of hidden layers can be high. The back-
propagation training phase for a pattern consists of a forward phase followed
by a backward phase. The main steps are: (1) define the NN organizations, as
well as Ny, N;, and Ny; (2) initialize the weights; (3) select a training vector
pair (input and the corresponding output) from the training set and apply
the input vector; (4) forward phase—calculate or measure the actual outputs;
(5) backward phase—according to the difference (error) between actual and
desired outputs, adjust the weights matrices Wo (with entities woy;) and Wy
(with entities wpj;) to reduce or eliminate the error (difference); (6) repeat
from step 3 for all training vectors; (7) repeat from step 3 until the error is
acceptably small. This weight-updating scheme is called training by pattern,
and it updates the weights after each training pattern.

In the forward phase, the hidden layer weight matrix Wy is multiplied by the
input vector x = [x1,x2, ..., XNx—1, xNy]T in order to calculate the hidden layer
outputs as z; = f (Z&l (wpjix; — 0;)), where wy;; is the weight (coefficient)
between x; to zj, and 6; is the bias; f is the nonlinear continuously differentiable
function, for example, the sigmoid function, for example, f = 1/(1 +e™),
a>0.

The output of the hidden layer z; is used to calculate the NN outputs as

vk = F(75 @ouz; — 6))-
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In the backward phase, the target t and output y are compared, and the
error vector is used to adjust the weights to reduce the error. To ensure the
steepest descent in the weight space, the weights change as Awoy; = njeoxz;
and Awpj; = njey;x;, where eox and ep; are the errors used to update the
weights woy; and wy;;, for example, eor = yx(! — yx) (e — yx); n; and n; are
the coefficients.

A great number of concepts are based on various gradient descent tech-
niques resulting in training by epoch, training by block, and other approaches,
which for many problems ensure the convergence, robustness, and stability.
The weights are updated with respect to the training patterns using different
equations. The number of floating point operations used for weight updating
for distinct training approaches are different, but in general very high. The
powerful Neural Network Toolbox is available in the MATLAB environment,
and the reader is directed to a textbook [31] for details.

Various biophysical processes and mechanisms in neurons, as well as asso-
ciated electrochemomechanical transitions in neurons, their organelles and
synapses, are directly or indirectly affect cognition and functionality of brain.
Taking into the account that neurons

1. Input and output stimuli by means of biomolecular electro-
chemomechanical transitions/interactions/events (at pre- and
postsynaptic membranes in multiple synapses)

2. Process and store the information utilizing electrochemomechanical
transitions/interactions/events in biomolecules housed in the cell
body and organelles

we consider a neuron as a multi-input/multi-output processing module that
consists of neuronal processing primitives (NPPs). The synapses within axo-
dendritic, dendro-axonic and axo-axonic biomolecular hardware establish
reconfigurable connectivity, and each synapse is considered to be equivalent
to input or output terminal to and from NPPs. Numerous neurotransmitters,
binding and enzymatic specificity, proteins exclusivity, and other features
ensure that the input and output at each terminal are not variables (such
as voltage in NNs or spike in neurons) but vectors. One is referred to
Figure 3.5, which illustrates and visualizes the reported features. The mircotu-
bules, MAPs, SAPs, and other proteins establish the connectivity between
the input, hidden, and output lattices (layers) in NPPs accomplishing the
reconfigurable networking. For example, if the neuron has 10,000 input syn-
apses and 1,000 output synapses, one may considers 10,000 NPPs in the
input layers and 1,000 NPPs in the output layer. The electrochemomechan-
ically induced transitions result in processing, for example, by varying the
weights, number of neurons, connectivity, and so forth. One accomplishes the
3Dnetworking-and-processing utilizing a reconfigurable vector neural net-
work (RYNN), which consists of NPPs. This *VNN possesses the abilities to
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perform processing, reconfigurable networking, adaptation, and other tasks
(functions) with superior overall performance and enhanced capabilities as
compared with conventional NNs. Furthermore, the RVNIN utilizes feed-
back ensuring dynamic interactive behavior. Referencing to the conventional
terminology, a NPP could be considered as an artificial neuron, but as was
emphasized, a NPP possesses enhanced capabilities due to the utilization of
vectors x; and y;. The considered RYNN consists of massively interconnected
NPPs within a 3D hypercube mesh organization. We summarize the reported
analysis as follows:

e InRYNN, each input and output synapse (terminal) receives (inputs)
and sends (outputs) vectors x; and y; to and from NPPs.

o RVNN reconfigurates its organization (utilizing electrochemomech-
anically induced transitions, NPPs adaptive connectivity, feedback
mechanisms, and events) ensuring reconfigurable networking.

e RVNN performs processing and /or memory storage.

In the conventional NNs, each neuron receives inputs x; from other
neurons, performs a weighted summation, applies an activation function
to the weighted sum, and outputs its results to other neurons as y;. For
RVNN, the input and output vectors are x = [x1,Xxp,. <., XNx—1,XNx]T and
y = [y1,y2,...,yNy,1,yNy]T. Here, x;eR" and y;eR™. The neuron output
and hidden layer output are given as

N, p Ny n
ki =f (wokiizi — )| and z;=f (WhjinXin — i) |, zi€ RP.
JH] ] ] ]
j=1 I=1 i=1 h=1

The 60; and 6;, can be adjusted using feedback as shown in Figure 3.5. The
adaptation and training are performed using the error vector.

Though the proposed concept likely has an analogy to bioprocessing, it is
primarily developed for MPPs for which we introduce and apply a reconfigur-
able *Pnetworking-and-processing paradigm. The analogies to neurons and
possible parallels to neuronal processing are emphasized. However, these
results are reported with some cautious understanding that questions may
surface. Despite of attractive terminology (neural, learning, adaptive beha-
vior, etc.), used in life science, the real proximity of NNs to biosystems
is questionable. Though abstract mathematical formulations can result in
the formal equivalence between neural and neuronal networks, no matter
how elegant and intellectually satisfactory at an abstract level, serious
doubts and concerns remain in the applicability of these models and para-
lleling NNs to the real brain. For MPPs, multiterminal solid MFdevices ensure
multiple-valued characteristics, ensuring the soundness of the molecular
hardware solution in implementation of ®VNN as well as feasibility of
reconfigurable *Pnetworking-and-processing.



98 Molecular Electronics, Circuits, and Processing Platforms

Neuron processing primitive
Signal to be predicted output and target signals

Signal
t and target signal

p}

01 2 3 4 5 6 7 8 9 10 01 2 3 4 586 7 8 9 10
Time [sec] Time [sec]

Error

01 2 3 4 5 6 7 8 9 10
Time [sec]
FIGURE 3.17
Training of a NPP.
Example 3.9

Our goal is to map and predict an input (target) signal by training a single
NPP. The input signal can be the velocity or position, and let

cos(dnt)e 05t e [0 5) sec,
sin?(27t), t €[5 10] sec.

The input, output and error for a single-layer trained NPP, within a RYNN,
are shown in Figure 3.17. One concludes that the objectives are achieved.

3.9 Biomolecules and Bioinformatics
3.9.1 DNA and Proteins: Introduction

This section dicusses some topics on engineering bioinformatics, which
complements biomimetics. We define engineering bioinformatics as a con-
ceptual paradigm in analysis of system hierarchies, patterns, instructional



Biomolecular Processing and Molecular Electronics 99

coding, and synthesis with application to biosystems, engineered bio-inspired
systems, novel design, and fabrication strategies.

All BMPPs are made of biomolecules. One may utilize knowledge of the
design and synthesis rules of their nature at the device and system levels. The
genome is mapped as a large set of overlapping DNA segments. Bioinformat-
ics can be applied to derive the design and synthesis rules for ®MPPs and MPPs.
From the standpoint of the technological forefront, the overall objective could
be formulated as: Understand and utilize the genomic code for synthesis of
functional biological entities that exhibit processing capabilities.

The successful completion of this task will result in the understanding and
employing of genetic codes to ensure controlled synthesis of molecular assem-
blies, devices, and systems. Further development is essential characterizing
the emergence of biological hierarchies and biotechnology capabilities. The
aforementioned baseline features have not been fully understood even for
the simplest single-cell bacteria Escherichia coli and Salmonella typhimurium,
which have been studied for many decades.

Amino acid sequences are programmed by a gene. Genes (DNA), and their
products (proteins), are the genetic hereditary material. Let us discuss the
roles of deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). A DNA
moleculeis very long (can be several mm) and may consist of thousands genes
(thousands or millions of base pairs holding two chains of molecules together)
that occupy a specific (exact) position along the single molecule. One DNA
molecule represents a large number of genes, each one a particular segment
of a helix. The gene can be defined as a DNA sequence coding for a specific
polypeptide chain. This definition needs clarification. Most eukaryotic genes
contain noncoding regions, called introns, while the coding regions are called
exons. Therefore, large portions of genes do not code corresponding segments
in polypeptides. Promoters and other regulatory regions of DNA are also
included within the gene boundaries. In addition, DNA, which code RNA
(rRNA, tRNA, and snRNA), can also be considered. These genes do not have
polypeptide products. Correspondingly, a gene can be defined as a region of
DNA required for the production of an RNA molecule (distinct definitions
for a gene are given for different situations).

The information-coding content of DNA is in the form of specific sequences
of nucleotides (nucleic acids) along the DNA strand. The DNA inherited by an
organism results in specific traits by defining the synthesis of particular pro-
teins. Proteins are the links between genotype and phenotype. Nucleic acids
and proteins have specific sequences of monomers that comprise a code, and
this information code from genes to form proteins is a sequence of nitrogenous
bases. Note that the accurate statement is one gene, one polypeptide. How-
ever, most proteins consist of single polypeptide, and following the common
terminology, we will refer proteins as gene products.

In nucleic acids, monomers are four types of nucleotides that differ in their
nitrogenous bases. Genes are typically hundreds or thousands nucleotides
long, and each gene has a specific sequence of nitrogenous bases. A protein
also has monomers arranged in a particular linear order, but its monomers
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consist of 20 amino acids. Transcription and translation processes (steps) are
involved: Transcription is the synthesis of RNA under the direction of DNA.
A gene’s unique sequence of DNA nucleotides provides a template for assem-
bling a unique sequence of RNA nucleotides. The resulting RNA molecule
(called the messenger RNA and denoted as mRNA) is a transcript of the
gene’s protein-building instructions. Thus, the function of mRNA is to tran-
script a genetic code from the DNA to the protein-synthesis machinery of
the cell. Translation is the synthesis of a polypeptide that occurs under the
direction of mRNA. The cell must translate the base sequence of an mRNA
molecule into the amino acid sequence of a polypeptide. The sites of trans-
lation are ribosomes, with many enzymes and other agents facilitating the
orderly linking of amino acids into polypeptide chains. The sequence chain is:
DNA — RNA — protein.

The transcription and translation processes are illustrated in Figure 3.18.
Transcription results in nucleotide-to-nucleotide transfer of coded inform-
ation from DNA to RNA. RNA synthesis on a DNA template is catalyzed
by RNA polymerase. Promoters (specific nucleotides sequences flanking
the start of a gene) signal the initiation of mRNA synthesis. Transcrip-
tion factors (proteins) help RNA polymerase recognize promoter sequences
and bind to the RNA. Transcription continues until the RNA polymerase
reaches the termination (stop) sequence of nucleotides on the DNA tem-
plate. As the mRNA peels away, the DNA double helix re-forms. Translation
results in the code transfer from RNA nucleotides to polypeptide amino
acids (transfer RNA interprets the genetic code during translation, and each
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For each gene, one strand of DNA serves as the coding strand. The sequence of nitrogenous bases
specifies the protein (with a certain amino acid sequence). During transcription, the DNA coding
strand provides a template for synthesis of mRNA (molecule of complementary sequence with
regard to the base-paring rule). During translation, a sequence of base triplets (codon) explicitly
specifies the amino acids to be made at the corresponding position along a growing complex
protein chain. In a eukaryotic cell, two main steps of protein synthesis (transcription and transla-
tion) occur in nucleus (transcription) and cytoplasm (translation)—mRNA is translocated from
the nucleus to the cytoplasm through pores in the nuclear envelope (RNA is first synthesized as
pre-mRNA that is processed by enzymes before leaving the nucleus as mRNA). In contrast, in a
prokaryotic cell (no nucleus), mRNA is produced without this processing.
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kind of tRNA brings a specific amino acid to the ribosome). Transfer RNA
molecules pick up specific amino acids and line up by means of their anti-
codon triplets at complementary codon sites on the mRNA molecule. The
ATP process is catalyzed by aminoacryl-tRNA synthetase enzymes. The
ribosome controls the coupling of tRNA to mRNA codons. They provide
a site for the binding of mRNA, as well as P and A sites (peptidyl-tRNA
and aminoacyl-tRNA sites) for holding adjacent tRNA as amino acids are
linked in the growing polypeptide chain. There are three major stages—
initiation (integrates mRINA with tRNA with the attached first amino acid),
elongation (polypeptide chain is completed adding amino acids attached to
its tRNA by binding and translocation tRNA and mRNA along the ribo-
some), and termination (termination codonds cause the protein release freeing
the polypeptide chain and dislocation of the ribosome subunits). Several
ribosomes can read a single mRNA, forming polyribosome clusters. Com-
plex proteins usually undertake one or several changes during and after
translation that affect their 3D structures. This leads to the cell transitional
dynamics.

The question of interest is how much information is needed to describe
these patterns. Messenger RNA carries information specifying the amino acid
sequences of proteins from the DNA to the ribosomes. Transfer RNA (tRNA)
translates mRNA nucleotide sequences into protein amino acid sequences.
Finally, ribosomal RNA (rRNA) and small nuclear RNA (snRNA) play struc-
tural and enzymatic roles. In addition to a binding site for mRNA, each
ribosome has two binding sites for tRNA. The P site (peptidyl-tRNA site)
holds the tRNA carrying the growing polypeptide chain, while the A site
(aminoacyl-tRNA site) holds the tRNA carrying the next amino acid to be
added to the chain. The ribosome holds the tRNA and mRNA molecules close
together, while proteins catalyze the transfer of an amino acid to the carboxyl
end of the growing polypeptide chain. The mRNA is moved through the
ribosome in the 5 — 3’ direction only (ribosome and mRNA move relative
to each other unidirectionally, codon by codon). RNA polymerase (enzyme)
adds nucleotides to the 3’ end of the growing polymer, and RNA molecule
elongates in its 5 — 3’ direction. Specific sequences of nucleotides along
the DNA mark the initiation and termination sites where transcription of a
gene begins and ends.

The instructions for assembling amino acids into a specific order are
encoded by DNA. Four nucleotides specify 20 amino acids. Triplets of
nitrogenous bases (codons) code amino acids as the coding instructions.
In particular, three consecutive bases specify an amino acid, and there are
64 (4%) possibilities. As was emphasized, a cell cannot directly translate
gene codons into amino acids. The intermediate transcription step (a gene
determines the codon sequence of an mRNA molecule) is in place. For each
gene, only one of two DNA strands is transcribed, that is, the coding strand
of the gene is used. The noncoding strand serves as a template for mak-
ing a new coding strand when the DNA replicates. The RNA bases are
assembled on the template according to the base-pairing rules. Hence, an
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mRNA molecule is complementary, rather than identical, to its DNA tem-
plate. For example, if the codon strand of a gene has a codon GCG, the
codon at the corresponding position along the mRNA molecule will be CGC.
During translation, the sequence of codons along a genetic message (nRNA
molecule) is decoded (translated) into a sequence of amino acids resulting
in a polypeptide chain. It takes 3N nucleotide strands to code N amino
acids.

It is important to emphasize that genes can be transcribed and translated
after they have been transplanted from one species to another. For example,
bacteria can be programmed by the insertion of a human gene to synthesize
protein insulin. Proteins are utilized as structures, devices, actuators, sensors,
and other units, modules, subsystems, and systems. Having defined a pro-
tein sequence, the efforts have been directed to examine protein structure
and protein functionality. The protein structure (3D geometry) is due to fold-
ing of a peptide chain as well as multiple peptide chains. Proteins are the
most structurally complex molecules known. Amino acid bonds determine
the folding («-helix resulting in helix-loop-helix, S-pleated sheet, random
conformations, etc.). Most proteins go through several intermediate states to
form stable structures and conformation. Figure 3.19 illustrates a protein fold-
ing. The folded molecule is the four chains of the EIbB (enhancing lycopene
biosynthesis) of E. coli.

Nucleic acids are polymers of monomers called nucleotides. Each nucle-
otide is itself composed of three parts, and a nitrogenous base is joined to a
pentose that is bonded to a phosphate group. The DNA molecules consist
of two polynucleotide chains (strands) that spiral around forming a double
helix, which was discovered by Rosalind Franklin in 1952 through x-ray

FIGURE 3.19
EIbB geometry comprised of four similar protein sequences.
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crystallography. These polynucleotide chains are held together by hydrogen
bonds between the paired nitrogenous bases. DNA is a linear double-stranded
polymer of the following four nucleotides (bases):

e Deoxyadenosine monophosphate or adenine (A)

e Deoxythymidine monophosphate or thymine (T) in DNA, and
uracil (U) in RNA

e Deoxyguanosine monophosphate or guanine (G)

e Deoxycytidine monophosphate or cytosine (C)

Figure 3.20 illustrates that each nucleotide integrates a nitrogenous base
joined to a pentose (five-carbon sugar) bonded to a phosphate group. There
are two families of nitrogenous bases—pyrimidines (C, T, and U) and purines
(A and G). A pyrimidine is characterized by a hexagon ring of carbon and

A=T G=C
Adenine (A) Thymine (T) Guanine (G) Cytosine (C)
N H N
C AN-H-0.  CHs
N -+ H-N.
Su/gar Q Sugar Q
N N
(¢] Sugar
Uracil (U) in RNA
o)
HN
O  Sugar

Nucleotide structure

Polynucleotide structure

Phosphate

FIGURE 3.20

Nucleotides: Monomers of nucleic acids composed of three molecular building blocks (a purine or
pyrimidine nitrogenous base, pentose sugar, and phosphate group) and polynucleotides (a phos-
phate group bonded to the sugar of the next nucleotide, and the polymer has a sugar-phosphate
backbone).
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hydrogen atoms. In purines, a pentagon ring is fused to the pyrimidine ring;
see Figure 3.20. The monomers are joined by covalent bonds between the
phosphate of one nucleotide and the sugar of the next monomer. The back-
bone, as a repeating pattern of sugar-phosphate—sugar—phosphate, results.
The linear order of nitrogenous bases encoded in a gene specifying the amino
acid sequence of a protein which exhibits specificity and functionality. The
DNA molecule consists of two polynucleotide chains that spiral around form-
ing a double helix. The two sugar—phosphate backbones are on the outside
of the helix, and the nitrogenous bases are paired in the interior of the helix.
Two polynucleotide chains (strands) are held together by the hydrogen bonds
between the paired bases, as shown in Figure 3.20. The Chargaff base-paring
rule (A pairs with T, i.e., A=T, while G pairs with C, i.e., G=C) specifies that
the two strands of the double helix are complementary. If a stretch of a strand
has the base sequence AATTGGCC, then the base-paring rule gives the same
stretch of the other strand with TTAACCGG sequence. As a cell prepares to
divide, two strands of each gene separate, guarantying precise copying (each
strand serves as a template to order nucleotides into a new complementary
strand).

Figure 3.21 represents the sugar—phosphate backbone of two DNA strands.
These two strands are held together by hydrogen bonds between the nitro-
genous bases that are paired in the interior of the 2 nm diameter double helix.
The base pairs are 0.34 nm apart, and there are 10 pairs per each turn of the
helix.

Proteins are large biomolecules. All proteins are chemically similar because
they are made from amino acids linked together in long chains. The amino
acids can be considered as building blocks that are coded and synthesized
by means of nitrogenous base sequences. Amino acids are organic molecules
containing both carboxyl and amino groups. Cells build their proteins from
20 amino acids. These 20 amino acids are specified by codon sequences.
The following abbreviations are used:

Ala (alanine), Arg (arginine), Asn (asparagine), Asp (aspartic),
Cys (cysteine), Gln (glutamine), Glu (glutamic), Gly (glycine),
His (histidine), Ile (isoleucine), Lys (lysine), Leu (leucine), Met
(methonine), Phe (phenylalanine), Pro (praline), Ser (serine), Thr
(threonine), Trp (tryptophane), Tyr (tyrosine), and Val (valine).

Each amino acid has a hydrogen atom, a carboxyl group, and an amino acid
group bonded to the alpha () carbon. All amino acids, which make proteins,
differ only in what is attached by the fourth bond to the a-carbon. The amino
acids are grouped according to the properties of the side chains (R-group).
The physical and chemical properties of the side chain define the unique
characteristics of the amino acids. Amino acids are classified in the groups
based on the chemical and structural properties of their side chains and polar-
ity, for example, nonpolar (hydrophobic), polar (hydrophilic), or electrically
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FIGURE 3.21
Two DNA strands are held together by hydrogen bonds between the nitrogenous bases paired
in the interior of the double helix (base pairs are 0.34 nm apart and there are 10 pairs per the turn
of the helix).

charged. Twenty proteinogenic amino acids, as well as their structures and
properties, are reported in Table 3.1.

The amino acid backbone determines the primary sequence of a protein,
but the nature of the side chains defines the protein’s properties. Amino acid
side chains can be polar, nonpolar, or neutral. Polar side chains tend to be
present on the surface of a protein, where they can interact with the cell
aqueous environment. Nonpolar amino acids tend to reside within the cen-
ter of the protein, where they can interact with similar nonpolar neighbors
(this can create a hydrophobic region within an enzyme where chemical reac-
tions can be conducted in a nonpolar atmosphere). There are exist different
methods to classify amino acids by their structure, size, charge, hydrophobi-
city, and so forth. The charge residue is normally found on the surface of
the protein (interacting with water and binding other molecules) and seldom
buried in the interior of a folded protein. Arginine, histidine, and lysine are
positively charged, while aspartic and glutamic are negatively charged amino
acids. Amino acids can be also classified using their distinct optical properties.
A tetrahedral carbon atom with four distinct constituents is said to be chiral.
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TABLE 3.1
Amino Acids
Amino Acid
(Molecular Symbol Molecular
Weight) Abbreviation Formula Structure Properties
Alanine (89.09) Ala, A C3HyNO, 0 Aliphatic
Hac\HL Hydrophobic
OH Neutral
NH,
Arginine (174.2) Arg, R CegH14N4Or NH 0 Polar (strongly)
WL Hydrophilic
HaN H OH Positively
NH; charged (+)
Asparagine Asn, N C4HgN,O3 o Polar
(132.12) ONOH Hydrol;l)hilic
NH, NH, Neutra
Aspartic acid Asp, D C4H7NO4 16) Polar
(aspartate) o Hydrophilic
(133.1) OH Negatively
OH NH, charged (-)
Cysteine (121.15) Cys, C C3H;NO,S o] Polar (weakly)
Hydrophilic
N yarop
NH, Neutral
Glutamine Gln, Q Cs5H9NOy e o Polar
(146.15) HoN J\/\ru\ OH Eydtm};hlhc
NH, eutra
Glutamic acid Glu, E CsH190N2O3 o) 10) Polar
(glutamate) Hydrophilic
(147.13) HO OH Negatively
NH, charged (—)
Glycine (75.07) Gly, G CpyH5NO, o) Aliphatic
HJ\ Neutral
OH
NH,
Histidine (155.16)  His, H CgHoN30, Aromatic
N OH Polar (strongly)
<N l NH Hydrophilic
H Positively
charged (4)
Isoleucine (131.17) 1Ile, I CgH13NO, CHs O Aliphatic
Hs3C \)\(U\ Hydrophobic
OH
Neutral
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TABLE 3.1
(Continued)
Amino Acid
(Molecular Symbol Molecular
Weight) Abbreviation  Formula Structure Properties
Leucine (131.17) Leu, L CegH13NO; o Aliphatic
Hydrophobic
HaC ydrop
8 MOH Neutral
CHj NH,
Lysine (146.21) Lys, K CgH14N7 Oy 0 Polar (strongly)
HoN \/\/\HL Hydrophilic
OH i
Positively
NH> charged (+)
Methionine (149.21) Met, M C5H11NO,S 1) Hydrophobic
~S
H3C Neutral
OH
NH,
Phenylalanine Phe, F CoH11NOy o Aromatic
(165.19) Hydrophobic
OH Neutral
NH,
Praline (115.13) Pro, P C5H9NO, O\ Hydrophobic
N7 >COLH Neutral
H
Serine (105.09) Ser, S C3H7NO;3 0 Polar
Hydrophobic
HO OH Neutral
NH,
Threonine (119.12) Thr, T C4H9NO3 OH o Polar
Hydrophobic
HaC oH Neutral
NH,
Tryptophan (204.23) Trp, W C11H12N7 Oy 0 Aromatic
OH Hydrophobic
y I NH, Neutral
H
Tyrosine (181.19) Tyr, Y CoH11NO3 0 Aromatic
Q/\HLOH Polar
HO NH, Hydrophobic
Valine (117.15) Val, V CsH11NO»y CH; O Aliphatic
Hydrophobic
H3C OH Neutral
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The amino acid that does not exhibit chirality is a glycine because its R-group
is a hydrogen atom. Chirality describes the handedness of a molecule that is
observable by its ability to rotate the plane of polarized light either to the right
(dextrorotatory) or to the left (levorotatory). All of the amino acids in proteins
are levorotatory «-amino acids (dextrorotatory amino acids have never been
found in proteins, although they exist in nature and found in polypetide anti-
biotics). The aromatic R-groups in amino acids absorb ultraviolet light, and
the maximum of absorbance is observed at ~280 nm. The ability of proteins
to absorb ultraviolet light is mainly due to the presence of the tryptophan,
which strongly absorbs ultraviolet light.

A polymer of many amino acids linked by peptide bonds is a polypeptide
chain. At one end of the chain is a free amino group, and at the opposite
end there is a free carboxyl group. Hence, the chain has a polarity with an
N-terminus (nitrogen of the amino group) and a C-terminus (carbon of the
carboxyl group). A protein consists of one or more twisted, wounded, and
folded polypeptide chains forming a micromolecule (protein) with a defined
3D shape (geometry). This 3D shape is called conformation. A protein’s func-
tionality depends on its geometry that is a function of specific linear sequences
of the amino acids that make the polypeptide chain. Some proteins are spher-
ical (globular), while others are fibrous. The structure of a protein is defined
by the sequence of amino acids.

Triplets of nitrogenous bases define amino acids. In particular, each
arrangement of three consecutive nitrogenous bases specifies an amino acid,
and there are 43 (64) possible arrangements. The genetic instructions are
coded and stored in the DNA as a series of three nucleotides called codons.
This genetic code is universal and shared by all biosystems (from bacteria
to humans). Table 3.2 documents the resulting amino acids as a function of
codons (note that some exceptions to this standard table exist). In particu-
lar, three bases of an mRNA codon are designated as the first, second, and
third bases. The codon AUG stands not only for the methonine amino acid
(Met) but also indicates the “Start” mark. Three of the total 64 (43) codons
are “Stop” marks (termination codon points the end of a genetic message).
Hence, four amino acids are “Start” and “Stop,” carrying the start and end
marks in genetic messages.

The hierarchy, coding, and protein synthesis may allow one to coherently
examine and design the synthesis taxonomy. As documented, the genetic
instructions from DNA are coded as codons that precisely specify particular
amino acids and proteins. The genetic code is shared by all living organismes,
from bacteria to humans. This paradigm results in the synthesis of extremely
complex functional biosystems. There is a need for further development of
engineering bioinformatics to study the synthesis and design taxonomy of
complex devices and systems from biomolecules. Both nucleic acids and
proteins are informational polymers assembled from linear sequences of nuc-
leotides and amino acids, respectively. Messenger RNA (as the code carrier
from the coding strand of a gene) is the intermediate step from DNA to
proteins. Can one be able to utilize and apply this paradigm? Likely the
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TABLE 3.2

Nucleotides (bases) in Codon and Resulting Amino Acids

Second Base

Codon Codon
First Base 8) C A G Third Base
8] Phe (UUU) Ser Tyr Cys U
Phe (UUC) Ser Tyr Cys C
Leu (UUA) Ser Stop Stop A
Leu (UUG) Ser Stop Trp G
C Leu (CUU) Pro His Arg 8]
Leu (CUC) Pro His Arg C
Leu (CUA) Pro GIn Arg A
Leu (CUG) Pro Gln Arg G
A Ile Thr Asn Ser U
Ile Thr Asn Ser C
Ile Thr Lys Arg A
Met-Start Thr Lys Arg G
G Val Ala Asp Gly (GGT) U
Val Ala Asp Gly (GGO) C
Val Ala Glu Gly (GGA) A
Val Ala Glu Gly (GGG) G

answer is yes, but there are a great number of unsolved problems that may
not be resolved in near future.

3.9.2 Overview of Bioinformatics Methods

In biosystems, there are thousands of different proteins, each with specific
structure and function, for example, (1) structural proteins, (2) storage (store
amino acids) proteins, (3) transport proteins, (4) receptor (sensor) proteins,
(5) contractile (actuator) proteins, (6) defensive (protect and combat diseases)
proteins, (7) hormonal proteins, (8) enzymatic proteins, and many other
functional proteins. The conceptual functional categories for protein can be
explicitly defined.

Bioinformatics has become increasingly database driven because of the
large-scale functional genomics and proteomics. It is a significant challenge
to integrate and utilize databases to coherently examine large-scale data. The
single-gene research (functionality, folding, interaction, etc.) has been pro-
gressed to a large population of proteins, emphasizing descriptive genomics
and functional proteomics. Proteomics includes protein identification as well
their characterization and functionality. The corresponding databases have
been developed. For example, the SCOP, CATH, and FSSP databases classify
proteins based on structural similarity; Pfam and ProtoMap identify famil-
ies of proteins based on sequence homology, while PartList and GeneCensus
examine the occurrence of protein families in various genomes. The large-
scale genomics and proteomics are the forefront of biological and genomic
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research. Genome sequences for different organisms are available. Even
human genome sequences are accessible. In particular, (1) GenBank, DDBJ,
and EMBL provide nucleic acid sequences; (2) PIR and SWISS-PROT report
protein sequences; (3) Protein Data Bank offers 3D protein structures. In addi-
tion to sequence and structure databases, efforts have been focused on various
functionality aspects. Correspondingly, integrated data-intensive large-scale
analysis and heterogeneous intelligent data-mining are essential.

There is a need to develop concepts that will allow one to integrate gen-
omic data. A general problem is to integrate the large-scale diverse genomic
information in the viable taxonomies or categories. Currently, majority of the
methods are based on the statistical analysis employing unsupervised learn-
ing, self-organization, classification, hierarchical clustering, and so forth. For
example, a clustering method establishes multitittered partitioning of the data
sets. Using the Pearson correlation coefficient rij = (1/N = 1DX;-Xj, givenasa
dot product of two profiles X; and X;, the similarity between genes (or groups
of genes) is obtained. Furthermore, the measurement expression ratio pro-
file is found using the average x,y and the standard deviation oy, that is,
X(k) = (x(k) — xav/ox). The aggregation of proteomic data from multiple
sources must be performed to identify and predict various protein properties
and their functionality. However, these are formidable tasks.

The DNA sequences of several human pathogens are known. To achieve
reasonable accuracy and high-quality continuous sequences, each base pair
was sequenced many times. As a result, 90-93% of the euchromatin sequence
has an error rate of less than 1 in 10,000 bases [33]. Different sequencing
technologies, mathematical methods, distinct procedures, and measurement
techniques have been used. However, it is difficult to estimate the accuracy,
and there are many gaps and unknown strings of bases in the large-scale
genomic sequence data. There are differences even in the count of genes.
For example, the public human genome database reports 31,780 genes (2693
millions of bases sequenced). These include 15,000 known genes and 17,000
predicted genes. Some sources estimate that there can be less than 20,000
actual genes. Some predicted that genes can be “pseudogenes” (noncoding)
or fragments of real genes leading to predictions that there could be only 7000
real genes. For example, Celera reported 39,114 genes (2654 million bases
sequenced) adding that 12,000 genes are “weak.”

E. Coli is one of the most thoroughly studied living organisms. Some
E. coli are harmless, whereas other distinct genotypes (extraintestinal, entero-
pathogenic, enterohemorrhagic, enteroinvasive, enterotoxigenic, and entero-
aggregative E. coli) cause morbidity and mortality as human intestinal
pathogens. Distinct E. coli genome sequences were reported and compared,
for example, MG1655, CFT073, EDL933, and other strains. For different
strains (MG1655 and CFT073), the genome length is 4,639,221 and 5,231,428
base pairs (bp), specifying 4293 and 5533 protein-coding genes, and less than
50% of the proteins are known [34]. After sequencing, one may examine
genes and proteins. For example, identifying the critical genes involved in
virulence mechanisms and host response, one can design effective detectors,
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vaccines, and treatments. Other genes that provide the instructional coding
for processing, memory and other systems are of a great interest. Through
the analysis, one can (1) examine and characterize changes in genes and
proteins of distinct E. coli strains; (2) potentially identify protein function-
ality; (3) compare and examine genes and protein profiles; and (4) integrate
the experimental and computational data into the application-specific data-
intensive analysis.

Different methods have been applied to attain analysis, comparison,
and data recognition. However, conventional approaches may not be well
suited, and novel accurate efficient information-theoretic methods must be
developed to attain data-intensive robust analysis and heterogeneous data-
mining. There is a need to examine genes that are unique and analogous to
the same and other species.

Different statistical techniques have been applied to attain global and local
sequence comparisons [35-37]. However, under even the simplest random
models and scoring systems, the distribution of optimal global alignment
scores is unknown. Monte Carlo experiments potentially can provide some
promising results for specific scoring systems and sequence compositions, but
theseresults cannot be generalized. Compared with global alignments, statist-
ics for the scores of local alignments, particularly for local alignments lacking
gaps, is well posed. A local alignment without gaps consists simply of a pair of
equal length segments, one from each of the two sequences being compared.
For example, in the BLAST program, the database search can be performed
utilizing high-scoring segment pairs (HSPs). To analyze the score probability,
a model of random sequences is applied. For proteins, the simplest model
chooses the amino acid residues in a sequence independently, with specific
background probabilities for the various residues, and the expected score for
aligning a random pair of amino acid is required to be negative. For sequence
(with lengths m and n), the HSP score statistics is characterized by the scaling
parameters K and A. The expected number of HSPs with score at least S is
givenas E = mnKe=*5. One obtains the E-value for the score S. However, the
length of sequence changes E, and sound methods to find the scaling pos-
itive parameters K and A have not been reported. The score is normalized
as S’ = (AS — InK/In2) to obtain the so-called “bit score” S’. The E-value is
E = mn2~5". The number of random HSPs with score greater or equal to S is
described by a Poisson distribution. For example, the probability of finding
exactly A HSPs with score >S is given by e"FE4/A!. The probability of finding
at least one such HSP is P = 1 — e~F. This is the P-value associated with the
score S. In BLAST, the E-value is used to compare two proteins of lengths m
and n. To assess the significance of an alignment that arises from the compar-
ison of a protein of length m to a database containing many different proteins
of varying lengths, one view is that all proteins in the database are a priori
equally likely to be related to the query. This implies that a low E-value for an
alignment involving a short database sequence should carry the same weight
as a low E-value for an alignment involving a long database sequence. To
calculate a “database search” E-value, one multiplies the pairwise-compared
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E-value by the number of sequences in the database, for example, the FASTA
protein comparison programs.

The approaches applied to date have a sound theoretical foundation only
for local alignments that are not permitted to have gaps, short sequences,
“estimation” of K and A. Different amino acid substitution scores S;; =
(1/2) In(g;;/pip;) are reported. Here, g;; is the target frequency; p; and p; are the
background frequencies for the various residues. The target frequencies and
the corresponding substitution matrix may be calculated for any given evol-
utionary distance. However, this method has serious deficiencies, and there
have been efforts to develop novel methods. For example, utilizing the log-
odds matrices, multiple alignments of distantly related protein regions were
examined. While we have discussed substitution matrices in the context of
protein sequence comparison, the major challenge is to perform the DNA
sequence comparison. These DNA sequences contain coding information to
be examined. Special attention must be given to all regions (low, medium,
and high complexity). The BLAST program filters low-complexity regions
from proteins before executing a database search. Owing to the application
of vague mathematical methods, low-complexity regions lead to deficien-
cies in sequence similarity analysis (high-score results for sequences that
are not related, existing match cannot be found, etc.). Complete genomes
must be analyzed by performing data-intensive analysis coherently utiliz-
ing all available data for the sequenced genes to ensure complete topologies
and sequence preservation. Therefore, new sound concepts, which are not
based on assumed hypotheses and simplifications, must be developed and
demonstrated. Recent results expand the statistical methods by develop-
ing information-enhanced procedures to perform large-scale analysis. One
may intend to overcome the existing formidable challenges to achieve data-
intensive analysis and coherent data-mining by developing new methods by
utilizing the frequency-domain analysis.

Statistics-based methods test a priori hypotheses against the data
with a great number of assumptions and simplifications under which
genome—genome comparison can be performed. The information-theoretic
methods that ensure robust analysis are developed in the frequency domain
utilizing advanced array-based matrix methods attaining systematic ana-
lysis. These methods may assist in discovery of new (previously unknown
and/or hidden) pattern of the large-scale data sets, relate gene sequence
to protein structure, relate protein structure to function, and so forth.
One is able to examine (interpret, represent, and map) complex patterns,
create and utilize intelligent libraries, and so forth. The key questions
are how the instructional coding is accomplished, how to distinguish,
detect, and recognize protein functionality under uncertainties, and so
forth. The frequency-domain methods, reported in Section 3.9.3, prom-
ises to ensure: (1) homology search and genes detection with superior
accuracy and robustness under uncertainties; (2) accurate and robust ana-
lysis; (3) computational efficiency and soundness; (4) coded information
extraction and information retrieval; (5) correlation between large-scale data



Biomolecular Processing and Molecular Electronics 113

sets from multiple databases; (6) detecting potential homologues in the
databases.

3.9.3 Genome Analysis in the Frequency Domain

Our goal is to examine a sequence similarity for quaternary sequences.
One can measure the sum over the length of the sequences of alphabetic sim-
ilarities at all positions. Alphabetic similarities are symmetrically defined on
the Cartesian square of the alphabet. These similarities equal zero whenever
the two elements differ, and in contrast to the Hamming similarity, the repor-
ted alphabetic similarities take individual values whenever two elements are
identical. Hence, lower and upper bounds can be derived.

Let A = {A, C, G, T} is the symbolic quaternary alphabet. This alphabet can be
represented numericallyas A ={0123}orA={1+j—-14+j1—-j—1—j}.

The arbitrary pairs of quaternary N-sequences (words of length N) are

x = (x1,%2,...,XN-1,XN), xiEA/
y=WuY2 - YN-LYN), Vi€ A
For a pair (x, y) of quaternary words, the similarity is defined as

N

S(r,y) = s(xi, y).

i=1

The gene, protein or genome alphabetic similarity can be expressed as

1 ifx=y=A, 14+4j ifx=y=A,
S@W YD) =13 jfx—y=g, O SCYD=1_14j ifx=y=0,
4 ifx=y=C, -1—-j ifx=y=C

Thus, one can consider two complementary pairs of symbols. If x = y, then
S(x, x) corresponds to the self similarity of x. If x # y, then S(x, y) represents the
cross-similarity of the pair (x,y). We denote by D(x,y) the Hamming distance
between x and y, that is, the number of positions in which words x and y are
different. The DNA code (quaternary code) or amino acid code similarity can
be examined. In fact, genes and proteins are represented by finite sequences
(strands) of A, C, G, and T nucleotides.

Example 3.10

LetN =12, x = (AAACGTTACCTA),andy = (ACGTGAAAT
C G G). To perform the analysis, let us, for example, for two quaternary DNA
sequences, assign 0 and 3 to C and G, and 1 and 2 to A and T. The cross-
similarity of (x,y)is S(x,¥) =14+04+04+04+34+04+04+14+04+44+04+0=9,
and the self-similarity of x S(x, x) can be derived.
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One can utilize the symbolic abbreviations using nucleotides (A, U, T, G,
and C) and 20 amino acids (from alanine to valine). The symbolic descriptions
must be coherent within biophysics and instructional coding. The instruc-
tional codes cannot be considered to be analogous to Boolean algebra, binary
arithmetic or multiple-valued logics, where the designer without restrictions
performs logic and circuits design.

We apply sound mathematical fundamentals to attain analytical, numer-
ical, pattern, visual, and interactive analysis. Consider a sequence of nucle-
otides A, T, C, and G. We can assign the symbol or number a to the character A,
t to the character T, ¢ to the character C, and g to the character G. Here, g, ¢, c,
and g can be complex numbers. There exists a numerical sequence resulting
from a character string of length N. In particular,

x[n] = aupaln] + tur[n] + cuclnl + guglnl, n=0,1,2,...,N -1,

where ua(nl, urlnl, uc[nl, and ug[n] are the binary indicators that take the
value of either 1 or 0 at location n depending on whether the corresponding
character exists or not at location #; N is the length of the sequence.

For amino acids, we have the following expression for the amino acid
sequence:

x[n] = Apianplnl + Argtiargn] + - -
+ Tyrurye[nl + Vguyulnl, n=0,1,2,...,N—1.

Using the amino acids alphabet (utilizing the common amino acid codes),
the symbolic alphabet is

A ={Ala, Arg, ..., Tyr, Val} or
A={A,RN,D,CQEGHILLKMEPESTWY,V}

Thus, the amino acid sequence is given as
x[n] = aug[n] + ruy[n] + - - - + yuy[n] + vuy[n], n=0,1,2,... N -1

We obtain the symbolic strings that map DNA and amino acids. Four-
dimensional Fourier transform or DNA and twenty-dimensional Fourier
transform for amino acids can be derived. In particular, the discrete Fourier
transform of a sequence x[n] of length N is

N-1
X[k] = Z x[nle 1@ /N -k —0,1,2,...,N — 1.
n=0

This Fourier transform provides a measure of the frequency content at
frequency k, which corresponds to a period of N/k samples. The resulting
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sequences Uxlk], Ur([k], Uc[k], and Ug[k] are the discrete Fourier transforms
of the binary indicators u[n], ur[n], uc[nl, and ug[n]. In particular,

N-1 N-1

Ualkl = ) ualnle @Mk Upk] = " up[n)e ™/ Cr Nk,
n=0 n=0
N-1 N-1

Uclkl = ) uclnle 7&K Uikl = ) uglnle 1@T/NE
n=0 n=0

k=0,1,2,...,N —1.
Using the numerical values for 4, £, ¢, and g, one obtains
X[k] = ala[k] + tUr[k] + cUclk] + gUglkl, k=0,1,2,...,N—1.

In general, DNA character strings lead to the sequences Ux[k], Ur[k], Uc[k],
and Ug[k] resulting in four-dimensional representation of the frequency
spectrum with

0, k#0,
Ualk] + Urlk) + Uclkl + Uglk = 0 7

The total power spectral content of the DNA character string at the
frequency k is

S[k] = |UA[K)|? + |Ur[K]* + [Uclk]* + [Uglk]>.

For the amino acids, the frequency spectra and power analysis are identical
to those reported for DNA. Though the analysis can be accomplished examin-
ing multidimensional Fourier transforms, the high dimensionality problem
can be resolved by numerically representing the symbolic alphabet of nucle-
otides and amino acids. This concept allows one to obtain well-defined 1D
Fourier transform.

Fourier transform may offer superior computational advantages, accur-
acy, versatility, and coherence in examining complex genomes composed
from millions nucleotides. The frequency analysis of DNA and amino acid
sequences can find applications in identifying protein-coding genes, defin-
ing structural and functional characteristics, identifying patterns in gene
sequences, and so forth. The sequences are available with the satisfactory
accuracy, and the strings of nucleotides (bases) or amino acids have been
found.

E. coli and S. typhimurium are among best-studied microorganisms with
sequenced genomes [34]. Information for each E. coli gene (the EcoGenel2
release includes 4,293 genes with 706 predicted or confirmed gene start sites
for the MG1655 strain [34]) is organized into separate gene pages. The lengths
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of the genome sequences are different. For example, the E. coli MG1655
and CFT073 strains are 4,639,221 and 5,231,428 bp strains. For MG1655,
these 4,639,221 bp (A, C, G, and T) specify 4,293 genes. Though there are
717 proteins whose N-terminal amino acids have been verified by sequen-
cing, only 50% of the proteins are known. To locate 4,293 genes (each of
which starts with a ribosome binding site) from 4,639,221 possibilities is
extremely difficult, and using the information theory, the number of choices
is log,(4,639,221/4,293) = 10 bits.

For the FliG gene, the nucleotide sequence is given as (genomic address of
FliG: 2,012,902 bp left end, and 2,013,897 bp right end, 996 length) [34]:

ATGAGTAACCTGACAGGCACCGATAAAAGCGTCATCCTGCTGATGACCATTGGCGAAA
GACCGGGCGGCAGAGGTGTTCAAGCACCTCTCCCAGCGTGAAGTACAAACCCTGAGC
GCTGCAATGGCGAACGTCACGCAGATCTCCAACAAGCAGCTAACCGATGTGCTGGCG
GAGTTTGAGCAAGAAGCTGAACAGTTTGCCGCACTGAATATCAACGCCAACGATTATC
TGCGCTCGGTATTGGTCAAAGCTCTGGGTGAAGAACGTGCCGCCAGCCTGCTGGAAGA
TATTCTCGAAACTCGCGATACCGCCAGCGGTATTGAAACGCTCAACTTTATGGAGCCAC
AGAGCGCCGCCGATCTGATTCGCGATGAGCATCCGCAAATTATCGCCACCATTCTGGTG
CATCTGAAGCGCGCCCAAGCCGCCGATATTCTGGCGTTGTTCGATGAACGTCTGCGCCA
CGACGTGATGTTGCGTATCGCCACCTTTGGCGGCGTGCAGCCAGCCGCGCTGGCGGAG
CTGACCGAAGTACTGAATGGCTTGCTCGACGGTCAGAATCTCAAGCGCAGCAAAATGG
GCGGCGTGAGAACGGCAGCCGAAATTATCAACCTGATGAAAACTCAGCAGGAAGAAG
CCGTTATTACCGCCGTGCGTGAATTCGACGGCGAGCTGGCGCAGAAAATCATCGACGA
GATGTTCCTGTTCGAGAATCTGGTGGATGTCGACGATCGCAGCATTCAGCGTCTGTTGC
AGGAAGTGGATTCCGAATCGCTGTTGATCGCGCTGAAAGGAGCCGAGCAGCCACTGCG
CGAGAAATTCTTGCGCAATATGTCGCAGCGTGCCGCCGATATTCTGCGCGACGATCTCG
CCAACCGTGGTCCGGTGCGTCTGTCGCAGGTGGAAAACGAACAGAAAGCGATTCTGCT
GATTGTGCGCCGCCTTGCCGAAACTGGCGAGATGGTAATTGGCAGCGGCGAGGATACCT
ATGTCTGA

The FliM and FliN sequences are [34]:

e Genomic Address of FliM: 2,018,109 bp left end, and 2,019,113 bp
right end, 1,005 length

ATGGGCGATAGTATTCTTTCTCAAGCTGAAATTGATGCGCTGTTGAATGGTGACA
GCGAAGTCAAAGACGAACCGACAGCCAGTGTTAGCGGCGAAAGTGACATTCG
TCCGTACGATCCGAATACCCAACGACGGGTTGTGCGCGAACGTTTGCAGGCGCT
GGAAATCATTAATGAGCGCTTTGCCCGCCATTTTCGTATGGGGCTGTTCAACCTG
CTGCGTCGTAGCCCGGATATAACCGTCGGGGCCATCCGCATTCAGCCGTACCAT
GAATTTGCCCGCAACCTGCCGGTGCACCAACCTGAACCTTATCCATCTGAAACC
GCTGCGCGGCACTGGGCTGGTGGTGTTCTCACCGAGTCTGGTGTTTATCGCCGTG
GATAACCTGTTTGGCGGCGATGGACGCTTCCCGACCAAAGTGGAAGGTCGCGAG
TTTACCCATACCGAACAGCGCGTCATCAACCGCATGTTGAAACTGGCGCTTGAA
GGCTATAGCGACGCCTGGAAGGCGATTAATCCGCTGGAAGTTGAGTACGTGCGT
TCGGAAATGCAGGTGAAATTTACCAATATCACCACCTCGCCGAACGACATTGTG
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GTTAACACGCCGTTCCATGTGGAGATTGGCAACCTGACCGGCGAATTTAATATCT
GCCTGCCATTCAGCATGATCGAGCCGCTACGGGAATTGTTGGTTAACCCGCCGCT
GGAAAACTCGCGTAATGAAGATCAGAACTGGCGCGATAACCTGGTGCGCCAGGT
GCAGCATTCACAGCTGGAGCTGGTCGCCAACTTTGCCGATATCTCGCTACGCCT
GTCGCAGATTTTAAAACTGAACCCCGGCGACGTCCTGCCGATAGAAAAACCCGA
TCGCATCATCGCCCATGTTGACGGCGTCCCGGTGCTGACCAGTCAGTATGGCACC
CTCAACGGTCAGTATGCGTTACGGATAGAACATTTGATTAACCCGATTTTAAATTC
TCTGAACGAGGAACAGCCCAAATGA

e Genomic Address of FliN: 2,019,110 bp left end, and 2,019,523 bp
right end, 414 length

ATGAGTGACATGAATAATCCGGCCGATGACAACAACGGCGCAATGGACGATCT
GTGGGCTGAAGCGTTGAGCGAACAAAAATCAACCAGCAGCAAAAGCGCTGCC
GAGACGGTGTTCCAGCAATTTGGCGGTGGTGATGTCAGCGGAACGTTGCAGGA
TATCGACCTGATTATGGATATTCCGGTCAAGCTGACCGTCGAGCTGGGCCGTAC
GCGGATGACCATCAAAGAGCTGTTGCGTCTGACGCAAGGGTCCGTCGTGGCGC
TGGACGGTCTGGCGGGCGAACCACTGGATATTCTGATCAACGGTTATTTAATCG
CCCAGGGCGAAGTGGTGGTCGTTGCCGATAAATATGGCGTGCGGATCACCGATA
TCATTACTCCGTCTGAGCGAATGCGCCGCCTGAGCCGTTAG

A high-performance interactive software has been developed in the
MATLAB environment to support the frequency-domain analysis. We util-
ize the power spectral density (PSD) analysis applying different methods
of PSD estimation (covariance, multiplier, periodogram, etc.). For example,
the Welch method is based on dividing the sequence of data into (pos-
sibly overlapping) segments, computing a modified periodogram of each
segment and averaging the PSD estimates. That is, we consider x,,[n] =
x[(N/M)m—(L/2)+n],n=0,1,...,L—1tobethe mth segment of the sequence
x € CN divided into M segments of length L. The Welch PSD estimate is given
as Ry = {|Xu[k1|*},n, where {-},, denotes averaging across the data segments.

Figure 3.22 reports the frequency analysis of amino acids for FliG.

Figure 3.23 illustrates the power spectra of the DNA sequences for FliG,
FliM, and FliN.

The PSD estimation and analysis can be utilized to distinguish genomic
sequences versus nongenomic sequences. Figure 3.24 shows four PSDs
for: (1) stand-alone E. coli FliG gene; (2) FliG gene surrounded by the FliM and
FIliN genes; (3) FliG surrounded by random nucleotides. The documented
results demonstrate very distinct PSDs for the studied sequences. Thus,
the proposed concept allows one to distinguish genomic and nongenomic
sequences.

Using distinct methods, the results of the developed interactive software
for bacterial (E. coli and S. typhimurium) complete genome sequences, genes,
and distinct human genes are reported in [34,38-40]. Depending on their
functionality, proteins (defined by DNA) are different. Potentially, biomolecu-
lar devices and BMPPs can be devised, designed, and synthesized using the
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FIGURE 3.22
Power spectral density for FliG amino acids.

DNA instructional coding to synthesize functional proteins as modules, sub-
systems, and systems. We showed that genes have distinctive PSDs. The
correlation between the similar genes, which may result in proteins that
exhibit similar functionality, is researched. The autocorrelation analysis is
performed. The deterministic autocorrelation sequence ry[n] of a sequence
x[n] is given as

o0
ralnl = Y xlklx[n+kl, n=0,1,2,...,N-1,

k=—00

where x[n] is a sequence of either nucleotides or amino acids.

The autocorrelation sequence measures the dependence of values of the
sequence at different positions in the sequence. A finite random sequence has
an autocorrelation sequence of all zeros with the exception of a single large
value at zero. We examine the “randomness” of the studied protein sequence
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Power spectral density for the sequences of (a) stand-alone FliG; (b) FliM-FliG-FliN genes;
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applying the autocorrelation analysis [41]. Figures 3.25 and 3.26 show the
autocorrelation sequences of the nucleotide and amino acid sequences of
the ElbB and FliG genes.

The results, shown in Figures 3.25 and 3.26, indicate that the DNA and
amino acid sequences are examined utilizing the frequency-domain analysis.
The results for EIbB gene and FliG gene (the so-called nanobiomotor switch),
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Autocorrelation of the nucleotide and amino acid sequence for EIbB gene.

as well as for other genes, indicate that there is a coding, and there are specific
templates that must be examined. Large DNA and amino acid sequences can
be examined using the proposed concept, while statistical methods have the
well-known deficiencies.

Example 3.11

FliG and FliN proteins have attracted attention because mutant phenotypes
suggest that these switch proteins are needed not only for E. coli biomolecular
motor assembly but also for control. We perform the correlation analysis to
analyze the genes patterns. The cross-correlation analysis is achieved by using
the following equation

[e¢]

rylnl = ) xlklyln+kl.

k=—o00

Figure 3.27 shows the cross-correlation of FliG and FliN. The correlation
coefficients pyy[n] = (rxy[n1//rx[0]ry[0]) provide a normalized measure of
correlation. If py, > 0, then the sequences are positively correlated, while if
px = 0, the sequences are uncorrelated. For the studied case, px, = 0, which
validates the results.
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Entropy Analysis: Entropy, which is the Shannon quantity of information,
measures the complexity of the set. The uncertainty after binding for each
site (Shannon entropy of position I) is

H() = - f(b,1)log,f(b,1),

beA

where A is the cardinality of the four-letter DNA symbolic alphabet, A =
{A, C, G, T}; f(b,]) is the frequency of base b at position I.

For DNA, the maximum uncertainty at any given positionislog, A = 2bits.
For amino acids, the alphabet is A = {Ala, Arg, ..., Tyr, Val}. Therefore, for
amino acids, the maximum entropy at any given positionislog, A = 4.32 bits.

Using the entropy H(l), one derives the information at every position in
the site as

R() = log, &~ (= YD loga fD)

beA

The total amount of pattern in ribosome binding sites is found by adding the
information from each position, thatis, Rx (I) = > ; R(I) bits per site. For E. coli
and S. typhimurium one finds 11.2 and 11.1 bits per site. We apply probability
methods to study E. coli and S. typhimurium genomes. One can identify inter-
esting sections of a genome including the low- and high-complexity regions.
Examining DNA as a coding system, it is fond that different DNA segments
have different entropies. In general, entropy depends on the probability
model attributed to the source and other assumptions. Figure 3.28 shows the
entropy of complete gene sequences for E. coli EDL933 with 5476 genes [39].
The entropy analysis is also performed for the S. typhimurium genome with
4596 genes as illustrated in Figure 3.28.

3.9.4 DNA- and Protein-Centered Electronics: Feasibility Assessment

Alternatively to the synthesis of natural and synthetic BMPPs by using a bio-
mimetics paradigm (reported in Section 3.5), attempts have been made to
utilize DNA, DNA derivatives, and proteins as electronic devices. Though
the idea of DNA electronics, memories, and computing is intriguing, there
are fundamental questions on their overall fundamental soundness as well as
on technological feasibility. This ultimately results in questioned practicality.
From the electronics and processing perspective, it is very unlikely that DNA
(located in nucleus) can be utilized or entailed to perform any processing,
computing, memory, and logics tasks. The role of DNA was emphasized in
Section 3.9.1. As will be reported, it is highly unlikely that DNA and protein
can be utilized as electronic devices or circuits. Therefore, the terminology
DNA- and protein-centered electronics likely is not well funded, and the use
of a word electronics may be questioned. In this subsection we attempt to use
this not-coherent terminology because DNA derivatives potentially can be
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FIGURE 3.28
Entropies for E. coli and Salmonella typhimurium.

applicable to form structures in electronic devices, though not providing any
advantages to the conventional CMOS technology solutions.

Consider some most successful examples. Microelectronic proof-of-concept
devices (transistors and sensors) with polymeric guanine (polyG) and other
various DNA derivatives have been designed, analyzed, tested, character-
ized, and evaluated [2,42-45]. The polyG FETs have been fabricated slightly
modifying the existing CMOS processes. However, the employed biocentered
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materials to form the channel do not result in alternative device physics or
departure from the CMOS technology. Though the DNA derivatives have
been studied in the CMOS-centered devices, the baseline performance charac-
teristics are found to be impractical. Furthermore, the deposition of DNA and
DNA derivatives significantly complicates the overall fabrication and pack-
aging. These DNA FETs can be viewed only as a proof-of-concept merging
the silicon technology with potential biomolecular materials.

The electron transport through ~30-200 nm in length, 2 nm in diameter
polyG ropes, which form the channel on the insulator (silicon oxide, sil-
icon nitride, etc.) between the source and drain in FETs, are of interest. The
experimental [-V and conductance (dI/dV)-voltage (G-V) characteristics
were obtained. The fabrication of these FETs was performed utilizing the
CMOS technology and depositing A-DNA on insulator with the adsorption-
based source-DNA-drain attachment. It is reported that an A-DNA bundle
of poly(dA)—poly(dT) is an n-type semiconductor, while poly(dG)-poly(dC)
is a p-type [42]. DNA derivatives may ensure ordered bundles, layers, and
ropes, which are organized and interconnected due to specific reactivity of
molecules’ functional groups with affinity to distinct surfaces and molecules.
Guanine exhibits a low oxidation potential that results in electron transport.
An FET with polyG (dG(Cip)2),, which is deposited (dropped with sub-
sequent evaporation) on the silicon oxide (or silicon nitride) between source
and drain, is shown in Figure 3.29 [46]. For these polyG nFETs, though the
weakly-controlled current-voltage (I-V) characteristics have been found in
the linear region, the saturation region and control features are not adequate.
Overall, this solution is found to be not viable.

The channels are straightforwardly formed using well-established CMOS
processes. Other options have been introduced to form channels in FETs.
For example, in p- and n-type carbon nanotube FETs, single- and multiwall
carbon nanotubes form the channel. Carbon nanotube FETs have been fabric-
ated, tested, and characterized [47-49]. These carbon nanotubes FETs utilize
the same device physics as conventional FETs, and the fabrication technology
remains CMOS with significant additional challenges due to the deposition of
carbon nanotubes. This solution may not ensure the expected advantages and
benefits. Significant technological difficulties of utilizing carbon nanotubes in
microelectronic devices remain unsolved.
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FIGURE 3.29
PolyG nFET with ~100 nm channel length.
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Ilustrative representation of a double-stranded DNA with two electrodes.

Sequence-dependent self-assembled DNA and templated protein synthesis
can be used to build patterned 2D and 3D structures with desired geo-
metrical topologies. Integrated circuits are designed utilizing functional
electronic devices that must exhibit desired electronic phenomena possessing
required characteristics. Insulating, conducting, and semiconducting behavi-
ors have been reported for the contact-biomolecule—contact complexes. The
test beds and proof-of-concept prototypes of two-terminal biomolecular and
organic rectifiers were fabricated utilizing CMOS technology [42-45,50-55].
Figure 3.30 illustrates DNA functionalized to electrodes. There are debates
regarding the electronic properties of biomolecules and DNA owing to the
fact that some experiments have been questioned and several experiments are
found to be not very convincing. For two-terminal rectifiers, the experimental
I-V characteristics leave much to be desired [43-45,50-55].

In devising new fabrication technologies, one may focus on robust
bottom-up biomolecular assembling, which is consistently performed by
biosystems. Progress has been made in the synthesis of DNA with the spe-
cified sequences. By utilizing a motif-based DNA self-assembly, complex
3D structures were synthesized [53]. There are precise binding rules. For
example, adenine A with complementary guanine G, and thymine T with
complementary cytosine C. However, thermodynamic and other designs to
minimize sequence mismatches are still complex tasks. The desired assem-
blies frequently cannot be synthesized owing to geometric, thermodynamic,
and other limits of DNA hybridization [56]. Most importantly, the experi-
mental results [43—45,53] provide evidence that DNA and DNA derivatives
do not exhibit the suitable characteristics even for two-terminal rectifiers, and
it is unlikely that suitable device functionality may be achieved. Though the
3D “multi-interconnected” DNA structures can be synthesized, it seems that
it is virtually impossible to expect sound DNA-centered electronic devices.

The resistor-diode logic will be covered in Section 4.1, and Figure 4.3 illus-
trates the implementation of MAND gate. Though the simple resistor-diode
circuits can be theoretically assembled using the DN A motif, this solution may
be impractical. The metallization of 3D DNA lattices, which potentially can
modify the electron transport in the metalized segments, cannot be viewed as
a sound solution. DNA with the appropriate sequence potentially can be used
only as biomolecular wire, if needed. The qualitative achievable I-V charac-
teristics for the admissible applied voltage for DNA are shown in Figure 3.31.
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The magnitude of the applied voltage is bounded due to the thermal stabil-
ity of the molecule, that is, |V| < Vmax, and Vimax is ~1 V depending upon
sequence, single versus double stranded, number of base pairs, temperature,
functionalization, end group, and so forth. For different DNA sequences,
the I-V characteristics vary [53], and for the conducting DNA, the charac-
teristics are similar to some organic molecules [51,54,55]. The quantitative
I-V characteristics of a single DNA strain, functionalized to the nitrogenous
bases are shown in Figure 3.31. The asymmetry of the I-V characteristics
could be due to the effects related to the asymmetric DNA fictionalization to
the electrodes, contact nonuniformity, and so forth. Itis difficult to expect that,
with the reported characteristics, the DNA exhibits a significant potential for
electronics.

The sequence-dependent assembled DNA and templated protein synthesis
can be used to build patterned 3D structures with the desired geometrical
topologies. As reported in Section 3.9.1, the protein 3D geometry is due to
folding of a peptide chain as well as multiple peptide chains. Amino acid
bonds determine the folding («-helix resulting in helix-loop-helix, S-pleated
sheet, random conformations, etc.). Most proteins evolve through several
intermediate states to form stable structures. The conformation of proteins
can be reinforced by strong covalent bonds called disulfide bridges. Disulfide
bridges form where two cysteine monomers (amino acids with sulfhydryl
groups on their side chains) are positioned close by the folding of the pro-
tein. Figure 3.32 illustrates the schematics of the folded protein with hydrogen
bonds, ionic bonds, and hydrophobic interactions between side chains. These
weak bonds and strong covalent (disulfide bridges) bonds can be considered
to be similar to 3D biomolecular circuits. However, the practicality and feas-
ibility of biomolecular circuits, where proteins function as the MFdevice or
Mgates, remain to be examined.

Overall Assessment on the Feasibility of DNA- and Protein-Centered
Electronics: The existence and superiority of BMPPs are undisputable facts.
However, BMPPs are profoundly different as compared with synthetic
(organic and inorganic) molecular electronics, solid and fluidic MICs, and
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Protein tertiary structure with weak and strong bonds.

MPPs. It is highly unlikely that biomolecules are utilized (within BMPPs) or
can be utilized (within MPPs) as electronic elements, components, devices,
or primitives. The challenges in the possible application of biomolecules as
ME devices were discussed in this section. It seems that the overall feasibility of
using DNA motifs (including the metalized, modified, and other solutions)
and proteins as electronic devices or circuits does not look promising. In
fact, electronic devices ultimately depend on the electron transport. Suitable
device (or circuit) characteristics and performance are virtually unachievable
by DNA or proteins. There is no evidence that DNA and proteins can or could
be utilized as MEdevices. Departing from the unfounded notion of using DNA
and protein as circuits, Sections 3.1 and 3.2 introduced biomolecular processing
hardware, where electrochemomechanically induced transitions, interactions,
and events lead to a sound biocentered premise.

Alternative Solution: Solid Molecular Electronics: In biosystems, the inform-
ation coding (accomplished by the DNA) and the transcription-translation
mechanism (DNA — RNA — protein) result in the synthesis of biomolecular
processing hardware with embedded software. Utilizing biomolecular processing
hardware and software, BMPPs accomplish information processing by mak-
ing use of specific biophysical phenomena, effects, and mechanisms. These
phenomena and transitions are not electron transport (flow) centered. For
example, the controlled electron flow, which is a defining phenomenon in
solid-state electronic devices and MEdevices, is not a key factor in neur-
onal processing-and-memory primitives and BMPPs, where other biophysics
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ultimately results in processing and memory. Biomolecules provide unique
capabilities to synthesize complex 3D structures and lattices. With the attempt
to utilize these synthesis abilities, natural and modified nitrogenous bases
have been studied departing from the DNA-centered theme towards explor-
ing the MEdevice-centered solution. Different nitrogenous bases, along with
bioconjugation and immobilization/quantification/quencher reagents, have
been used attempting to ensure synthesis soundness and attain the desired
electronic characteristics. In devising novel device physics and discovering
novel MEdevices one may not entirely focus on merely natural biomolecules
motif. Different biomolecules and organic mono- and polycyclic molecules,
which have a strong biocentered premise, are proposed and covered in
Chapter 5. These multiterminal molecules significantly enlarge the class of
molecules to be examined and used in order to ensure the desired electronic
characteristics suitable for molecular electronics. In particular, functional
MEdevices are synthesized utilizing input, control, and output terminals as
reported in Chapter 5, and the design rules are reported in Section 4.6.2.
Chapter 6 documents that organic molecules exhibit quantum effects and
electronic properties that can be utilized in new generation of electronic
devices.
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4

Design of Molecular Integrated Circuits

4.1 Molecular Electronics and Gates: Device and
Circuits Prospective

This chapter introduces the reader to the analysis and design of analog
and digital MICs. There are the electronic hardware and software aspects
of design. Distinct Mgates and “hypercells can be used to perform logic
functions and memory storage. To store the data, memory cells are used.
A systematic arrangement of memory cells and peripheral MICs (to address
and write data into the cells as well as to delete stored data from the cells)
constitute the memory. The Mdevices can be used to implement static and
dynamic random access memory (RAM) as well as programmable and alter-
able read-only memory (ROM). Here, RAM is the read-write memory in
which each individual memory primitive can be addressed at any time,
while ROM is commonly used to store instructions of an operating sys-
tem. Static RAM (SRAM) may consist of a basic flip-flop Mdevice with stable
states (e.g., binary 0 and 1, or multiple values). In contrast, dynamic RAM,
which can be implemented using a Mdevice and a storage capacitor, stores
one bit of information by charging the capacitor—see, as an example, the
dynamic RAM cell in Figure 4.1. The binary information is stored as the
charge on the molecular storage capacitor MCs (logic 0 or 1). This RAM cell
is addressed by switching on the access MEdevice via the worldline signal,
resulting in the charge transfer into and out of MC; on the dataline. The
capacitor MC; is isolated from the rest of the circuitry when the MEdevice
is off. However, the leakage current through the MEdevice may require RAM
cell refreshment to restore the original signal. Dynamic shift registers can be
implemented using transmission Mgates and Minverters, flip-flops can be syn-
thesized by cross-coupling NOR Mgates, while delay flip-flops can be built
using transmission Mgates and feedback Minverters. In particular, the SRAM
and memory elements designed using Mgates, without MC;, which presents
a challenge, are shown in Figure 4.7.

Among the specific characteristics under consideration are the read—-write
speed, memory density, power dissipation, volatility (data should be main-
tained in the memory array when the power is off), and so forth. The address,
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FIGURE 4.1
Dynamic RAM cell with MEdevice and storage molecular capacitor MCs.

data-, and control lines are connected to the memory array. The control lines
define the function to be performed or the status of the memory system. The
address lines and datalines ensure data manipulation and provide address
into or out of the memory array. The address lines are connected to an address
row decoder, which selects a row of cells from an array of memory cells.
A RAM organization, as shown in Figure 4.1, consists of an array of storage
cells arranged in an array of 2" columns (bitlines) and 2™ rows (wordlines). To
read the data stored in the array, a row address is supplied to the row decoder,
which selects a specific wordline. All cells along this wordline are activated,
and the content of each of these cells is placed onto each of their correspond-
ing bitlines. The storage cells can store one (or more) bit of information. The
signal available on the bitlines is directed to a decoder. As shown in Figure 4.1,
a binary (or high-radix) cell stores binary (or ternary, quaternary, etc.) inform-
ation utilizing a MEdevice at the intersection of the wordline and bitline. The
ROM cell can be implemented as: (1) a parallel molecular NOR (MNOR) array
of cells, or, (2) a series molecular NAND (MNAND) array of cells. The ROM
cell is programmed by either connecting or disconnecting the Mdevice output
(a familiar example is the drain in an FET) from the bitline. Though a parallel
MNOR array is faster, a series MNAND array is a sound alternative.

In Figure 4.1, the schematic representation of the multiterminal MEdevice

is shown as S There is a need to design Mdevices for which robustly con-
trollable dynamics results in a sequence of state transitions (electron- or
photon-induced transport, vibrations, etc.). These transitions and events cor-
respond to a sequence of computational, logic, or memory states. This is
guaranteed for quantum Mdevices because quantum dynamics can be con-
sidered to be deterministic. Nondeterminism of quantum mechanics arises
when a device interacts with an uncontrolled outside environment, leaks
information to an environment or disturbance. In Mdevices, the global state
evolutions (state transitions) should be deterministic, predictable, and con-
trollable. It should be emphasized that stochastic computing effectively
utilizes nondeterminism and uncertainties [1].
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From the device physics perspective, the bounds posed by the Heisenberg
uncertainty principle restrict the experiment-centered features (measure-
ment, accuracy, data acquisition, etc.), and do not impose limits on device
physics, performance, and capabilities. For logic primitives, the device phys-
ics defines the mechanism of physical encoding of the logical states in the
device. Quantum computing concepts emerged proposing, for example, to
utilize quantum spins of electrons or atoms to store information. In fact, a
spin is a discrete two-state composition theoretically allowing encoding of
a bit. One can encode information using electromagnetic waves and cavity
oscillations in optical devices. The feasibility of different state-encoding con-
cepts depends on the ability to maintain the logical state for a required period.
The stored information must be reliable. That is, the probability of the stored
logical state spontaneously changing to another value should be small. One
can utilize energy barriers and wells in the controllable energy space for a set
of physical states encoding a given logical state. For example, the MEdevice
may change the logical state as the electron passes the energy barrier. To
prevent this, quantum tunneling can be suppressed by using high and wide
potential barriers, minimizing excitation, noise, and so forth. To change the
logical state, one varies the energy barrier as illustrated in Figure 4.2. Examin-
ing the logical transition processes, the logical states can be retained reliably
by potential energy barriers that may separate the physical states. The logical
state is changed by varying the energy surface barriers as schematically depic-
ted in Figure 4.2 for a one-dimensional case. Adiabatic transitions between
logical states that are located at stable or metastable local energy minima
result.

We have discussed conventional and emerging memories and logic devices.
Some details to implement memory cells will be reported later. We focus
our attention on logics and combinational circuits. In VLSI design, resistor—
transistor logic (RTL), diode-transistor logic (DTL), transistor—transistor logic
(TTL), emitter-coupled logic (ECL), integrated-injection logic (IIL), merged-
transistor logic (MTL), and other logic families have been used. All logic
families and subfamilies (within TTL, there are Schottky, low-power Schottky,
advanced Schottky, etc.) have advantages and drawbacks. Molecular elec-
tronics offers unprecedented capabilities compared with microelectronics.
Correspondingly, some logic families that ensure marginal performance using
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FIGURE 4.2
Logical states and energy barriers.
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solid-state devices may provide exceptional performance when Mdevices are
utilized.

A molecular AND (MAND) gate can be realized utilizing a molecular
resistor (schematics representation is -un-, while the symbol is Mr) and
molecular diodes (representation and symbol are B+ and Md). The three-
input MAND gate, constructed within the diode logic family, is shown in
Figure 4.3. The important feature is the use of two-terminal MEdevices within
the molecular resistor—diode logic (MRDL).

The considered MRDL, although could lead to the relatively straightfor-
ward synthesis and verification of proof-of-concept Mgates (see Chapter 5),
may not ensure acceptable performance. Other solutions are considered. The
MNOR gate, realized using the molecular resistor—transistor logic (MRTL), is
shown in Figure 4.4a. In electronics, NAND is one of the most important gates.
The MNAND gate, designed by applying the molecular diode-transistor
logic MDTL), is shown in Figure 4.4b. In Figures 4.4a and b, we use dif-
ferent symbols to designate molecular resistors (-mn-; Mr), molecular diodes
(»+; Md), and molecular transistors (=; M T). Tt will be discussed subsequently
that the definition MT may be used with a great caution because of dis-
tinct device physics of molecular and semiconductor devices. In order to
introduce the subject, we use, for the moment, this incoherent terminology
applying the argument that MT may ensure characteristics similar to FETs
and BJTs.

S

My

x; Md TY=XXX3 MAND

g X = Xy XpX
X X5 y 1XoX3

FIGURE 4.3
Implementation of MAND gate using MRDL.

FIGURE 4.4
Circuit schematics: (a) Two-input MNOR gate; (b) Three-input MNAND gates.
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The device physics of solid MEdevices is entirely different compared with
conventional three-, four-, and many-terminal FETs and BJTs. Therefore,
we depart from a conventional solid-state terminology, microelectronics-
centered definitions and symbols. Even a three-terminal solid MEdevice with
controlled I-V characteristics may not be referenced as a transistor. New ter-
minology can be developed in the observable future, reflecting the device
physics of Mdevice. We define functional solid Mdevices in which electrons
are utilized as the charge carriers ensuring controllable I-V characteristics by
means of controlled electron flow to be MEdevices. The device physics of these
devices is covered and examined in Chapter 6.

The MNAND gate, implemented within a MDTL logic family using the
Nhypercell primitive realization, is illustrated in Figure 4.5a. We emphas-
ized the need of developing a new terminology, definitions, and symbols
for MEdevices. Quantum effects (emission, interference, resonance, tun-
neling, etc.), electron- and photon-induced transitions, electron-photon
assisted interactions, as well as other phenomena can be uniquely util-
ized. In Figure 4.5b, a multiterminal MEdevice (MED) is represented as £,
which was already used in Figure 4.1. Using the proposed MED sym-
bol, the illustrated MED may have six (or more) input, control, and
output terminals (ports) with the corresponding molecular bonds accom-
plishing the interconnect; see Sections 5.1 and 6.9. This interconnect
can be chemical-bond fabrics (by means of atomic bonds) and/or energy-
based (energy exchange/conversion/transmission by means of, for example,
radiation and absorption of electromagnetic, thermal, and vibrational
energy). A six-terminal monocyclic MEdevice with a carbon interconnect-
ing framework, which establishes the chemical bonds (chemical-bond fabrics

interconnect), can be depicted as *(r}' . Asanillustration, a 3D “hypercell prim-
itive to implement a logic function y = f(x1, x2,x3) is shown in Figure 4.5b.
Two-terminal molecular devices Md and Mr) are shown using symbols B>

(@  “NAND - (b) Mutti-terminal Edevice (MED) @

Xt Y= XX,
X2 v Two-terminal "Edevices % and@
()

& °

(@

Xl

Y= XX,

FIGURE 4.5
(a) Implementation of a MNAND gate realized by a *hypercell primitive; (b) *Hypercell primitive
with two- and multiterminal MEdevices.
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FIGURE 4.6
MAND,MNAND,MOR, and MNOR gates designed within the molecular MED-ME D 1ogic family.

and @, respectively. The input signals (x1, x2, and x3) and output switching
function f are documented in Figure 4.5b.

Molecular gates MAND, MNAND, MOR, and MNOR), designed within
the molecular multiterminal MED-MED Jogic family, are shown in Figure 4.6.
Here, as covered in Section 5.1, three-terminal cyclic molecules are utilized
as MEdevices. The device physics of the multiterminal MEdevice is based on
quantum interaction and controlled electron transport. The inputs signals
Va and Vg are supplied to the input terminals, while the output signals is
Vout- These MAND and MNAND gates are designed using cyclic molecules
within the carbon interconnecting framework. The details of synthesis, device
physics, and phenomena utilized are reported in Chapters 5 and 6. A coherent
design should be performed in order to ensure the desired performance, func-
tionality, characteristics, aggregability, topology, and other features. Complex
Mgates can be synthesized utilizing a ¥hypercell-centered hardware solution
forming combinational and memory MICs. The design rules are reported in
Section 4.6.2.

The memories can be implemented by utilizing combinational circuits
avoiding the use of the capacitor. For example, memory cells using trans-
mission gates and Mgates are depicted in Figure 4.7. A memory storage cell
with the feedback path formed by two MNOT gates is shown in Figure 4.7a.
To store data in the cell or to read data, the Select input is set to 1 or to 0. The
stored data, which are accessible, remain indefinitely in the feedback loop.
Figure 4.1 depicts the address input to the decoder, and one implements 2" x n
SRAM cells with [ay, a2, ..., am-1,a,] addresses resulting in 2™ Select inputs,
which are used to read or write the contents of the cells. A 2 x 2 array of SRAM
cells is shown in Figure 4.7b. The memories can be implemented using MNOR
and MNAND gates. The well-known basic latch is a cross-coupled connection
of two MNOR gates, as illustrated in Figure 4.7c. Two inputs (Set and Reset)
provide the means for changing the states Q1 and Q,. When Set = 0 and
Reset = 0, the latch maintains its existing state, which can be either Q1 = 0
and Q> =1,or Q1 = 1and Q> = 0. As Set = 1 and Reset = 0, the latch is set in
the state Q1 = 1 and Q = 0. When Set = 0 and Reset = 1, the latch rests into a
state Q1 = 0and Q; = 1. If Set = 1 and Reset = 1, we have Q1 = 0and Qp = 0.
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FIGURE 4.7
Molecular memory elements and cells: (a) SRAM cell; (b) 2 x 2 array of SRAM cells; (c) basic
latch as a memory; (d) gated MNOR and MNAND latches.

The gated MNOR and MNAND latches with the control input (Enable), as
memory cells, are shown in Figure 4.7d. To analyze delays, timing diagrams,
switching, and other important features, which define the overall perform-
ance, one must examine the dynamics of MEdevices and Mgates that constitute
combinational and memory circuits. This device-level analysis is covered in
Chapter 6.

4.2 Decision Diagrams and Logic Design of Molecular
Integrated Circuits

Innovative solutions to perform the system-level logic deign for MICs needs
to be examined. One needs to depart from 2D-centered logic design (VLSI,
ULSI, and post-ULSI) as well as from planar IC topologies and organiza-
tions. We proposed MICs which resemble hierarchical P"MPPs, mimicking
topologies and organizations observed in living biosystems. The SLSI design,
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which is under development, should comply with the envisioned device-
level outlook and fabrication technologies. The use of Yhypercells as baseline
hardware Mprimitives in design of MICs and processing/memory platforms
results in a feasible technology-centric solution.

Let us focus on the design of combinational and memory circuits. For 2D
CMOS ICs, decision diagram (unique canonical structure) is derived as a
reduced decision tree by using topological operators. In contrast, a 3D realiz-
ation of MICs by means of ®hypercells as well as other features emphasized
result in the need for a new class of decision diagrams and design methods.
These decision diagrams and design concepts must be developed to handle
the complexity, 3D features, bottom-up fabrication, etc. of MICs. A concept of
design of linear decision diagram, mapped by hypercubes, was proposed in
[1,2]. In general, the hypercube (cube, pyramid, hexagon, or other 3D topo-
logical aggregates) is a unique canonical structure that is a reduced decision
tree. Hypercubes are synthesized by using topological operators (deleting and
splitting nodes). Optimal and suboptimal technology-centric topology map-
pings of complex switching functions can be accomplished and analyzed. The
major optimization criteria are

1. Minimization of decision diagram nodes and circuit realization

2. Simplification of topological structures—linear arithmetic leads to
simple synthesis and straightforward embedding of linear decision
diagrams into 3D topologies

3. Minimization of path length in decision diagrams
4. Routing simplification
5. Verification and evaluation

Optimal topology mapping results in evaluation simplicity, testability
enhancement, and other important features including overall hardware per-
formance enhancements. For example, switching power is not only a function
of devices/gates/switches, but also a function of circuit topology, organiz-
ation, design methods, routing, dynamics, switching activities, and other
factors that can be optimized. In general, a novel CAD-supported SLSI
should be developed for optimal technology-centric designs to obtain high-
performance molecular platforms. Through a concurrent design, the designer
should be able to perform the following major tasks:

1. Logic design of MICs utilizing novel representations of data
structures

2. Design and aggregation of hypercubes
3. Design of binary and multiple-valued decision diagrams

4. CAD developments to concurrently support technology-centric
design tasks
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SLSI utilizes a coherent top-down/bottom-up synthesis taxonomy as an
important part of a Marchitectronics paradigm. The design complexity should
be emphasized. Current CAD-supported postULSI design does not allow
one to design ICs with a number of gates more than 1,000,000. For MiCs,
the design complexity significantly increases and novel methods are sought
[1,2]. The binary decision diagram (BDD) for representing Boolean functions
is the advanced approach in high-level logic design [1]. The reduced-order
and optimized BDDs ensure large-scale data manipulations, which are
used to perform the logic design and circuitry mapping utilizing hardware
description languages. The design scheme is

Function (Circuit) <> BDD model <> Optimization

< Mapping < Realization.

The dimension of a decision diagram (number of nodes) is a function
of the number of variables and their ordering. In general, the design
complexity is O@1%). This enormous complexity significantly limits the abil-
ities to design complex ICs without partitioning and decomposition. The
commonly used word-level decision diagrams further increase the com-
plexity due to processing of data in word-level format. Therefore, novel
sound software-supported design approaches are needed. Innovative meth-
ods in data structure representation and data structure manipulation are
developed and applied to ensure design specifications and objectives. We
design MICs utilizing the linear word-level decision diagrams (LWDDs) that
allow one to perform the compact representation of logic circuits using lin-
ear arithmetic polynomials (LP) [1,3]. The design complexity becomes O(n).
The proposed concept ensures compact representation of circuits compared
with other formats and methods. The following design algorithm guarantees
a compact circuit representation:

Function (Circuit) <+ BDD Model <+ LWDD Model <> Realization.

The LWDD is embedded in hypercubes that represent circuits in a 3D space.
The polynomial representation of logical functions ensure the description of
multioutput functions in a word-level format. The expression of a Boolean
function f of n variables (x1, x, ..., x,—1,Xy) is

n
LP =ag+a1x1 +axxy + ... +ay_1Xn—1 + anxy, = ag + Za]«xj.
j=1

To perform a design, the mapping LWDD (ag, a1, 42, . ..,a,—1,a,) < LP is
used. The nodes of LP correspond to a Davio expansion. The LWDD is used
to represent any m-level circuit with levels L;, i = 1, 2,..., m — 1, m with
elements of the molecular primitive library. Two data structures are defined
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in the algebraic form by a set of LPs as

Ly : inputs x;; outputs vy
Ly : inputs yq; outputs yy;

Liy—1: inputs yu,—p; outputs v,,—1,,
Ly :  inputs y,;,—1,0; outputs vy, »

that corresponds to

Nm

ni
1 1
LPy =ay+ E a;xj, ... LP, =a; + E a]”ym,l,j,
=1 j=1

or in the graphic form by a set of LWDDs as
LWDD: (4, ... ,ay ) <> LP1, ... ,LWDDy(aj, ... ,a), ) <> LPy,.

The use of LWDDs is a departure from the existing logic design tools.
This concept is compatible with the existing software, algorithms, and cir-
cuit representation formats. Circuit transformation, format transformation,
modular organization, library functions over primitives, and other fea-
tures can be accomplished. All combinational circuits can be represented by
LWDDs. The format transformation can be performed for circuits defined in
the Electronic Data Interchange Format (EDIF), Berkeley Logic Interchange
Format (BLIF), International Symposium on Circuits and Systems Format
(ISCAS), Verilog, etc. The library functions may have a library of LWDDs for
multiinput gates, as well as libraries of Mdevices, Mgates, and “hypercells. The
important feature is that these primitives are realized (through logic design)
and synthesized as primitive aggregates. The reported LWDD simplifies
analysis, verification, evaluation, and other tasks.

Arithmetic expressions underlying the design of LWDDs are canonical rep-
resentations of logic functions. They are alternatives of the sum-of-product,
product-of-sum, Reed—Muller, and other forms of representation of Boolean
functions. Linear word-level decision diagrams are obtained by mapping
LPs, where the nodes correspond to the Davio expansion and functionalizing
vertices to the coefficients of the LPs. The design algorithm is given as

Function (Circuit) <+ LP Model <+ LWDD Model <« Realization.

Any m-level logic circuit with fixed order of elements is uniquely represen-
ted by a system of m LWDDs. The proposed concept is verified by designing
MICs representing Boolean functions by hypercubes. The CAD toolbox for
logic design is based on the principles of 3D realization of logic functions
with a library of primitives. LWDDs are extended by embedding the decision
tree into the hypercube structure. For two graphs G = (V,E)and H = (W, F),
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we embed the graph G into the graph H. The results are partitioned according
to the new structural properties of the cell and the type of the embedded tree.
The embedding of a guest graph G into a host graph H is a one-to-one map-
ping Mgy:V(G) — V(H), along with the mapping M that maps an edge
(u1;v) € E(G) to a path between Mgy (1) and Mgy (@) in H. Thus, the
embedding of G into H is a one-to-one mapping of the nodes in G to the
nodes in H.

The design execution performance estimates can be evaluated [1]. Decision
trees are designed using the Shannon and Davio expansions. There is a need
to find the best variable and expansion for any node of the decision tree in
terms of information estimates in order to optimize the design synthesizing
optimal MICs. The optimization algorithm should generate the optimal paths in
a decision tree with respect to the design criteria. The decision tree is designed
by arbitrarily chosen variables using either Shannon (S), positive Davio (pD)
or negative Davio (1D) expansions for each node. The decision tree design
process is a recursive decomposition of a switching function. This recursive
decomposition corresponds to the expansion of switching function f with
respect to the variable x. The variable x carries information that influences
f. The initial and final state of the expansion o€ {S, pD, nD} can be character-
ized by the performance estimates. The information-centered optimization
of MICs design is performed in order to derive optimal decision diagrams.
A path in the decision tree starts from a node and finishes at a terminal node.
Each path corresponds to a term in the final expression for f. For the c17
circuit, implemented using MNAND gates, as shown in Figure 4.8a, Davio
expansions ensure optimal design as compared with the Shannon expansion
[1]. We have emphasized the fundamental differences between molecular fab-
rication and solid-state CMOS technology. For c17 circuit, the CMOS layout
is depicted in Figure 4.8b, and to underline the difference, we recall that the
3D-topology MNAND gate was documented in Figure 4.6.

The CAD-supported logic design of proof-of-concept MICs is successfully
accomplished for complex benchmarking ICs in order to verify and examine
the concept proposed. The size of LWDDs is compared with the best results

(a) (b)

.........

A

FIGURE 4.8
(a) C17 circuit consists of 6 MNAND gates; (b) CMOS layout.
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received by other Decision Diagram Packages developed for 2D VLSI design.
The method reported and software algorithms were tested and validated [1].
The number of nodes, number of levels, and CPU time (in seconds) required to
design decision diagrams for MICs are examined. In addition, volumetric size,
topological parameters, and other design performance variables are analyzed.
We assume: (1) feedforward neural network with no feedback; (2) threshold
Moates as the processing primitives; (3) aggregated “hypercells comprised
fromM gates; (4) multilevel combinational circuits over the library of NAND,
NOR, and EXOR Mgates implemented using three-terminal MEdevices.
Experiments were conducted for various ICs, and representative results
and data are reported in Table 4.1. The space size is given by X, Y, and Z.
The volumetric quantity is V = X x Y x Z. The topological characteristics
are analyzed using the total number of terminal (N1) and intermediate
(N7) nodes. For example, c880 is an 8-bit arithmetic logic unit (ALU). ALU
is a combinational circuit that performs arithmetic and logical operations
on a pair of a-bit operands. The operations to be performed are specified
by a set of function-selected inputs. The core of this c880 circuit is the
8-bit adder that has 60 inputs and 26 outputs. A planar design leads to
383 gates. In contrast, 3D design results in 294 Mgates. A 9-bit ALU (c5315)
with 178 inputs and 123 outputs is implemented using 1413 Mgates, while
a 6288 multiplier (32 inputs and 32 outputs) has 2327 Mgates. Molecular
gates are aggregated, networked, and grouped in 3D. The number of incom-
pletely specified hypercubes was minimized. The hypercubes in the ith
layer were connected to the corresponding hypercubes in (i — 1)th and
(i + Dth layers. The number of terminal nodes and intermediate nodes are
3750 and 2813 for a 9-bit ALU. For a multiplier, we have N = 9248 and
N1 = 6916. To combine all layers, more than 10,000 connections were gen-
erated. The design in 3D was performed within 0.344 sec for 9-bit ALU.
The studied 9-bit ALU performs arithmetic and logic operations simul-
taneously on two 9-bit input data words and computes the parity of the
results. The conventional 2D logic design for c5315 with 178 inputs and
123 outputs results in 2406 gates. In contrast, the proposed design, as
performed using a proof-of-concept SLSI software, leads to 1413 Mgates that

TABLE 4.1

Design Results for MICs

Circuit I/0 Space Size Nodes and Connections

#G #X #Y #Z  #Nt #N;  CPU Time (sec)

432 36/7 126 66 64 66 2022 1896 <0.03
8-bit ALU c880 60/26 294 70 72 70 612 482 <0.04
9-bit ALU ¢5315 178/123 1413 138 132 126 3750 2813 <0.35

16 x 16 Multiplier 32/32 2384 248 248 244 9246 6916 <0.46

6288
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are networked and aggregated within a 3D topology. In addition to con-
ventional parameters (diameter, dilation cost, expansion, load, etc.), we
use the number of variables in the logic function described by hypercubes,
number of links, fan-out of the intermediate nodes, statistics, and others
to perform the evaluation. For the sound comparison reasons, to ensure
the similarity to 2D design, binary three-terminal MEdevices were used.
The use of multiple-valued multiterminal MEdevices results in superior
performance.

The representative proof-of-concept CAD SLSI toolbox and software
solutions were developed in order to demonstrate the design soundness,
feasibility, and advantages for various combinational MICs. The compatib-
ility with hardware description languages is important. Three netlist formats
(EDIF, ISCAS, and BLIF) are used in a proof-of-concept SLSI software that
features:
