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Preface

A high-speed circuit is the base of contemporary information and  communication 
technology (ICT) and consumer electronics. Our modern life is heavily dependent 
on the functioning of high-speed circuits developed for various purposes. Therefore, 
the electromagnetic compatibility (EMC) among various circuits becomes very 
important. Because of ever-increasing clock frequencies and their harmonics, the 
electromagnetic field spectrum on the printed circuit board (PCB) and inside 
the electronic package extends to several tens of gigahertz. With decreased wave-
lengths, the electromagnetic wave phenomenon on the PCB and inside the package 
is obvious. This makes the signal spread over the entire PCB and package instead 
of confirming along the traces. At the same time, the three-dimensional integra-
tion including the through silicon via (TSV) based system-in-package (SiP) greatly 
increases the circuit density and complexity. Such a high frequency and a high 
density become a big challenge for the EMC control of high-speed circuits.

This book presents EMC modeling and control methods based on the author’s 
many years’ of research. The emphasis of this book is placed on two essential passive 
components of a high-speed circuit: the power distribution network and the sig-
nal distribution network. The field-circuit hybrid modeling and simulation meth-
ods of these passive components are discussed in detail. In addition, this book 
also explores the applications of novel structures and materials, including high- 
impedance surfaces and graphene films, in the EMC design, where the traditional 
bulk EMC materials cannot be used.

The signal integrity (SI), power integrity (PI), and electromagnetic interfer-
ence (EMI) are three major EMC issues related to a high-speed circuit. For each 
of them, there are lots of EMC problems. Because of this diversity, the EMC is 
always analyzed and designed on a case-by-case basis. An EMC beginner usually 
finds it difficult to know where to start. However, behind all EMC problems is the 
behavior of the electromagnetic field in different environments. The study of the 
electromagnetic field characteristics is the key to better understand EMC problems 
and their control methods. The electromagnetic modeling is very important and 
is the best way to accurately get an insight into the electromagnetic phenomena. 
From that insight, some general theories can be obtained from disordered EMC 
phenomena. With the advancement of the computing technology, EMC design 
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has changed from the cut and try to the engineering art in recent years. Most of 
the potential EMC problems can be predicted with a remarkable accuracy through 
electromagnetic simulation. This book therefore provides a detailed description of 
the electromagnetic modeling of the EMC problems.

The author hopes that this book will serve a basis for further progress in the 
high-speed circuit EMC for both academic research and industrial applications.
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Chapter 1

Electromagnetic 
Compatibility for 
High-Speed Circuits

Information and communication technology (ICT) and consumer electronics have 
been driving the semiconductor industry to integrate more and more circuits into 
one single package or printed circuit board (PCB). At the same time, the voltage 
supply level is continuously reduced with the ever-increasing working frequency. 
Typical operation frequencies for DDR4 range from 1.5 to 4 GHz at 1.1 V supply 
voltage [1]. The high-density, high-speed, and low-noise margin makes the electro-
magnetic compatibility (EMC), including the signal integrity (SI), power integ-
rity (PI), and electromagnetic interference (EMI), critical for the successful design 
of a high-speed integrated system. According to 2013 International Technology 
Roadmap for Semiconductors (ITRS) report [2], “increasing noise effects, such 
as cross talk and power–ground bounce, decrease noise and timing margins and 
increase circuit susceptibility to defects.” Therefore, there is a great demand for the 
efficient EMC modeling and design for high-speed PCBs and advanced packaging.

Considering the increased clock frequency and its harmonics, the interesting 
electromagnetic spectrum on the PCB and inside the package will cover several tens 
of GHz. With their ever-decreasing wavelength, the electromagnetic wave phenom-
enon inside small circuit structures cannot be ignored. With increasing frequencies, 
the EMC research effort moves from the PCB level to the package level or even 
the chip level. In the past, when the working frequency was below gigahertz, the 
EMC problems could be solved by using the low-frequency circuit theory due to the 
electrically small dimension of the structure under study. For many years, people 
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had developed lots of low-frequency EMC modeling and design methods. However, 
now we face a new EMC challenge for current gigahertz and future terahertz high-
speed circuit designs, where we need to use the electromagnetic field and microwave 
theory in all aspects of circuit modeling, design, and testing. We need to study the 
modal field behaviors of the electric and magnetic fields instead of the voltage and 
current for the high-speed, high-power, and high-density circuits. For this reason, 
the author presents in this book the EMC modeling and design for high-speed PCBs 
and advance packaging from the perspective of electromagnetic fields.

In this chapter, we will introduce the major EMC issues related to high-speed 
PCBs and advanced packaging. Two important passive components will be dis-
cussed in detail: the power distribution network (PDN) and through-silicon vias 
(TSVs) based interposer. We will present SI, PI, and EMI problems of the PDN 
and interposer, followed by the review of their state-of-the-arts field-circuit hybrid 
modeling methods. The field–circuit hybrid method is a popular method used for 
the EMC modeling. It is the bridge that links the obscure electromagnetic equa-
tions and the easy-to-understand EMC model. Finally, some practical designs for a 
high-quality signal propagation and low noise are presented.

1.1 EMC Challenges
Figure 1.1 shows a schematic diagram of a high-speed circuit. Different kinds of 
chips are heavily mounted on the multilayered PCBs. The circuits are connected 
together through the vias, bonding wires, bumps/pins, and interconnectors in 
packages and PCBs. Owing to the increased clock frequency, high density of the 
devices, and high power consumption, the electromagnetic environment inside the 
package and PCB is very complex. This results in lots of potential EMC problems, 
such as the following: 

 1. Interconnector delay and loss. For the increased clock frequency, the length of 
the interconnector is comparable with the working wavelength. The intercon-
nector must be taken as the transmission line, of which the propagation delay 
cannot be ignored. At the same time, at a high frequency, the skin effect of 
the current and the dielectric loss greatly increase. The interconnector loss 
becomes serious.

 2. Impedance mismatching. At a high frequency, the impedance mismatching 
between the interconnectors and the circuits and the discontinuities along 
the interconnectors will result in multireflections of the signal. This degen-
erates the signal propagation quality. One of the common interconnector 
discontinuities in PCBs is the through-hole via. The through-hole via pro-
vides electric connection between traces at different PCB layers. However, 
its parasitic capacitance and residual stub also make the impedance of the 
interconnector discontinuous.
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 3. Simultaneous switching noise (SSN). When lots of digital circuits switch at the 
same time, a heavy current will be drawn from the power supply. Owing to 
the parasitic inductance and resistance of the power supply system, there will 
be fast swing of the supplied voltage. This will result in the unstable operation 
of the integrated circuit (IC). Things become worse for modern high-speed 
circuits due to the reduced voltage supply level and noise margin.

 4. Cross talk (XT ). For the dense layout of the circuits and interconnectors, there 
is strong electromagnetic coupling between them. The signal transmitted on 
one circuit or interconnector will create interference in another circuit or inter-
connector. This cross talk increases the bit error ratio of the circuit system.

 5. Unintended antennas. When the dimensions of the structures in PCBs, such as 
the traces and the slot on the power–ground planes, are comparable with the 
working wavelength, they will become effective antennas. Their radiated elec-
tromagnetic field will disturb the normal work of the nearby circuit system. 
One of such unintended antennas is the heat sink on the PCBs.

 6. Susceptibility or immunity. Above external EMI will induce voltage or current 
in the IC. This requires that the IC should have certain immunity to protect 
itself from the external interference or the susceptibility of the IC should be 
known to make sure that it survives in a complex PCB environment.

There are more EMC problems related to the high-speed circuits than what has 
been listed earlier. For such a wide variety of EMC problems, in order to establish 
an easy-to-understand EMC theory system and provide the general international 
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Figure 1.1 EMC problems related to the high-speed circuit.
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EMC testing standards, EMC problems are categorized according to their com-
mon characteristics. On the basis of the source of electromagnetic noise, EMC 
problems are classified into EMI, where the noise is generated by the circuits and 
released into the environment, and the electromagnetic susceptibility (EMS), where 
the noise is from the environment and is coupled to the circuits. On the basis of the 
noise- coupling path, EMC problems are also classified into radiated mode, 
where the noise is coupled to the victim through the electromagnetic radiation, and 
the conducted mode, where the noise is coupled to the victim through the conduc-
tors (waveguides or interconnectors). Therefore, EMC problems can be divided into 
the radiated emission (RE) (such as the unintended antenna), conducted emission 
(CE) (such as the impedance mismatching and SSN), radiated susceptibility (RS), 
and conducted susceptibility (CS), as shown in Figure 1.2.

The signal distribution network (SDN) and PDN are necessary structures that 
compose all high-speed circuits. The EMC problems related to the high-speed cir-
cuits are also classified into the SI and PI problems, according to the SDN and the 
PDN, respectively. Signal integrity is a set of measures of the quality of an electrical 
signal. It refers to all the EMC problems that arise in high-speed products due to 
the interconnections [3]. Some of the main SI problems include ringing, cross talk, 
SSN, impedance mismatching, and signal delay and loss. The PI is the measure of 
the power supply for the normal work of the high-speed circuits. It is about how to 
design the PDN to deliver a constant voltage to every IC.

For the high-speed circuit, SI, PI, and EMI (especially the RE) are the three 
major EMC issues. In the following subsection, some typical SI, PI, and EMI issues 
related to the high-speed circuit are discussed.

1.1.1 Power Distribution Network

All ICs inside the package need power supply. Owing to the large size of the power 
device, it cannot be directly connected to the ICs. Therefore, the PDN is employed 
to deliver voltage from the power device to all ICs. The PDN of the high-speed 
circuit is composed of a huge number of traces with a very complex layout that have 
parasitic inductance and resistance. Owing to these parasitic components, there 
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Figure 1.2 EMC problems divided into RE, CE, RS, and CS.
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will be a voltage drop and ripple along the PDN during the delivery of voltage. At 
the same time, the PDN is the largest set of conductors inside the package and on 
the PCB and, therefore, the largest unintended antenna for RE and RS problems.

An entire PDN of the high-speed circuit includes the PDNs in package and 
PCB. Figure 1.3 shows a schematic diagram of these PDNs, which include the 
voltage regulator module (VRM), decoupling capacitors (Decaps), power–ground 
planes (PGPs) or power–ground grids (PGGs), and metal traces connecting them 
together.

1.1.1.1 Decoupling Capacitors

The VRM is used to change the DC voltage level. It can control the output voltage 
level by changing the output current. Decoupling capacitors are connected between 
the power and ground of the PDN and are usually close to the circuits/ICs. They 
are used to decouple the VRM and the circuits: 

 1. They work as the circuits/ICs local spare battery and provide the current 
immediately through their discharging when circuits need a large working 
current, so as to release the current burden of the VRM. After this, Decaps 
will be charged by VRM again and will be ready for the next discharging. 
In this way, the VRM and circuits are decoupled by Decaps.

 2. The high-speed circuit generates a high-frequency noise, which couples to 
and propagates along the PDN. Decaps provide a low-impedance or a short-
circuit path for this noise and let it bypass the VRM. Decaps also eliminate 
the noise propagation inside the PDN.

Decaps in PCB, package, and IC work at different frequency bands [4]. As shown 
in Figure 1.3, the bulk Decap near the VRM provides the bypass function at low 
frequencies (several kilohertz to megahertz). The surface-mounted Decap on the 
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Figure 1.3 PDNs in package and PCB (cross section).
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PCB is closer to the chip and can provide a low-impedance path at the middle fre-
quencies (10–100 MHz). For higher frequencies (greater than 100 MHz), Decaps 
inside the package and ICs are used. For the package and ICs where the silicon is 
used as the substrate, Decaps are always made of the metal–oxide–semiconductor 
(MOS) structure.

All kinds of Decaps always have the parasitic inductance and resistance. The 
parasitic inductance prevents the Decap from providing the current immediately 
and also increases the Decap impedance at a high frequency. Owing to the para-
sitic inductance, the application of the bulk and surface-mounted Decap is limited 
to frequencies less than hundreds of megahertz. In order to increase the working 
frequency of the Decap, the thin film with a high dielectric constant is embedded 
in the PCB or package substrate to serve as the Decap. This embedded Decap has 
a very small parasitic inductance, so it can work at a higher frequency. However, 
this also increases the fabrication cost. Chapter 5 presents a detailed discussion on 
Decap and embedded materials.

1.1.1.2 Power–Ground Planes and Power–Ground Grids

When PDN provides instant currents for fast-switching circuits, the spectrum of 
these currents covers very high frequencies. Owing to the skin effect, current flows 
mainly on the surface of the conductor at high frequencies. Since the effective cross 
section of the conductor is reduced, the skin effect causes the effective resistance 
of the conductor to increase at higher frequencies. In order to reduce the effective 
resistance of the PDN, usually metal planes, shown in Figure 1.3, instead of metal 
lines, are employed to deliver the current to circuits, since the metal planes have a 
larger surface area than the metal lines. At the same time, a complete metal plane 
inside multilayered PCBs also provides a good electromagnetic shielding between 
different PCB layers and greatly reduces the noise coupling. However, those metal 
planes cannot be employed for the package PDN. For the package with the silicon 
as the substrate, a large metal plane is easy to peel off from the silicon during the 
fabrication process, and the metal will also be diffused into the silicon. In most of 
silicon processes, the maximum metal patch size is in the order of several tens of 
micrometers, so that the PGGs, shown in Figure 1.3, instead of PGPs, are used for 
package PDN. Such a grid PDN is composed of two metal layers. On each layer, 
there is alternative distribution of power and ground lines. Through vias are used to 
connect the power (or ground) lines from the top to the bottom layer to form the 
power (or ground) network.

Although the PGPs and PGGs can reduce the resistance of the PDN at high 
frequencies, they also have PI, SI, and EMI problems due to the transmission 
line effect. In the following, the PGP is used to demonstrate such EMC prob-
lems. For the PGG, it has the similar problems. Figure 1.4a demonstrates the PI 
issue of a power–ground pair, where a circuit is connected to it at the  connection 
point. When the distance between the power supply and the connection point is 
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not smaller enough than the wavelength, owing to the impedance transforma-
tion of the transmission line, the transformed internal impedance of the power 
supply Zin at the connection point is not equal to the original internal imped-
ance of the power supply at high frequencies, Z Zs in≠  . Zin, is also frequency-
dependent, and, especially, can be very large at the resonant frequencies of the 
power–ground pair. This will eliminate the high-frequency components of the 
supply current and, hence, stop the PDN, providing instant currents with short 
rising/falling time for  fast-switching circuits.

The PGPs also have SI and EMI issues. Inside multilayered PCBs, the hori-
zontal traces are distributed between different power and ground planes, as shown 
in Figure 1.4b, where each metal plane can be a power or ground plane. Their 
return currents flow on the PGPs close to them. When the traces pass through 
 different planes, there will be so-called return-path discontinuities, as shown in 
Figure 1.4b. Therefore, a vertical displacement current is induced between different 
planes to ensure the continuity of the return currents. These displacement currents 
will induce electromagnetic noise, which then couples to other signal traces passing 
through the same PGPs and increases their cross talk. At the same time, this noise 
also leaks to the surrounding area. In this case, the power–ground pair works as a 
patch antenna, and the displacement current works as its excitation current. Above 
interferences will be pronounced if the noise spectrum covers any inherent resonant 
frequency of the cavity-like pair of PGPs.

Power plane

Ground plane

± Zin

Zs

Via

Circuit
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Figure 1.4 EMC problems related to PGPs: (a) PI (cross section) and (b) SI 
and EMI (From Wei, X. C. and Li, E. P., IEEE Trans. Microw. Theory Tech., 58, 
559–565, 2010).
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1.1.2 Through-Silicon Via

1.1.2.1 3D Integration and Through-Silicon Vias

Moore’s law states that the number of transistors in a microprocessor chip will 
double every two years or so. However, in recent years, when the dimensions shrink 
to deep submicron for the lithography process, quantum effect and short-channel 
effect become serious problems. The semiconductor technology gradually achieves 
its physical limits, and this becomes the bottleneck of Moore’s law. A crucial obser-
vation from product data in recent years is that transistor density in actual prod-
ucts has not scaled, as would have been expected according to Moore’s law. As the 
principle that has powered the information-technology revolution since the 1960s, 
Moore’s law is nearing its end [6].

For the future development of the semiconductor industry, ITRS lays out a 
research and development plan on more-than-Moore strategy. Various packages 
have been developed toward the high-density integration. In particular, a three-
dimensional (3D) structure with a TSV technology has emerged as a viable solu-
tion for more-than-Moore strategy [7,8]. Unlike the traditional two-dimensional 
(2D) layouts of the devices inside a chip, 3D IC integration is characterized as a 
system-level architecture, in which multiple layers of planar devices are stacked and 
interconnected using TSVs in the vertical direction. A TSV is a coated metal via 
residing in a silicon substrate for vertical interconnection between stacked dies. The 
transform from 2D IC integration to 3D IC integration is just like that in a modern 
city: individual houses are replaced by high-rise buildings in order to achieve more 
living space. The TSVs, just like the lifts used in those high-rise building, provide 
fast and efficient electrical connections between different layers of 3D ICs.

Conventional 2D architectures for processors have their L2 cache on a separate 
die. Processor-to-cache interconnections thus consist of long lines, which slow down 
the data transfer speed and introduce significant Ohmic loss (as high as 50% of the 
electrical power is consumed in interconnects). The TSV technology offers a die-to-die 
stacking, which greatly reduces the interconnect length and increases the bandwidth. 
Therefore, the TSV technology is probably the best choice for logic and memory appli-
cations. In the future, the 3D architecture will integrate different components into 
one package, such as antennas, sensors, and power management and storage devices. 
This is known as the heterogeneous integration, as shown in Figure 1.5. It will provide 
customers with more portable, reliable, and powerful electronic products.

The 3D integration consists of 3D IC packaging, 3D IC integration, and 3D 
silicon integration [9]. Among all those 3D integrations, TSV-based interposer 
(passive and active) is preferred by industries due to its easy fabrication and good 
heat dissipation. Figure 1.6 shows a typical TSV-based interposer. The interposer 
is a silicon substrate inserted between the die stack and the second-level package. 
It serves as a space transformer through redistribution by connecting the fine-pitch 
microbumps to the coarser-pitch C4 bumps [1]. Redistribution layer (RDL) is the 
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metal layer on the top and bottom of the interposer. It is used for the horizontal 
interconnection, and TSV is used for the vertical interconnection.

1.1.2.2 EMC Problems Related to TSV

The TSV technology shows many advantages such as shorter interconnect length, 
simpler exchange interface, greater integration density, and lower power consump-
tion. However, 3D IC and TSVs also introduce new challenges. These include the 
high density and high aspect ratio via etching; low temperature process for passivation 
and metallization; high-speed and high-aspect-ratio via filling; thinned wafer/device 
handling; high-speed and precise die/wafer level alignment and assembly processes 
(die to wafer and wafer to wafer), testing, and methodology; and competitive cost.

Owing to the reduced size, heat dissipation is one of the most serious challenges 
in 3D IC designs, and this can degrade the SI. The TSV that can provide vertical 
heat dissipation through stacked silicon chips is proposed. The TSV can be used 
to reduce the circuit temperature to a satisfactory level in a 3D IC, which is called 
thermal TSV [10,11]. Therefore, the thermal TSV insertion cooling scheme is a hot 
research topic emerging as an effective solution to solve thermal issues in a 3D IC.
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Figure 1.5 Heterogeneous integration (From Professor Joungho Kim at KAIST, 
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Figure 1.6 A typical TSV-based interposer.
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From the aspect of the electrical performance of TSVs, we need to consider the 
loss of silicon interposer, TSVs parasitic inductance, and capacitance effects on high-
speed signaling, impedance mismatching, cross talk within dense TSVs arrays, die-
to-die vertical coupling, electromagnetic radiation from TSVs, and so on.

Unlike the other substrate materials, silicon is a loss material. Therefore, the 
signal propagation along horizontal traces and TSV in a silicon substrate will go 
through a larger IL. Figure 1.7 shows the simulated IL (S21) of a differential line on 
the silicon substrate, where the conductivity of the silicon is 50 S/m and the fre-
quency is 10 GHz. Its decay ratio is about 1.7 dB/mm, which is much larger than 
that of the same differential line on the FR4 substrate. This loss will increase the bit 
error rate. For industrial applications, one major EMC concern of the 3D IC and 
TSV is the loss of a silicon substrate at a high frequency. This frequency-dependent 
loss also results in signal distortion in the time domain. In [12], an equalization 
method is proposed to get a flattened IL of the TSV. To reduce the material loss, a 
couple of glass companies have reported large, thin, and low-cost glass wafers with 
high quality and their usage for through glass via (TGV) [13]. In comparison with 
silicon interposer, glass interposer has a high electrical insulation, which is help-
ful to reduce the signal propagation loss. However, the glass interposer also shows 
excessive jitter and reduced eye height, as compared with the silicon interposer [14].

Besides silicon loss, there are other EMC risks for the TSV-based interposer. The 
parasitic inductance of the ground/power TSVs will increase the total impedance of 
PDN and result in PI problems. The 3D stacked chips also introduce vertical noise 
coupling due to the short distance between different chips [15]. With the increase in 
the number of I/Os of highly integrated systems, highly dense integration of TSVs 
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and active circuits on a die has to be realized for a small form factor. Therefore, 
active circuit-to-TSV cross talk has to be severely considered for the SI in the 3D IC 
design [16]; this provides a solution to reduce the cross talk between active circuit 
and TSV by using the guard ring method.

1.1.3 Signal Delay

Complementary metal–oxide–semiconductor (CMOS) devices have high noise 
immunity and low static power consumption. These properties make them com-
monly employed in modern high-speed digital chips. The CMOS inverter is a basic 
device unit in these chips and includes a positive channel-metal-oxide-semiconductor 
(PMOS) and an negative channel-metal-oxide-semiconductor (NMOS) connecting 
both gates and both drains together, as shown in Figure 1.8a. The PMOS tran-
sistor presents a low resistance between its source and drain contacts when a low 
gate voltage is applied and presents a high resistance when a high gate voltage is 
applied. The NMOS transistor presents a high resistance between its source and 
drain when a low gate voltage is applied and presents a low resistance when a high 
gate voltage is applied. The low resistance allows the current to flow through it and 
can be considered the ON state of the PMOS/NMOS, whereas a high resistance 
limits the current flowing through it and can be considered as the OFF state of the 
PMOS/NMOS. Therefore, the CMOS inverter can be taken as a switch, as shown 
in Figure 1.8b. When input voltage is low (“0” level), the NMOS transistor is OFF 
and the PMOS transistor is ON, and then, the output is connected to the Vdd and 
the current can flow from the power supply to the output. When input voltage is 
high (“1” level), the NMOS transistor is ON and the PMOS transistor is OFF, and 
then, the output is connected to the ground Vss .

Owing to the parasitic inductance of the PDN, SI and PI problems could result 
when the CMOS inverter is connected to PDN and draws the current in it. Two of 
their major issues are signal delay (or settling time) and SSN.

The high-speed IC includes the core devices and I/O devices. In order to reduce 
switching time for the core devices between “0” level and “1” level and reduce their 

Input Output

PMOS

NMOS

Vdd

Vss

Vdd

Vss

Output

Input is “1”

Input is “0”

(a) (b)

Figure 1.8 (a) CMOS inverter and (b) its equivalent circuit.
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power consumption, they are usually supplied with a low voltage. Since I/O devices 
are used to communicate with the circuits outside the IC, their noise level is higher 
than that of the core devices. In order to increase their noise immunity, I/O devices 
are supplied with a high voltage. In the following section, the signal delay due to the 
parasitic inductance of the PDN is briefly introduced for the core and I/O devices.

1.1.3.1 Core Devices

For a core device shown in Figure 1.9a, the output of a CMOS inverter is con-
nected to the gate of the next field-effect transistor (FET). Owing to the MOS 
configuration of the FET gate, the FET can be taken as the capacitance load-
ing to the previous CMOS inverter. Considering the inverter as a switch, the 
core device in Figure 1.9a can be equivalent to the RLC circuit of Figure 1.9b, 
where L is the parasitic inductance of the PDN, C is the capacitance of the 
FET gate, R means the on resistance of the PMOS of inverter, and U V Vs dd ss= −
. Initially, the input of the inverter is on “1” level, the FET is connected to the 
ground, and its gate is on “0” level. At t = 0, the input of the inverter changes 
from “1” to “0” and the FET gate will be charged until it reaches “1” voltage 
level. This change can be described by using the zero-state series of RLC cir-
cuit in Figure 1.9b. For this circuit, its second-order differential equation and 
initial conditions are

 LCU t RCU t U t UC C C s′′ + ′ + =( ) ( ) ( ) , and  (1.1)

 UC LI( ) ( )0 0 0− −= =  (1.2)

where U tC ( ) and I t CU tL C( ) ( )= ′  are the voltage over C and current flowing through 
L, respectively.
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Figure 1.9 (a) Core device and (b) its equivalent circuit.
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When R L LC2 1
2( ) > ( ), the solution of Equation 1.1 is 
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Since s1,2 are negative real numbers, magnitudes of ( / )e ss t1
1  and ( / )e ss t2

2  will mon-
otonously decay to zero for t → ∞, and UC st U( ) ≈   when t is large enough. Uc(t) 
shows an overdamping response. Therefore, the rising time from “0” to “1” at the 
FET gate is decided by the decay factors s1,2, and they also decide the delay of 
the signal send from the output of previous inverter and arriving at the input of 
the next FET.

For R L LC2 1
2( ) >> ( ), from Equation 1.4, we have: 
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Equation 1.5 gives two delays: L/R delay and RC delay, which are related to ( / )e ss t1
1  and 

( / )e ss t2
2  in Equation 1.3, respectively. Since ( / ) ( / ) ( / ) ( / )R L LC R L RC2 1 12

 → , 
the rising time of UC(t) is mainly decided by the RC delay. Therefore, for a small PDN 
inductance, its effect on signal delay is not obvious.

When ( / ) ( / )R L LC2 12< , the solution of Equation 1.1 is

 U t Ke t UC
t

d s( ) cos(= + +−α ω φ)  (1.6)

where α = ( / )R L2 , ωd LC R L= −( / ) ( / )1 2 2 , φ = − −tan ( )1 α ωd , and 
K = −( /cosUs φ).

From Equation 1.6, we can see that UC(t) shows an underdamping response. 
It is an oscillating function with a decay factor α. A smaller L is helpful in reducing 
the oscillation and getting a shorter settling time.

For the core device with the fixed C and R, the effect of PDN parasitic induc-
tance L on UC(t) is plotted in Figure 1.10, where Us = 1 V, C = 1 nF, R = 1 Ω, and 
L = 1 nH and 0.2 nH, respectively. When L is so large that UC(t) is underdamped, 
there is overshoot, and it takes a longer time for the signal to achieve its steady state.
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1.1.3.2 I/O Devices

For the I/O device shown in Figure 1.11a, the output of a CMOS inverter is con-
nected to an external interconnector, where the interconnector is located in package 
or on PCB. Since the length of the interconnector is comparable to the working 
wavelength, it should be taken as a transmission line with the characteristic imped-
ance Z0. The equivalent circuit of Figure 1.11a is shown in Figure 1.11b, where ZL is 
the load impedance, R means the on resistance of the inverter, and L is the parasitic 
inductance of the PDN. There are two delays for the signal sent from the output 
of the inverter and arriving at the load: the L/R delay and the interconnector delay.

In this subsection, it is assumed that ZL = Z0, so that the load impedance 
is matched with the characteristic impedance of the interconnector. According 
to the analysis in subsection 1.1.3.3, under this impedance-matching condition, 
the interconnector delay is smaller than the L/R delay and is ignored. Therefore, the 
 interconnector is taken as an ideal conductor in circuit analysis. The equivalent 
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circuit of Figure 1.11b can be taken as a first-order zero-state series LR circuit, and 
the voltage at the input of the interconnector is

 U t
U Z
Z R

es
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t
( ) =

+
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







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U(t) has only the L/R delay, which is decided by the decay factor –R/L. Figure 1.12 
shows the change of U(t) with t for L = 1 nH and 0.2 nH, where R = 1 Ω, Z0 = 50 Ω, 
and Us = 1 V. For a smaller L, e R L t−( )  approaches to zero quickly, and then, the ris-
ing time from “0” to “1” at the interconnector input is faster.

1.1.3.3 Interconnector

It should be noted that U(t) in Figure 1.12 is the signal at the input of the intercon-
nector but not the signal at the load ZL. For the signal arriving at the load, it will go 
through another delay related to velocity of the electromagnetic wave propagating 
along the interconnector. When both load impedance and source internal imped-
ance mismatch with the interconnector characteristic impedance, the interconnec-
tor delay or settling time will become large and cannot be ignored. The simplified 
transmission line model of the interconnector shown in Figure 1.13 is used to dem-
onstrate the effect of such impedance mismatching on the signal delay, where l, Z0, 
and vp are the length, characteristic impedance, and signal propagation velocity of 
the interconnector, respectively, and RL is the load resistance. For simplicity, the 
PDN and CMOS invertors shown in Figure 1.11a are taken as the switch and the 
equivalent source with a fixed voltage Us and internal resistance Rs, and the trans-
mission line is taken as lossless.

At t = 0, the switch in Figure 1.13 is turned on and the signal voltage will propa-
gate from the source to the load. At t = T ( )T l vp= , the signal arrives at the load. 

0 2 4 6 8
0.0

0.2

0.4

0.6

0.8

1.0

1.2

U
c(t

) (
V)

Z0/(Z0 + R)

Time (ns)

L = 1 nH
L = 0.2 nH

Figure 1.12 Response of U(t) under different values of PDN parasitic inductance.
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Considering the impedance mismatching at the load ( )R ZL ≠ 0  , part of the signal 
will be reflected by the load, back to the source. When the reflected voltage arrives 
at the source at t T= 2 , due to the impedance mismatching at the source ( )R Zs ≠ 0  , 
it will be partially reflected again by the source forward to the load and arrive at the 
load at t T= 3 . This multireflection continues for t = ∞. Therefore, the total incident 
signal voltage at the load can be taken as a summation of all incident voltages arriv-
ing at the load at different time, as shown in Figure 1.13.

 1. At t T= , the first incident voltage arriving at the load is U1. For t T< , there 
is only incident voltage traveling toward the load, so the transmission line 
together with the load can be taken as an impedance Z0. This results in 
U U Z Z Rs s1 0 0= +( ).

 2. At t T= 3 , the second incident voltage arriving at the load is U2, where 
U U L s2 1= Γ Γ  is the voltage reflected by the load and source. The voltage 
reflection coefficients of the load and source are defined as

 ΓL
L

L

R Z
R Z

= = −
+

reflected voltage
incident voltage

at the load

0

0

,, and (1.8)

 Γ s
s

s

R Z
R

= = −
+

reflected voltage
incident voltage

at the source

0

ZZ0

 (1.9)

 We have ΓL ≤1 and Γ s ≤1.
 3. At t T= 5 , the third incident voltage U U UL s L s3 2 1

2 2= =Γ Γ Γ Γ  arrives at the load.
 4. At t n T= −( )2 1  for n = …1 2, , , the nth incident voltage U Un L

n
s
n= − −

1
1 1Γ Γ  

arrives at the load.
 5. The total incident voltage at t n T= −( )2 1  is

Us
+
−

Rs

RL

t = 0 U1

U2 = U1ΓLΓs

U3 = U1ΓL
2Γs

2

Σ UL = (1 − ΓL)ΣUi
i=1

∞

Z0 vp
Load
UL

Source l
T

3T

t

5T

Figure 1.13 Transmission line model of the interconnector.
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Owing to the reflection at the load, the total voltage on the load is the total incident 
voltage U total

inc  plus its reflected voltage ΓLU total
inc , which is
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Substituting Equations 1.8 and 1.9 into Equation 1.11 and considering the sum 
formula of the geometric sequence, we have: 

 U t U UL t n T L
L
n

s
n

L s
L

n( ) ( ) ( )( )
= −( ) = + −

−
= ∞ −

2 1 1 1
1
1

1Γ Γ Γ
Γ Γ

 α  (1.12)

where α = Γ ΓL s, and U U R R RL s L L s( ) ( )∞ = +  is the steady voltage on the load.

From Equation 1.12, we can get the following conclusions:

 1. Γ ΓL s, ≤ →1 α ≤ 1, so when t is large enough, UL is just the voltage across 
the load when the interconnector is considered as lossless and there is no delay 
conductor in DC analysis.

 2. When either the load or source is matched ( )Γ ΓL s= =0 0 or , α = 0 and 
U t UL t n T L( ) ( )

( )= −
= ∞

2 1
. UL will achieve its steady state after t T> . This means 

that under impedance matching, the interconnector delay is decided only 
by the time of flight T l vp=  along the interconnector. This delay could be 
smaller than other delays, such as the RC delay for core devices and L/R delay 
for I/O devices, when the interconnector inside the package or on the PCB is 
short.

 3. When both load and source are not matched, the interconnector delay will 
become large. In the following section, the voltage waveform over the load 
is analyzed for α > 0 and α < 0. Let us consider a PCB trace as an intercon-
nector. This PCB trace is a microwave strip line with the length l = 3cm. It 
is mounted on the FR4 substrate with relative permittivity of 4.4. Therefore, 
T l v nsp= ≈ × ≈( ) ( . ) . .0 03 3 10 4 4 0 28 . Assuming Rs = 1 Ω, Z0 = 50 Ω, 
and Us= 1 V in Figure 1.13, the change of UL(t) with time under differ-
ent values of RL is plotted in Figure 1.14. For α > 0, UL(t) shows an over-
damped response, as shown in Figure 1.14a. The larger the load impedance 
mismatching, the larger the interconnector delay. For α < 0, UL(t) shows an 
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underdamped response, as shown in Figure 1.14b. The larger the load imped-
ance mismatching, the longer the settling time of UL(t). When the end of the 
trace is opened ( )RL = ∞ , the oscillation is so strong that it takes UL(t) more 
than 50 ns to settle down, in comparison with 0.2 ns delay time when the load 
is matched.

1.1.4 Simultaneous Switching Noise

The voltage level provided by the PND should keep constant for the normal work 
of circuits. However, when lots of CMOS inverters, shown in Figure 1.9, switch 
at the same time, a heavy current is drawn from the PDN. Owing to the parasitic 
inductance and resistance of the PDN, the supplied voltage of the PDN will drop. 
This will results in a gate voltage of other CMOS inverters and FETs connected to 
the same PDN drop at the same time, causing unstable operation of a logic gate. 
This phenomenon is named as simultaneous switching noise. It is a major PI prob-
lem for high-density and high-speed circuits. The SSN is also known as the ground 
bounce, power bounce, and Delta-I noise.

Figure 1.15a shows two CMOS inverters connected to the same PDN. Their 
equivalent circuits are shown in Figure 1.15b, where U V Vs dd ss= − ; R1, R2, C1, C2, and 
L have the same meanings as those in Figure 1.9b. For inverter 2, its NMOS transis-
tor is OFF and PMOS transistor is ON, and voltage across its load is Us (“1” level). 
When the input of the inverter 1 changes from “1” to “0,” the current will be drawn 
from the PDN to change C1, until it reaches “1” voltage level. By using the voltage 
Uc1(t) over C1 obtained from Equations 1.3 and 1.6, the voltage across the PDN par-
asitic inductor L can be calculated as U t Li t LC U tL c( ) ( ) ( )= ′ = ′′1 1 . Therefore, the volt-
age applied on C2 will be reduced to U t U U t U LC U tc s L s c2 1 1( ) ( ) ( ).≈ − = − ′′  When 
UC2(t) is below the threshold, the output of the inverter 2 will be taken as “0” level, 
which will results in malfunction of the logic gate.
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Figure 1.14 Change of UL(t) with time, under different values of RL. (a) αα >> 0 and 
(b) αα << 0.
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The example in section 1.1.3.1 is used here again to demonstrate the effect of L 
on UC2(t), where Us = 1 V, C1 = 1 nF, R1 = 1 Ω, and L = 1 nH and 0.2 nH, respec-
tively. The result is plotted in Figure 1.16. From this figure, we can see that a larger 
PDN parasitic inductance results in a larger supply voltage fluctuation.

Above-mentioned analysis is based on the simplified CMOS inverter. For prac-
tical CMOS, it also shows signal delay. Therefore, Us in Figure 1.15b should be a 
step function with a rising time tr. Figure 1.16 is obtained when the CMOS delay 
is much smaller than the L/R delay and the RC delay.

When the CMOS delay is larger than the RC delay and the RC delay is 
much larger than the L/R delay, that is, t RC L Rr   ( / ), the voltage across L 
will get its maximum value at t = tr, as shown in Figure 1.17a. In Figure 1.17a, 
the PDN parasitic resistance is considered, so U UL smax ≠  . For this case, the 
voltage fluctuation over C2 is shown in Figure 1.17b, where the parasitic induc-
tances of both power lines and ground lines are taken into account. Under 
t RC L Rr   ( / ), for the core devices shown in Figure 1.15b, ULmax can be 
approximated as [4]: 

 U Li t
LU
Rt

L
s

r
max max( )= ′ ≈  (1.13)

L

Inverter 1 Inverter 2

Us
R2R1

UC2C2C1

(b)

(a)

Vdd

Vss

Input changes
from “1” to “0”

L

+ −UL

+
−

+

−
UC1

+

−

Figure 1.15 (a) Two CMOS inverters connected to the same PDN and (b) their 
equivalent circuits.
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where R includes the parasitic resistance of the PDN and the on resistance of CMOS 
inverter. For the I/O devices in Figure 1.11a, with t L Rr  ( / ), similarly, we have 

 U Li t
LU

Z R t
L

s

r
max max

= ′( ) ≈
+( )0

 (1.14)

Equations 1.13 and 1.14 are useful to estimate the maximum PDN parasitic induc-
tance L for an allowable supply voltage ripple ULmax/Us, CMOS delay presented by tr, 
and resistance R.

1.1.5 Cross talk

Cross talk (XT) means that a signal transmitted in one circuit or channel creates 
an undesired effect in another circuit or channel. Owing to the increased working 
frequency, cross talk has become a serious problem for high-speed circuits and a 
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Figure 1.16 Change of UC2(t) with time, under different values of L.
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major obstacle of interconnectors’ layout. When the circuit size is smaller than the 
wavelength of interest, the cross talk can be explained by the undesired conduc-
tive, capacitive, or inductive coupling from one circuit to another, as shown in 
Figure 1.18a–c, respectively [17]. 

 1. Conductive cross talk occurs when the aggressor and victim circuits share the 
same ground. The finite impedance Z of the shared ground results in a voltage 
drop that appears across both circuits.

 2. Capacitive cross talk is due to the parasitic mutual capacitance C between 
the aggressor and victim circuits; this results in a current leakage from one to 
another. Usually, capacitive coupling induces a current in the victim circuit 
that is proportional to the time derivative of the source signal [i.e., C dV dt( / )].

 3. Inductive cross talk is caused by the parasitic mutual inductance M between 
the aggressor and victim circuits, which is similar to the coupling between 
the primary and secondary windings of a transformer.

Above-mentioned parasitic parameters Z, C, and L in Figure 1.18 can be extracted 
by using the quasi-static software, such as the ANSYS Q3D. When the circuit size 
is comparable with the wavelength of interest, both electric and magnetic fields 
have contributions to the coupling between the aggressor and victim circuits, 
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Figure 1.18 Cross talk caused by (a) conductive, (b) capacitive, (c) inductive, and 
(d) electromagnetic field coupling.
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as shown in Figure 1.18d. In that case, a single parasitic parameter Z, C, or L is not 
enough to accurately describe the cross talk. Full-wave simulation must be used to 
calculate the cross talk.

In EMC engineering applications, the cross talk is classified as near end cross-
talk (NEXT) and far end cross talk (FEXT). For the aggressor and victim  circuits 
shown in Figure 1.19, NEXT is the coupling at the same ends of the circuits, 
whereas FEXT means the coupling at the different ends of the circuits. The scatter-
ing parameters are commonly used in EMC measurement. Assuming the signal as 
input from Port 1 of the aggressor circuit, NEXT and FEXT in Figure 1.19 can be 
defined by S31 and S41, respectively. At the same time, S11 and S21 are defined as the 
return loss and the insertion loss (IL), respectively.

For a pair of identical traces, as shown in Figure 1.20, Cs, Cm, Ls, and Lm are the 
self-capacitance, mutual capacitance, self-inductance, and mutual inductance per 
unit length of the trace, respectively. Port 1 of the aggressive trace is excited by a 
pulsed voltage source V tin( ), and ports 2 to 4 are terminated with the characteristic 
impedance Z0 of the trace. V tin( ) will induce NEXT and FEXT on the victim trace 
through the mutual capacitance Cm and inductance Lm. Assuming that the signal 
traveling along the aggressive trace is not affected by the victim trace, both capaci-
tively and inductively induced voltages on the victim are proportional to the slope 
of V tin( ). The capacitively coupled voltage uc on victim will propagate to ports 3 and 4 

Port 1 Port 2

Port 4Port 3

Aggressor circuit
IL, S21

NEXT, S31 FEXT, S41

Victim circuit

Return loss,
S11

Figure 1.19 Near-end cross talk and far-end cross talk.
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Figure 1.20 NEXT and FEXT voltages of a pair of traces.
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with same polarity, whereas the inductively coupled voltage uL will propagate to 
ports 3 and 4 with opposite polarity.

Assuming that the delay time tf of the trace is greater than the rising time of 
V tin( ), the analytical formula can be obtained to calculate NEXT and FEXT. The 
pulse width of the NEXT voltage V tne ( ) is equal to a round-trip delay of the aggres-
sive trace [18], and 

 V t
C

C C
L
L

V t V t tne
m

s m

m

s
in in f( ) ( ) ( )=

+
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The FEXT voltage V tfe ( ) is proportional to the length of the trace [18], and 
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where l v t f/ = .
More accurate cross talk results can be obtained by using the full-wave  simulation. 

Figure 1.21a,b plot a pair of coupled signal traces and their full-wave simulated 
NEXT and FEXT, respectively. From Figure 1.21b, we can see that both NEXT 
and FEXT will decrease with the increased distance between these two traces. The 
current distribution on these two traces is plotted in Figure 1.21a at 2 GHz, where 
signal is an input from port 1. The induced current at ports 3 and 4 can be seen in 
this figure.

1.1.6 Impedance Mismatching

For high-speed circuits, impedance matching along the whole interconnector is 
very important to avoid signal distortion. As shown in subsection 1.1.3.3, when 
characteristic impedance of the interconnector is different from that of the load 
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Figure 1.21 (a) Current distribution on two signal traces at 2 GHz, where port 1 
is excited and (b) near-end cross talk and far-end cross talk.
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and source, there will be a larger signal delay and a longer settling time. The discon-
tinuities along the interconnectors will also introduce impedance mismatching and 
result in signal reflection. Such discontinuities could be a slot on the ground plane, 
a through-hole via, a stub of the through-hole via, and so on.

The through-hole via provides electric connection between traces at different 
PCB layers; however, its parasitic capacitance and residual stub also make the imped-
ance of the interconnector discontinuous. Figure 1.22a shows a typical through-
hole via that goes through the metal plane and connects the traces on the top and 
bottom layers. The antipad is the air gap between the via and the metal plane. The 
antipad contributes the parasitic capacitances C1 and C2 between the via and the 
metal plane. The current flowing along the via provides a partial inductance L. 
Therefore, the via can be equivalent to a PI circuit, as shown in Figure 1.22b. 
The  top and bottom traces in Figure 1.22a can be equivalent to the microstrip 
lines 1 and 2, respectively, in Figure 1.22b. As shown in Figure 1.22c, the via’s PI 
circuit is inserted between two microstrip lines, which results in the  impedance 
discontinuity between them.

Usually, the parasitic capacitances C1 and C2 have a greater effect on impedance 
mismatching than the parasitic inductance L. Their values can be calculated as [19]: 
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where K0 is the modified Bessel function of the second kind with zero order. 
k n hn g= ( ) −π λ/ ( / )/2 11 2

2 2 , with λ εµg f= ( )1 0  being the wavelength in the 
 substrate. Dimensions a, b, and h1/2 are shown in Figure 1.22c. If knb > kna > 30, 
to avoid the computing error for large arguments in Bessel functions, the following 
asymptotic formulas of Bessel functions are used: 
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Figure 1.22 (a) Through-hole via, (b) its equivalent circuit, and (c) its dimensions 
(cross section).
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The partial inductance L can be obtained by considering a finite-length straight 
conductor in the free space: 
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The traces + via of Figure 1.22a are simulated to demonstrate the effect of the 
via on signal propagation, where a = 0.1 mm, b = 0.3 mm, h1 = 0.4 mm, and 
h2 = 0.5 mm. FR4 with ɛr = 4.4 and loss tangent = 0.02 is used as the substrate. 
The total length of the trace is 40 mm. Figure 1.23a,b plot the magnitude and 
phase of S11, respectively and Figure 1.23c,d plot the magnitude and phase of S21, 
respectively. The results from the full-wave simulation are used here as a reference. 
The results from the equivalent circuits of Figure 1.22b with and without (where 
two microstrip lines are directly connected in Figure 1.22b) the via’s PI circuit are 
compared with result from the full-wave simulation. From Figure 1.23, we can see 
that the PI equivalent circuit of the via can give an accuracy result in comparison 
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with the full-wave simulation results. A more accurate result can be obtained by 
considering the parasitic capacitance of the trace bends in the equivalent circuit of 
Figure 1.22b.

The magnitude fluctuations of S11 and S21 in three curves of Figure 1.23 result 
from impedance mismatching between the top and bottom traces (because h1 ≠ h2). 
By comparing the magnitudes of S11 and S21 with and without via, we can see that 
the via changes S11 and S21 at high frequencies and gives a non-equal amplitude 
oscillation of S11 and S21.

Besides the through-hole via, the slot is another common discontinuous struc-
ture in multilayered PCBs. Slots are etched on a metal plane to isolate the noisy 
circuits from the sensitive circuits or to provide different voltage levels. For a signal 
trace above the slot, as shown in Figure 1.24, its return current on plane 1 had to 
find a path to get round the slot: it will flow to plane 2 and back to plane 1 for a 
slot with a large width, or it will flow from two ends of the slot for a narrow and 
short slot. These will change the characteristic impedance of the trace part over the 
slot or introduce additional parasitic inductance and capacitance along the return 
current path. All of these result in impedance mismatching. The simulated magni-
tude of S21 of the trace, with and without the slot, is plotted in Figure 1.25, where 
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Figure 1.24 Return currents of the trace above a slot.
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Figure 1.25 Magnitude of S21 of the trace, with and without the slot.
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the trace is designed with the characteristic impedance of 50 Ω and the width of 
the slot is 10 mm. From this figure, we can see that the slot reduces the magnitude 
of S21. Especially, it introduces troughs to S21 at some frequencies, which are the 
resonant frequencies of the slot, and the slot forms a stopband filter for the return 
current. Figure 1.26a,b plot the return current distribution on plane 1 at a non-
resonant frequency (0.4 GHz) and the first resonant frequency (0.52 GHz) of the 
slot, respectively. From this figure, we can see that at the resonant frequency, the 
slot greatly eliminates the return current and results in a large reflection.

1.2 EMC Modeling
In the previous section, some typical EMC issues related to high-speed circuits have 
been discussed. The efficient and accurate modeling and simulation technologies 
are a great help to better understand those EMC issues and find their solutions. 
The full-wave methods, such as the finite element method, methods of moments, 
and finite-difference time-domain, can give an accurate result because they use the 
mesh to model every detail of the object. Although the overall size of the high-speed 
 circuit is small enough to apply these full-wave methods, the high aspect ratio of 
the substrate and the huge and tiny structures (narrow slots, through-hole vias, wire 
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Figure 1.26 Return current distributions on plane 1 at (a) 0.3 GHz and (b) 0.52 
GHz (the first resonant frequency).
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bondings, and so on) result in a huge number of mesh. This makes these full-wave 
methods very expensive in terms of computing time and memory requirement.

In comparison with the full-wave methods, the field–circuit hybrid methods 
are more efficient. The complex structure is discretized into several parts, and 
equivalent circuits for every part are extracted individually by solving their electro-
magnetic fields. By this way, the original complex electromagnetic field problem is 
simplified to the circuit simulation problem. The circuit simulation is very fast and 
can explain the inherent mechanism of EMC problems. Therefore, the field-circuit 
method is preferred by EMC engineers and implemented into much commercial 
software. In this section, several typical field-circuit methods used to simulate the 
passive components of the high-speed circuit are discussed.

1.2.1 Field–Circuit Hybrid Method

A complex PCB/Package as shown in Figure 1.1 includes the larger passive compo-
nents (SDN and PDN) and smaller active devices. Because of the ever- increasing 
working frequency, the size of the passive components is comparable with the 
wavelength of interest. The electromagnetic wave effect must be considered, and 
the passive components should be solved by using electromagnetic field simulators. 
Usually, the electrically small active devices can usually they can be accurately pre-
sented by using the lumped circuit models provided by the venders. The simulation 
results from passive components, and active devices are then combined to get an 
efficient solution of the complex PCB/package.

Figure 1.27 shows the typical passive components in a high-speed circuit, includ-
ing PGPs, interconnectors, and vias. The electromagnetic field can propagate along 
x, y, and z directions, so it is referred to as the 3D problem. This problem can be 
divided into following simple two-, one-, and zero-dimensional subproblems [19].

 1. Power–ground planes. Because the distance between these metal planes is 
smaller than the wavelength of interest, it is assumed that the electromag-
netic field sandwiched between the pair of planes does not change along the z 
direction. The electromagnetic field propagates only along the x and y direc-
tions, so this plane pair is referred to as a two-dimensional problem. With 
ports vertically defined between two planes, the plane pair can be equivalent 
to an N-ports network. The network parameters such as [Z] and [S] can be 
extracted by using a proper two-dimensional method or software, such as the 
ANSYS SIWave.

 2. Signal traces. Since the cross section area of the traces is smaller than the 
wavelength of interest, the electromagnetic field over the cross section of the 
traces does not show any wave propagation. Traces support transverse electro-
magnetic (TEM) mode or quasi-TEM mode, which propagates along them. 
Therefore, the signal trace is referred to as a one-dimensional problem. The 
signal traces sandwiched between PGPs are taken as the strip lines, whereas 
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the signal traces above or below the PGPs are taken as the microstrip lines. 
They have different characteristic impedances and propagation constants.

 3. Discontinuities such as vias. The dimension of these structures is much 
smaller than the wavelength of interest, so the electromagnetic field sur-
rounding them is quasi-static and does not show the wave propagation in any 
direction. In this case, this discontinuity is referred to as a zero-dimensional 
problem. It can be equivalent to an RLGC lumped circuit, and the values 
of RLGC are extracted by using quasi-static methods and software, such as 
ANSYS Q3D.

Since the original 3D problem is divided into two-, one-, and zero-dimensional sub-
problems, the number of unknowns and the computing time are greatly reduced. 
Finally, the above-mentioned extracted equivalent network, transmission line, and 
lumped circuits are recombined to give the entire equivalent circuit of the original 
structure. This equivalent circuit can be connected to the circuit models of active 
devices, and the co-simulation can be performed by using circuit simulators such 
as the ADS software.

1.2.2 PDN Modeling

The equivalent circuit of PDN shown in Figure 1.3 can be presented by using 
Figure 1.28 [4]. The Decap is presented by using its capacitance, equivalent series 
inductance (ESL), and equivalent series resistance (ESR), and PGPs and PGGs are 
presented by their equivalent network. From this equivalent circuit, we can calcu-
late the input impedance at any node inside the PDN.

The target impedance is a very important indicator for the design of the PDN. 
The target impedance ZT is defined as

 Z
V

I
T

dd=
⋅ ripple

max

 (1.20)

where Vdd is the supplied voltage, ripple is the tolerable supplied voltage ripple  (usually 
is 2.5%), and Imax is the maximum current drawn by the circuits. For an IC, its 
power P and supplied voltage are known, so the maximum current drawn by the 
IC can be estimated as Imax = P/Vdd, according to which the target impedance can 
be calculated.

If the PDN input impedance shown in Figure 1.28 is larger than the target 
impedance, then the voltage drop due to the working current flowing through the 
PDN will be too large for the PDN to provide a stable voltage supply. Currents 
distribute differently at low and high frequencies to minimize the overall reactance 
of the PDN [20]. At low frequencies, inductive reactance is negligible, so the cur-
rents spread out to minimize resistance. At high frequencies, inductive reactance 
dominates resistance, so the currents crowd together to minimize inductance, and 
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then, resistance is increased. Owing to this redistribution of currents flowing along 
the PDN with frequencies, PDN impedance is frequency-dependent. Usually, the 
PDN is designed so that, within the working frequency band, its input impedance 
is less than the target impedance.

The detailed analysis of the equivalent networks of PGPs and PGGS will be 
discussed in subsection 1.2.3 and Chapter 2. When the size of PGPs and PGGs is 
smaller than the interesting wavelength, we can get a simple low-frequency equivalent 
network. Figure 1.29a shows a power–ground pair in which the plane and substrate 

On-chip decap Package decap PCB decap Bulk decap close to
VRM

VRMBonding wire Bump

PGGs
network

PGPs
network

Input impedance
chip

Input impedance

Figure 1.28 Equivalent circuit of the PDN shown in Figure 1.3.
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Port 1

Power plane
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Port 3Port 2

Conduction current

Conduction current
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current dViaViaVia

(a)

C

L11 L22

L33
L
23L13

L12 Port 2Port 1

Port 3

Lv1

Cv1

Lv2

Cv2

Lv3
Cv3

(b)

Figure 1.29 (a) Power–ground plane (cross section) and (b) its low-frequency 
equivalent network.
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are assumed to be lossless. Three ports are defined, which can be connected to chips 
or VRM mounted on the PCB. When the frequency is less than the first-cavity reso-
nant frequency of the power–ground pair, this PGP can be equivalent to an N-ports 
LC network, as shown in Figure 1.29b. In Figure 1.29b, the parasitic components C 
and Lij are due to the current distributions between the power and ground planes.

 1. C is the capacitance due to the displacement current flowing vertically 
between the top and bottom planes. C S d= ε , where ε is the permittivity 
of the substrate sandwiched between the power and ground planes, S is the 
area of the PGP, and d is the distance between the power and ground planes. 
Under low-frequency assumption, C is independent of locations of ports.

 2. Lij are the self (for i = j) and mutual (for i ≠ j) inductances. They are used 
to present the conduction current flowing horizontally on the surfaces of the 
power and ground planes. Since the value of inductance is dependent on the 
current patch, for different port locations, Lii ≠ Ljj with i ≠ j. The values of Lij 
can be extracted by using the quasi-static software (such as the ANSYS Q3D) 
for PGPs with arbitrary shapes.

 3. To consider the via effect at every port, its parasitic capacitance and inductance 
are also included in Figure 1.29b, which are Cv1, Cv2, Cv3, Lv1, Lv2, and Lv3.

It should be noted that the LC equivalent network of Figure 1.29b can also be 
employed for PGGs. In that case, the value of C should be extracted by using the 
quasi-static software.

1.2.3 Power–Ground Pair Modeling

At the low-frequency, the power–ground pair (where each metal plane can be 
power or ground plane) can be equivalent to the lumped circuit, as shown in Figure 
1.29b. When the frequency increases, the more accurate 2D methods must be used. 
Different 2D methods have been extensively employed in the literature. 

 1. When the power–ground pair has regular shapes, such as rectangles, cir-
cles and triangles, a closed form of the Green’s functions can be formulated, 
which results in an impedance formula in terms of the summation of infi-
nite number of resonant modes. This approach will be discussed in detail in 
Chapter 2.

 2. For the power–ground pair with arbitrary shapes, the 2D numerical methods 
are developed.

 a. The 2D integral equation method, also called the contour integral 
method, has been used in [19] and [21] to study general PGPs with arbi-
trary shapes, which will be discussed in Chapter 3.
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 b. The 2D finite-element method (2D FEM) is also used to simulate PGPs 
[22]. The 2D FEM method had been implemented in to the commercial 
software, such as ANSYS SIWave (from ANSYS company).

 c. The 2D finite-difference time-domain method (2D FDTD) has also been 
used to model PGPs [23]. Furthermore, a multilayered finite-difference 
method was proposed in [24].

In the following subsection, the 2D finite-difference method and a semi-analytical 
method are discussed for the power–ground pair.

1.2.3.1 2D Finite-Difference Method

Figure 1.30a shows the power–ground pair with an arbitrary shape, where the 
substrate has a complex electric permittivity of ε ε δ= −( tan( ))1 j   and ε and δ 
are the real electric permittivity and loss angle of the substrate, respectively, with 
tan( ) ( / )δ σ ωε= . When the thickness of the substrate d is smaller enough than the 
wavelength of interest, we have the following 2D wave equation: 

 ∂
∂

+ ∂
∂

+








 = −

2

2

2

2x y
u x y j dJ x yzω εµ ωµ2

 ( , ) ( , )  (1.21)

where u is the voltage defined between the two metal planes and Jz is the excitation 
current density along the z direction. Jz presents the return current density flowing 
along Zin in Figure 1.4a or the displacement current in Figure 1.4b.

The power–ground pair in Figure 1.30a can be discretized into many small 
square cells with a side length of h, as shown in Figure 1.30b. The bottom metal 

x
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d
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ui,j−1
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(b)

ε, µ∼
u (x, y)

+

Figure 1.30 (a) The power–ground pair and (b) its discretization.
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plane is taken as a reference plane, and ui,j and Jz i,j present u(x, y) and Jz(x, y) at the 
centre of (i, j) cell, respectively. By using the following difference formula: 

 ′′( ) ≈
+ − − ( )

=
f x

f h f h f

hx 0 2

2 0( ) ( )
 (1.22)

Equation 1.21 is discretized as

 u u u u u h u j dh Ji j i j i j i j i j i j zi j+ − + −+ + + − + = −1 1 1 1
2 24, , , , , , ,ω εµ ωµ2
  (1.23)

Now, we define the inductance L = μd between two adjacent cells, cell’s capacitance 
C h d= ( / )ε 2 , and conductance G h d= ( tan / )ωε δ2 . Equation 1.23 can be written as 

u u u u u u u u

j L
Ii j i j i j i j i j i j i j i j

zi j
+ − + −− + − + − + −

= − +1 1 1 1, , , , , , , ,
,

ω
(( ) ,j C G ui jω +  (1.24)

Therefore, the equivalent circuit of the unit cell can be obtained as: where 
R t jc c c= +( / ) ( / )2 σ ωµ σ  is added by considering the losses of the metal planes, 
and t and σc are the thickness and conductivity of the metal planes. I h Jzi j zi j, , ,= 2  
and a portij is defined at the center of (i, j) cell, with Iz i,j as the port current.

According to Figure 1.31, the whole power–ground pair of Figure 1.30a can be 
taken as a 2D transmission line, as shown in Figure 1.32, where the port current Iz i,j 
can be added, when necessary. It should be noted that in the equivalent circuits of 
Figure 1.31 and Figure 1.32, since the bottom plane is taken as a reference plane, the 
inductance and resistance related to the bottom plane are combined with those of the 
top plane.

The square power–ground pair shown in Figure 1.33a is used to verify the accu-
racy of the equivalent 2D transmission line, where the side length of the power–
ground pair is 62.5 mm. The substrate has a relative permittivity of 4, a thickness 
of 0.5 mm, and is assumed to be lossless. A port is defined at ANSYS company, of 
which the input impedance is calculated and plotted in Figure 1.33b. In Figure 1.33b, 
“equivalent circuit—open” means the result from the equivalent 2D transmission 
line and “full-wave method” is the result from the full-wave simulation, which is used 
as the reference. From this figure, we can see a good agreement between them.

ui,j

ui,j+1

ui,j−1

ui−1,j ui+1,j
L R

C
G +

−
Izi,j Portij

R

R

R

L

L
L

Figure 1.31 The equivalent circuit of unit cell of the power–ground pair.
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For the power–ground pair in the free space, the ends of all transmission lines in 
Figure 1.32 are taken as open circuits. This boundary condition makes the power–
ground pair like a resonator. The peaks of the input impedance in Figure 1.33b 
result from the resonance of the power–ground pair. If all transmission lines of 
Figure 1.32 are terminated with their characteristic impedance ( / ),L C  those peaks 
will be removed. This is shown in Figure 1.33b by “equivalent circuit—matched.”

Figure 1.32 The equivalent circuit of the whole power–ground pair.
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Figure 1.33 (a) The power–ground pair (top view) and (b) its input impedance.
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The authors of [24] had given a detailed discussion about this finite difference 
method, including the through-hole via coupling and aperture coupling between 
multilayered planes, penetration through PGPs, and so on.

1.2.3.2 Scattering Matrix Method

Full-wave simulation methods are accurate for the PDN; however, they suffer from 
long computing times and large memory requirements [21]. This is due to the dense 
meshing of the small vias inside the power–ground pair. The combination of ana-
lytical and full-wave methods will alleviate the computational cost of the full-wave 
methods. A cylindrical wave-expansion method combined with the Foldy-Lax 
 formula was applied to the analysis of a large number of vias in PCBs [25–29]. In 
this method, the analytical cylindrical wave expansion is used to model vias, which 
greatly increases the efficiency of the full-wave method.

1.2.3.2.1 Cylindrical Expansion Combined with Foldy-Lax Formula

A multilayered parallel plate with multiple through-hole vias is used to demonstrate 
the cylindrical expansion, combined with the Foldy-Lax formula, where the vias 
are modeled as perfectly conducting cylinders. Figure 1.34 shows one pair of PGPs 
inside the multilayered parallel plates.

According to the modal theory, the electromagnetic fields around each via can 
be decomposed into TE (electric field is transverse to z direction) modes and TM 
(magnetic field is transverse to z direction) modes. Total electromagnetic fields 
are rewritten according to the components tangential to the ρ̂ direction in the ith 
parallel-plate planes, which comprise the incident and reflected fields of each via: 
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Figure 1.34 A cross-sectional view of one layer of a parallel-plate structure 
formed by two adjacent conductor planes with many vias.
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where for the mnth TM mode, 

 
etmn

E i
m
i

i
m
i

m
i m

i
iz z z

jn
k

z z( ) ( )
( )

( )
( )cos sin= −( )( ) − −( )( )β β

ρ
β

2
ˆ̂

cos ˆ( )
( )

( )

ϕ

ωε β ϕhtmn
E i

m
i m

i
i

j
k

z z= − −( )( )
 (1.27)

and for the mnth TE mode, 
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β πm
i

im h( ) = , with m being the number of waveguide modes and hi being the thick-
ness of the ith parallel-plate plane. z z z hi i i∈ +( ), . The wavenumbers have the rela-
tion of ( ) ( )( ) ( )k km

i
i m

i2 2 2= − β , with ki i i= ω µ ε .
The total electromagnetic fields inside the PGPs are classified as the incident 

waves and reflection waves of each via. amn
E H/  and bmn

E H/  represent the expansion coef-
ficients of incident waves and reflected waves of each via, respectively. They are the 
unknowns to be determined. After obtaining their values, the electromagnetic fields 
at any location inside the PGPs can be calculated by using Equations 1.25–1.28, and 
consequently, the equivalent network of the PGPs can be obtained. amn

E H/  and bmn
E H/  

are dependent on each other. They are related by b T amn
E H

mn
E H

mn
E H/ / /= , with Tmn

E H/  being 
the reflection coefficient of each via. Therefore, only bmn

E H/  are required to be solved.
The field expansions must be transferred into linear equations, which can be 

solved by computer. To do so, the Foldy-Lax equations is used: 

 b T a a= ⋅ + ′[ ] ( )  (1.29)

where a is the vector representing the external incident wave, b is the vector repre-
senting reflected waves away from each cylinder, and a′ is the vector representing 



38 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

internal incident waves. a′ is produced by multireflection between vias. [T ] is a 
block diagonal matrix, which is an assembly of all the reflection coefficients of each 
cylinder. The addition theorem for Bessel functions is employed to get ′ =a S b[ ] , 
where [S] is the transform matrix, which transfers the reflected waves away from 
one cylinder into the incident wave coming to another cylinder. Finally, the linear 
equation is obtained as

 b T a S b= ⋅ +[ ] [ ] )(  (1.30)

which is solved, and then, the bmn
E H/  can be obtained.

1.2.3.2.2 Frequency-Dependent Cylinder Layer

Because of the difference between the substrate sandwiched between the power and 
ground planes and the surrounding air space, there will be wave reflection from 
the periphery of the PGPs. Usually, the periphery of each PGP pair can be taken 
as a perfect magnetic conductor (PMC) wall, that is, open-circuited. The above-
mentioned modal expansion method has difficulty in modeling such a periphery. 
This is because the shape of the arbitrary periphery is not natural to cylindri-
cal modes. If the periphery is not accurately modeled, the resonance due to the 
reflections from the periphery cannot be correctly obtained. The modal expansion 
method had been used where the periphery of the PGPs is assumed to be circular, 
in order to make the shape natural to the cylindrical modes. Unfortunately, this 
result cannot be extended to general cases in electronic package design.

To solve this problem, a novel boundary modeling method, named the 
frequency-dependent cylinder layer (FDCL), is proposed in [26–28]. The FDCL is 
devised such that virtual PMC cylinders are postulated to replace the original con-
tinuous boundary of each layer in a parallel-plate structure, as shown in Figure 1.35. 

(b)(a)

z y

x

y

x

Figure 1.35 An illustration of the implementation of the FDCL boundary, where 
a series of virtual PMC cylinders (shaded) is placed at the periphery to replace 
the original continuous finite boundary of a package structure: (a) top view and 
(b) three-dimensional view.
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The PMC cylinders are arranged such that they touch each other and are tangent 
to the original boundary. Their radii vary with different simulation frequencies.

The advantage of this FDCL is that the PMC cylinders are compatible with the 
modal expansion with the Foldy-Lax equations; this has demonstrated the signifi-
cance and efficiency of FDCL in package modeling. The original linear system of 
equations needs to be only slightly modified and augmented by incorporating the 
reflection coefficients of the PMC cylinders in the FDCL into Equation 1.30.

The radius of the fictitious PMC cylinder should be carefully chosen. For each 
pair of PGPs, the dominant mode is the TM mode, where the polarization of 
the electric field is along z direction and the polarization of the magnetic field is 
within the xy plane. Therefore, the polarizations of the magnetic field and the PMC 
 cylinders are vertical to each other. In this case, if the radii of the PMC cylinders 
are too small compared with the operating wavelength, the electromagnetic field 
will penetrate the fictitious PMC cylinders, and they fail to represent the PMC 
boundary. On the other hand, if their radii are too large compared with the operat-
ing wavelength, the PMC cylinders cannot accurately model the periphery due to 
the gaps between the PMC cylinders and the real periphery. Therefore, the radii of 
the PMC cylinders should be changed with the operating frequencies.

An empirical formula to determine the radii of the PMC cylinders in the FDCL is 

 k rg c⋅ = ξ (1.31)

where kg g= 2π λ , and λ g  is the guide wavelength determined by the electri-
cal  properties of the substrate material. ξ is a predefined constant to adjust the 
 frequency-dependent radii of the PMC cylinders in the FDCL. Numerical experi-
ments reveal that an optimal value of ξ is around 0.5 for accurate simulation results.

1.2.3.3 Connection of Power–Ground Pairs

After ports are properly defined, the equivalent network of individual power–
ground pair, as shown in Figures 1.29 and 1.32, can be connected with other 
power–ground pair or signal traces to perform the PI and SI analyses. Figure 1.36a 
shows two power–ground pairs: PGP1 and PGP2. Port 1 of PGP1 is connected to 
port 3 of PGP2 through a shorting via. Port 2 of PGP1 is used to provide voltage 
to other circuits. Figure 1.36b shows the connection of their equivalent networks. 
L1, L2, and L3 are the vias partial inductances, and C1, C2, and C3 are the capaci-
tances between the vias and planes, the values of which can be extracted from the 
quasi-static software.

Figure 1.37a plots one power–ground pair with a signal trace passing through 
it, where two ports are defined at two ends of the signal trace. Figure 1.37b shows 
their equivalent circuit. C and L are the parasitic capacitance (including the via and 
the bend) and the inductance of the through-hole via, respectively. The PGP means 
the equivalent network of the power–ground pair. The signal current and its return 
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current are plotted in Figure 1.37a,b. The displacement current flows into the PGP. 
At the resonant frequencies of the PGP, the return current will be stopped, and 
hence, there will be a large signal reflection. Therefore, by using the equivalent 
circuit in Figure 1.37b, we can better understand this SI problem caused by the 
power–ground pair, which shows the advantage of the field–circuit hybrid method 
over the full-wave method.
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Figure 1.36 (a) Two power–ground pairs and (b) their equivalent circuits.
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Figure 1.37 (a) One power–ground pair with a signal trace passing through it 
and (b) its equivalent circuits.
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1.2.4 Through-Silicon Vias Modeling

Some approaches have been proposed to simulate the electrical performance of the 
TSV. For single TSV modeling, different-shaped TSVs, including the tapered TSV, 
rectangular TSV, coaxial TSV, and shielded TSV, are studied. In [30], a modal 
basis functions is used to describe the polarization current density distribution in 
the insulator, and the electric field integral equation is employed and solved to 
extract the equivalent circuits of the TSVs. Other researchers proposed a physical-
based equivalent circuit model of dense TSVs, where the values of the RLCG in the 
equivalent circuit are obtained through analytical methods [31]. For multiple die 
stacking, the cascaded scattering matrix approach discussed in the previous subsec-
tion is used [32]. In [33], the TSV–TSV noise coupling is analyzed by using 3D 
transmission line matrix method. The cross talk within dense TSVs array in a 3D 
IC is analyzed in [34]. An equivalent circuit is proposed for the analysis of the noise 
coupling between TSV and active devices in [35].

The TSVs are typically 10 to 100 um long, which is much smaller than the 
working wavelength in the silicon substrate. Therefore, they can be accurately 
modeled by using lumped circuits up to several tens of gigahertz. For signal TSV 
configurations, they can be GS (ground-signal), GSG, GSGSG, and many other 
layouts. Ground-signal layout is the basic differential line layout for signal TSVs; 
GSG of TSVs can be connected to the coplanar waveguide (CPW), which has a 
better shielding performance than the GS layout. Figure 1.38 shows the equivalent 
lumped circuit model of the GS TSVs. This model can be easily extended to other 
layout of TSVs. In Figure 1.38, each TSV is composed of the copper core and a thin 
SiO2 layer. The SiO2 layer is used to isolate the copper from the silicon substrate. 
Owing to this MOS configuration of TSV, when the electric potentials of the TSV 
and silicon are different, there will be depletion region at the SiO2–silicon interface. 

L

R CsoCMOS

CsoCMOS

Si
ε, μ, σsi

SiO2

Depletion layer

Cu

d

h

pGround TSV Signal TSV

Gsi

Csi

CMOSCso

tMOS

CMOSCso L

R

tso

εso

Figure 1.38 A pair of TSVs and its equivalent lumped circuit.
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The width of the depletion layer tMOS is decided by the voltage between the TSV 
and silicon [36]. The GS TSVs are equivalent to the two-conductor transmission 
line in Figure 1.38. Different analytical formulas are provided in published papers 
to extract the parasitic parameters. In the following, based on the two-conductor 
transmission line theory, the simplified formulas are provided.

R is due to the ohm loss of copper. Considering the skin effect of copper at a 
high frequency, R is written by using the root mean square of its DC and AC values. 

 R R R= +DC AC
2 2  (1.32)

with 
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where all dimensions are shown in Figure 1.38. r = d/2, δ ρ π µ= ( )cu f  is the 
skin depth of copper at the frequency f, ρcu is the resistivity of the copper, and μ is 
the permeability of vacuum. At a high frequency, the current crowds face-to-face 
on the ground and signal TSVs. This proximity effect is considered in RAC by the 
parameter k [37].

L is the parasitic inductance of each TSV, and Cso is the capacitance of the SiO2 
layer. Taking the TSV as a coaxial structure, with inner diameter d and outer diam-
eter d tso+ 2 , the values of L and Cso are calculated as
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h r t
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where εso is the per mittivity of the SiO2.
CMOS is the MOS capacitance of the depletion layer, which is also calculated 

according to its coaxial structure. 
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where εsi is the permittivity of silicon.
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Csi and Gsi are the capacitance and conductance, respectively, of silicon  substrate. 
Their values can be calculated by considering the two TSVs as two conductors with 
the distance p and diameter d d t te so= + +2 2 MOS. 

 C
h

p d p de e

Si
Si=

( ) + ( ) −







πε

ln
2

1
 (1.37)

 G
h

p d p de e

Si
Si=

+ ( ) −







πσ

ln
2

1
 (1.38)

where σsi is the conductivity of silicon.
Figure 1.39a,b show the simulated IL and return loss of the GS TSVs, where the 

parameters are h = 100 um, r = 20 um, p = 150 um, tso = 1 um, and tMOS= 0 um. 
The relative permittivity of SiO2 and silicon is 4 and 11.9, respectively, and the con-
ductivity of silicon is 10s/m. From this figure, we can see that there is a good cor-
relation between results from the equivalent circuit of Figure 1.38 and the full-wave 
simulation. However, when the frequency increases to several tens of gigahertz, there 
is a large error in the equivalent circuit results. At that time, the TSV cannot be pre-
sented by a simplified lumped circuit model, and the full-wave method must be used 
to get a more accurate result.

1.2.5 Partial Element Equivalent Circuit Method

Partial element equivalent circuit (PEEC) is a typical field–circuit hybrid method. For 
the PEEC method, usually the electromagnetic field integral equation is solved to extract 
the partial inductance, resistance, and capacitance of the structure, so the problem will 
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Figure 1.39 Magnitudes of (a) S11 and (b) S21 for a pair of TSVs.
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be transferred from the electromagnetic domain to the circuit domain, where conven-
tional simulation program with integrated circuit emphasis (SPICE)-like circuit simu-
lators can be employed to analyze the equivalent circuit. There are several advantages 
of the PEEC method over the full-wave methods, such as one can easily integrate any 
electrical component (RLCG components, sources, non-linear elements, ground, etc.) 
into the PEEC circuit. At the same time, using the PEEC circuit, it is easy to exclude 
capacitive, inductive, or resistive effects from the model, when it is possible, in order to 
make the model smaller. For example, in the power electronics application, where the 
magnetic field is a dominating factor over the electric field, the PEEC circuit can be 
simplified by just neglecting all capacitance in the model.

The PEEC has become a very popular method of analysis within the field of 
electromagnetic compatibility, EMI, electrical interconnect problem, and SI. It was 
first proposed by Albert Ruehli at IBM Thomas J. Watson Research Center [38]. 
After that, lots of research efforts have been made and many variants of PEEC 
models have been developed. A clear and easy notation has been devised to dif-
ferentiate between those different PEEC models. For example, the notations Lp, P, 
R, and τ of PEEC mean that the model includes the partial inductance Lp, coef-
ficients of potential P, resistance R, and delays τ, respectively. For a specific applica-
tion, other combinations of elements may be more suitable [39]. Software and tools 
based on PEEC algorithm had been developed by different companies, such as the 
StatMod and PCBMod, TPA, and PowerPEEC [40]. The PEEC, together with the 
FastCap [41] and FastHenry [42], developed at MIT, has become a powerful tool 
to extract the parasitic parameters in a high-speed circuit.

In the following, the basic idea of the PEEC method in the frequency domain 
is discussed through the parameters extraction of a one-dimensional signal trace.

1.2.5.1 Electric Field Integral Equation

Figure 1.40 shows one trace immersed in an effective homogeneous medium char-
acterized by the permeability μ and permittivity ε (for the microstrip line-type 
trace, its effective permittivity is used as ε). I is the current flowing along the trace, 

w
I

0

r′ r

l

Ee

ε, μ

Figure 1.40 A trace, with the current flowing along it.
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l is the axis of the trace, and w is the width of the trace. Ee represents the applied 
electric field, which can be from the external incident wave or from an internal 
voltage source. On the surface of the trace, the tangential electric field radiated by I 
plus the tangential component of Ee should be equal to the surface current density 
multiplied by the surface impedance of the trace, which gives: 

 − − ∇ ( ) +  = ∈j Z
w

le

t
sωA r r E r

I r
r( ) ( )

( )Φ ,  (1.39)

where the subscript t means the tangential component. Equation 1.39 is also named 
as the electric field integral equation.

Z j fs = +( ) ( )1 π µ σ  is the surface impedance of the trace, f is the fre-
quency, and σ is the conductivity of the trace. The electric field radiated by I is 
− − ∇jωA r r( () )Φ , where the vector potential is

 A r r, r I r( ) ( ) ( )= ′ ⋅ ′ ′∫µ G dl
l

 (1.40)

and the scalar potential is

 Φ( ) ( , ) ( )r r r r= ′ ′ ′∫1
ε

G q dl
l

 (1.41)

G e jk( , ) ( )r r r rr r′ = − ′− − ′ 4π  is the free-space Green’s function, k is the wave num-
ber, and r and ′r  are the observation and source points, respectively. q ( )′r  is the line 
electric charge density along the trace. According to the conservation law of electric 
charge, we have: 
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The trace is divided into N small segments, as shown in Figure 1.41, which are 
named as current segments. We use li to present the ith current segment and also 
its length. ri

+ and ri
− denote the front and back nodes of the ith current segment, 

respectively. The current segments are used to expand the current I, and I is assumed 
to be constant on every segment. Therefore, 
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where P
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 is the pulse function and Ij is the current flowing along 

the jth segment.
For both sides of Equation 1.39, by applying ⋅∫ d

li
l  along the ith segment (the 

vector dl has the same direction of Ii on ith current segment), we have: 

 j G d d I Z
l
w

I
l

j

lj

N

i i s
i

i
e

ji

ωµ r r l l r r E, ( ) ( )′( ) ′ ⋅ + −  + −∫∫∑
=

+ −

1

Φ Φ ⋅⋅ =∫ d
li

l 0 (1.44)

where the vector d ′l  has the same direction of Ij on the jth current segment.
In the following, by using the Kirchhoff’s current and voltage laws, an equiva-

lent circuit can be derived from Equation 1.44.

1.2.5.2 Series Branch

Equation 1.44 can be rewritten as
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which results in: 
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where V1, V2, and Vi
e are shown in Figure 1.41, and 
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Figure 1.41 Current segments.
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Φ( )ri
+  and Φ( )ri

−  are the electric potentials at two ends of the ith current 
 segment. Equation 1.46 follows the Kirchhoff’s voltage law for the ith current 
segment, so the series equivalent circuit of the current segment can be obtained 
as in Figure 1.41.

1.2.5.3 Parallel Branch

It should be noted that due to the capacitive effect, there is current leakage at the 
node ri

+ in Figure 1.41, so the currents flowing along the ith and i + 1th current 
segments are not equal. This leakage current can be described by using a  parallel 
equivalent circuit. To do this, M charge segments are defined along the trace, as 
shown in Figure 1.42. Every charge segment is shifted from the current segment 
by about half length of the current segment, and usually, M N≠  . For the sake of 
clarity, in the following, subsection, i and j are used for current segments, whereas 
subscripts n and m are used for charge segments. The line electric charge density is 
expanded by using these charge segments as
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In Figure 1.42, we chose the end of the current segment as the testing point 
of Equation 1.41, that is, r rm i= + and r rm i−

−=1 . Substituting Equation 1.48 into 
Equation 1.41 and calculating its value at the testing point r r= m, we can get: 
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∑( ) , , ,r
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1for  (1.49) 

where pmn is the potential coefficient. 
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and Q q ln n n=  is the electric charge on nth charge segment. When ln is small enough, 
for m n≠  , 
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Equation 1.49 can be written in a matrix form as 
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where [P] is the potential matrix,
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The inverse of [P] gives another [B] matrix as

 Q P B= ⋅ = ⋅−[ ] [ ]1 Φ Φ (1.53)

which results in: 
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Φn is the electric potential of nth charge segment. It is also the voltage between 
the mth charge segment and the reference (usually the ground plane of the 
trace). Umn m n= −Φ Φ  is the voltage between the mth and nth charge segments. 
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Equation 1.54 can be rewritten by replacing the potential Φn with the voltage Umn 
and defining the capacitance Cmn between different charge segments as

Q C C C C U mm mm m mn m n
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where C Bmm mnn
M= =∑ 1 , and C C B Bmn nm mn nm= = − = −  with m n≠  .

According to Equation 1.42, we have: 
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where the mth charge segment is between the ith and i + 1th current segments.
Comparing Equations 1.55 and 1.56, we get: 
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Considering the Kirchhoff’s current law at the mth charge segment and 
Equation 1.57, a parallel equivalent circuit of the charge segment can be obtained, 
as in Figure 1.42.

1.2.5.4 PEEC Circuit

Combining the equivalent circuits of Figures 1.41 and 1.42 together, the PEEC 
circuit of the trace shown in Figure 1.40 can be obtained, as in Figure 1.43. The 
RLC values in Figure 1.43 can be obtained from Equations 1.47 and 1.51. These 
integrals can be calculated by using the Gaussian quadrature formula. For i = j and 
m = n, the Green’s functions in the integrals of Lii and pmm are singular. When r 
or rm is very close to ′r , the Green’s functions are semi-singular. In these two cases, 
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Figure 1.43 PEEC circuit.
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the integrals of Lii and Equation 1.50 are divided into a singular part, including 
(1 ( ))/ r r− ′ , and a non-singular part. The singular parts are analytically calculated 
by following the same procedure as in the appendix of Chapter 3, whereas the 
non-singular parts are numerically calculated by using the Gaussian quadrature 
formula [43].

This subsection demonstrates a one-dimensional PEEC algorithm. For most 
practical EMC problems, a 3D or 2D PEEC algorithm is required. The 3D or 2D 
PEEC algorithm also begins from the electric/magnetic field integral equation, where 
the line integral is replaced by the volume or surface integral. The meshing is very 
important for all PEEC algorithms. There are usually two kinds of mesh: the current 
mesh and the charge mesh, and their cells are shifted by about half cell length.

1.3 EMC Designs
In Section 1.1, EMC challenges for high-speed circuits are discussed. The EMC 
problem or failure is one of the major reasons of the product delay, which results 
in money loss. To solve these EMC problems, efficient and low-cost EMC control 
and design methods at the product design phase are required. After years of EMC 
research in both academic and industrial areas, there have been lots of EMC design 
rules for high-speed circuits. These include reducing the area formed by the current 
and its return current, avoiding parallel multitraces with a long distance, increasing 
the trace pitch to reduce coupling, using differential line instead of single-ended 
line for the high-speed signal, and so on. Owing to the ever-increasing clock fre-
quency, all EMC control methods become frequency-dependent. For example, the 
shield box is used to prevent the electromagnetic field from the outside. However, at 
the resonant frequency of the shield box, it even couples stronger field from the out-
side. At the same time, there is no single solution for all kinds of EMC problems. 
We must consider the balance between different EMC targets, including SI, PI, and 
EMI. For the electromagnetic bandgap (EBG) design, the etching slot on PGPs can 
stop the noise propagation along them. However, this also introduces SI risk for the 
signal trace above the PGP and potential radiation from the slot.

Lots of EMC control methods had been published in literatures. Because of 
the complex and diverse nature of EMC problems, those methods are usually on 
case-by-case basis. In the following, some typical EMC control methods related to 
high-speed circuits are introduced, followed by the exploration about novel EMC 
structure designs.

1.3.1 Shield Box

Shield box/case is the most simple and effective solution for RE problems. It is widely 
employed in the system- and PCB-level EMC engineering. Figure 1.44a,b show 
the typical usage of shield boxes as the computer case and inside the smartphone, 
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respectively. For a modern smartphone, various circuits are integrated inside a small 
space, especially the antennas for 2G to 4G, Bluetooth, WiFi, and so on, and are 
mounted closely to the noisy devices. The interference between them is so serious 
that the shield box is applied for almost every circuit model. The shield box is made 
of highly conductive metals and mounted to the surface of PCB by welding or by 
the conductive adhesive, and usually, shorting vias inside the PCB are connected 
to the shield box.

Owing to the slot/hole on the shield box for the heat-dissipation purpose and 
the air gap between the shield box and PCB, electromagnetic fields will leak into 
the shield box. Shielding effectiveness (SE) is used in practical EMC engineering 
to define shielding performance. At low frequency, the magnetic field has greater 
contribution to the EMI than the electric field, so the SE is defined as

 SE
H

H
H ( ) logdB = 20 1

2

 (1.58)

where H1  and H2  are the measured powers at the same location without and with 
the presence of the shield box, respectively. At a high frequency, both the magnetic 
and electric fields contribute to the EMI, so the SE is defined as

 SE
P
P

P ( ) logdB =10 1

2

 (1.59)
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Figure 1.44 Shield boxes (a) as the computer case and (b) inside the smartphone.
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where P1 and P2 are the measured power at the same location without and with the 
presence of the shield box, respectively.

Because of the resonant nature of the fields inside a shield box, the field inside 
the box shows a standing wave and is a function of the location where measure-
ment is performed. Especially at the maximum value of the field standing wave, the 
calculated SE can be negative. To solve this problem, the Institute of Electrical and 
Electronics Engineers (IEEE’s) testing standard [44] suggests sampling the field 
at various locations in the box and then taking the averaged field/power level to 
calculate SE or using a reverberation chamber with the mode-stirring or frequency-
stirring to measure the SE.

1.3.2 Cross talk

Cross talk is a critical issue during the trace layout in a high-speed circuit. Based on 
the cross talk model in subsection 1.1.5, several methods are proposed to reduce the 
cross talk. Enlarging the trace-to-trace spacing can greatly reduce the coupling and 
then the cross talk between two traces. The 3W rule is widely used in the PCB trace 
layout, where the center-to-center distance between two adjacent traces should be 
equal to or larger than three times of the trace width and the distance between the 
PCB edge and the trace edge should be larger than three times of the trace width. 
However, the trace layout in modern PCB is denser than before, which makes it 
hard to fully follow the 3W rule.

To reduce the mutual inductance and capacitance between two traces, the length 
of parallel traces should be reduced. Sometimes, the jog layout shown in Figure 1.45a 
can be used to control the maximum parallel length. Other methods suggest the 
following: the traces in the adjacent layers should be routed at 90°, as shown in 
Figure 1.45b, which is helpful in reducing their inductive coupling; the usage of the 
low-permittivity dielectric substrate can also reduce the capacitive cross talk; a good 
impedance matching at the end of the trace will be helpful in reducing the magnitude 
of the cross talk, and so on. A guard line with ground vias can be placed between two 
signal traces to shield the coupling between them [45]. Based on this, a guard trace 
with a serpentine form was proposed to effectively reduce the FEXT voltage [46].

Equation 1.16 implies that FEXT of two traces is decided by the capacitive 
coupling factor ( )C C Cm s m+  and the inductive coupling factor ( )L Lm s . If the  

Trace 1
Trace 2

(a) (b)

Figure 1.45 Methods to reduce the cross talk. (a) Jog layout and (b) routing 
traces by 90°.
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traces locate in a homogeneous media, ( ( )) ( )C C C L Lm s m m s+ = , so that FEXT 
is zero. For the microstrip lines, the capacitive coupling factor is slightly smaller 
than the inductive coupling factor, because the dielectric constant of the sur-
rounding air is smaller than that of the PCB dielectric material. This results in 
FEXT. Based on this analysis, some methods are proposed to composite the dif-
ference between the capacitive and inductive factors. The serpentine microstrip 
lines were proposed in [47] to increase the capacitive coupling factor, and an 
asymmetric stripline structure is designed with different dielectric constants to 
generate the stripline FEXT voltage that has a polarity opposite to that of the 
micro-stripline FEXT [48].

1.3.3 Differential Signaling

Differential signaling is a signal transmission technology. It is different from the 
single-ended signaling, in which the signal line together with a ground plane is 
employed; differential signaling uses two lines to transmit signals and responds 
to the electrical difference between the two signals rather than to the difference 
between a single line and the ground. In comparison with the single-ended trace, 
differential traces show several advantages, such as: 

 1. A differential circuit is insensitive to the noise resulting from the shared-
ground or PGPs.

 2. The currents flowing along two traces of one differential pair have the same 
amplitude and opposite phase. When the spacing between two traces is small 
enough, the radiated electric fields from each trace will also have the same 
magnitude and opposite polarization and then will cancel each other. This 
results in a low-EMI radiation.

 3. For the noise coupled to or illuminated on two traces with the same magni-
tude and phase, they will also cancel each other at the input of the differential 
circuit. This gives a high electromagnetic immunity.

Owing to their advantages, differential pairs are widely used for the high-speed 
or high-frequency signal on PCBs, as shown in Figure 1.46, in twisted-pair and 
 ribbon cables, and in connectors where the signals are very easy to radiate and also 
sensitive to noise. For example, for the 10-Gbit Ethernet circuit, four differential 
pairs running at 2.5 Gbit/s are employed.

For the loose coupling, where the center-to-center distance between two traces 
is larger than three times of the trace width, the characteristic impedance of the 
differential pair defined between two traces is equal to two times of the character-
istic impedance of the single trace. The characteristic impedance of the differential 
pair decreases with the decreased pitch of two traces. The tight coupling between 
two traces of the differential pair is helpful in increasing its immunity and reduc-
ing its EMI.
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One major EMC concern about the differential pair is the common mode noise 
induced on it. Through two traces of the differential pair, the arriving of signals at 
different time (skew) will result in the distortion of the differential signal. The skew 
and distortion will convert part energy of the differential signal into the common 
mode noise, which has a stronger radiation. The skew results from the asynchro-
nous signals, or the asymmetry of the differential pair in practical PCBs, so that the 
equivalent lengths of two traces are not equal.

The bend of the differential pair is a common asymmetric structure, as shown 
in Figure 1.47a, where the bend is equivalent to the two-conductor circuit. Since 
the inner trace of the bend is shorter than the outer trace, the field-traveling time 
along the inner trace is shorter than that of the outer trace. At the same time, the 

Figure 1.46 Differential signaling.
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Figure 1.47 (a) Bend of the differential pair and its equivalent circuit, 
(b)  compensation capacitance, (c) compensation inductance, and (d) tapered bend.
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self-inductance L1 and capacitance C1 of the inner trace are smaller than the self-
inductance L2 and capacitance C2 of the outer trace. Such asymmetry increases the 
differential-common mode conversion ratio. To solve this problem, some compen-
sation structures are proposed. A compensation capacitance is implemented by a 
small patch attached to the inner trace at the bend to increase its self-capacitance, 
as shown in Figure 1.47b, and a compensation inductance is also proposed to 
increase the self-inductance of the inner trace, as shown in Figure 1.47c. Both of 
them can increase the field-traveling time along the inner trace [49]. At the same 
time, a tapered bend is also proposed in Figure 1.47d and optimized to reduce the 
differential-common mode conversion ratio at the bend [50]. For a general purpose, 
common mode filters are employed to eliminate the common mode along the dif-
ferential pair, the details of which will be discussed in Chapter 5.

1.3.4 Via Stub

In a multilayered PCBs, the via stub is the residual part of the through-hole via 
after the via construction, as shown in Figure 1.48a,b. The via stub can be consid-
ered an open-ended transmission line connected in parallel to the signal trace. The 
stub impedance is frequency-dependent and will change the signal trace impedance 
at the stub connection. When the stub length is smaller than a quarter wavelength, 
the stub can be considered a capacitance. When the stub length is about a quarter 
wavelength (or at the resonant frequency of the stub), due to the impedance trans-
formation of the transmission line, the stub can be considered a short circuit at the 
stub connection. This will result in large signal reflection, and the stub works like 
a stopband filter.

Figure 1.48a,b show a trace + via + via stub structure, where port 1 is defined at 
the end of the trace and port 2 is defined over the antipad. Port 2 is used to connect 
to the subminiature A (SMA) connector. Several shorting pins surrounding the via 
are used to connect all ground planes. They also contact with the outer conductor 
of the SMA when the SMA is mounted on the PCB surface. Figure 1.48c plots the 
|S21| of the trace. From this figure, we can see that at the resonant frequency of the 
stub, |S21| is greatly reduced.

To reduce the stub effect, several methods are used in the EMC design, includ-
ing thinner boards (reducing the stub length and then increasing the resonant 
frequency of the stub) and backdrill (the stub will be drilled from the  bottom of 
the board during the PCB fabrication). Another method is the blind or micro via. 
Unlike backdrill, the blind or micro via will not leave an air hole at the original 
position of the stub and has a better performance than the backdrill. However, 
both the backdrill and blind or micro via will increase the PCB cost. People 
also explore to use absorber material to absorb the power of the stub [51]. This 
makes the stub like a lossy or resistance-terminated transmission line, so that its 
 reflection is reduced. The cost of this method is that it will introduce loss to the 
signal trace.
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1.3.5 Silicon Loss

Silicon is used as a substrate of the interconnector in the TSV-based interposer. 
Because silicon has a larger conductivity than the substrate used in PCB, the IL 
and noise coupling of the interconnector in the interposer must be carefully con-
sidered, especially when the low-cost silicon with a low resistivity is employed. 
Some interconnector designs had been explored to reduce such IL. The basic idea 
of those designs is to reduce the strength of the electromagnetic fields penetrating 
into the substrate. Since the electromagnetic power consumed by the substrate is 
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Figure 1.48 (a) Top view and (b) cross section of a trace + via + via stub  structure, 
and (c) the |S21| with and without the via stub.
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proportional to the square of the electric or magnetic field inside the substrate, 
those designs can reduce the signal loss and noise spreading inside the substrate. 
The guard ring, which serves as a ground line surrounding the device, is widely 
studied to reduce noise propagation; the coaxial TSV is proposed [52], where an 
additional cylindrical metal liner is placed around the original TSV, so that the 
electromagnetic leakage from the original TSV to the substrate is reduced.

Another way to reduce the current leakage from the horizontal interconnector 
or TSV to the substrate is to reduce the parasitic capacitance between the intercon-
nector/TSV and the substrate. An air-gap liner between a copper TSV and the 
silicon substrate is proposed [53]. Since the permittivity of air is smaller than that 
of silicon, it can greatly reduce the effective TSV capacitance. The same idea is also 
used in horizontal interconnectors, where some part of the insulator layer between 
the interconnector and the substrate is etched.

In the following, the signal transmission coefficient of different interconnector 
configurations based on the same low-resistivity silicon is compared. Silicon sub-
strate has the relative permittivity of 11.9 and the conductivity of 10 s/m, and SiO2 
is used as an insulator between copper traces and the substrate. Figure 1.49a shows 
the original GS traces. Figure 1.49b shows the same GS traces, except that there are 
metal grids (serve as the ground plane) inserted between two layers of SiO2. In Figure 
1.49c, the SiO2 between the original G and S traces are etched. Figure 1.50 plots the 
|S21| of these three kinds of GS traces, and their electric field distributions at 10 GHz 
are shown in Figure 1.49. In Figure 1.50, the reference impedances used to calculate 
S parameters of three GS traces are equal to their characteristic impedances, so that 
the refection effect on S21 is removed. We can see that after adding the ground plane 
below GS, the electric field leakage into the substrate is greatly reduced, which results 
in the reduction of the IL. Etching the SiO2 layer can also slightly reduce the IL.
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Figure 1.49 The configuration and electric field distribution at 10 GHz  for 
(a)  original GS. (Continued)



58 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

(b)

(c)

Si

}
G S

Metal
grids

SiO2

Si

G S

Etched slot

SiO2Si
O

2

120.0

dB (E Field)

110.0

100.0

90.0

80.0

70.0

60.0

120.0

dB (E Field)

110.0

100.0

90.0

80.0

70.0

60.0

Figure 1.49 (Continued) The configuration and electric field distribution at 10 
GHz for, (b) adding ground grids, and (c) etching the SiO2 layer.

1 2 3 4 5 6 7 8 9 10
−0.8

−0.6

−0.4

−0.2

0.0

|S
21

| (
dB

)

Frequency (GHz)

Original GS
With ground grids
Etching the slot on SiO2

Figure 1.50 |S21| of three kinds of GS traces.



Electromagnetic Compatibility for High-Speed Circuits ◾ 59

1.3.6 Electromagnetic Bandgap

Owing to the growing complex EMC problems of the high-speed circuit and ever-
increasing EMC requirement, traditional EMC-control methods face a great chal-
lenge about the wide bandwidth, low cost, and compact size. There is a demand for 
the development of new structures and new materials for EMC engineering. As a 
new structure, the EBG technology offers promising alternatives to overcome the 
limitations of the traditional technology. Since its proposal until recently, EBG is 
one of the most rapidly advancing sectors in EMC research area.

Most of the EBG researches in EMC engineering focus on the PI design. Two 
typical EBG structures [54], the mushroom type and the coplanar type, are devel-
oped for this purpose, which are shown in Figure 1.51a,b respectively. They are 
periodic structures. Mushroom-type EBG is formed by embedding mushroom-
shaped unit cells between the power and ground planes, whereas coplanar-type 
EBG is formed by etching slot on the power and/or ground planes and connecting 
every cell by a trace bridge. Their basic principle is that by using the patch, via, 
and slot, every unit cell can be equivalent to an LC circuit of a stopband filter. The 
whole EBG can be taken as a 2D array of stopband filters. They can eliminate the 
propagation of the parallel-plate modes and noise between the power and ground 
planes within their stopband. To quantitatively study the performance of the EBG, 
a 2D dispersion diagram, calculated by full-wave methods, is used, where all modes 
are solved for the unit cell with the periodic boundary conditions. From the disper-
sion diagram, the stopband and the slow-wave behavior of the EBG can be clearly 
observed.

Ground plane

Power plane

(a)

(b) Ground plane

Power plane

Figure 1.51 (a) Mushroom-type and (b) coplanar-type EBG structures.
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Besides the PI design, EBG is used to eliminate the surface-wave propagation 
on the PCB [55]. Surface wave provides the noise coupling between different cir-
cuits mounted on the same PCB. It is also an awkward problem for the microstrip 
patch antenna array design, which can result in poor efficiency, large back lobe, 
and increase in antenna elements coupling. Surface waves can become dominant 
if a high dielectric constant and thick substrates are used. Since EBG can stop 
wave propagation between metal planes, based on the same idea, by etching slot 
on the metal layers of a PCB, it can be used to eliminate the wave propagation 
along its surface. This kind of EBG is also named as the high-impedance surface 
(HIS). It can be used to reduce the surface wave. Detailed analysis will be given 
in Chapter 7.

As a new technology, lots of researches efforts are made to improve its per-
formance and real applications. A wider stopband of EBG is proposed to cover 
wide spectrum of the switching noise from digital circuits [56]. The miniaturiza-
tion of EBG unit cell is required for the EBG to be used in a small space, such 
as the package. For mushroom-type EBG structures, double mushroom-shaped 
layers can increase the capacitance, as shown in Figure 1.51a, and reduce the unit 
cell size. For coplanar-type EBG structures, the bandwidth enhancement or the 
unit cell size reduction could be achieved by increasing the bridge inductance, as 
shown in Figure 1.51b. Recently, the tunable and multiband EBG designs have 
become hot research topics, since they provide a flexible filter, which finds appli-
cation in radio frequency (RF) designs. The EBG technology represents a major 
breakthrough with respect to the traditional electromagnetic structure design, 
mainly due to its ability to guide and efficiently control electromagnetic waves. 
Many new structures will evolve from it.

1.3.7 Near-Field Scanning

With the increased clock frequency, the size of packages and ICs mounted on the 
PCB is comparable with the wavelength of interest. This makes them unwanted 
antennas on the PCB, and they become the major source of EMI. For example, 
measurements show that the application processor (AP) inside a smartphone gen-
erates strong interference to all kind of integrated antennas. To measure the EMI 
from packages or ICs, the TEM cell and anechoic chamber are employed. However, 
the TEM cell gives only an approximation of the total radiated power from the 
devices. It cannot fully describe the radiation properties of the EMI source, includ-
ing the radiation pattern. The anechoic chamber is usually used to measure the far 
field of the device; however, the EMI between different circuits on a PCB is always 
within the near-field region.

Recently, there have been a great advancement of the near-field scanning tech-
nology, which makes it a powerful tool for analyzing the EMI problem of the high-
speed circuit [57]. The basic idea of the near-field scanning technology is shown in 
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Figure 1.52. Device under test (DUT) is equivalent to an equivalent EMI source 
(usually a dipole array). The equivalent source has the same radiation as the DUT 
but has a simpler structure. The radiated electromagnetic fields on a plane above the 
DUT are scanned by using the electric and/or magnetic probes, and the equivalent 
EMI source is obtained through the scanned fields by solving the related electro-
magnetic inverse problem. Finally, the equivalent EMI source is used for the EMC 
diagnosis, such as for estimating the noise coupling between different circuits on 
the same PCB and for analyzing the DUT radiation.

The major advantage of the near-field scanning technology over available 
EMI-measurement methods is that it provides a simple method to describe 
as much detailed radiation properties of the EMI source as possible, without 
knowing the details of the EMI source. For most cases, the structure of the 
EMI source, such as the AP inside the smartphone, is so complex that it is 
impossible to directly model its radiation in any commercial electromagnetic 
software. Moreover, due to the IP issue, usually, the EMC engineers cannot get 
the detailed physical structure of the EMI sources, such as the packages and ICs. 
Therefore, a simple and accurate equivalent EMI source is required. It is help-
ful in estimating the EMI risk of chips. If their noise coupling to other circuits 
is too large, then additional shield methods should be designed before they are 
mounted on the PCB.

The electric and magnetic infinitesimal dipole arrays are the mostly used 
equivalent EMI source due to their simplicity. In the free space, the radiated 
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Figure 1.52 Basic idea of the near-field scanning technology.
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electromagnetic fields from an electric infinitesimal dipole located at the origin of 
a spherical coordinates are
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where I0 and l are the current and length of the electric dipole, respectively, and 
r is the distance between the observation point and the dipole. The radiated elec-
tromagnetic fields from a magnetic infinitesimal dipole located at the origin of a 
spherical coordinates are
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where Im and l are the magnetic current and length of the dipole, respectively.
When the scanned fields have both magnitude and phase information, 

Equations 1.60 and 1.61 result in a set of linear equations. I0l and Iml of every 
dipole can be calculated by solving these equations, where dipoles are assumed 
to be evenly distributed on a plane. Since the scanned fields are obtained from 
the near-field region, they have large measurement error. The least-square and 
 regularization methods are used to get an accurate result.
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For the low-cost scanner, the scanned fields only have the magnitude informa-
tion. In this case, from Equations 1.60 and 1.61, a set of non-linear equations is 
obtained. To solve these equations, optimization methods such as the genetic algo-
rithm (GA) and differential evolution (DE) [58] are used. The locations of every 
dipole are determined by the GA or DE method.

It should be noted that Equations 1.60 and 1.61 are for free-space dipoles. They 
are used to approximately calculate the radiation from the DUT mounted on the 
PCB. The ground-plane effect can be considered by using the images of the dipoles. 
To accurately include the substrate effect of a multilayered PCB, the multilayered 
Green’s functions [59] can be used to get the complex radiation formula, instead of 
using Equations 1.60 and 1.61.

The dipole array reconstruction of EMI source is demonstrated by using a 
microstrip line and a patch antenna, as shown in Figure 1.53. The microstrip 
line is excited at one end, and some of its radiated power is coupled at the input 
port of the patch antenna. The magnitudes of the radiated near-magnetic fields 
Hx and Hy from the microstrip line are scanned at the plane 5 mm above the 
microstrip line. An equivalent magnetic dipoles array is used to present the 
microstrip line, which is defined on a plane 1 mm above the microstrip line. 
The scanned magnetic fields are used to calculate the magnetic dipole array by 
using the DE method. After that, the dipoles together with the patch antenna 
are imported into the full-wave software to calculate the received power at the 
input port of the patch antenna, where the microstrip line is replaced by the 
equivalent dipoles.

Figure 1.54 plots the magnetic field magnitudes obtained from the direct full-
wave simulation of the structure of Figure 1.53 (denoted by “full-wave simulation”) 
and the equivalent magnetic dipoles array (denoted by “equivalent model”). The 
plane on which the magnetic fields are calculated is 5 mm above the microstrip line 
and the frequency is 1 GHz. Figure 1.55 shows the coupled power at the input port 
of the antenna. A good correlation can be observed.
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yz
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Figure 1.53 A microstrip line and a patch antenna.
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1.4 Organization of This Book
This book is organized into seven chapters. These chapters form a coherent unit. 
However, they are also structured in a way that every chapter is sufficiently self-
contained to be read independently from the rest. The EMC-related acronyms are 
redefined in every chapter.
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Figure 1.54 Magnetic field magnitudes obtained from the direct full-wave 
 simulation and the equivalent magnetic dipole array.
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Chapter 1 introduces the major EMC issues related to high-speed PCBs and 
advanced packaging, their modeling methods, and the EMC design. After Chapter 1, 
the remainder of this book is divided into two parts: EMC modeling, which is 
explained in Chapters 2 to 4, and EMC design, which is elaborated in Chapters 5 to 7.

Chapter 2 presents the mode analysis method for PGPs and PGGs. This 
 chapter begins with the derivation of the modal fields/eigenfunctions of PGPs 
from the 2D wave equation. After that, detailed examples are presented to explain 
the physical meaning of these modal fields, mode-control method, and equivalent 
circuit representation of the PGP impedance. Finally, we will introduce the solu-
tions of modal fields by using the imaging method and the hybrid method and 
extend the modal field analysis method to PGGs, which are widely employed in 
advanced packaging.

Chapter 3 provides the integral equation solutions of the PDN, which can also 
be considered an extension of Chapter 1 to arbitrarily shaped PGPs. The integral 
equation methods are classified into two kinds according to their different Green’s 
functions; we will discuss the 2D integral equation solution of the PDN, where 
the electromagnetic field is assumed uniform along the vertical direction and the 
Hankel function is used as the Green’s function, and the 3D integral equation 
 solution, where the electromagnetic field forms standing wave along the vertical 
direction and the dyadic Green’s functions are employed. Finally, a combined 
equivalent networks analysis for PGPs with narrow slots is presented.

In Chapter 4, de-embedded and semi-analytical methods are proposed to model 
the vias used in PCBs and 3D/2.5D packages, respectively. For the through-hole 
vias in PCBs, we propose a non-equipotential transmission lines model to represent 
their parasitic circuits. For 3D/2.5D packages, a semi-analytical wideband mod-
eling approach based on cylindrical mode expansion of electromagnetic fields is 
proposed to analyze the electrical properties of high-density TGV arrays.

Chapter 5 focuses on three common PCB-level EMC control methods: decou-
pling capacitor placement, common mode filter, and PCB-embedded structures/
materials. We will analyze and optimize the Decap placement according to the 
modal field distribution of the PGPs proposed in Chapter 2, followed by the 
 common mode filter design to suppress the common mode noise. Finally, the per-
formance of PCB-embedded filters and absorbers is analyzed.

Chapter 6 explores the solutions to reduce the signal IL due to the lossy silicon 
substrate. For this purpose, a double-shielded interposer design with two metal 
layers directly contacting the silicon substrate surfaces for high-speed signal propa-
gation along TSVs is analyzed. Next, two kinds of compact waveguide structures 
based on TGV technology are studied.

Chapter 7 discusses the applications of high-impedance surface structures and 
graphene films on EMC designs. The high-impedance surface is used to eliminate 
the surface-wave noise propagation inside a shield box, followed by the application 
of HIS on the performance enhancement of patch antennas working at WiFi fre-
quency (2.45 GHz). Finally, the use of graphene as an absorbing film is discussed.
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Chapter 2

Modal Field of Power–
Ground Planes and Grids

Power distribution network (PDN) is employed to supply power for circuits. It is 
an important and essential part for circuit integration at all levels: printed circuit 
boards (PCBs), packages, and even chips. To reduce the high-frequency imped-
ance of the PDN and provide shielding between different substrate layers, power–
ground planes (PGPs) or power–ground grids (PGGs) are widely used as a typical 
structure of PDN in multilayer PCBs, packages, and chips [1,2].

The rapid growth and convergence of digital computing and wireless commu-
nication have been driving the semiconductor industry to integrate more and more 
circuits on PCBs and into one single package. At the same time, the voltage sup-
ply level is continuously reduced with the ever-increasing working frequency. These 
make the electromagnetic compatibility (EMC), including the signal integrity and 
power integrity, a very critical issue for the successful design of PGPs and PGGs [3]. 
Considering the harmonics of the increased clock frequency, the noise spectrum 
on PCBs and inside the package will cover very high frequency. With this ever-
decreasing wavelength, the electromagnetic wave fluctuation inside PGPs and 
PGGs cannot be ignored. This requires us to use the electromagnetic and micro-
wave theory in all aspects of future circuit system, including modeling, design, 
and testing. We need to study the modal behaviors of the electric and magnetic 
fields, instead of the voltage and current for high-speed, high-power, and high-
density electric circuit.
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The demand for an accurate and efficient simulation of such complex EMC 
problems strongly motivates the development of more advanced electromagnetic 
modeling algorithms. The full-wave three-dimensional (3D) methods, such 
as finite element method (FEM) and finite-difference time-domain (FDTD)  
method, can give an accurate simulation result. However, their application is 
limited to small and simple geometry, due to their computational cost. Although 
the overall size of PGPs and PGGs is small enough to apply those full-wave 
methods, the high aspect ratio and the dense and small vias result in a huge mesh. 
This makes these full-wave methods very expensive in terms of the computing 
time. To avoid the computational cost of these full-wave methods, more efficient 
two-dimensional (2D) methods are proposed to simulate the signal and power 
integrity problem. A multilayered finite-difference method was proposed in [4]. 
The 2D FEM is also used to simulate PGPs [5]. An analytical-numerical method 
is proposed in [6].

In this chapter, we give a review of the state of the art of the mode analysis 
method for PGPs and PGGs. This method is easy to implement and usually 
needs fewer computing resources than the full-wave methods. Most important, 
the mode analysis can give an intuitive physical understanding of the electro-
magnetic behavior of PGPs and PGGs, including their resonances, equivalent 
circuits, and impedance control. It is much helpful for practical EMC engi-
neers, since it provides “how” knowledge, which the full-wave method cannot 
provide.

This chapter will begin with the derivation of the modal fields/eigenfunctions 
of PGPs from a 2D wave equation, where different boundary conditions are con-
sidered (open, short, and hybrid). Analytical formula expanded by using eigenfunc-
tions is obtained for PGPs with the rectangular shape. After that, detailed examples 
are presented to explain the physical meaning of these modal fields, mode control 
method, and equivalent circuit representation of the PGP impedance in the practi-
cal PGPs design. Finally, we will introduce the solution of modal field by using the 
imaging method and the hybrid method [7,8] and extend the modal field analysis 
method to PGGs; this method is widely employed in advanced packaging and 
serves as PGPs in PCBs [9].

It should be noted that the mode analysis method discussed in this  chapter 
can also be extended to applications of microstrip/strip patch-based radio frequency 
(RF) structure and component design. Recently, there has been an increasing 
interest in the design of microstrip/strip patch-based antenna, filter, metamateri-
als, frequency selective surface (FSS), electromagnetic bandgap (EBG) [10], and 
so on. Most of them work on certain resonant frequency, so the mode analysis 
is the fundamental method to better understand and design those RF structures 
and components. The materials in this chapter are helpful for the novel RF struc-
tures and component designs.
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2.1  Wave Equation and Its Solution by 
Using the Green’s Function

2.1.1 Two-Dimensional Wave Equation

A typical PGP pair with an arbitrary shape is shown in Figure 2.1, where the metal 
planes can be power or ground planes employed in PCBs and packages and a sub-
strate with the thickness of d is sandwiched between the metal planes. There can 
be power–ground traces connected to and signal traces passing through the PGPs. 
Only the electric field E and magnetic field H inside the substrate are considered 
here; they satisfy the following Maxwell’s curl equation: 

 ∇ × = + +H E J Jjωε Sub Ext (2.1)

where ε is the electric permittivity of the substrate and ω is the angular frequency. 
JExt is the excitation current density, and it flows through the area Δs of the antipad. 
JExt comes from the return current of the signal/power–ground trace going through 
the antipad in Figure 2.1. JSub is the current density inside the substrate, which is 
related to E as

 JSub = σE  (2.2)

where σ is the electrical conductivity of the substrate.
Substituting Equation 2.2 into 2.1, we get: 

 ∇ × = +H E Jjωε Ext  (2.3)

where ε is the complex permittivity of the substrate, with ε ε δ= −( tan )1 j , 
and δ is the loss angle, with tan /δ σ ωε= ( ). In this way, the substrate loss is 
included in ε. If considering the metal plane loss, ε can be further rewritten as 
ε ε δ= − +[ (tan / )1 j t d ] with t being the skin depth of the metal planes. Since, 

JExt E H
Jsub

Metal plane

Metal plane

Antipad

Substrate ε, μ

d

x

yz

0

JExtSignal trace

Power–ground
trace

Figure 2.1 Typical structure of PGPs.
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usually, copper with a high conductivity is employed for PGPs, the metal loss is 
neglected in the following:

Another Maxwell’s curl equation is: 

 ∇ × = −E Hjωµ  (2.4) 

where µ is the magnetic permeability of the substrate.
Applying ∇ × on both sides of Equation 2.4 and considering Equation 2.3, we 

can get:  

 ∇ × ∇ × = −E E Jk j2 ωµ Ext (2.5)

where the complex wave number is

 k = ω εµ  (2.6)

Assuming that there are no free charges inside the substrate, ∇ ⋅ =E 0. We get: 

 ∇ × ∇ × = ∇∇ ⋅ − ∇ = −∇E E E E2 2  (2.7)

Therefore, Equation 2.5 is rewritten as

 ( )∇ + =2 2k jE Jωµ Ext  (2.8)

Above equation is a 3D wave equation, the solution of which is much complex, 
considering both E and JExt have three components. However, according to the fol-
lowing approximations, we can reduce Equation 2.8 to a 2D wave equation. 

 1. The thickness of the substrate d is very smaller compared with the working 
wavelength, so that the fields inside the substrate (between the two metal 
planes, as shown in Figure 2.1) can be assumed to be uniform along the z 
direction, and hence, we have ∂ ∂ =/ z 0 for the electric and magnetic fields.

 2. For most PCBs and packages, the PGPs are made of copper with a high con-
ductivity. They can be taken as perfect electric conductor (PEC), so we have: 

 E E Hx y z= = = 0 (2.9)

on the surface of metal planes. Since the field inside the substrate is uniform 
along the z direction, Equation 2.9 holds for the whole substrate.

In summary, inside the substrate, we have: 

 E r zE( ) ( , )=  z x y  (2.10)
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 H r x yH( ) ( , ) ( , )= +
H x y x yx y  (2.11)

 J r z r x yExt Ext( ) ( , ),,= = +


J x y x yz  (2.12)

Therefore, Equation 2.8 is reduced to the following 2D wave equation: 

 ( ) ( , ) ( , ),∇ + =t z zk E x y j J x y2 2 ωµ Ext  (2.13)

with ∇ = ∂ ∂ + ∂ ∂t x y2 2 2 2 2( ) ( ).
Equation 2.13 is in the form of electric fields; however, to connect this PGPs 

model to other circuit model in PCBs and packages, a wave equation in the form 
of voltage and current is more preferred. As shown in Figure 2.2, the voltage at any 
location between two metal planes is defined as

 v dz= −E  (2.14)

Substituting Equation 2.14 into Equation 2.13, we get the wave equation in the 
form of current and voltage: 

 ( ) ( )∇ + ( ) = −t k v j df2 2 r rωµ  (2.15)

where f I s( ) ( )/r r= ∆Ext  and IExt is the total current flowing through the area of the 
antipad. IExt is the return current of the signal current flowing through the antipad 
area.

2.1.2 Boundary Conditions

In order to solve the wave Equation 2.15, suitable boundary condition must be 
applied. Considering the scenario in practical PCBs and packages design, two 
boundary conditions are discussed in the following subsections.
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Figure 2.2 Voltage and current definitions of PGPs.
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2.1.2.1 Open Boundary

Open boundary means that the PCB is placed in free space, and there is no short-
ing vias along its contour. The open boundary can be taken as a perfect mag-
netic conductor (PMC) from the view of the electromagnetic field. For the PMC 
boundary, we have: n r E r n r H rr r

 ( ) ( ) ( ) ( )⋅⋅ ∈ ∈= × =C C 0, where C is the contour 
along PCBs and n  is the outer unit vector vertical to the contour, as shown in 
Figure 2.2.

n E ⋅⋅ = 0 can be easily achieved by considering that the electric field only has z 
component.

According to Equation 2.4, we have: 
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Since n r H r
r

( )× =
∈

( )
C

0, we have ∂ ∂ =∈E nz C( )r r 0, which is an open-boundary 
condition for Equation 2.13. Hence, ∂ ∂ =∈v n C( )r r 0 is an open-boundary condi-
tion for Equation 2.15.

2.1.2.2 Short Boundary

In most practical PCBs designs, lots of shorting vias are placed along the contour 
of PGPs to eliminate the unwanted radiation from them. For this case, the contour 
can be taken as a short boundary. The short boundary can be taken as a PEC from 
the view of the electromagnetic field. When the contour of PCB is a PEC boundary, 
we have: n r H r n r E rr r

 ( ) ( )⋅ = × =∈ ∈C C
( ) ( ) 0. Since n E n z t 

 × = × =( )E Ez z , where 
t n z


= ×  is  the unit vector tangential to the contour, so Ez C( )r r∈ = 0 becomes a 
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short-boundary condition for Equation 2.13. Hence, v C( )r r∈ = 0 is a short-boundary 
condition for Equation 2.15.

Besides the open and short boundaries, there can be impedance boundary for 
the PGPs. In fact, due to the radiation from the contours of the PGP, the PGP can 
be considered terminated with the frequency-dependent radiation impedance. One 
solution of the wave equation under this impedance boundary is that, first, get the 
equivalent network (will be discussed in the following subsections) of the PGPs, 
with the ports defined along its contour, and then, the radiation impedance can 
be calculated from the radiation field from a path antenna; finally, this radiation 
impedance is connected to the equivalent network of the PGPs and other circuits/
devices to perform system simulation. For practical EMC analysis, an easy model-
ing method is to consider the radiation into the loss of the substrate, and the ana-
lytical formula can be obtained [11].

2.1.3 Solution of Wave Equation

Earlier, we obtained the wave Equation 2.15 and its boundary conditions. The 
voltage v in the wave equation can be solved by using the Green’s function under 
the same boundary conditions. This solution procedure includes two steps: first, 
to express the voltage v by using the integral of the Green’s functions, and then, to 
express the Green’s function by using the summation of eigenfunctions. These two 
steps are introduced in the following subsections.

2.1.3.1 Green’s Function

Here, we rewrite the wave equation and its open boundary condition as

 ( ) ( ) ( )∇ + = −2 2k v j dfr rωµ  (2.17)

 

∂
∂

=
∈

v
n C

( )r

r

0
 

(2.18)

The corresponding Green’s function and its boundary condition are defined as

 ( ) ( , ) ( )∇ + ′ = − − ′2 2k G j dr r r rωµ δ  (2.19)

 

∂ ′( )
∂

=
∈

G

n
C

r r

r

,
0

 
(2.20)

where δ( )r r− ′  is the Dirac delta function. r x y= +x y  is the observation point 
and ′ = ′ + ′r x yx y  represents the source point.
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v can be expressed by using the Green’s function as

 
v G f ds

S

( ) ( , ) ( )r r r r= ′ ′ ′∫
 

(2.21)

where S is the area of the metal plane, as shown in Figure 2.2.
Proof:
According to the Green’s second identity and surface-divergence theorem, we 

have: 

 
φ ψ ψ φ φ ψ ψ φ∇ − ∇( ) = ∇ − ∇( ) ⋅∫ ∫t t

S

t t

C

ds dl2 2 n

 
(2.22)

where C is the contour of the area S, as shown in Figure 2.2, n  is the outer unit 
vector normal to the contour C.

Let ϕ = G and Ψ = v, we get: 

 
G v v G ds G v v G dlt t

S

t t

C

∇ − ∇( ) = ∇ − ∇( ) ⋅∫ ∫2 2 n

 
(2.23)

By replacing ∇t v2  and ∇t G
2  with Equations 2.17 and 2.19, respectively, and consider-

ing the boundary condition ∇ ⋅ = ∂ ∂ =∈ ∈t C Cv v n( ) ( )r n rr r
 0 and ∇ ′ ⋅ =

∈t C
G( , )r r n

r


∂ ′ ∂ =∈G n C( , )r r r 0, we have 

 
G j df k v v j d k G ds( , )[ ( ) ( )] ( )[ ( ) ( , )]r r r r r r r r r′ − − − − − ′ − ′{ }ωµ ωµ δ2 2

SS
∫ = 0

 
(2.24)

 
− ′ + ′ =∫ j df G ds j dv

S

ωµ ωµ( ) ( , ) ( )r r r r 0

 
(2.25)

Since the Green’s function is symmetric [i.e., G G( , ) ( , )r r r r′ = ′ ], we get: 

 
v G f ds

S

( ) ( , ) ( )r r r r= ′ ′ ′∫
 

(2.26)

2.1.3.2 Eigenfunctions

The above Green’s function can be calculated by the summation of eigenfunctions. 
The eigenfunctions φn( )r  can be defined as follows: 
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 ( ) ( )∇ + =2 2 0kn nφ r  (2.27)

where kn
2 are the corresponding eigenvalues and n denotes all needed indices 

 defining a certain φn( )r . The non-trivial solution of Equation 2.27 is present only 
for an infinite number of discrete values of kn

2. The eigenfunction is also the modal 
voltage/field distribution for the problem of PGPs, which we will discuss in details 
later.

The boundary condition of the eigenfunctions is same as that of the Green’s 
function: 

 

∂
∂

=
∈

φn

Cn
( )r

r

0
 

(2.28)

Given that the eigenfunctions are orthonormal, they must satisfy: 

 
φ φn m

S

ds
n m∗∫ =

=



( ) ( )
,

,
r r

1

0

  if 

  otherwise
 

(2.29)

where * symbolizes a complex conjugate.
Using φn( )r  as the basic functions, the Green’s function defined in Equations 

2.19 and 2.20 can be expanded as

 
G An n

n

( , ) ( ) ( )r r r r′ = ′∑ φ
 

(2.30)

In the following equation, the unknown coefficient An is determined.
Substituting Equation 2.30 into Equation 2.19, we get: 

 
A k j dn n n

n

( ) ( ) ( ) ( )′ ∇ +  = − − ′∑ r r r r r2 2φ φ ωµ δ
 

(2.31)

Considering Equation 2.27, 

 
A k k j dn n n

n

( )( ) ( ) ( )′ − = − − ′∑ r r r r2 2 φ ωµ δ
 

(2.32)

Integrating both sides with φn
∗( )r  and considering the orthogonality of φn( )r , we get 

 
A

j d
k k

n
n

n

( )
( )′ =

′
−

∗

r
rωµ φ

2 2  
(2.33)
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Substituting An into Equation 2.30, the Green’s function is obtained as

 
G j d

k k
n n

nn

( , )
( )

r r
r r′ =

′
−

∗

∑ωµ φ ( )φ
2 2

 
(2.34)

It should be noted that only open boundary is considered here to demonstrate 
the solution procedure. Equations 2.26 and 2.34 are valid for the PGPs with any 
boundary condition.

2.1.4  Eigenfunction for Power–Ground Planes 
with Rectangular Shape

v can be calculated by using the integral of the Green’s functions, and the Green’s 
function can be calculated by using the summation of eigenfunctions. Now, the 
problem is how to calculate the eigenfunction for a certain PGP. For the regularly 
shaped PGPs (such as rectangle, triangle, and circle), there is analytical solution of 
the eigenfunctions. For the arbitrarily shaped PGPs, numerical methods must be 
used to get the eigenfunctions. Since PCBs with rectangular shapes are commonly 
employed in practical designs, in this subsection, we will focus on the rectangular 
PGPs with the dimension a*b, as shown in Figure 2.3, to derive the eigenfunctions.

For PGPs, contours can be opened, shorted by shorting vias or decoupling 
capacitors, or partially opened and partially shorted. These different boundary con-
ditions result in different formula of the eigenfunctions.

2.1.4.1 Eigenfunction for Open Boundary

Assume that the rectangular PGPs of Figure 2.3 have open boundaries. The corre-
sponding eigenfunction can be obtained by using the separation of variables method.

Let 

 φn X x Y y( ) ( ) ( )r =  (2.35)

y

xa

b

0

Figure 2.3 Rectangular-shape PGPs (top view).



Modal Field of Power–Ground Planes and Grids ◾ 81

Substituting Equation 2.35 into Equation 2.27, we obtain: 

 

′′
+

′′
+ =X x

X x
Y y
Y y

kn
( )
( )

( )
( )

2 0
 

(2.36)

Let 

 

′′
= −X x

X x
knx

( )
( )

2

 
(2.37) 

 

′′
= −

Y y
Y y

kny

( )
( )

2

 
(2.38)

where knx
2  and kny

2  are constants and k k kn n nx y
2 2 2+ = .

The solutions of X(x) and Y(y) are

 X x c k x c k xn nx x( ) cos( ) sin( )= +1 2  (2.39) 

 Y y c k y c k yn ny y( ) cos( ) sin( )= +3 4  (2.40)

where c1 to c4 are unknown coefficients to be determined by using the open-boundary 
condition in Equation 2.28.

Applying the open-boundary condition at x = 0, we can get: 

 

∂
∂

= =
=

φn

x
n

x y
x

k cx

( , )

0
2 0

 
(2.41)

So, c2 = 0 or knx = 0; this results in X x c k xnx( ) cos( )= 1 . After that, we apply the open 
boundary condition at x = a and get: 

 

∂
∂

= − =
=

φn

x a
n n

x y
x

k c k ax x

( , )
sin( )1 0

 
(2.42)

Since c1 cannot be zero (otherwise, we have  φn = 0), we have k n a nn x xx = =( ), , , ...π 0 1  .
Similarly, applying open-boundary conditions at y = 0 and y = b, we can get   

C4 = 0 and
 

k
n

b
nn

y
yy = =

π
, , ,...  0 1

 
(2.43)

Finally, the eigenfunction can be written as 

 φn n nc k x k yx y( ) cos( )cos( )r = 5  (2.44)
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where c5 = c1*c3 . c5 is determined by using the orthonormality of the eigenfunc-
tions, as follow: 

 

φ φn m n m n m

SS

ds c k x k x k y k y dsx x y y( ) ( ) cos( )cos( )cos( )cos( )r r = ∫∫ 5
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==
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n m
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x x y y5
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0 0
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=
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≠


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δ δn nx y
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(2.45)

where δnx and δny are the Kronecker delta with: 
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≠
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(2.47)

Therefore, 

 
c

ab
n nx y

5

2 2
=

− −( )( )δ δ

 
(2.48)

The eigenfunction can be written as

 
φ

δ δ
n

n n
n n

x y

xab
k x k yy( )

( )( )
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− −2 2

 
(2.49)

The Green’s function can therefore be written as
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with k k k k m a k n b m nmn x y x y
2 2 2 0 1 2= + = = =, ( ), ( ), , , , ,π π  . . . . Here and in the fol-

lowing sections, for simplicity, we use m = nx and n = ny, and let φmn represent the 
eigenfunction with indices m and n.

2.1.4.2 Eigenfunctions for Other Boundaries

2.1.4.2.1 Eigenfunction for Short Boundary

When the contour of the top and bottom metal planes shown in Figure 2.3 is con-
nected by shorting vias or decoupling capacitors, the boundary of the correspond-
ing eigenfunctions can be considered as short boundary. We can follow the same 
procedure as mentioned in subsection 2.1.4.1 to get the eigenfunctions and the 
Green’s function, where the boundary condition of the eigenfunction is changed to: 

 
φmn x

x y( , )
=

=
0

0
 

(2.51)

 
φmn x a

x y( , )
=

= 0
 

(2.52)

 φmn y
x y( , )

=
=

0
0 (2.53)

 φmn y b
x y( , )

=
= 0 (2.54)

With this short boundary, the eigenfunction is obtained as

 
φmn x yx y

ab
k x k y( , ) sin( )sin( )= 2

 
(2.55)

with k k k k m a k n b m nmn x y x y
2 2 2 1 2= + = = =, ( ), ( ), , , ,...π π

It should be noted that if m = 0 or n = 0, we will get ϕmn = 0, so it is not included 
in the eigenfunction. The corresponding Green’s function can be written as 
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(2.56)

2.1.4.2.2 Eigenfunction for Hybrid Boundary

For some cases, the contour of the PGPs can be partially opened and partially 
shorted. One of such hybrid boundary, an example is shown in Figure 2.4, where the 
boundaries at x = a and y = 0 are opened, but the boundaries at x = 0 and y = b are 
shorted. For this hybrid boundary, the boundary condition of the eigenfunction is

 
φmn

x
x y,( ) =

=0
0
 

(2.57)
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 φmn y b
x y( , )

=
= 0 (2.60)

From Equations 2.57 and 2.58, we have: 
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From Equations 2.59 and 2.60, we get: 
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According to the orthonormality, the eigenfunction is obtained as

 
φmn x y

ab
k x k y= 2

sin( )cos( )
 

(2.63)

The corresponding Green’s function is
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y

xa

b

0

Short
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Open
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Figure 2.4 Hybrid boundary condition for PGPs (top view).
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2.2 Modal Field
2.2.1 Modal Field—From the View of Linear System

The eigenfunctions φmn( )r  proposed in subsection 2.1.3.2 are also the mode func-
tions of PGPs. They play an important role toward the electromagnetic  property 
of PGPs.

Let us summarize the wave equation and its Green’s function solution as follow: 

 ( ) ( ) ( )∇ + = −t k v j df2 2 r rωµ  (2.65)

 
v G f ds

S

( ) ( , ) ( )r r r r= ′ ′ ′∫
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(2.67)

which is valid for arbitrarily shaped PGPs with any boundary condition. Since 
eigenfunctions form the basis functions, the excitation current f(r) in Equation 2.65 
can be expanded by using these eigenfunctions as

 
f amn mn

m n

( ) ( )
,

r r= ∑ φ
 

(2.68)

where amn is the expansion coefficients and φmn( )r  in Equation 2.68 can be taken as 
the excitation modes.

According to Equations 2.66 and 2.67, and considering the orthogonality of 
the eigenfunctions in Equation 2.29, the voltage v can be calculated as 
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(2.69)

where H j d k kmn mn= −( / )ωµ 2 2 , and φmn( )r  in Equation 2.69 can be taken as the 
response modes.
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As shown in Figure 2.5, for each excitation mode, when it goes through PGPs, it 
will independently excite a response mode, and the ratio between the response mode 
and the excitation mode is Hmn. This mode analysis procedure is similar to the Fourier 
transform analysis of a linear system: the modes φmn( )r  can be taken as the exponen-
tials in Fourier transform; the indices m and n represent the different “frequency” 
components; and Hmn is the impulse response of the linear system (here, the PGPs).

From the impulse response Hmn, we can see that for a lossless PGPs system, it 
has infinite number of “self-excitation” when: 

 k k kx y
2 2 2= = +ω µε2

 (2.70)

These “self-excitations” denote the resonance of the PGPs, and the corresponding 
resonant frequencies can be derived from Equation 2.70 as

 
f

c
k kmn x y= +

2
2 2

π  
(2.71)

where c is the speed of light in the substrate.
At or close to a certain resonant frequency fpq, Hpq approaches infinity, so from 

Equation 2.69, the voltage distribution is totally decided by the mode function 
φpq ( )r , v H apq pq pq( ) ( )r r≈ φ . The resonance is a big problem for PGPs, because it 
introduces signal integrity, power integrity, and EMI problems. In the following 
subsection, the mode function is studied in detail to better understand the behavior 
of the PGPs resonance.

According to the assumption in subsection 2.1.1, inside the substrate, the mag-
netic field is vertical to z direction, so the mode function φpq ( )r  is also called trans-
verse magnetic (TM) (p, q) mode in some literatures.

2.2.2 Examples of Modal Fields

The first example is the PGPs with an open boundary, as shown in Figure 2.6. The 
substrate between the metal planes has a thickness of 1.2 mm, a relative permittiv-
ity of 4.4, and a loss tangent of 0.02. The resonant frequency of these PGPs is 
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m nmn
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(2.72)

Power–ground
plane

amnϕmn (r) Hmn ⋅ amnϕmn (r)

jωμdHmn k2
mn − k2=

Excitation
current

Response
voltage

Figure 2.5 Response of PGPs to the excitation mode.
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where a and b (in millimeter) are the length and width of the PGPs, respectively. εr and 
μr are the relative permittivity and permeability of the substrate, respectively.

For a > b, the lowest resonant frequency is f a r r10 150= =( / )ε µ 0.458GHz,  
which is related to the dominant (1,0) mode of the PGPs. Figure 2.7a−d show the 
first four mode functions (the voltage distribution at resonant frequencies): ϕ10, ϕ01, 

(a) (b)

(c) (d)

1 0 −1

Figure 2.7 Normalized motions φφmn r( ) for (a) (1,0) mode, (b) (0,1) mode, (c) (1,1) 
mode, and (d) (2,0) mode (top view).

εr = 4.4, tan δ = 0.02

y

x156 mm

106 mm

0

Open

Open

Open

Open

Figure 2.6 A power–ground plane with open boundary (top view).
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ϕ11, and ϕ20. For the mode function φmn( )r , the indices m and n represent the number 
of half-cycle voltage variations along the x and y directions, respectively. Table 2.1 
lists the resonant frequencies of the first four modes.

The next example is the PGP shown in Figure 2.8. It has the same dimensions 
and substrate as those in Figure 2.6 but with a hybrid boundary. The resonant fre-
quency of these PGPs is 
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(2.73)

Its lowest resonant frequency is f00 = 0.41 GHz, which is related to the dominant 
(0,0) mode of the PGPs. Figure 2.8 also shows the mode function φ00( )r . We can 
see that by changing the boundary condition, the lowest resonant frequency and 
the mode function can be changed.

The third example is PGP with an arbitrary shape, as shown in Figure 2.9, 
where the substrate is the same as that in the above-mentioned examples. For 
this PGP, there is no analytical solution of the mode function. The mode func-
tion must be obtained by using numerical methods, such as the FEM and the 
method of moments. The dominant mode of this PGP is shown in Figure 2.9, 
where the resonant frequency is f = 0.26 GHz. The magnitude of the modal 

Table 2.1 First Four Modes and Their 
Resonant Frequencies

Mode Resonant Frequency (GHz)

(1,0) 0.458

(0,1) 0.675

(1,1) 0.815

(2,0) 0.916

y

x156 mm

106 mm

0

Short

Short

Open

1

0

−1

Open

Figure 2.8 PGPs with hybrid boundary (top view) and its (0,0) mode.
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voltage achieve its maximum value at the open boundary and become zero 
at the short boundary, and the physical distance between the modal voltage 
maximum value and zero value decides the resonant wavelength and hence the 
resonant frequency of the mode.

2.2.3 Control of Modal Field

Besides the analysis of the modal field, the control of the modal field is important 
for PGPs design. For example, when the resonant frequency of the PGPs coincides 
with the working frequency, we need to shift it to avoid its interference, or when the 
sensitive signal trace passes through the PGPs, we need to change the modal field 
distribution to make a “clean room” for the through-hole via.

In recent years, the microstrip patch is widely employed in RF components’ 
design, including antennas and filters, owing to its low cost and easy fabrication. 
Their structure is quite similar to the structure of PGPs. Most of these microstrip 
patches work at their resonant frequencies. The modal filed analysis and control men-
tioned in this section are also very important for their design. For example, the work-
ing bandwidth of a microstrip patch-based filter is usually narrow, with the center 
frequency satisfying k = kmn in Equation 2.67. In order to broaden its bandwidth, one 
way is to turn the modal fields distribution to make the resonant frequencies of two 
or more different modal fields much closer to each other, and then, the bandwidth of 
these modes will be connected together to form a wider bandwidth.

For a better design of these microstrip patch-based structure and components, 
we need some measures to control the modal fields of the PGPs structure. This can 
be easily done by adding shorting vias/decoupling capacitors or cutting slot on the 
PGPs with a low fabrication cost. The shorting via/decoupling capacitor changes 
the modal voltage, whereas the slot changes the modal current of the PGPs. Both of 
them can change the resonant frequencies. In the following subsection, the modal 
field and resonant frequencies after applying shorting vias/slot are obtained by 
using numerical methods.

y

x156 mm

106 mm

0

Short

Open

Open

Open

1

−1

0

Figure 2.9 PGPs with an arbitrary shape (top view) and its dominant mode.
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2.2.3.1 Shorting Vias/Decoupling Capacitors

The shorting via connects the top and bottom metal planes, as shown in Figure 2.1 
and then forces the voltage at that point to be zero. When it is applied at the loca-
tion where the modal field magnitude has maximum values, it will greatly change 
the modal field distribution and then shift the corresponding resonant frequency. 
Usually, the resonant frequency will shift to a higher frequency by applying the 
shorting via. If the top and bottom metal planes are power and ground planes, respec-
tively, decoupling capacitors, instead of shorting vias, are used to short the power and 
ground planes at high frequencies, while still keeping them isolated at DC.

The PGP shown in Figure 2.6 is discussed in this subsection to demonstrate the 
effect of the shorting vias on modal field and resonant frequencies. First, two short-
ing vias are applied at the centers of the left and right sides of the PGPs separately, 
as shown in Figure 2.10. From the original modal field distribution of Figure 2.7, 

Shorting
via

(a)

Shorting
via

(b)

Shorting
via

(c)

Shorting
via

(d)

Shorting
via

(e)

1 0 −1

Figure 2.10 Normalized mode functions φφmn r( ) for (a) changed (1,0) mode, 
(b) (0,1) mode, (c) (1,1) mode, (d) changed (2,0) mode, and (e) additional mode 
(top view), after two shorting vias are applied.
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we can see that the shorting vias are at the locations of the maximum magnitude of 
the original (1,0) and (2,0) modes, so they greatly change these two modal fields, as 
shown in Figure 2.10a and d. On the other hand, the shorting vias are at “zero” mag-
nitude of the original (0,1) and (1,1) modes, so they almost have no effect on these 
two modal fields. The shorting vias also introduce an additional mode, as shown in 
Figure 2.10e. Table 2.2 lists the resonant frequencies of the modes with and without 
shorting vias. The table shows that after applying shorting vias, the resonant frequen-
cies of the changed (1,0) and (2,0) modes shift to higher frequencies. At the same 
time, the resonant frequency of the (1,0) mode is much closer to that of the (0,1) 
mode. This is helpful in designing a filter with a wider bandwidth. The offset of the 
resonant frequencies can be controlled by adjusting the locations of the shorting vias.

Next, four shorting vias are applied on the four corners of the PGPs, as shown in 
Figure 2.11. For this time, the shorting vias are located at the maximum magnitude 
of all four modes, as shown in Figure 2.7, so all four modal fields are changed, as 
shown in Figure 2.11, and their resonant frequencies are pushed to higher frequen-
cies. The changed resonant frequencies are listed in Table 2.3. Again, an  additional 
mode appears, as shown in Figure 2.11e.

2.2.3.2 Slots

When we cut a slot on the top or bottom metal plane of Figure 2.1, it will change 
the surface current of the top or bottom metal plane. This results in the change of 
the modal field and resonant frequencies.

The PGP in Figure 2.6 is used again for the demonstration. A slot with dimensions 
70 mm × 1 mm is cut on the center of the top metal plane, as shown in Figure 2.12, 
where the modal fields of the first four modes are also plotted. Table 2.4 lists the 
resonant frequencies with and without the slot. Since this slot is vertical to the 
surface current direction of the (1,0) mode (the surface current distribution can 
be found in Figure 2.15) and it locates at the maximum magnitude of the surface 
current, (1,0) modal field is greatly changed. The resonant frequency of the (1,0) 

Table 2.2 Comparison of Mode Resonant Frequencies

Mode

Resonant Frequency (GHz)

Without Shorting Vias With Shorting Vias

(1,0) 0.458 0.656 ↑

(0,1) 0.675 0.670

(1,1) 0.815 0.815

(2,0) 0.916 1.024 ↑

Additional mode 0.306
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(e)

Shorting
vias

(a) (b)

(c) (d)

Shorting
vias

Shorting
vias

Shorting
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Shorting
vias

1 0 −1

Figure 2.11 Normalized mode functions φφmn r( ) for changed (a) (1,0) mode, 
(b) (0,1) mode, (c) (1,1) mode, (d) (2,0) mode, and (e) additional mode (top view), 
after four shorting vias are applied.

Table 2.3 Mode Resonant Frequencies

Mode

Resonant Frequency (GHz)

Without Shorting Vias With Shorting Vias

(1,0) 0.458 0.715 ↑

(0,1) 0.675 0.810 ↑

(1,1) 0.815 1.13 ↑

(2,0) 0.916 1.06 ↑

Additional mode 0.363
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mode also shifts to a lower frequency. This is because the slot increases the path of 
the (1,0) mode current, as shown in Figure 2.13. This resonant frequency offset can 
be easily controlled by adjusting the length and width of the slot.

Although the slot of the (2,0) mode is vertical to the surface current direction, 
it locates at the “zero” region of the current, as shown in Figure 2.15. Therefore, the 
resonant frequency shift of the (2,0) mode is not as large as that of the (1,0) mode. 
Similar explanation can be used for the (0,1) and (1,1) modes.

In this subsection, the control of modal field and resonant frequencies by using 
shorting via/decoupling capacitor and slot is discussed. These control methods are 

(a) (b)

(c) (d)

Slot Slot

Slot Slot

Current path

Current path

1 0 −1

Figure 2.12 Normalized mode functions φφmn r( ) for (a) (1,0) mode, (b) (0,1) mode, 
(c) (1,1) mode, and (d) (2,0) mode (top view), after slot is applied.

Table 2.4 Comparison of Mode Resonant Frequencies

Mode

Resonant Frequency (GHz)

Without Slot With Slot

(1,0) 0.458 0.370 ↓

(0,1) 0.675 0.673

(1,1) 0.815 0.810

(2,0) 0.916 0.905
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intuitive and easy to understand. They are also flexible, since the resonant frequen-
cies offset can be easily controlled by adjusting the location, number, and direction 
of the slots and vias.

2.2.4 Induced Surface Current

The induced surface current on the top and bottom metal planes of Figure 2.14 can 
be expressed as 
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It should be noted that JS is the induced current, which is different from the excita-
tion current JExt. Since JS on the top and bottom metal planes have the same distri-
bution, in the following, we focus only on JS on the bottom plane.

Substituting J z HS = ×ˆ  and v E dz= −  into ∇ × = −E Hjωµ , we get the rela-
tionship between JS and v:
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(a)          (b)

a
a + Δa

Figure 2.13 Current path of the (1,0) mode (a) without slot and (b) with slot.
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Figure 2.14 Surface current of PGPs.
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Since v can be expressed by using the mode functions in Equation 2.69, 
JS can also be expanded by using vector mode function ∇φmn. ∇φmn is plot-
ted in Figure 2.15 for the first four modes of the PGPs in Figure 2.7. The  
x-directional current distribution of (1,0) mode is equivalent to the current 
distribution of a half-wavelength dipole antenna. For the half-wavelength dipole 
antenna, its resonant frequency is inversely proportional to its length or 
current path length. Therefore, when the slot in Figure 2.12a increases the 
equivalent path length of the (1,0) modal current, its resonant frequency is 
reduced.

For the open boundary, along the contour C of the PGPs, we have:

 0 = × = − × × = − = −n n z J J n z z n J z n J        H ( ) ( ) ( ) ( )S S S S⋅⋅ ⋅⋅ ⋅⋅  (2.76)

Therefore, current flowing outwardly from PGPs is zero, which agrees with the 
open boundary.

For the short boundary, along the contour C of the PGPs, we have: 

 0 = ⋅ = − ⋅ × = − ⋅n H n z J t J   ( )S S (2.77)

(a) (b)

(d)(c)

1 0

Figure 2.15 Vector modal current ∇∇φφmn for (a) (1,0), (b) (0,1), (c) (1,1), and 
(d) (2,0) modes.
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Therefore, JS only have the component J nSn   normal to C. Substituting J z HS = ×  
into ∇ × =H Ejωε  and considering n E × = 0 along C, we get:

 
0 = × = × ∇ × = × ∇ × × = × ∇ ⋅ = ∂
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j
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(2.78)

Magnitude of JSn achieves its maximum value along C, which agrees with the short 
boundary.

2.3 Impedance Matrix of Power–Ground Planes
2.3.1 Port Definition

By using the Green’s function, the impedance of the PGPs can be calculated. For 
this purpose, ports are defined at any location between the up and down planes, 
as shown in Figure 2.16. The port voltage and current are the voltage v and excita-
tion current IExt in the wave Equation 2.15, respectively. The port current is the 
return current of the signal current flowing through the through-hole via inside the 
antipad. Figure 2.17 shows the relationship between the signal current, its return 
current, and the port voltage and current.

d0 x

yz

vi

Ii
+
_

IjΔSi
ΔSj

ri

rj_
+

vj

Figure 2.16 Ports’ definition of the power–ground plane.

Return current Ii

zii

Signal current
Signal trace

Metal plane

Metal plane

+

_
vi

Figure 2.17 Signal current, its return current, and the port voltage and current 
at port i (cross section).
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Assuming that Ij is applied on port j, the produced voltage at r is
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where ri and rj are the centers of ports i and j, respectively, and ΔSi and ΔSj are the 
very small areas of ports i and j, respectively. The mutual impedance between ports 
i and j is 
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where v is averaged over the observation port i.

2.3.2 Equivalent Circuit

For rectangular PGPs with different boundary conditions, the mutual impedance 
zij can be written by using the eigenfunction, as 
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(2.81)

where k k kmn x y
22 22 22= + , φ φmni mn i= ( )r , and φ φmnj mn j= ( )r .

Defining the inductance L d k abmn mn= ( / )µ 2 , capacitance C ab d0 = ε( / ), con-
ductance G ab d C= =ωε δ ω δ( / )tan tan0 , and their parallel circuit impedance 
Z j L j C Gmn mn= + +1 1 0/( / )ω ω , Equation 2.81 can be rewritten as 
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98 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

zij is represented by using the equivalent circuit, as shown in Figure 2.18a. zij can 
be considered the series of infinite C0LmnG parallel circuits. Each C0LmnG parallel 
circuit denotes the resonance of the PGPs, the resonant frequency of which is fmn 
in Equation 2.71. Another simplified form of equivalent circuit of zij is plotted in 
Figure 2.18b.

Before we calculate zij, let us explain more about the (0,0) mode in Equation 
2.82. For the PGPs with an open boundary, from Equation 2.50, we can see that 
the contribution of the term with m = n = 0 to zij is 
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where we assume that the substrate is lossless. C ab d0 = ε( / ) is just the DC capaci-
tance between the up and down metal planes. zij i j

00(r r, ) is a constant, which is inde-
pendent, with ri and rj. Therefore, a (0,0) mode stands for the DC uniform electric 
field distribution between up and down metal planes for the open boundary. If the 
boundary of the PGPs is short or partially short, its DC capacitance is zero. Therefore, 
it will not have a (0,0) mode (as for the short boundary in sub section 2.1.4.2.1) or 

(a) (b)

L00C0 G

L10C0 G
Port jPort i

abϕ00i :1 1: abϕ00j

abϕ10i :1 1: abϕ10j

LmnC0 G

abϕmni :1 1: abϕmnj

zij

C′00,0 G′00

C′10,0 G′10L′10

C′mn,0 G′mnL′mn

Figure 2.18 (a) Equivalent circuit of zij and (b) its simplified model, where 
′′ == φφ φφC ab mnj mnjmn,0 0(C ), ′′ ==L ab Lmn i mnj mnφφ φφnn , and ′′ ==G G abmn mni mnj( )φφ φφ .
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its (0,0) mode does not contribute to the DC capacitance (as for the hybrid bound-
ary in subsection 2.1.4.2.2). For the open boundary, L00 → ∞ and can be removed 
from the equivalent circuit.

2.3.3 Characteristics of Impedance Curves

The PGP with an open boundary in Figure 2.6 is used here to analyze the char-
acteristics of its impedance, where two ports are defined at (20 mm, 80 mm) and 
(117 mm, 80 mm), respectively, as shown in Figure 2.19. Figure 2.20 shows the 
calculated magnitudes of impedances, |z11|, |z12|, and |z22|, which are obtained by 
using Equation 2.82. The characteristics of these impedances can be explained by 
the modes and equivalent circuit of the PGPs.

y

x156 mm

106 mm

0

Open

Open

Open

Open

Port 1 Port 2

(20 mm, 80 mm) (117 mm, 80 mm)

εr = 4.4, tan δ = 0.02

Figure 2.19 Power–ground plane with two ports defined, where the substrate 
thickness is 1.2 mm.
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Figure 2.20 Magnitude of zij.
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 1. At low frequencies (from DC to the first-series resonant frequency), due to 
the size of the PGP being smaller than the working wavelength, it can be 
taken as a parallel plate capacitor with capacitance C0. The value of C0 can 
be calculated by the slope of impedances, as shown in Figure 2.20, and it is 
independent of the location of ports. 

 2. At high frequencies, the PGPs have infinite resonant modes. These resonant 
modes result in the impedance peaks in Figure 2.20, such as the (1,0) to (2,0) 
modes of Figure 2.7. At its resonant frequency fmn, the impedance of C0LmnG 
parallel circuit becomes much larger, which prevents the current flowing at 
ports i and j in Figure 2.18.

 3. At high frequencies, there are also local minima on the impedance curves. 
For a parallel LC circuit, it can be taken as a frequency-dependent inductor 
for frequencies below its resonant frequency, since the imaginary part of its 
admittance is negative, whereas it can be taken as a frequency-dependent 
capacitor for frequencies above its resonant frequency. According to this, 
for a lossless substrate, when the frequency is between two mode resonant 
frequencies, for example, fmn and fm+1n, the equivalent circuit of zii can be 
reduced to the series of CΣ and LΣ, as shown in Figure 2.21. This CΣLΣ series 
circuit results in the local minima at its resonant frequency ( / ).1 2π C LΣ Σ  

zii

C′00,0

C′10,0 L′10

C′m+1n,0

C′mn,0 L′mn

CΣ

LΣ
L′m+1n

Figure 2.21 Reduced equivalent circuit of zii.
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Considering the loss of substrate, the local minima in Figure 2.20 are not 
zero. It is due to the same reason as for the mutual impedance local minima. 
For clarity, in Figure 2.20, we refer the mode resonances as the parallel reso-
nances and refer these CΣLΣ resonances as the series resonances. 

 4. All of the resonant frequencies related to four modes in Figure 2.7 are 
observed on |z11| curve; however, f20 is not observed on |z12| and |z22| curves. 
This is because port 2 is located at the zero of the (2,0) mode, which results in 
ϕ20j = 0 in equivalent circuit of Figure 2.18. It should be noted that the reso-
nant modes are independent of the excitation and observation ports; however, 
whether these resonant modes can be “seen” from the impedance is decided 
by the ports’ locations.

The above-mentiones conclusions are also valid for the PGPs with arbitrary shapes 
and any boundary; their impedance curves can always be divided into three differ-
ent regions: the low-frequency capacitance (for open boundary), the high-frequency 
parallel resonance, and the high-frequency series resonance regions.

2.3.4 Equivalent Network

After ports are defined, the PGPs can be represented by using an equivalent net-
work, the impedance matrix of which can be obtained by Equation 2.82 for rectan-
gular shapes or by numerical methods for arbitrary shapes. This equivalent network 
can then be connected with equivalent networks of other components and circuits 
to perform the whole system simulation.

For PGPs with two ports, shown in Figure 2.19, two decoupling capacitors are 
applied at the centers of the left and right sides of the PGPs separately (as shown 
in Figure 2.10, where the shorting vias are replaced by decoupling capacitors). The 
whole structure can be equivalent to a four-ports network, as shown in Figure 2.22, 
where port 3 and port 4 are terminated with the decoupling capacitors. The decou-
pling capacitor is 200 pF, with an equivalent series inductance (ESL) of 0.01 nH.

The impedance matrix [Z] of this four-port network is obtained by 
Equation 2.82, and then, |z11| is calculated and shown in Figure 2.23, where, for 

[Z]

Port 1

Port 2

Port 3

Port 4

C ESL

C ESL

Figure 2.22 Four-port network of the power–ground plane.
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comparison, |z11| without the decoupling capacitors is also plotted. From this fig-
ure, we can see that after applying the decoupling capacitors, the resonant frequen-
cies of the (1,0) and (2,0) modes shifted to higher frequencies, which agree with the 
results in Table 2.2.

The ports can also be defined along the contour of the PGPs. In this case, 
the PGPs with arbitrary shapes can be solved by using the Green’s function of 
PGPs with rectangular shape. This is also called the segment method, as shown in 
Figure 2.24. In Figure 2.24, the L-shaped plane is divided into two rectangular 
planes and connecting ports are defined along their interface.

2.4 Imaging Method
In the earlier sections, we had discussed the mode analysis of the PGPs. Owing to 
its intuitive nature, the mode expansion method is widely used in real engineering 
applications, such as the electromagnetic wave propagation analysis of reverbera-
tion chamber and rectangular cavity [12,13]. The pair of PGPs forms a cavity at 
high frequency. Lots of electromagnetic modes exist inside the cavity. The Green’s 
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Figure 2.23 |z11| with and without the decoupling capacitors.

Figure 2.24 Segment method.
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function must consider contributions from all those modes to get an accurate result 
when it is applied to calculate the impedance of PGPs at a high frequency. This 
makes the mode expansion method inefficient at a high frequency. In this section, 
an alternative analytical method, imaging method, is proposed to calculate the 
Green’s function of the PGPs structure [7]. It can be found that the imaging expan-
sion method can achieve faster convergence at a high frequency than the mode 
expansion method. However, the imaging method shows a slower convergence 
than the mode expansion method at a low frequency. In fact, the mode expansion 
method and the imaging method are equivalent when we consider infinite number 
of modes and images in their expression formulas. Based on this equivalence, we 
propose a hybrid method to take the advantages of both mode expansion method 
and imaging method.

2.4.1 Problem Statement

The PGP with a rectangular shape under study in this subsection is shown in 
Figure 2.25, which consists of two metal planes with a length of a and a width 
of b. The substrate sandwiched between these two metal planes has a relative 
permittivity of εr, a loss tangent of tanδ, and a thickness of d. Two ports with a 
radius of R are located at the observation point r x y= +x y   and the source point 
′ = ′ + ′r x yx y , respectively.

Previously, we had got the Green’s function of the PGPs in Figure 2.25, 
which is expressed by using the mode functions. In order to distinguish it from 
the Green’s functions obtained from images, we refer to it as Gmode and rewrite 
it as 
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Figure 2.25 Power–ground plane with two ports.
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with k k k k m a k n b m nmn x y x y
2 2 2 0 1 2= + = = =, ( ), ( ), , , , ,...π π  . It should be noted 

that j dωµ  is removed from Gmode. When frequency becomes higher, the number of 
modes also increases, so that the convergence of Gmode becomes very slow.

2.4.2 Imaging Method

The imaging method is postulated as an alternative solution for the Green’s function. 
Figure 2.26 shows one example of the imaging method for a pair of rectangular 
PGPs. Taking the four PMC boundaries of the PGPs in consideration, we use multi-
images of the source port to represent the wave reflections from the PMC boundary. In 
that case, the PMC boundary can be removed and the electromagnetic field arriving 
at the observation port can be taken as the radiation contribution from the source 
port and all its images. For the PMC boundary, the source and its images will have 
the same value and polarization, which are shown in Figure 2.26. The position of 
the image can be derived as 

 ′ = ′ − + ′ −r x ymn x ma y nb( ) ( )α β2 2   (2.85)

with α/β = −1 or 1 and m/n = −∞…∞. For each (m,n) pair, there are four images.
Since the PMC boundary is now replaced with the virtual images of the source 
via, the Green’s function of 2D free space can be used. Considering the free-space 
radiation boundary condition, together with the wave equation, the Green’s func-
tion at r due to the source at r ′ can be derived as 

W
id

th PMC y

x

PMC

PMC

Length

... ...

. . .

. . .. . .

. . .

. . .

Images

PMC

(x1, y1)
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Figure 2.26 Images of the source.
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where ρ = ′r r−  and k = ω εµ  is the wave number. H k0
2( )( )ρ  is a zero-order Hankel 

function of the second kind. In case the imaginary part of k is negative, H k0
1( )( )ρ  is 

used instead of H k0
2( )( )ρ .

The final imaging Green’s function can be written by adding the contributions 
from the source and all its images, and this Green’s function is referred to as Gimage 
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where R is the radius of the port.

When ρ αβmn,  increases, the Hankel functions decay quickly; therefore, we just 
need to calculate a few images that are near to the observation port to get accurate 
mutual impedance.

2.4.3 Hybrid Method

In the following subsection, the Ewald identity is employed to build the link between 
the mode Green’s function Gmode and the imaging Green’s function Gimage. Furthermore, 
we proposed a hybrid imaging and mode method to solve the PGPs problem.

The 2D Ewald identity of Hankel function can be written as 
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By substituting Equation 2.88 into Equation 2.87, we can rewrite the imaging 
Green’s function as 

 G G Gimage = +1 2 (2.89)

where 
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Factor E is a splitting parameter. Next, we expand G1 as follows:
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By using Poisson summation formula [14], we can get:
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By replacing variable l + g with ( / )X a mα 2 +  and ( )Y b nβ 2 + , respectively, in 
Equation 2.93 and substituting Equation 2.93 into Equation 2.92, we get: 
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The following integration can be calculated as 
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After that, we define κmn x yk k k2 2 2 2= + −  with k m ax = π/  and k n by = π/ ; for 
m,  n = 0,1,2,…∞, C k XX xα α= cos( ) and C k YY yβ β= cos( ). Substituting Equation 
2.95 into Equation 2.94, G1 can be written as 
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where 
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Finally, 
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According to [15], we can get: 
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where Eq is a q-order exponential integral function, E z e t dtq
zt q( ) ( )= −∞

∫1 . Eq(z) 
decays as e−z/z as |z|−>∞.

Let E → ∞ , from Equation 2.91, we can see that G2 = 0, whereas e mnl E− →κ2 24 1 
in Equation 2.98. Therefore, Gimage is reduced to Gmode. This verifies that the Green’s 
functions obtained from mode expansion and images are equivalent to each other.

In real application, we must truncate the infinite number of m and n and 
neglect the higher-order terms with larger m and n. This results in computation 
error and different convergences of the mode and imaging methods at different 
frequencies. Mode method converges quickly at low frequencies, whereas imaging 
method converges quickly at high frequencies. From Equation 2.89, we can take a 
proper E factor to propose a new hybrid method, which takes advantages of both 
imaging and mode methods. If we choose a larger/smaller E, the hybrid method 
will be reduced to mode/image method. In Equation 2.98, m and n can be considered 
the mode number of hybrid method, like that in the mode method. In addition, 
in Equation  2.99, ρ αβ α βmn X ml Y nw, ( ) ( )= + + +2 22 2  is the distance from the 
images to the observation port.

2.4.4 Validation

In this subsection, we examine the accuracy and efficiency of the proposed hybrid 
method, where the calculated impedance of PGPs by using the hybrid method, 
imaging method, mode method, and full-wave method as well as their measure-
ment results are compared. The equivalence between the hybrid, imaging, and 
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mode methods is validated. The results show that the hybrid method has a faster 
convergence than the mode/imaging method in higher-/lower-frequency band.

2.4.4.1 Validation of the Hybrid Method

The first example is a PGP structure with two vias, as shown in Figure 2.27, where 
the mutual impedance between two through-hole vias is calculated. The dielectric 
material is FR4 with a relative permittivity of 4.4 and a loss tangent of 0.02. The 
board has a length of 100.15 mm, a width of 75.10 mm, and a height of 1.65 mm. 
Two ports are defined at two through-hole vias at (30 mm, 30 mm) and (70 mm, 
55 mm), respectively. The fabricated PCB is shown in Figure 2.27.

The S parameters are simulated and compared. The amplitudes of the S 
parameters are calculated by using the proposed hybrid method with 4 × 11 × 
11 images and 900 modes, which are compared with the results from experiment 
from 0.4  to 5.0 GHz, as shown in Figure 2.28. Good agreement is observed from 
0.4 to 3 GHz.

Figure 2.27 PCB test board for the validation.
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Figure 2.28 Calculation of S parameters by using hybrid method, in comparison 
with experimental data for frequency band (0.4–5 GHz).
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Next, the hybrid method is used to calculate the Z parameter, the result of 
which is compared with those of the mode, imaging, and full-wave methods. The 
dimensions and materials of the PGPs are the same as those in the first example. 
Z12 is shown in Figure 2.29, where the number of modes and images used in the 
three methods (the mode method, the imaging method, and the hybrid method) 
are listed in Figure 2.29.

Figure 2.29 shows that the results generated by the four methods agree well, but 
the time consumption is different. The three analytical methods use much less time 
than the full-wave method (seconds vs. several tens of minutes). Thus, we can see 
that the hybrid method is more efficient than the full-wave method.

2.4.4.2  Comparison of Convergence of Three 
Analytical Methods at Low Frequency

In the third example, the hybrid method is used to calculate the Z parameter and 
is compared with the mode, imaging, and full-wave methods at low frequency. The 
dimensions and materials of the PGPs are the same as those in the first example.

Figure 2.30 exhibits that the proposed hybrid method generates the same result 
as that of the mode method. Their results agree well with those of the full-wave 
method and are more accurate than those of the imaging method. Actually, when 
we decrease the number of images (from 4 × 11 × 11 to 4 × 7 × 7) of the hybrid 
method, the result does not change too much, as shown in Figure 2.7. This shows 
that the main determining factor of the hybrid method at low frequency is the 
mode part.

0 5 10 15 20
0

10

20

30

40
Z 1

2 (
Ω

)

Frequency (GHz)

Full-wave method
Imaging method (4 × 11 × 11 images)
Mode method (900 modes)
Hybrid method (4 × 11 × 11 “images” and 900 modes)

Figure 2.29 Z21 calculation using the mode, imaging, full-wave, and hybrid 
methods in 0.1–20 GHz.
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The hybrid method fits well with the full-wave method and is better than the 
imaging method. The imaging method does not get good convergence, because 
at low frequency, the wave number k in Equation 2.87 is small and the images of 
source at far region will still contribute to E-field at the victim via. Therefore, more 
images need to be calculated to make the imaging method converged. The hybrid 
method is more efficient and accurate than the imaging method at low frequency.

2.4.4.3  Comparison of Convergence of Three 
Analytical Methods at High Frequency

Figure 2.31a,b show the calculated Z21 at high-frequency range by using four methods: 
the full-wave method, the mode method, the imaging method, and the proposed 
hybrid method. From Figure 2.31, a good agreement between the proposed hybrid 
method, the imaging method, and the full-wave method can be observed. The 
mode method shows a little error in comparison with the full-wave method. This 
is due to the non-convergence of the mode method at high frequency. In order to 
get a more accurate result, more higher-order modes should be considered at a high 
frequency than that at a low frequency. However, the hybrid method calculates 
the contribution from those higher-order modes by considering Equation 2.99, so 
that it can get a more accurate result at high frequency than the mode method 
does. When we reduce the number of mode used in the hybrid method (from 900 
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Figure 2.30 Z21 calculation using the mode, imaging, full-wave, and hybrid 
methods in 0.1–1 GHz.
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to 625), its result in Figure 2.31 still shows a good agreement with the full-wave 
method. This implies that the imaging part in the hybrid method is the major con-
tributor at high frequency.

Figure 2.32 shows the calculated Z11 at high frequency. Good agreement between 
the proposed hybrid method, the imaging method, and the full-wave method can 
also be observed. The mode method shows worse discrepancy in comparison with 
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Figure 2.31 (a) Z21 calculation using the mode, imaging, full-wave, and hybrid 
methods in 8–10 GHz. (b) Z21 calculation using the mode, imaging, full-wave, and 
hybrid methods in 12.5–15 GHz.
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the full-wave method, even when we use more modes. The reason is that when two 
vias get closer, there are more higher-order interactions of modes between the two 
vias; therefore, we need to calculate more modes to get accurate results. The self-
impedance can be considered as two vias at same position, and it is much harder to 
get convergence when calculating Z11 by using mode method. However, the hybrid 
method can get convergence easily.

2.4.4.4 Comparison of Computing Time

Table 2.5 shows the time consumption of all four methods. The computer has a 
CPU of four cores at 2.8 GHz and 8 GB RAM. The remarks state the condition 
under which the calculations are carried out.

Table 2.5 illustrates that the computing time by three analytical methods is 
in the range of a few seconds compared with the computing time by the full-wave 
method, which is in the range of minutes. In order to get good accuracy at both 
low and high frequencies, the number of modes for the mode method and the 
number of images for the imaging method must be large enough (in this case, 
there should be 10,000 modes and 4 × 41 × 41 or more images). The proposed 
hybrid method is an adaptive method and can be automatically reduced to the 
mode method and the imaging method at low and high frequencies, respectively. 
Therefore, we can conclude that the proposed hybrid method is the best trade-off 
between the computational accuracy and efficiency, covering both low and high 
frequency range.
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Figure 2.32 Z11 calculation using the mode, imaging, full-wave, and hybrid 
methods in 10–20 GHz.
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2.5 Power–Ground Grids
With the development of 2.5D integration technology, the interposer technology 
is widely used to integrate different ICs into one electronic package. Since a solid 
PGP is easy to peel off during the fabrication process, PDN on interposer is usu-
ally designed to be a grid. Several previous works have been carried out to model 
such PGG on interposer. In [16], a segmentation method was proposed for mod-
eling large-sized PDN on silicon interposer, where the whole PGG was divided 
into many small segments and the impedance was obtained by solving a complex 
equivalent circuit. Because of its complex structure, a 3D full-wave simulator has 
been used to estimate such PGG impedance, which can obtain accurate results. 
Unfortunately, the PGG on interposer is composed of quantities of vias and it calls 
for a large number of meshing, which results in a long simulation time as well as 
requirement for large computing resources. Therefore, it is necessary to develop an 
efficient and accurate method to calculate the impedance of the PGG on interposer.

In this section, a semi-analytical method for calculating the impedance of the 
PGG on interposer is proposed. An equivalent PGP for the PGG is constructed. 
First, both PGG and its equivalent PGP are divided into many unit cells, where 
resistance (R), inductance (L), capacitance (C), and conductance (G) of each unit 

Table 2.5 Time Consumption of Calculation Using the Mode, Imaging, 
Full-wave, and Hybrid Methods at 0.1–20 GHz

Method Time (seconds) Remarks

Full-wave 4,113 0.1 GHz–20 GHz
996 points
6,777 tetrahedra

Mode method 1.055 900 modes

1.801 1600 modes

2.722 2,500 modes

10.26 10,000 modes

Imaging method 1.584 4 × 11 × 11 images

2.996 4 × 21 × 21 images

5.946 4 × 41 × 41 images

Hybrid method 3.261 4 × 7 × 7 images and 900 modes

4.393 4 × 7 × 7 images and 1,600 modes

5.926 4 × 11 × 11 images and 900 modes
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cell of PGG are extracted. Then, the unit cell of equivalent planes can be con-
structed, which has the same RLCG values as that of the grid-type unit cell. Since 
the conductive loss and dielectric loss only affect the Q factor, instead of the reso-
nant frequency of the impedance curve, the metal layers are assumed to be PEC 
and the medium is assumed to be lossless. The equivalent-planes unit cell has the 
same size as that of the grid-type unit cell, but the medium is different. Therefore, 
the entire equivalent PGP is obtained by combining the equivalent-planes unit 
cells together, and the impedance of the equivalent PGP (and also the PGG) can be 
analytically calculated by using the resonant cavity method or the imaging method 
discussed in the previous sections. To further improve the accuracy of the proposed 
formula, an empirical formula is proposed to modify the resonant cavity mode for 
the equivalent PGP to ensure that it can obtain consistent result with the PGG. The 
proposed method is validated by the full-wave simulation method and is compared 
with an available measurement result.

2.5.1  Equivalent Power–Ground Plane of 
the Power–Ground Grid

The structure of a typical PGG on interposer is shown in Figure 2.33. It is com-
posed of two metal layers with a length of a and a width of b. The light lines of 
the structure represent the power grids, and the dark ones are the ground grids. 
Through vias are used to connect the PGGs from the top layer to the bottom layer. 
This PGG can take a periodic structure, and Figure 2.34a represents its unit cell. 
Lw is the line width of the metal layer, and Lp is the pith between grids. The posi-
tion of the connecting vias is also displayed in the figure, with a diameter of dvia. 
The side view of this unit cell is shown in Figure 2.34b, where t is the thickness 
of the metal layer and d is the thickness of the substrate sandwiched between the 
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b 
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(x1, y1)

(x2, y2)

(x3, y3)
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y

Figure 2.33 Top view of the geometry of the power–ground grid.
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two metal layers. In our simulation, the substrate is set as an intermetal dielectric 
(IMD) with a relative permittivity of εIMD.

The grid-type unit cell used to extract the inductance (Lg) and capacitance (Cg) 
is shown in Figure 2.35a, where L1 represents the self-inductance of the power grid, 
whereas L2 is the self-inductance of the ground grid. M is the mutual inductance 
between the power grid and the ground grid. The two current paths from source to 
sink in Figure 2.35a are set up to obtain L1 and L2 by using numerical quasi-static 
methods. The final inductance of the grid-type unit cell can be determined by 

 L L L Mg = + −1 2 2  (2.100)

The parameter, Cg, is the capacitance of the grid-type unit cell between the ground 
grid and the power grid, as shown in Figure 2.35a, which is also extracted directly 
by the quasi-static method. The equivalent-planes unit cell is constructed with the 
same Lg and Cg values. The structure of the equivalent-planes unit cell is show in 
Figure 2.35b. It is assumed that the size of the equivalent-planes unit cell is the 
same as that of the grid-type unit cell. Therefore, the difference between two struc-
tures is a characteristic of the substrate.

(a) (b)

Lp = 100 μm

Lw = 20 μm

dvia = 14 μm
IMD d = 15 μm

d = 15 μm
d = 15 μm

t =
 1

 μ
m

Figure 2.34 Unit cell of the power–ground grid. (a) Top view and (b) side view.

(a) (b)w
Source 2

d

Sink1

Source 1

Sink2

L1 L2

MCg
Ground net Power net

w

d

Figure 2.35 (a) Unit cell of the power–ground grid for extracting the inductance 
and capacitance and (b) the constructed equivalent-planes unit cell.
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For the equivalent-planes unit cell, we have: 

 L dg g= µ  (2.101)
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w
d

g g= ε ε0

2

 
(2.102)

where μg and εg are the permeability and relative permittivity of the substrate of the 
equivalent-planes unit cell, respectively. ε0 is the permittivity of free space; w and 
d are the length of the equivalent planes unit cell (and also the grid-type unit cell) 
and the thickness between two metal layers, respectively.

With Equations 2.101 and 2.102, we can derive the permeability and relative 
permittivity of the substrate of the equivalent-planes unit cell as 
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The constructed equivalent-planes unit cell has the same inductance and capaci-
tance as that of the grid-type unit cell. The dimension of the entire equivalent 
PGP remains the same as that of the PGG with a length of a and a width of b. The 
impedance of the original PGG can be calculated by using its equivalent PGP as:
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where k k kmn x y
2 2 2= + , φ φmni mn i= ( )r , φ φmnj mn j= ( )r , and k g g= ω ε µ .

To verify the accuracy of the equivalent-planes representation of the PGG, the 
impedance at the three ports shown in Figure 2.33 is calculated by Equation 2.105 
(denoted by “semi-analytical method”). The results are compared with the full-wave 
simulation of the original PGG (denoted by “full-wave simulation”) up to 100 GHz, 
as shown in Figure 2.36.

It can be seen that the self-impedance at port 1 can be well predicted by the 
analytical formula in Equation 2.105. However, there exists some deviation for 
impedances at port 2 and port 3. For impedance at port 2, we can see that the first-
series resonant frequency obtained by the semi-analytical method is lower than 
that obtained by the full-wave simulation, whereas the parallel resonant frequencies 
of both methods agree well. For port 3, the difference of the first-series resonant 
frequency obtained by the two methods becomes even larger. The reason for this 
disagreement is that the inductance in the PGG changes to be larger when the 
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position of the port moves from the edge to the center [17]. To solve this problem, 
an empirical formula is proposed to modify the resonant cavity mode ϕmni and ϕmnj 
of the equivalent PGPs to ensure that it obtains the same impedance curve as that 
of the original PGG.

2.5.2 Modified Mode Function

According to the equivalent circuit in Figure 2.18, Zji can be represented by the 
equivalent circuit in Figure 2.37. When frequency is below the first parallel reso-
nant frequency, the first-series resonant frequency can be approximated as the series 
of C0 and summation of inductors in Figure 2.37. 
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Figure 2.36 Impedance obtained from the resonant cavity method (for the equiv-
alent PGP) and the full-wave method (for the power–ground grid). Self-impedance 
at different ports: (a) port 1, (b) port 2, and (c) port 3.
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while the parallel resonant frequency is
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As shown in Equations 2.106 and 2.107, the first-series resonant frequency is 
defined by ϕmni, ϕmnj, Lmn, and C0, whereas the parallel resonant frequencies are 
defined by only Lmn and C0. To compensate the difference of the first-series resonant 
frequency between equivalent PGP and the original PGG in Figure 2.36 and, at 
the same time, to keep the parallel resonant frequencies unchanged, an empirical 
formula is derived to modify the mode functions as follow: 
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Figure 2.37 The equivalent circuit of the power–ground plane.
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and 

 F f x f y F f x f ymni mn i mn i mnj mn j mn j= =( ) ( ), ( ) ( ) (2.111)

fmn(x) and fmn(y) are the proposed empirical modified factors.
The first-series resonant frequency is modified by the empirical formula, which 

has no influence on the parallel resonant frequency. It will compensate the major 
difference at the series resonant frequency, as shown in Figure 2.36b and c. The 
accuracy of the proposed modified resonant cavity mode is validated in the next 
subsection.

2.5.3 Validation

In this subsection, the accuracy of the semi-analytical method with the modified 
resonant mode is validated with the full-wave method and an available measurement 
result. In the following figures, semi-analytical method with modified cavity mode is 
denoted as “modified semi-analytical method” for simplicity. The impedance of the 
three representatively positioned ports in Figure 2.33 is calculated. The coordinates 
of the ports are (0.05 mm, 0.05 mm) for port 1, (0.35 mm, 0.35 mm) for port 2, 
and (0.55 mm, 0.55 mm) for port 3. The simulated Z parameter for the frequency 
band of 0.1 to 100 GHz is plotted in Figure 2.38.

As shown in Figure 2.38, the modified resonant cavity mode for the equiva-
lent planes illustrates the consistency with that of the full-wave method for PGG 
in the frequency range from 0.1 to 100 GHz. Meanwhile, the computing time 
with the modified semi-analytical method is much less than that with the full-wave 
method (several seconds vs. several hours). Therefore, the modified semi-analytical 
method can be used to calculate the impedance of the PGG efficiently and 
accurately.

Next, to validate the scalability of the proposed modified semi-analytical 
method, Z parameters of PGGs with different grid sizes are simulated. The grid 
patterns are with the size of Lw/Lp = 30 um/100 um and Lw/Lp = 40 um/100 um. 
The process of calculating the parameters of the equivalent PGP for the PGG is 
the same as depicted in the previous subsection. The equivalent medium of the 
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equivalent PGP changes with the grid size, but the proposed empirical formula 
remains the same. Here, self-impedance of port 2 and port 3 are calculated for the 
validation. The results are shown in Figure 2.39.

As depicted in Figure 2.39, the result of the modified semi-analytical method 
agrees well with that of the full-wave method. It indicates that the proposed empiri-
cal formula is almost independent of the grid size. Therefore, the modified semi-
analytical method can be a general method when calculating the PGG of typical 
sizes on interposer.

The electric field distribution of the modified (2,0) mode, F20iϕ20i, of the PGG 
is plotted in Figure 2.40. This mode distribution, together with the proposed 
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Figure 2.38 Comparison of impedance of the power–ground grid obtained by the 
semi-analytical method, modified semi-analytical method, and full-wave method. 
(a) Self-impedance at port 1, (b) self-impedance at port 2, (c) self- impedance at 
port 3, and (d) transfer impedance between port 1 and port 3.
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semi-analytical formula, is useful for the placement of the decoupling capacitors. 
For example, to eliminate the resonant frequency of the (2,0) mode, the decoupling 
capacitor should be placed in the region of maximum electric field.

Finally, the measurement of a practical on-chip PGG [18] is applied to vali-
date the results obtained from the proposed modified semi-analytical method. 
The dimensions of the on-chip PDN can be found in [18]. In this example, the 
metal loss and substrate loss are considered in the proposed method by using a 
complex wavenumber k. As shown in Figure 2.41, there exists some deviation 
between the modified semi-analytical method and the measurement results. The 
deviation could be the result of the dimension variation, which is caused by the 
manufacturing process.
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Figure 2.39  Z22 and Z33 obtained by the modified semi- analytical method and 
full-wave method for different power–ground grid sizes. (a) and (b) for Lw/Lp = 
30 um/100 um,  (c) and (d) for Lw/Lp = 40 um/100 um.
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Figure 2.40 Electric field distribution of the power–ground grid at resonant 
 frequency of (2,0) mode.
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Figure 2.41 Comparison of the impedance curves obtained by the modified 
semi-analytical method and the measurement. (From Pak, J. S., et al., IEEE Trans. 
Compon. Pack. Manuf. Technol., 1(2), 208–219, 2011.)



Modal Field of Power–Ground Planes and Grids ◾ 123

References
 1. J. Kim, M. D. Rotaru, S. Baek, J. Park, M. K. Iyer, and J. Kim, Analysis of noise 

coupling from a power distribution network to signal traces in high-speed multilayer 
printed circuit boards, IEEE Trans. Electromagn. Compat., 48(2), 319–330, 2006.

 2. M. Swaminathan, J. Kim, I. Novak, and J. Libous, Power distribution networks for 
system-on-package: Status and challenges, IEEE Trans. Adv. Packag., 27(2), 286–300, 
2004.

 3. X. C. Wei, E. P. Li, E. X. Liu, and R. Vahldieck, Efficient simulation of power distri-
bution network by using integral equation and modal decoupling technology, IEEE 
Trans. Microw. Theory Technol., 56(10), 2277–2285, 2008.

 4. A. E. Engin, W. John, G. Sommer, W. Mathis, and H. Reichl, Modeling of strip-
lines between a power and a ground plane, IEEE Trans. Adv. Pack., 29(3), 415–426, 
2006.

 5. SIWave, ANSYS software, http://www.ansys.com.
 6. L. Tsang, H. Chen, C. C. Huang, and V. Jandhyala, Modeling of multiple scattering 

among vias in planar waveguides using Foldy-Lax equations, Micro. Opt. Technol. Lett., 
31(3), 201–208, 2001.

 7. D. C. Yang, X. C. Wei, X. C. Zhang, L. S. Zhang, and E. P. Li, A novel hybrid ana-
lytical method for impedance calculation of power and ground planes, IEEE Trans. 
Electromagn. Compat., 55(5), 949–955, 2013.

 8. D. C. Yang and X. C. Wei, Impedance calculation of power and ground planes by 
using imaging methods, Asia-Pacific Symposium on Electromagnetic Compatibility, 
Singapore, May 21–24, 2012.

 9. H. Q. Ye, X. C. Wei, and E. P. Li, A novel semi-analytical solution of imped-
ance of grid-type power distribution network, IEEE International Symposium on 
Electromagnetic Compatibility and EMC Europe, Dresden, August 16–22, 2015.

 10. T. L. Wu, Y. H. Lin, T. K. Wang, C. C. Wang, and S. T. Chen, Electromagnetic 
band-gap power/ground planes for wideband suppression of ground bounce noise and 
radiated emission in high-speed circuits, IEEE Trans. Microw. Theory and Technol., 
53(9), 2935–2942, 2005.

 11. R. L. Chen, J. Chen, and T. H. Hubing, Analytical model for the rectangular power-
ground structure including radiation loss, IEEE Trans. Electromagn. Compat., 47(1), 
10–16, 2005.

 12. U. Carlberg, P. S. Kildal, and J. Carlsson, Study of antennas in reverberation chamber 
using method of moments with cavity Green’s function calculated by Ewald summa-
tion, IEEE Trans. Electromagn. Compat., 47(4), 805–814, 2005.

 13. M. J. Park, Accelerated summation of the Green’s function for the rectangular cavity, 
IEEE Micro. Comp. Lett., 19(5), 260–262, 2005.

 14. M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas, 
Graphs, and Mathematical Tables. Chapter 6, Dover Publications, 1972.

 15. F. Capolino, D. R. Wilton, and W. A. Johnson, Efficient computation of the 2-D 
Green’s function for 1-D periodic structures using the Ewald method, IEEE Trans. 
Anten. Propag., 53(9), 2977–2984, 2005.

 16. K. Kim, J. M. Yook, J. Kim, H. Kim, J. Lee, K. Park, and J. Kim, Interposer power 
distribution network (PDN) modeling using a segmentation method for 3-D 
ICs with TSVs, IEEE Trans. Compon. Pack. Manuf. Technol., 3(11), 1891–1906, 
2013.

http://www.ansys.com


124 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

 17. J. S. Pak, J. Kim, J. Cho, J. Lee, H. Lee, K. Park, and J. Kim, On-chip PDN design 
effects on 3D stacked on-chip PDN impedance based on TSV interconnection, IEEE 
Electrical Design of Advanced Packaging & Systems Symposium, Singapore, December 
7–9, 2010.

 18. J. S. Pak, J. Kim, J. Cho, K. Kim, T. Song, S. Ahn, J. Lee, H. Lee, K. Park, and J. Kim, 
PDN impedance modeling and analysis of 3D TSV IC by using proposed P/G 
TSV array model based on separated P/G TSV and chip-PDN models, IEEE Trans. 
Compon. Pack. Manuf. Technol., 1(2), 208–219, 2011.



125

Chapter 3

Integral Equation 
Solutions

This chapter introduces the integral equation solutions of the power distribution net-
work (PDN). The integral equation method, finite element method, and finite difference 
method are the three major electromagnetic algorithms for all kinds of electromagnetic 
modeling. For the PDN, finite element method and finite difference method had been 
well studied, and there had been related commercial software, such as the SIWave (from 
ANSYS company) and Sigrity (from Cadence company), and the algorithm discussed 
in Section 1.2.3. However, there are few applications of integral equation methods on 
the PDN, and recently new works have been published on this topic.

The key of integral equation methods is the Green’s function of the structure 
under study. The content of this chapter can be taken as the extension of the Green’s 
function of Chapter 1 to arbitrarily shaped power–ground planes. The integral 
equation methods are classified into two kinds according to their different Green’s 
functions as shown in Figure 3.1: the two-dimensional (2D) integral equation solu-
tion of the PDN, where the electromagnetic field is assumed uniform along the ver-
tical direction, and the three-dimensional (3D) integral equation solution, where 
the electromagnetic field forms standing wave along the vertical direction.

Because the dielectric constant of the substrate is larger than that of the surrounding 
air, the boundary of the power–ground planes can be taken as a perfect magnetic con-
ductor (PMC), and the power–ground planes form a cavity. When the power–ground 
planes have regular shapes (such as rectangular and triangular), for 2D/3D integral 
equation solution, an analytic Green’s function can be obtained for such cavity. The 2D 
solution for rectangular power–ground planes had been discussed in Chapter 1.

There is no analytic Green’s function for arbitrarily shaped power–ground planes. 
To solve this problem, the equivalence principle is used to extend the finite-size 
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power–ground planes to infinite parallel plates, so that the Green’s function of infi-
nite parallel plates can be used. The discontinuities in the original power–ground 
planes, including the slot, antipad, and boundary, are represented by equivalent 
electric and magnetic currents. Those equivalent electric and magnetic currents 
are unknowns and are numerically solved. In 2D solution, the Hankel function 
is used as the Green’s function. In 3D solution, the dyadic Green’s functions are 
employed. The solution of these integral equations results in an equivalent micro-
wave  network of the power–ground plane pair. The application of this equivalent 
network together with other equivalent circuits for the system-level analysis is pre-
sented. By comparing the integral equation methods with measurement results and 
available full-wave methods, their accuracy and efficiency are verified.

Finally, a combined equivalent networks analysis for the power–ground planes 
with narrow slots is presented. Here the whole structure is decoupled into two sub-
domains: the power and ground planes and the slots, which support the parallel- 
plate mode and the slot mode, respectively. 3D integral equations are created on each 
subdomain and equivalent networks are extracted through the moment method 
solution of the created integral equations. These two equivalent networks are con-
nected together through the ports defined on the interface between two subdomains 
to consider the mode conversion between the parallel-plate mode and the slot mode.

3.1 2D Integral Equation Solution
To provide the low-impedance path and reduce the interference between circuits, 
the power–ground planes are widely employed in the PDN of the electronic pack-
age and printed circuit board. However, the power–ground planes also introduce 
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Figure 3.1 Integral equation solutions of the power–ground planes.
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some electromagnetic compatibility problems due to the ever-increasing operating 
frequency and power density as discussed in Chapter 1. Efficient and accurate elec-
trical modeling technologies are highly demanded to tackle this challenge. The cav-
ity mode theory [1] discussed in Chapter 1 gives a quick analytic simulation of the 
power–ground planes. However, it is limited to the power–ground planes with regu-
lar shapes, such as the rectangle and triangle. Other semi-analytical methods, such 
as the cylindrical wave expansion method [2,3], also has the difficulty in model-
ing the power–ground planes with arbitrary shapes. More accurate modeling of the 
power–ground planes requires directly solving the electromagnetic field by using 3D 
numerical methods, such as the partial element equivalent circuit (PEEC) method 
[4] and the finite differential method [5,6]. Although the overall electrical size of the 
power–ground planes is small enough to apply the 3D methods, the high respect 
ratio of the power–ground planes results in a very dense meshing. This makes these 
3D methods very expensive in terms of computing time and memory requirements.

The hybrid methods [7,8] show the ability of accurate and efficient simulations 
of electromagnetic problems, because they benefit from both analytic and numerical 
techniques. It had been demonstrated that the electromagnetic field between a pair 
of conducting planes can be decomposed and treated separately [9]. In the work of 
Wei et al. [10], a hybrid method is proposed to simulate the emission and susceptibil-
ity of the power–ground planes with rectangular shapes. In this section, a simple yet 
accurate modal decoupling method is proposed to simulate the power–ground planes 
with arbitrary shapes. The total electromagnetic field of the PDN is decoupled into 
the parallel-plate mode and the transmission line mode. The transmission line mode 
includes the stripline mode and the microstrip line mode. The parallel-plate mode is 
solved by using an efficient 2D integral equation method. Meanwhile, the disconti-
nuity due to the through-hole via is also considered by an analytic formula.

Finally, the whole equivalent circuit of the PDN is obtained, which can be 
substituted into a circuit simulator to perform the system-level electromagnetic 
compatibility analysis of the whole PDN.

This proposed method is named as the integral equation equivalent circuit  
(IEEC) method. The advantages of the proposed 2D method over available 3D 
methods are as follows:

 1. It decouples the complex 3D problem into two simple 2D problems. Therefore, 
it greatly reduces the computing time and still keeps a good accuracy.

 2. It extracts the equivalent circuit from the complex electromagnetic field dis-
tribution. This equivalent circuit provides a more comprehensive solution for 
the real industrial applications than the purely electromagnetic field solvers.

3.1.1 Formulation

Figure 3.2 shows the typical structure of the PDN. The antipad is a clearance hole 
between the via and the metal planes. The ground and power planes are highly con-
ducting metal planes, which provide a low-impedance path for the power supply. 
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Usually, the substrate sandwiched between metal planes is uniform, isotropic, and 
with a thickness much smaller than the interesting wavelength. Based on this, we 
decouple the total electromagnetic field into two kinds of independent modes: the 
parallel-plate mode and the transmission line mode.

 1. The parallel-plate mode represents the standing-wave field constrained between 
the ground and power planes. It is due to the reflections from the edges of the 
cavity-like power–ground plane pair. Due to the thin substrate, it is assumed 
that the electromagnetic field does not change along the z-direction. The vector 
electric field E is in the z-direction, and the vector magnetic field H lies in 
the xoy plane.

 2. The signal traces sandwiched between the power–ground planes are taken 
as the striplines, whereas the signal traces above or below the power–ground 
planes are taken as the microstrip lines. They support the transmission line 
modes. They are transverse electromagnetic (TEM) modes (transverse to the 
traces’ directions) and propagate along the traces.

These two kinds of modes can be solved in the xoy plane and the cross section of 
traces separately. After that, the parallel-plate mode converses with the transmis-
sion line mode at the through-hole via region. How to calculate the through-hole 
via’s equivalent circuit is a very interesting topic of a long history [11–13]. In this 
section, a simple but accurate analytic formula is derived based on the work of 
Zhang et al. [14], to calculate the parasitic capacitance of the through-hole via.

According to the above modal decoupling, the whole PDN is decomposed into 
three subdomains as in Figure 3.3: the power–ground plane pair, the microstrip lines 
and striplines, and the through-hole vias. Their electromagnetic field distributions are 
also plotted in Figure 3.3.
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Figure 3.2 The typical structure of the PDN.
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The transmission line modes can be easily solved by using available transmission 
line solvers. In the following, we will focus on the 2D integral equation solution 
of the power–ground planes, the recombination of the parallel-plate mode and the 
transmission line mode, and the whole equivalent circuit of the PDN including 
the through-hole via’s effect.

3.1.1.1 Integral Equation Solution of the Power–Ground Planes

Figure 3.4a shows a pair of power–ground planes with the antipad. Because the 
electromagnetic field is independent with z, the power–ground planes can be mod-
eled as a 2D problem. A 2D region D is defined in Figure 3.4b, where the periphery 
of the power–ground planes and all antipad’s perimeters form the boundary C with 
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′n  as its outward unit normal vector. According to the directions of the electromag-
netic fields, we define the voltage between the top and bottom planes as V = −dEz 
with d being the thickness of the substrate, and the horizontal current density as 
J z H= ×−  on the top plane and J z H= ×  on the bottom plane. J on the top and 
bottom planes has the same values and opposite directions.

By using the integral equation theory [1], the voltage at a certain point of the 
contour C can be expressed as the integral of voltages and current densities along 
the whole contour C: 

 V
k
j R

H kR V j dH kR Jn
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( )r
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n r r dl= ⋅ ′ ( ) ′( ) + ( ) ′( )
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where H0
2( ) and H1

2( ) are the zero-order and first-order Hankel functions of the 
second kind, respectively. R = r' − r and R represents the length of R. r and r' 
are the observation and source points, respectively, located on C. The prime on 
dl emphasizes that the integration is over r′. k and η are the wave number and the 
wave impedance of the substrate, respectively k j t d= − +ω µε δ( (tan / )/ )1 2  and 
η = ωμ/k, where tanδ is the loss tangent of the substrate and t is the skin depth of 
the planes j = −1 Jn z= ′ ×ˆ (n H·  ) means the current density flowing into/from 
the region D on the top/bottom plane.

(V, Jn) in Equation 3.1 is classified into (Vp, Jp) (along the periphery) and (Va, Ja) 
(along the perimeters of the antipads). The physical meaning of Ja is explained in 
Figure 3.5. Itrace denotes the current along the signal trace. Ja starts from the top plane; 
passes through the distributed resistance, inductance, capacitance, and conductance 
between the top and bottom planes; and arrives at the bottom plane. Therefore, Ja 
represents the displacement return current density of Itrace.

The periphery of the power–ground planes is divided into many straight 
segments as those in [1]. The antipad’s perimeter is much small in terms of the 
interesting wavelength; Va along each antipad’s perimeter is assumed to be con-
stant. However, due to the current proximity effect at the high frequency, Ja is 
not uniformly distributed along the antipad’s perimeter. To accurately model Ja, 
each antipad’s perimeter is divided into four small segments. After that, (V, Jn) in 
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Figure 3.5 The re-routed return current of the traces (side view).
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Equation 3.1 is expanded by using unit pulse functions defined on these segments 
and antipads’ perimeters: 
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. wp/a,i represents the ith segment/antipad’s perimeter. 

In the following, wp/a,i is also used to represent the length of the ith segment/
antipad’s perimeter. Ip/a,i is the current flowing on the ith segment/antipad’s 
perimeter. Np/a is the number of peripheral segments/antipads.

After this expansion, we define ports on each peripheral segment and antipad’s 
perimeter as in Figure 3.6. Let [VpVa]) and [IpIa] represent the expansion coeffi-
cients in Equations 3.2 and 3.3, the whole power–ground plane pair is equivalent 
to an N-port circuit network with [VpVa] and [IpIa] as its port voltages and currents, 
respectively. N N Na p= + . It should be noted that the reference planes of these 
ports are defined on the internal surfaces of the power and ground planes. Because 
each antipad’s perimeter is divided into four small segments, it is equivalent to four 
ports. Because Va along each antipad’s perimeter is constant, these four ports are 
parallel connected and reduced to one port.

Substituting Equations 3.2 and 3.3 into 3.1, and matching both sides of 
Equation 3.1 with r at the center of each segment, the following N-by-N linear 
equations are obtained:
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Figure 3.6 Definitions of port voltages and currents (cross section).
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The elements in [U ] and [H ] are calculated as follows: 
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where:
′n j  is the normal vector of the jth peripheral segment/antipad

δij is the Kronecker delta

For I = j or R is very small, the Hankel functions in Equations 3.5 and 3.6 are 
singular or near singular. In this case, to give a more accurate result, the above 
integrals are analytically calculated in the appendix.

A perfect magnetic wall is assumed along the periphery due to the thin substrate. 
It means [Ip] = 0 in Equation 3.4, so we can get 

 [ ]Z Ia
a a× =[ ] [ ]V  (3.7)
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The elements in [Za] represent the self and mutual ground impedances of the 
power–ground planes. In this case, each power–ground planes pair is equivalent to 
a network with [Za] as its impedance matrix. It should be noted that this proposed 
method can solve the power–ground planes with arbitrary shapes because C in 
Equation 3.1 can be arbitrarily shaped.

3.1.1.2 Recombination of Stripline–Parallel-Plate Mode

In this section, the above-obtained equivalent network of power–ground planes is 
connected with the equivalent network of the striplines. For the sake of simplic-
ity, a single stripline sandwiched between a pair of power–ground planes as shown 
in Figure 3.7 is used here to demonstrate the recombination of the parallel-plate 
mode and the stripline mode. The proposed recombination method can be easily 
extended to multi-striplines cases.

For the stripline commonly used in microwave engineering, its two parallel ref-
erence planes are shorted and equipotential. For the stripline sandwiched between 
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the power and ground planes, the parallel-plate modes are excited which accumu-
late voltage drop between the power and ground planes. To consider the poten-
tial difference between the power and ground planes, we split the stripline and 
accordingly divide the total current into the currents flowing on the up and down 
surfaces of the stripline separately. Figure 3.8 shows such splitting. The subscripts 
L and R denote the left and right ports of the transmission lines, respectively. The 
superscript S denotes the unsplit stripline; Su and Sd denote the split up and down 
striplines, respectively.

For the unsplit stripline, the admittance matrix is defined as
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For the split stripline, the up and down admittance matrices are defined as
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where VR L
S Su d

/
/ /S  and IR L

S Su d
/
/ /S  are port voltages and currents defined in Figure 3.8. IR L

Su
/  

and IR L
Sd

/  flow on the up and down surfaces of the stripline respectively.
The split stripline returns to the unsplit stripline when the power and ground 

planes are shorted. By shorting the power and ground planes of the split stripline, 
we get 
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When the stripline approaches the ground plane (du → 0 in Figure 3.7), I IR L
S

R L
Su

/ /→  
and IR L

Sd
/ → 0. Conversely, when the stripline approaches the power plane (du → d in 

Figure 3.7), I IR L
S

R L
Sd

/ /→  and IR L
Su

/ → 0. Based on this observation and that d is much 
smaller, we assume that 
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Substituting Equations 3.12 and 3.13 into 3.9 through 3.11, we get

 [ ] [ ]Y Ys
d

su d
d

=  (3.14)

 [ ] [ ]Y Ys
u

sd d
d

=  (3.15)

Observe that [Y S] = [Y Su] + [Y Sd].
For the structure shown in Figure 3.7, it can be equivalent to the combination 

of three networks: the up split stripline, the down split stripline, and the equivalent 
network of power–ground planes. Figure 3.9 shows the port voltages and currents 
of these three networks. Figure 3.10 shows their connections. The combined net-
work is a four-port network with the admittance matrix defined as
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with port voltages VR L
u d
/
/  and currents IR L

u d
/
/  defined in Figures 3.9 and 3.10. These 

four ports account for the possible connections between this stripline and external 
microstrip lines or striplines.
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For the power–ground planes, the admittance matrix is defined as 
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with [Ya] = [Za]−1.
From Figures 3.9 and 3.10, we can get 
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0 , and [U ] is a 2 × 2 unit matrix. Superscript t in the above 

equation means the transpose.
Substituting Equations 3.10, 3.11, 3.17, and 3.18 into 3.16, we get the admit-

tance matrix of the recombined network as 
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It should be mentioned that the proposed recombination method can be easily extended 
to include multi-striplines. In that case, scalars VR L

S S S u d au d
/
/ / / / /  and IR L

S S S u d au d
/
/ / / / /  will be 

extended to vectors.

3.1.1.3 Equivalent Circuit of Through-Hole Via

The through-hole via is an important discontinuous structure in the PDN. 
Figure 3.11 shows a through-hole via and it equivalent power integrity (PI) circuit.
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The closed form of L in Figure 3.12 can be obtained from [13]. Measurements 
had indicated that the effect of through-hole via is mainly capacitive, so the parasitic 
capacitors C1 and C2 should be accurately calculated. By assuming R→∞ in [14] and 
using the asymptotic expansions of Bessel functions, we get
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Where K0 are the modified Bessel function of the second kind with zero order. 
k n hn g= ( ) −π λ2 11 2

22
/ /  with λg being the wavelength in the substrate.

3.1.1.4  Recombination of the Microstrip Line–Parallel-
Plate Mode and the Whole Equivalent Circuits

The microstrip line mode can be easily combined with the parallel-plate mode 
through the through-hole via’s equivalent circuit shown in Figure 3.11b. Finally, the 
whole equivalent circuits of the PDN can be obtained. Figure 3.12 shows a typical 
PDN. To get its equivalent circuit, 
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 1. Divide the whole structure into five parts: microstrip line 1, via 1, stripline–
parallel-plate mode, via 2, and microstrip line 2.

 2. Each part is equivalent to a network with its ports defined in Figures 3.9 
and 3.11.

 3. Calculate the ABCD matrices of each network and then cascade them to get 
the final equivalent circuit as in Figure 3.13.

3.1.2 Validations and Discussions

3.1.2.1 Ground Impedance of a Power–Ground Planes Pair

In this example, the ground impedance matrix [Za] obtained from Equation 3.8 
is validated. The power–ground planes under study are shown in Figure 3.14. The 
substrate between the metal planes has a thickness of 1.2 mm, a dielectric con-
stant of 4.1, and a loss tangent of 0.015. Three subminiature A (SMA) connectors 
are mounted on the up plane. The inner conductors of the SMAs pass through the 
antipads on the up plane and are soldered to the down plane. The outer conductors 
of the SMAs are soldered to the up plane. The network analyzer is then connected 
to these SMAs to measure the S parameters. Figure 3.15 shows S11 and S21 obtained 
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Figure 3.13 Equivalent circuit of the PDN of Figure 3.12.
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Figure 3.14 A pair of power–ground planes with three SMAs mounted on it 
(unit: mm): (a) top view and (b) cross section.
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by  the  proposed method, measurement, and the 3D numerical software HFSS 
(from ANSYS company). Good agreement can be observed from the figures. For 
the proposed method, the [Za] is converted to S parameters by using the refer-
ence impedance of 50 Ω. During the simulation, the power and ground planes are 
modeled as perfect conductor sheets with zero thickness, because their thickness is 
much smaller than the wavelength.

3.1.2.2 S Parameters of a Signal Trace

The power–ground plane pair from [11] is shown in Figure 3.16 for the valida-
tion. The signal trace includes three parts: left microstrip line, stripline, and right 
microstrip line. Two through-hole vias are used to connect them. Three ports are 
defined in Figure 3.16: port 1 is located at an upper position and connected to 
the up plane and the down plane, ports 2 and 3 are connected to the two ends 
of  the trace, respectively. Port 1 is used to generate the noise between the two 
planes, and the coupling between port 1 and port 2 is analyzed. In the simulation, 
the thickness of the trace and planes is 0.01 mm and the dielectric constant of the 
substrate is 4.6.

0

90

180

270

360

0 1 2 3 4
−80

−60

−40

−20

0 1 2 3 4 5
0

90

180

270

−10

−8

−6

−4

−2

0

|S21|  (dB)

Proposed method Software HFSS Measurement

|S11|  (dB)

< S11 (Deg)

< S21 (Deg)

Frequency (GHz)Frequency (GHz)

Figure 3.15 S-parameters of the power–ground planes. Left: magnitude; right: 
phase.



140 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

Figure 3.17 shows the magnitude of S21 obtained by the proposed method, the 
measurement result from [11], and the software HFSS. Good agreement can be 
observed again. The peaks of S21 are due to the strong resonances of the power–
ground planes. At these resonant frequencies, the noise coupling between port 1 
and port 2 is pronounced. In the practical design, the decoupling capacitors are 
usually used to eliminate the resonances of the power–ground planes.

3.1.2.3 S Parameters of Two Coupled Signal Traces

The final example is two coupled signal traces. Their dimensions are shown in 
Figure 3.18. The substrate has a dielectric constant of 4.1. The reflection, trans-
mission, and cross talk characteristics of the traces are simulated in Figure 3.19. 
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Figure 3.16 Dimensions of the signal trace passing through the power–ground 
planes (unit: mm): (a) top view and (b) side view.
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Good agreement for the cross talk |S41| is observed. This demonstrates the accuracy 
of the proposed method for the simulation of closely placed multi-traces. Both the 
transmission line mode and the parallel-plate mode contribute to the cross talk. And 
at the power–ground planes’ inherent resonant frequency, this cross talk is amplified.

3.1.2.4 Computing Time Comparison

Table 3.1 lists the computing times of the proposed method and the 3D simu-
lator HFSS. The computing time of the proposed method includes the solution 
of the parallel-plate mode and the transmission line mode, and the combination 
of their equivalent circuits. It can be seen that the proposed method greatly reduces 
the computing time compared with the HFSS. This is because that the most time-
consuming part of the proposed method is the numerical solution of the integral 
equation along the one-dimensional contour C. Therefore, the number of unknowns 
is dramatically reduced. However, for the HFSS, a dense volume meshing is required 
because of the large aspect ratio of the power–ground planes and the tiny structures 
such as the through-hole and traces. This results in a lot of unknowns.

3.1.3 Conclusion

A 2D IEEC method is proposed in this section for the simulation of high-speed 
PDN. It decomposes the complex 3D problem into two simple 2D problems: the 
parallel-plate mode problem and the transmission line mode problem. Therefore, 
it greatly reduces the computing time and still keeps a good accuracy. The equivalent 
circuit is extracted from the modal analysis, which can be substituted into a circuit 
simulator to perform the signal integrity and power integrity cosimulations.

3.2 3D Integral Equation Solution
The simultaneous switching noise (SSN) is one of the critical electromagnetic com-
patibility (EMC) issues for the high-speed circuit. It is responsible for the cross talk 
between different signal traces and unwanted emission. Such emission leaks into the 
surrounding area of the package through the periphery and gaps of the power–ground 

Table 3.1 Computing Times for the Proposed 
Method and 3D Simulator HFSS

Example Proposed Method HFSS

3.1.2.1 39.5 S 5 minutes

3.1.2.2 41 S 70 minutes

3.1.2.3 15 S 20 minutes
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planes. The electromagnetic susceptibility is another critical EMC problem, which 
may lead to the malfunction of the circuit integrated inside the package. Above elec-
tromagnetic emission and susceptibility problems are even more pronounced, if the 
noise spectrum covers any of the resonance frequencies of the power–ground planes.

These challenges require the simultaneous simulations of emission and suscep-
tibility. However, established electromagnetic solvers face great difficulties due to 
accuracy or memory limitations. The cavity mode theory [1,15] provides an efficient 
analytic solution of the power–ground planes’ impedance, provided that the periph-
ery can be assumed to be a PMC and the electromagnetic fields are uniform along 
the vertical direction. More general modeling of the power–ground planes’ struc-
ture at high frequencies can be achieved with full-wave numerical methods. The 
most popular techniques include the PEEC method [4] and the finite- difference 
time-domain method. However, these techniques are, in general, expensive in 
terms of central processing unit (CPU) and memory requirements.

To alleviate the computational cost of full-wave methods, algorithms that 
exploit analytic representations of features of the power–ground planes have been 
proposed. Among them, the Foldy-Lax multiple scattering method appears to be 
the most popular one. In [2], this method was used to analyze the vias in ball grid 
arrays, and its superior performances with respect to a universal full-wave solver 
(HFSS [16]) had been demonstrated. In [17], this method had been extended to 
simulate the power–ground planes with PMC boundaries of circular shape. In [18], 
this method was coupled with the layered dyadic Green’s function in order to con-
sider the external area of the power–ground planes.

These studies have made the assumptions that the power–ground planes are 
continuous and extend to infinity [1,18] or that their boundaries are circular PMCs 
[17]. However, in reality, the most common power–ground planes are finite with 
a rectangular boundary. If the power–ground planes are assumed to be infinitely 
extended, the resonances due to the wave’s reflection from the practical boundary 
cannot be taken into account. The assumption of the PMC boundary is accurate 
for the computation of the impedance of the power–ground planes, but it is not 
suitable for the computation of the radiated field. This is because that the elec-
tromagnetic waves cannot penetrate the PMC boundary, that is, the internal and 
external electromagnetic fields are factitiously isolated. That is not true for real 
power–ground planes. One way to consider the radiation’s effect on the impedance 
of power–ground planes is increasing the loss tangent of the substrate between the 
power and ground planes [15]. However, the assumption of a PMC boundary is still 
applied, which prevents an accurate prediction of the radiation.

In this section, we propose a 3D hybrid integral equation method. It is based 
on a power–ground plane’s model, which differs from established models in that 
it considers the finite size and rectangular shape of the power–ground planes and 
does not assume a PMC boundary. Because we introduce this non-PMC bound-
ary, we can accurately calculate the external radiated field that is produced by the 
source inside the power–ground planes, as well as the electric current inside the 
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power–ground planes that is induced by external sources. Therefore, this proposed 
method is able to solve all aspects of the EMC problems related to the power–ground 
panes, such as the coupling, emission, and susceptibility problems. Moreover, in 
practical designs, the power–ground plane is often split into several “islands” to 
provide powers for different circuits. The gaps between these islands will introduce 
significant electromagnetic emissions. These gaps are also considered in our model. 
The proposed method is optimized by making full use of the structural features of 
the power–ground planes, so that it not only provides a much accurate solution but 
also reduces the total number of unknowns.

3.2.1 Formulation

A typical finite power–ground structure is shown in Figure 3.20, where the upper 
and lower planes are assumed to be perfect electric conductors. The planes can 
be split into several parts to supply powers to the different circuit modules. In 
Figure 3.20, E in and E out denote the potential internal sources and external sources, 
respectively. The objective of the study is to calculate the fields generated inside and 
outside of the power–ground planes by these sources. The detailed formulation is 
presented in the following text.

First, the entire domain is divided into the internal subdomain (including 
the substrate that is sandwiched between the power and ground planes) and 
the external subdomain (the free space surrounding the power–ground planes). 
Let Sm denote the periphery and gaps of the power–ground planes (the gray 
regions in Figure 3.20a), and S be the closed surface of the internal subdomain 
(including Sm and the upper and lower planes) with S Sm ∈ . After that, by using 
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Figure 3.20 A typical power–ground structure: (a) bird view and (b) cross section.
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the equivalence principle, Sm  is  closed by perfect electric conductors, and the 
equivalent magnetic currents MS with the same values and opposite directions 
are placed on both sides of Sm. The equivalent electric current JS is placed on the 
outside of S, and the vias are replaced by the equivalent volume electric currents 
JV , as shown in Figure 3.21. Finally, each subdomain can be modeled by using 
the respective integral equations, which are coupled with the help of the equiva-
lent currents MS and JS.

For the external subdomain, the integral kernel is the free-space Green’s func-
tion, whereas for the internal subdomain, the integral kernel is the rectangular 
cavity’s dyadic Green’s function [19] with the following features:

 1. There is no need for unknown electric currents to be placed on the inside of 
S, because their effects have already been taken care of by the dyadic Green’s 
functions themselves.

 2. When the thickness of the substrate is much smaller than the shortest 
wavelength of interest, only low-order modes are considered inside the 
power–ground planes. This is because that the high-order modes decay 
very quickly along their propagation paths. In this case, the dyadic Green’s 
functions of the internal problem are reduced to 2D functions (while the 
external problem is still a 3D problem), which reduces the complexity of 
the internal problem.
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Figure 3.21 Equivalent problem of the power–ground planes: (a) bird view and 
(b) cross section.
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For the internal subdomain, two integral equations are derived:
Due to the continuity of the tangential magnetic field on Sm, we get 

 L r M r K r J r J rh
S

h
V

t
S, , /′( )  + ′( ) 



 + × ( ) =� � �n 2 0 (3.21) 

with the observation point r ∈ Sm.
Due to the vanishing of the total tangential electric field on vias surface, we get

 K r M r L r J r E re
S

e
V

t
t, ,′( )  − ′( ) 



 = ( )

in  (3.22) 

with the observation point r located on the vias.
For the external subdomain, one integral equation is derived:
Due to the vanishing of the total tangential electric field on the outside of S, 

we get 

 K r M r L r J r n M r E r0 0 out, , /S S
t

S t′( )  + ′( ) 



 + × ( ) = ( )� � 2  (3.23) 

with the observation point r ∈ S.
In Equations 3.21 through 3.23, the unknown functions to be solved for are 

MS, JV , and J S . J JS S= η0 and J JV V= η0 denote the scaled equivalent electric 
currents on the outside of S and along vias with η π0 120= , respectively. Equations 
3.21 through 3.23 are not independent of each other; they must be solved together 
to get the values of the unknowns. The common unknowns in internal and exter-
nal equations are JS  and MS. They are used to couple the internal and external sub-
domains. They are related to the surface electromagnetic fields E and H as follows:

 � � � �J r n H r M r E r nS S( ) = × ( ) ( ) = ( )×and  (3.24)

where:
n denotes the outward unit normal vector of S, as shown in Figure 3.21b
H H= η0 denotes the scaled magnetic field

Et
in denotes the internal excitation applied on the vias, which represents the SSN 

that comes from the integrated circuit connected to the vias
Et

out denotes the incident wave from the outside of the power–ground planes
The subscript t denotes the tangential component

Similar to the feed modeling commonly used in method of moments (MoM) simu-
lations of wire antennas, Et

in is modeled as delta-gap voltage sources as shown in 
Figure 3.21. Ports are defined together with these delta-gap voltage sources, so that 
the power–ground planes with N vias are equivalent to an N-port network. Its 
admittance/impedance matrix can be calculated by solving JV . 

The superscripts h, e, and 0 in the operators L and K denote the magnetic field 
in the cavity, the electric field in the cavity, and the electric field in free space, 
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respectively. The operators Le, Lh, Ke, K h, L0, and K 0 in Equations 3.21 through 3.23 
can be expressed in two different forms according to the different Green’s functions 
used: One is to directly use the electric dyadic Green’s functions of the first and sec-
ond kinds Ge1 and Ge2  (this form represents the electric and magnetic field integral 
equations); another is to use the magnetic and electric vector potentials GA and GF , 
as well as the electric and magnetic scalar potentials GΦ and GΨ (this form repre-
sents the mixed potential integral equation). The later one has weaker singularities 
than the former one. Therefore, when discretizing Le, Lh, Ke, Kh, L0, and K 0 into 
linear equations, it is easier to accurately calculate the coefficient matrix by using 
the potential dyadic Green’s functions.

It should be noted that the power–ground planes are highly resonant struc-
tures. At the resonance frequency, the numerical solution becomes sensitive to the 
coefficient matrix’s values. According to these, the potentials with a weaker sin-
gularity are used to express the operators in Equations 3.21 through 3.23 in the 
following way:
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r Ajk dv j G dv
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 K r X r r r X r0
0, ,′( )  = ∇ ′( )× ′( ) ′∫ G ds

S

 (3.30) 

where X(r′) is the unknown vector function ( J S , JV , or MS)
The prime on ds ′ and  dv ′ emphasizes that the integration is over r ′. 

G e jk
0

0 4( , ) ( ) ( )r r r rr r′ = − ′− − ′ π  is the free-space Green’s function with the free-space 
wave number k0 0= ω ε µ0 , where ω is the angular frequency; ε0 and µ0 are the 
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permittivity and permeability in vacuum, respectively; εr and µr are the relative 
permittivity and permeability of the substrate. The losses in substrate are accounted 
for by assuming complex εr and µr.

The relationships between potential Green’s functions are ∇ ⋅ = − ′∇GA GΦ and 
∇ ⋅ = − ′∇GF GΨ . Under the Cartesian coordinate system defined in Figure 3.20, 
the expressions of these potential Green’s functions are written as
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k m a k n bx y= =π π/ , /  and k l cz = / , C kβ ββ= ( )cos , S kβ ββ= ( )sin , ′ = ′( )C kβ ββcos , and 
′ = ′( )S kβ ββsin , for β = x/y/z and β′ = x′/y′/z′. The length, width, and height of 

the power–ground planes are defined to be a, b, and c, respectively, as shown in 
Figure 3.20a.

After the integral Equations 3.21 through 3.23 are obtained, we need to dis-
cretize them into the linear equations, which can be solved by the computer. To do 
so, first, the unknown currents J S  and MS are expanded by using the subsectional 
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vector basis function defined in [20], whereas JV  is expanded by using the sub-
sectional vector basis function which is uniform along each via, where each via 
is modeled as the cylinder with finite radius. After that, the basis functions of 
MS are used to perform the dot products on both sides of integral Equation 3.21. 
Subsequently, these dot products are integrated over each basis function’s domain. 
This is the so-called Galerkin’s process. The similar Galerkin’s process is applied 
between the basis functions of JV  and integral Equation 3.22, and the basis func-
tions of J S  and the integral Equation 3.23. After this discretization, the variables 
r and r′ in Equations 3.21 through 3.30 vanish and the following linear equations 
can be obtained:

The discretization of the internal integral Equations 3.21 and 3.22 leads to 
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The external integral Equation 3.23 is discretized to 
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where [MS], [ ]JV , and [ ]J S  denote the vectors of expansion coefficients of the 
unknown functions. The coefficients matrices [A], [C], [D], and [Z] are obtained 
through the discretization of the integral operators Le, Lh, Ke, Kh, L0 , K 0, and 
n/2× in Equations 3.21 through 3.23. These operators describe the electromag-
netic interactions between MS, JV , and J S . Because the Galerkin’s process is used, 
matrices [A] and [Z] are symmetric. It should be noted that matrices [D], [Z], and 
[C] are independent of the vias’ layout, so that they can be reused for the same 
power–ground planes with different vias layouts. Either Equation 3.35 or 3.36 is 
underdetermined; they must be solved together to get the values of the equivalent 
currents MS and J S . This means that MS and J S  are dependent on both the internal 
and external geometries, as opposed to merely one of them. However, we can see 
from Equations 3.35 and 3.36 that both the internal source [ ]Et

in  and the exter-
nal source [ ]Et

out  may contribute to MS and J S.
The linear Equations 3.35 and 3.36 are often iteratively solved for a larger num-

ber of unknowns. However, the convergence will be very slow at the resonance 
frequencies of the power–ground planes due to the ill-conditioned matrix [A]. In 
this section, we use the same method used in [21] to perform the LU factorization 
of [A], where the symmetry of the matrix [A] is used to accelerate the calcula-
tion. After that, we can decouple Equations 3.35 and 3.36, and solve the following 
equivalent equations: 

 Z D A C J E D A E[ ] − [ ]⋅[ ] ⋅[ ]( ) = −[ ]⋅[ ] ⋅− −1 1
[ ] [ ] [ ]

S t t
out in  (3.37)
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Equation 3.37 is iteratively solved for J S by using the  method in [22,23]; then MS 
and JV  can be calculated from Equation 3.38 by using the previously obtained J S. 
Subsequently, the impedance matrix of the power–ground planes and the induced 
electric current along the vias can be calculated by using JV , whereas the external 
radiated field can be calculated by using J S and MS. In general, the impedance, 
the induced current, and the radiated field are expected to be as low as possible to 
ensure that the high-speed electronic devices work at a normal condition.

Because the radiation from the power–ground planes is considered in the pro-
posed method, the calculated impedance matrix is not an ideal lossless network 
matrix even for lossless substrates. This is different from the most available methods 
where the PMC boundary assumption is applied. In Section 3.2.2, the proposed 
method is validated through several numerical examples. Because both the internal 
and external sources are considered in the proposed method, it can be used for both 
emission and susceptibility simulations.

3.2.2 Validation and Discussion

For validation purpose, the proposed method is compared to measurement data, as 
well as to results from the commercial simulators FEKO [24] and HFSS [16].

3.2.2.1 Input and Mutual Impedances of Power–Ground Planes

A single-layer power–ground structure with one via is shown in Figure 3.22. The 
radius of the via is 350 µm, and the substrate material is FR4 with a thickness of 
0.1588 cm, εr = 4.1, and µr = 1. In Figure 3.23, the input impedance of the via is 
calculated by using the proposed method, and compared to measurement results 
from [15]. Four modes are excited according to the dimension of the power–ground 
planes and the location of the via: TM10, TM20, TM30, and TM02, where TM30 and 
TM02 are degenerated. Good agreement can be observed.

The second example is a single-layer power–ground structure with two vias as 
shown in Figure 3.24. The substrate material is FR4 with a 0.6 mm thickness, a 
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15.24 cm Via9.65 cm

7.67 cm

Figure 3.22 Power–ground planes with one via.
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relative permittivity of 4.2, and a loss tangent of 0.018. The radius of two vias is 
100 µm. Figure 3.25 shows the calculated mutual impedance between two vias by 
using the proposed method along with measurement results from [25]. From this 
figure, we can see that the agreement is good for the low-order modes (of which the 
resonance frequencies are below 1.5 GHz), whereas for the high-order modes, the 
measured resonance frequencies are slightly higher than the calculated ones. This 
difference is due to measurement uncertainties. At high frequencies, the permit-
tivity and loss tangent of the substrate often differ from their nominal values at 
low frequencies. And the measured S parameters are more sensitive to the parasitic 
capacitance and inductance than those at low frequencies. These affect the high-
order modes’ resonance frequencies. The small shifts of the measured resonance 
frequencies of high-order modes are also observed in Figure 3.22 of [25].

3.2.2.2 Use of Shorting Pins to Reduce Radiation from Gaps

In practical package design, the power–ground plane is often split into several parts 
to supply powers for different circuit modules. The gaps between different parts 
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Figure 3.24 Power–ground planes with two vias.
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Figure 3.23 Magnitude of the input impedance of the via in Figure 3.22.
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usually degrade the shielding performance of the power–ground plane, that is, they 
strengthen the leakage radiation, compared to the unsplit power–ground plane. 
The next example is used to validate the ability of the proposed method to model 
the interactions between internal sources and external radiated fields, as well as to 
exam the use of shorting pins to reduce the gaps’ radiation. The dimensions of the 
power–ground planes are plotted in Figure 3.26. The substrate material is of a 
0.2 mm thickness, εr = 1, and µr = 1. The radius of the active via and shorting pins 
is 50 µm. The upper plane is split into two parts at x = 6 mm, and an active via is 
placed at the center of the left part. To reduce the radiated field from the gap, four 
shorting pins are evenly distributed along the gap as shown in Figure 3.26.

The electric shielding effectiveness (SE) is a common EMC measure used in 
EMC engineering to evaluate the shielding performance. In this section, it is 
defined as the ratio of the radiated field without the shorting pins to the radiated 
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Figure 3.25 Magnitude of the mutual impedance between two vias shown 
in Figure 3.24.
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Figure 3.26 A split power–ground structure with four shorting pins (unit: mm). The 
SE is calculated along the line: from (1, 2.5, and 0.4 mm) to (8, 2.5, and 0.4 mm).
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field with the presence of the shorting pins, measured at the same line, which is 
located 0.2 mm above the upper plane in Figure 3.26.

Figure 3.27a,b shows the electric SE of the shorting pins at 50 and 73 GHz, 
respectively. The lowest resonance frequency of the left part of the power–ground 
planes is at 50 GHz according to its dimension and the location of the active via. 
At this resonance frequency, the radiated field from the gap is very strong. It can 
be observed from Figure 3.27a that by using the shorting pins, this radiated field 
can be reduced by 10 dB for most observation points. However, at 73 GHz, we can 
see from Figure 3.27b that for most observation points, the SE is negative, that 
is, the use of the shorting pins results in an even higher radiation. This is due to a 
resonance between the shorting pins. They divide the whole gap into five equivalent 
magnetic currents, with 73 GHz being close to their resonance frequency. This 
suggests that for the practical package design, the distance between shorting pins 
should be carefully chosen according to the operating frequencies.
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Figure 3.27 Electric SE of the shorting pins at (a) 50 GHz and (b) 73 GHz, along 
the line from (1, 2.5, and 0.4 mm) to (8, 2.5, and 0.4 mm).
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In order to validate the accuracy of the proposed method to model the interac-
tion between the external radiated field and the internal source, the simulations 
results are compared to results obtained from the commercial software FEKO and 
are plotted in Figure 3.27. Again, a good agreement is observed.

3.2.2.3 Induced Electric Current due to External Noise

In the above examinations, the sources are located inside the power–ground planes, 
the coupling inside the power–ground planes and radiated fields are calculated. 
These correspond to the conducted and radiated emission issues in EMC engineer-
ing. In the following examination, the source is located outside the power–ground 
planes, and the induced electric currents along vias inside the power–ground planes 
are calculated. This corresponds to another important EMC issue: the susceptibil-
ity. For the power–ground planes, the external source can induce electric currents 
along the vias, which will then propagate and produce noise similar to SSN. These 
induced currents are usually small, but when their spectrums cover any resonant 
frequency of the power–ground planes, they will be amplified.

Figure 3.28 shows the considered power–ground planes. The upper plane is split 
into two parts and each part has one via located inside. The substrate between the upper 
and lower planes is made of FR4 with a thickness of 0.1 mm, a relative permittivity of 
4.4, and a loss tangent of 0.02. The radius of two vias is 0.1 mm. In this simulation, for 
the general case, the external source is assumed to be a plane wave with –x polarization 
and –z incident direction, and its amplitude is 1 V/m, as shown in Figure 3.28.

Figure 3.29a,b shows the induced electric currents along via 1 and via 2, respec-
tively. The gap on the upper plane degrades the shielding of the power–ground 
planes by increasing the leakage of the electric field into the structure. The induced 
electric currents are amplified at the resonant frequencies of the power–ground 
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Figure 3.28 A power–ground structure and the incident plane wave.
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planes. Figure 3.29c,d shows the calculated input admittances of via 1 and via 2, 
respectively. We can observe from Figure 3.29a,c as well as from Figure 3.29b,d 
respectively, that the resonant frequencies of the induced currents are the same as 
those of the input admittances. This is because the resonant frequencies of a power–
ground structure are inherently determined by its geometry and via layout, that is, 
the coefficients matrices [A], [C], [D], and [Z] in Equations 3.35 and 3.36, whereas 
the excitations [ ]Et

in  and [ ]Et
out  at the right-hand sides of Equations 3.35 and 3.36 

only affect the amplitudes of these resonances.
For validation purpose, the results from the commercial simulator HFSS [16] 

are also plotted in Figure 3.29. Again, a good agreement can be observed. However, 
the proposed method outperforms HFSS in terms of CPU time (37 minutes as 
opposed to two hours and 20 minutes).

3.2.3 Conclusion

In this section, a hybrid 3D integral equation method is proposed to solve the electro-
magnetic emission and susceptibility of power–ground planes with a finite size. Through 
numerous numerical examinations, the accuracy and efficiency of this method are 
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Figure 3.29 Simulation results for (a) the amplitude of the induced current along 
via 1, (b) the amplitude of the induced current along via 2, (c) the input admit-
tance of via 1, and (d) the input admittance of via 2.
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validated. The major advantage of this method is its ability to simulate coupling, emis-
sion, and susceptibility problems related to the power–ground planes at the same time.

3.3 Power–Ground Planes with Narrow Slots
Several approaches have been proposed to minimize the power–ground plane noise 
[26,29]. The three most frequently used methods are decoupling capacitors, isola-
tion, and electromagnetic bandgap. The decoupling capacitor is band-limit due to 
its series inductance. The isolation and planar electromagnetic bandgap approaches 
make use of narrow slots etched on the power or ground planes to isolate the noisy 
circuits from other sensitive circuits, and to prevent the propagation of power–
ground noise.

However, the slots on the power–ground planes also produce undesired effects 
on signal and power integrity. Efficient and accurate electromagnetic simulation 
algorithms are required for analyzing the power–ground planes with narrow slots. 
A combined circuit method is proposed in [30,32], where the pair of power–ground 
planes is simulated by either an analytical [1] or a numerical method [33], and 
slots are modeled as two coupled transverse electromagnetic transmission lines. The 
width of the transmission line is experimentally chosen. Different slot widths result 
in different values of coupling capacitance across the slot. The TEM approxima-
tion of the slots is not accurate at high frequencies. More accurate modeling can be 
achieved by employing 3D full-wave methods, which include the PEEC method 
[4], the finite difference method [6], and the MoM [10]. However, these techniques 
are, in general, expensive in terms of CPU and memory requirements.

A better solution for this complex problem is to simplify the full-wave method 
by considering the modal field distribution in the space between the power and 
ground planes. In Section 3.1, 2D IEEC method [34] has been introduced to do 
this. However, the slots in the power–ground planes are not considered yet. In this 
section, the electromagnetic coupling across slots is accurately calculated. Because 
the high-order modes decay quickly in the direction of propagation, only the fun-
damental mode is considered when computing the interaction between the slot and 
the power–ground planes. In this way, the complex surface integrals are reduced to 
line integrals, and the computing time is significantly reduced while maintaining 
good accuracy.

3.3.1 Formulation

3.3.1.1 Line Integral Equations

Figure 3.30 shows a typical pair of power–ground planes with a slot and a via 
clearance hole. The via clearance (also called an “antipad” in some publications) is 
the void between the via and the power–ground planes. The via is used to connect 
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signal traces situated in different layers. Usually, the thickness of the substrate 
sandwiched between the power and ground planes is much smaller than the wave-
length of interest, so that the electromagnetic fields along the boundary of the 
power–ground planes and via clearance hole are assumed to be uniform along 
the z- direction. In Figure 3.30, Ez and Ht denote the tangential electric and mag-
netic fields along the boundaries of power–ground planes and via clearance holes, 
respectively; l1 is the contour of this boundary in the xy plane with n̂1 as its out-
ward normal vector. Et is the tangential electric field across the slot surface, polar-
ized in t̂2-direction; l2 is the axis of the slot.

By using the equivalence principle, the slot and via clearance are closed, and the 
original finite-size power–ground planes are extended to infinite parallel planes. All 
discontinuities, including the slot, via clearance, and boundary, contribute to the 
conduction and emission noises, which can be analyzed by replacing the discon-
tinuities with equivalent electric and magnetic currents as appropriate. We place 
the equivalent electric current J and magnetic current M1 on the boundaries of the 
power–ground planes and via clearance, and the magnetic current M2 on the slot 
as shown in Figure 3.31.

 M E J H M E1 1 1 2≡ × ≡ × ≡ ×n n z 
z t t, and  (3.39)

We also define the corresponding voltages and currents as 

 V hE V wE Jz t1 2≡ − ≡ =, and J z  (3.40)

where:
h is the height of the substrate
w is the width of the slot

Et
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z y

xn̂1

n̂1

n̂1

t̂2

w

h
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Via clearance hole

Boundaryl1

l2

Power plane

Ground plane

Figure 3.30 Finite-size power–ground planes with narrow slots.
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The relationship between (M1, M2) and (V1, V2) is 

 M M1
1 1

2
2 2= − = −l l V

h
V

w
and  (3.41)

with l 
1 1≡ ×n z  and  l 

2 2≡ ×t z . Because the Green’s functions of the infinite paral-
lel planes are available, the problem of Figure 3.31 can be efficiently solved by using 
the integral equation method.

The magnetic vector potential GA, electric vector potential GF , electric scalar 
potential Gq, and magnetic scalar potential Gp of the infinite parallel planes pair 
can be written as 

 G x x y y zzA q pG G= + +( )      (3.42)

 G x x y y zzF p qG G= + +( )      (3.43)
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where: 
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 k is the wavenumber in the substrate
H0

2( ) is the zero-order Hankel function of the second kind

Green’s functions Equations 3.42 through 3.45 include all modal fields between 
the infinite parallel planes. For high-order modes with m ≠  0, because h is much 
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Figure 3.31 Equivalent infinite power–ground planes with equivalent electric 
and magnetic currents.
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smaller than the wavelength of interest, kρ is approximated as a larger imaginary 
number. Therefore, high-order modes decay very quickly and contribute only to the 
local electromagnetic coupling.

In terms of the Green’s functions in Equations 3.42 through 3.45, the elec-
tric and magnetic fields produced by the electric current J and magnetic current 
M are 

 E r L J r K M r( ) = ′( )  + ′( ) 
e e  (3.46)

 H r K J r L M r( ) = ′( )  + ′( ) 
h h  (3.47)

where the operators are defined as 

L J r r r J r r r J re
A

S

q sj ds
j

G d′( )  = − ′( ) ⋅ ′( ) ′ − ∇ ′( ) ′∇ ⋅ ′( )∫ωµ
ωε

G , , ′′∫ s
S

    (3.48)

 K M r r M re
F

S

ds′( )  = − ∇ × ′( ) ⋅ ′( ) ′∫ G r,  (3.49)

L M r G r r M r r r M rh
F

S

p sj ds
j

G d′( )  = − ′( ) ⋅ ′( ) ′ − ∇ ′( ) ′∇ ⋅ ′( )∫ωε
ωµ

, , ′′∫ s
S

  (3.50)

 K J r G r r J rh ′( )  = ∇ × ′( ) ⋅ ′( ) ′∫ A

S

ds, . (3.51)

Superscripts e and h denote the electric and magnetic fields, respectively. ε and μ are 
the permittivity and permeability of the substrate, respectively.

Due to the continuity of the tangential electric field on the boundaries of the 
power–ground planes and via clearance holes, the electric field integral equation 
becomes 

 K M r K M r L J r
E r

z
e

z
e

z
e z

1
2

′( )  + ′( )  + ′( )  =
( )

2  (3.52) 

where r∈ l1, subscript z indicates the z-component
Due to continuity of the tangential magnetic field on the slot, another magnetic 

field integral equation can be written as 

 L M r L M r K J r L M rt
h

t
h

t
h

t1 2
02′( )  + ′( )  + ′( )  = − ′( ) 2  (3.53)
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Where r∈ l2, subscript t indicates the component tangential to the slot surface. 
2L M rt

0
2 ′( )[ ] is the tangential magnetic field produced by M2 placed on an infinite 

ground plane in free space
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Where G e jk
0

0( , ) /r r ′ = − ρ πρ4  is the free-space Green’s function and ε0, μ0, and k0 
are the permittivity, permeability, and wavenumber of the free space, respectively.

Equations 3.52 and 3.53 are written as

 K M r E r K M r L J rzz
e

z
e

z
e

1 2′( )  − ( ) + ′( )  = − ′( ) /2  (3.55)

 L M r L L M r K J rtt
h

t
h

t
h

1
0′( )  + +( ) ′( )  = − ′( ) 2 2  (3.56)

The above equations involve complex surface integrals. The direct solutions of these 
equations are time-consuming. In the following, we will simplify these equations 
to only involve line integrals.

Performing the integration dz
h

0∫   on both sides of Equation 3.55, we get 

k
j

H k V dl V
k
j

H k V
l

2
1

1
2

1 1 1 1
2

2 2
2

( ) ( )ρ ρ ρ ρ( ) ⋅ ′( ) ′ + ( ) + ( ) ⋅ ′∫    n r r t rr

r r

( ) ′

= ( ) ′ ′ ∈

∫

∫

dl

h
H k J dl l

l

l

2

1

0
2

1
ωµ ρ

2
( ) ( )    with  

 (3.57)

By taking the dot product of both sides of Equation 3.56 with l̂2, we get 
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In Equations 3.57 and 3.58, the relationship (Equation 3.41) is used, and M1 and 
M2 are replaced by V1 and V2, respectively. Because the width of the narrow slot is 
very small (usually as small as 1/100 of the interested wavelength), the magnetic 
current M2 is assumed to flow along the axis of the slot. H1

2( ) is the first-order Hankel 
function of the second kind. ˆ ˆ ˆ /ρρ = − ′( ) + − ′( ) x x y yx y ρ.

The following formula is used to derive Equations 3.57 and 3.58: 

 
G dz G dz

H k

j
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h
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h

0 0

0
2

4∫ ∫= ′ =
( )( ) ρ

 
(3.59)

After applying the above equation, both Equations 3.57 and 3.58 are independent 
of z, and the original surface integrals are reduced to simple line integrals along the 
curves l1 and l2.

Because V1 and J are assumed to be independent of z, Equations 3.48 through 
3.51 and 3.59 show that the high-order modes (m ≠ 0) do not contribute to the 
electromagnetic fields produced by V1 and J. Therefore, only the fundamental mode 
(m = 0) is considered when computing the interactions between the slot, boundary, 
and via clearance. The Hankel functions H0

2( ) and H1
2( ) in Equations 3.57 and 3.58 

represent the fundamental mode contribution. This saves considerable CPU time. 
The only high-order modes left to evaluate are 
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where α ε µ=  1/ r r or . εr and μr are the relative permittivity and permeability of 
the substrate, respectively. Equation 3.60 is a quickly decaying series. The high-
order modes in the equation account for the effects of the parasitic capacitance and 
inductance of the slot, so that the reduced integral Equations 3.57 and 3.58 still 
accurately model the slot.

In [10], a hybrid integral equation method is proposed to solve the power–ground 
planes with slots, where the Green’s functions of a rectangular cavity and surface 
integrals are employed. The line integrals Equations 3.57 and 3.58 are more efficient 
in comparison with that method. When there is no slot, that is, V2 = 0, Equation 
3.57 is reduced to the Equation (1) in [34]. Therefore, [34] can be considered as a 
special case of the proposed method.

3.3.1.2 Solution of the Line Integral Equations

The line integral Equations 3.57 and 3.58 are converted into linear equations by 
using pulse basic functions in combination with the point matching method [35]. 
Similar to the procedure in Section 1.2.5, the curves l1 and l2 are divided into 
small segments, which are named as current segments. V1, V2, and J are assumed to 



162 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

be constants on each current segment. Between two adjacent current segments, a 
charge segment is defined. ∂ ∂V l1/  and ∂ ∂V l2 /  are approximated by using the central 
difference and assumed to be constants on each charge segment. The current seg-
ments are used to expand the magnetic and electric current densities; the charge 
segments are used to expand the magnetic charge density. The current and charge 
segments are shown in Figure 3.32. rm+  and rm− denote the front and back nodes of 
the mth current segment, respectively. lm is the length of the mth current segment, 
and lm + or l(m+1)− is the length of the charge segment.

The segment-based expansions of V1, V2, J, ∂ ∂V l1/ , and ∂ ∂V l2 /  are substituted 
into Equations 3.57 and 3.58. By enforcing Equations 3.57 and 3.58 at the center 
of each current segment, we can get the following linear equations: 
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where V1, V2, and I are the expansion coefficients of V1, V2, and J, respectively.
The elements in submatrices U11, U12, U21, U22, H1, and H2 are calculated as 
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Figure 3.32 Current segments (solid lines) used for the expansion of V1, V2, 
and J, and charge segments (dashed lines) used for the expansion of ∂∂ ∂∂V1/ l  and 
∂∂ ∂∂V2 / l .



Integral Equation Solutions ◾ 163

 U j m n

j
m n m n

m n r m n

r r

, , , /

, , , ,

22
2

2 2

1( )

+ − + +

= ( ) ⋅

+ ( ) − ( )

ωε ε

ωµ
µ µ

Ψ

Ψ Ψ

l l

−− ( ) + ( )





− − − +Ψ Ψ2 2m n m nr r, , , ,µ µ

 
  

(3.65)

 H
h

m nm n,
( ) ,1

1
2

= ( )ωµ Ψ  (3.66)

 H
kl

j
m nm n

m
m, ,2

2
4

( ) = ( ) ⋅F t  (3.67)

where δm n

m n

m n
,

,

,
=

=
≠





1

0

Functions Ψ1 m n,( ), Ψ2 m n, ,α( ), and F m n,( ) are defined as 
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The integral kernels in Equations 3.68 through 3.70 are singular when the testing 
point falls on the source segment. In that case, the kernel is broken into a singu-
lar part and a nonsingular part. The nonsingular part is integrated numerically, 
whereas the singular part is integrated analytically by using the method described 
in the appendix [36].

An equivalent network of the power–ground planes with slots can be derived if we 
define ports on each current segment along l1 and l2. V1, V2, and I in Equation 3.61 
are then taken as the port voltages and currents. 

 1. Because the thickness of the substrate is much smaller than the wavelength, 
the perfect magnetic boundary condition is assumed along the boundary of 
the power–ground planes. Therefore, I is zero on the ports of this boundary.

 2. The ports along each via clearance are connected in parallel to form one new port.

Substituting the above boundary conditions into Equation 3.61, we get a reduced 
equivalent network, where the new ports are defined on each via clearance. 
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This equivalent network represents the effects of power–ground planes with slot on 
the return currents of signal traces passing through the same pair of power–ground 
planes. It can be integrated with the equivalent circuits of the vias and signal traces 
[34] for signal and power integrity cosimulations.

3.3.2 Validation and Discussion

3.3.2.1  A Circular–Rectangular Shaped Pair of 
Power–Ground Planes with a Straight Slot

The first example is a circular–rectangular shaped pair of power–ground planes as 
shown in Figure 3.33, where a straight slot is etched on the upper plane. The sub-
strate has a relative permittivity of 4.2, a loss tangent of tanδ = 0.02, and a thick-
ness of 1.6 mm. Two SMA connectors are mounted on the upper planes. The inner 
conductors of the SMAs go through the via clearance holes and are soldered to the 
lower plane. The outer conductors of the SMAs are soldered to the upper plane. 
The  network analyzer is connected to the SMAs to measure the S-parameters. 
The radius of the via clearance is 0.5 mm.

Figure 3.34 shows |S11| obtained by using the proposed IEEC method (denoted by 
IEEC), as well as measurements, and results computed with HFSS software* (which 
is  based on the 3D finite element method). Good agreement can be observed in 
the figure. For this example, the proposed method yields results within one minute, 
whereas HFSS takes one hour. It should be noted that in the proposed method, 

* Ansoft Software, Pittsburgh, PA. (Online). Available at: http://www.ansoft.com.
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Figure 3.33 Circular–rectangular shaped pair of power–ground planes with a 
straight slot (unit: mm).

http://www.ansoft.com
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V1 and V2 follow Kirchhoff’s loop rule at the junction between the slot and the 
boundary of the upper plane as shown in Figure 3.35. In the figure, V2 = V1,2 − V1,1.

Several combined field–circuit methods have been proposed to simulate the 
power–ground planes with slots [30,32], where the slot is modeled by two cou-
pled TEM transmission lines. This TEM slot can be modeled in the proposed 
method by setting Lt

0 0=  on the right-hand side of Equation 3.53. However, this 
TEM slot assumption is only accurate for low frequencies. Figure 3.36 shows 
the |S11| simulated with the software HFSS, where the magnetic field compo-
nent tangential to the slot surface is set to zero. Also plotted are the |S11| curves 
obtained by the proposed method and by measurement. This figure shows that 
for high frequencies, the proposed method gives a more accurate result than the 
TEM slot assumption.

V1,1

V2

V1,2

Junction

Figure 3.35 V1 and V2 at the junction between the slot and the boundary of the 
upper plane.
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Figure 3.34 |S11|of the pair of power–ground planes of Figure 3.33.
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3.3.2.2  A Rectangular Shaped Pair of Power–Ground 
Planes with an Island

The second example is a rectangular-shaped pair of power–ground planes with an 
etched island on the upper plane as shown in the inset of Figure 3.37. The substrate 
has a relative permittivity of 4.1, a loss tangent tanδ = 0.015, and a thickness of 
2 mm. The radius of the via clearance is 0.5 mm. Two ports are defined at the two 
via clearances. Figure 3.37 shows the magnitude of S21 calculated with the pro-
posed method and the software SIWave (which is based on the 2D finite element 
method). The result obtained with the 3D software HFSS is also plotted for valida-
tion. This figure shows that the proposed method offers more accurate results than 
the SIWave software, especially at high frequencies. This is because the SIWave 
does not accurately consider the effects of the narrow slot. For this example, HFSS 
takes two hours, whereas both the proposed method and SIWave take one minute 
of computing time.

3.3.3 Conclusion

In this section, we discuss an efficient integral equation method for the simula-
tion of power–ground planes with narrow slots. The integral equation solution has 
unique features in comparison with other available methods. It employs Green’s 
functions of infinite parallel planes, and the unknowns are only defined on the 
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Figure 3.36 Comparison between the proposed method and the TEM transmission 
line method.
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discontinuities of the finite-size power–ground planes. In addition, considering the 
small separation between the power–ground planes, only the fundamental mode 
in the expressions of Green’s functions is employed when computing the interac-
tions between discontinuities. In this way, this method gives a highly efficient and 
accurate solution of complex 3D power–ground planes.

Appendix
The elements in [U ] and [H] are rewritten here as 
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When R = 0 or R is very small, the above integrand is singular or semisingular. 
The following approximation for small arguments of Hankel functions are used to 
analytically calculate above integrals and fill the matrices [U ] and [H]. 
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A local coordinates are defined for the segment wj as in Figure 3.38, where r− and 
r + are the start and end nodes of the segment. r0 is the projection of the observ-
ing point r on the segment. An arc-length coordinate s is defined along the seg-
ment with r0 as its origin and ˆ ( ) ( )s r r r r= − −+ − + −  as its positive direction. n  
is the unit outward normal vector of the segment. The length of the segment is 
w s sj = −+ −. Other parameters are defined as 
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In the following, the integrals of Equations 3.71 and 3.72 are divided into the 
singular part including Equation 3.73 and nonsingular part. The singular parts 
are analytically calculated by using the following I1 and I2, respectively, whereas 
the nonsingular parts are numerically calculated by using the Gaussian quadrature 
formula.

The integral I1 is defined as
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Figure 3.38 Segment used to analytically calculate the integral singularity.
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When d = 0, since cosθ = 0, so I1 = 0.
The matrix filling with I1 is as follows:

 1. For i = j, uij = 1.
 2. For R w j
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 3. Others
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 The integral I2 is defined as 
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 The matrix filling with I2 is as follows:

 4. For R w j
± < (singular or near singular), 
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Chapter 4

Extraction of Via 
Parameters

Vias are widely used in multilayered printed circuit boards (PCBs) and three-
dimensional (3D)/two-and-a-half-dimensional (2.5D) packages to connect hori-
zontal traces on different layers. As a kind of vertical interconnector, via is an 
essential structure for the circuit integration. However, with the ever-increasing 
working frequency, the parasitic capacitance and inductance of the via become 
more obvious than before, which makes the via a major discontinuous structure 
in PCBs and packages. This discontinuity results in the impedance mismatching 
along the signal trace and then additional insertion loss, as shown in Chapter 1. 
For the 2.5D integration with interposers, dense through interposer vias are used. 
Because the interposer is made up of semiconductor materials, the insertion loss 
and cross talk of such vertical vias are the major concerns for their electrical 
design. The long through interposer vias also increase the inductance of the pack-
age power distribution network (PDN) and may introduce the power integrity 
(PI) problem. There is a great demand for the accurate and efficient modeling of 
vias in PCBs and packages. In this chapter, de-embedded [1] and semianalytical [2] 
methods are proposed to model the vias used in PCBs and 3D/2.5D packages, 
respectively.

For the through-hole vias in PCBs, we propose a nonequipotential transmission 
line model to represent their parasitic circuits. An accurate and efficient de-embedding 
method is used to extract the parameters inside the models. It accounts for losses and 
irregular shapes of substrates and vias. Finally, the equivalent circuits of each part of 
PDN are integrated to perform the system-level signal and PI analysis. The accuracy 
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and efficiency of the proposed method are validated through comparing with the 
 measurement and full-wave analysis.

For the through interposer vias, a semianalytical wideband modeling approach 
based on cylindrical mode expansion of electromagnetic fields is proposed to ana-
lyze the electrical properties of high-density through glass via (TGV) arrays. This 
method fully captures the scattering and multireflection effects between the verti-
cal cylindrical vias by expanding the electromagnetic waves surrounding the vias as 
cylindrical wave modes. An equivalent circuit of high-density TGV arrays is derived 
based on the results of the cylindrical mode expansion method. Meanwhile, the per-
fect magnetic conductor (PMC) boundary is used in the cylindrical mode method, 
which greatly simplifies the corresponding equivalent circuit of high-density TGV 
arrays. The accuracy and efficiency of the proposed field–circuit hybrid method is 
fully validated by comparing it with 2D quasistatic, 3D full-wave simulations, and 
measurement results.

4.1 De-Embedding Method for Through-Hole Vias
The PDN inside an electronic package or PCB includes the power–ground planes 
and the signal traces. The power–ground planes are used to supply the power to 
integrated circuits with a low-impedance path; the signal traces pass through the 
power–ground planes to connect integrated circuits to each other as well as to 
power–ground planes. With increasing operating frequency and power density, the 
noise coupling inside the PDN becomes very serious, as shown in Chapter 1. Such 
situations represent a great challenge to commercially available electromagnetic 
simulators. It is thus desirable to develop alternatives that deliver results fast and 
with great accuracy [1–6]. The cavity mode theory [1] provides a quick analytic 
simulation of the power–ground planes. However, it is limited to power–ground 
planes with regular shapes. Other semi-analytical methods, such as the Foldy-Lax 
multiple scattering method [5], have been proposed. More accurate modeling of the 
PDN requires full-wave numerical methods. Although the overall size of the PDN is 
small enough to apply those full-wave methods, the high aspect ratio of the power–
ground planes and the dense and small vias result in a huge mesh. This makes these 
full-wave methods very expensive in terms of the computing time.

To avoid the computational cost of these full-wave methods, we have proposed 
a fast integral equation equivalent circuit (IEEC) method [7] in Chapter 3. A two-
dimensional (2D) integral equation is used to extract the equivalent circuit of the 
power–ground planes, and modal decoupling technology is used to integrate sig-
nal traces into this equivalent circuit. The IEEC method has been used to model 
the single plane pair in [7]. This section is an extension of Chapter 3. We extend 
the IEEC method to model multilayered PDNs. At the same time, an easy de-
embedding method is proposed to extract the parasitic equivalent circuit of the 
multi-through-hole vias.
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The through-hole via is an important discontinuous structure in a PDN [8,9]. 
Usually, quasistatic methods are employed to extract its parasitic circuit. They 
provide frequency-independent parasitic inductors and capacitors. However, this 
parasitic circuit is not accurate for high frequencies, where the inductors and 
capacitors become frequency dependent. In [7], an analytical formula is used to 
calculate the frequency-dependent values of parasitic inductors and capacitors. 
Unfortunately, this formula is limited to single vias of cylindrical shapes. This 
makes the IEEC method unsuitable for more complex PDNs. The de-embedding 
method proposed in this section provides the frequency-dependent parasitic 
equivalent circuit and deals with multi-vias of arbitrary shapes and inhomoge-
neous media.

4.1.1 Vias Modeling

4.1.1.1 Modal Decomposition

Figure 4.1 shows a typical structure of a PDN. It consists of a pair of power–ground 
planes, a signal trace, and a through-hole via. A via clearance is the void between 
the via and the power plane, which is also called an “antipad” in some literatures. 
Different parts of the PDN support different electromagnetic field distributions or 
modes as shown in Figure 4.2, where the electric field distribution in each part is 
also plotted.

4.1.1.1.1 Power–Ground Planes

These planes support the parallel-plate mode, which represents the standing wave 
constrained between the power and ground planes. It is produced by the reflections 
from the edges of the cavity like pair of power–ground planes. It is the solution 
of a two-dimensional problem defined on the xy plane. The equivalent circuit of 
each pair of power–ground planes can be extracted by using the integral equation 
method proposed in Chapter 3. In this section, multilayered PDNs are modeled by 
cascading the equivalent circuits of the power–ground plane pairs.

Power plane

Ground plane

Signal trace


rough-hole
via

Via
clearance

Substrate

x

y

z

Figure 4.1 A typical PDN.
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4.1.1.1.2 Signal Traces

Signal traces support the transmission mode (transverse electromagnetic mode), 
which propagates along the traces. After we get their per-unit-length parameters, 
they are equivalent to the one-dimensional transmission lines.

4.1.1.1.3 Through-Hole Vias

Through-hole vias connect the parallel-plate mode and the transmission mode. The 
vias are much smaller than the working wavelength. They can thus be consid-
ered as lumped components, and these are referred as a zero-dimensional problem. 
The parasitic equivalent circuit of the vias will be extracted with the following 
 de-embedding method.

The equivalent circuit for each subproblem is extracted individually. Finally, 
these equivalent circuits are combined to get the entire solution of the original 
problem.

4.1.1.2 De-Embedding Method

By using the integral equation procedure explained in Chapter 3, an N-port 
network is extracted for each pair of power–ground planes. The ports are defined 
at via clearances of power–ground planes as shown in Figure 4.3. The port current 
represents the return current of the signal trace as shown in Figure 4.4. It flows from 
the top plane, passes through the distributed resistance (R), the inductance  (L), 

(a) 

(b)

(c)

Figure 4.2 Modal decomposition of the electric field in PDN of Figure 4.1: 
(a) power–ground planes, (b) signal traces, and (c) through-hole via.
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the  capacitance (C), and the conductance (G), and arrives at the bottom plane. 
The gray region of Figure 4.4 is equivalent to a 2D transmission line (parallel 
plate waveguide). We define the input impedance seen looking away from the via 
region as zg. The return current of Figure 4.4 just follows through zg. According to 
the transmission line theory, this zg is decided by the LRCG of the figure and the 
periphery of the power ground planes. zg is solved in [7] by assuming there is only 
fundamental mode (parallel-plate mode) inside the gray region of the figure. The 
integral domain in [7] does not include the via region (enclosed by the dashed line 
in Figure 4.4). The via region contains the parasitic inductors and capacitors of 
the through-hole via, which represent the high-order mode interactions between 
vias, as well as between vias and power–ground planes.

Because multi-through-hole vias are usually electrically small, their parasitic cir-
cuit can be quickly and accurately extracted by using full-wave methods. However, 
during the calculation, a certain part of the power–ground planes must be included 
to get the correct parasitic capacitance between the vias and the power–ground 
planes. These power–ground planes also add the parallel-plate mode effect to the 
extracted parasitic circuit. We must remove this unwanted parallel-plate mode effect.

Figure 4.5 shows N through-hole vias and a pair of rectangular power–ground 
planes. We propose a nonequipotential multi-transmission lines model to represent 
the N through-hole vias as shown in Figure 4.6. The vias are divided into small L–C 
sections, where L means the series inductors, C means the shunt capacitors, and the 
substrate between the power and ground planes serves as the “reference  conductor.” 
Unlike the traditional transmission line model, here zg of Figure 4.4 is inserted 
between the reference conductors of adjacent L–C sections. Therefore, the reference 

I V+
_

Ground plane

Power plane Port

Figure 4.3 Definitions of port voltage and current for a pair of power–ground 
planes (cross section).

CG R L C GRL

Signal current Via region
Return current Power plane

Ground plane

Zg

Figure 4.4 Physical representation of the port current (cross section).
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conductors of each L–C section are nonequipotential. During the extraction, the 
absorbing boundary condition is placed along the periphery of the power–ground 
planes. However, due to numerical errors, there is still a small reflection from the 
periphery. This reflection contributes to zg. zg has been solved in [7]. To combine the 
via with the equivalent circuit of the power–ground planes of [7], we need a parasitic 
circuit of the multi-through-hole vias with zg de-embedded.

In Figure 4.6, two identical L–C sections are used. The ABCD (cascade) matri-
ces of the L–C section and zg are 
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and [U  ]N is the N by N unit matrix. [Z ] and [Y  ] are symmetric matrices. They 
are unknown matrices to be solved.
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The ABCD matrix of the entire circuit of Figure 4.6 is defined as 

 T[ ] =










+vias PGPs

A B

C D

 

 
 (4.6)

For the cascaded networks of Figure 4.6, we get 

 T T T T[ ] × [ ] × [ ] = [ ]vias PGPs vias vias+PGPs (4.7)

[T ]vias+PGPs can be quickly extracted by solving the structure of Figure 4.5 with the 
finite element method, where only a small area of power–ground planes is involved. 
zg is obtained in the same way, where the vias of Figure 4.5 are replaced by a lumped 
port. Finally, Equations 4.1, 4.2, and 4.6 are substituted into 4.7. By matching the 
coefficients on both sides of Equation 4.7, we get 

 Y U D C[ ] = [ ] + [ ]( ) [ ]
−

N

1
 (4.8)

 Z B Z U D[ ] = [ ] − [ ]( ) [ ] + [ ]( )−

g N

1
 (4.9) 

where [B], [C], and [D] are submatrices defined in Equations 4.6. The ABCD 
matrix of the L–C section can be obtained by substituting Equations 4.8 and 4.9 
into Equations 4.1. [T ]vias is then converted to the scattering matrix of the N-vias.
Figure 4.7 shows the extracted C11 by using the proposed method and the quasi-
static method. The via between the power and ground planes in Figure 4.10 is used. 
Because a full-wave technology is used to calculate [T ]vias+PGPs and zg, this pro-
posed de-embedding method presents a frequency-dependent behavior of [T ]vias. 
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Figure 4.7 Extracted C11 by using the proposed method and the quasistatic 
method.
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The losses of the substrate and vias can be easily considered by adding the series 
resistance of the vias and the shunt conductance of the substrate to [Z ] and [Y ], 
respectively. In that case, we still can get Equations 4.8 and 4.9.

According to our experiences, when the distance between two vias is larger than 
three times of the height of the substrate, the mutual capacitors and inductors as 
shown in Figure 4.5 can be ignored and they can be considered as two individual 
vias. The extracted parasitic equivalent circuit can be reused for different via lay-
outs. By this way, the proposed IEEC method avoids the repeated computing com-
pared with solving the whole PDN with full-wave methods.

4.1.2 Validation

4.1.2.1 Power–Ground Planes with a Decoupling Capacitor

Figure 4.8 shows a pair of power–ground planes with a surface-mounted decou-
pling capacitor on the power plane. The decoupling capacitor is used to suppress 
the parallel-plate mode. The lumped series {L, C, R} of the decoupling capacitor are 
1.57 nH, 8.14 pF, and 666 mΩ, respectively. Figure 4.9 shows the input impedance 
of the subminiature A (SMA) port obtained by using the proposed IEEC method 
and the measurement from [10]. Good agreement can be observed. The proposed 
method accurately calculates the resonant frequencies of the power–ground planes.

4.1.2.2 Effect of the Through-Hole Via

The through-hole via plays a very important role in the propagation and reflection 
of the high-speed signal. Figure 4.10 shows the signal trace and the through-hole 
via under study. The substrate is FR4, with εr = 4.4 and a loss tangent of 0.02. 

(a)

(b)

(100,50)

(0,0)

(30,20) (35,20)

SMA port SMT
capacitor

εr = 4.7 tanδ = 0.0250 2044.24

Power plane

Ground plane

SMA port

SMT capacitor

Figure 4.8 A pair of power–ground planes with a decoupling capacitor: (a) top 
view (unit: mm) and (b) cross section (unit: mils).
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The  thickness of the metal planes and the signal traces is 0.035 mm. The pro-
posed de-embedding method is employed to extract the parasitic circuit of the 
through-hole via. Two cases are simulated by using the proposed IEEC method: 
One includes the parasitic circuit of the through-hole via, and the other does not.

The simulated transmission (|S21|) and reflection (|S11|) characteristics of the 
signal trace are plotted in Figure 4.11. Results obtained with the commercial full-
wave software HFSS (from ANSYS company) are also plotted for comparison. This 
figure shows that when the proposed de-embedding method is used, the result 
shows good agreement with the full-wave method. However, if the via discontinu-
ity is not considered, the result greatly deviates from that of the full-wave method, 
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Figure 4.9 Magnitude of the input impedance of SMA port.
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Figure 4.10 A pair of power–ground planes with a signal trace passing through 
it (unit: mm): (a) top view and (b) cross section.
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especially at high frequency. Figure 4.11 also reveals that the parasitic circuit of 
the via can change the wave shape of the reflected signal, but it cannot change 
the resonant frequency. The resonant frequency is inherently determined by the 
power–ground planes. In this example, it is related to the TM10 mode sustained by 
the power–ground planes. This shows that the proposed equivalent circuit method 
clearly accounts for the effects of the different parts in a PDN.

4.1.2.3 Multilayered PDN

In [7], only a single plane pair is simulated. Here, we extend the IEEC method 
to multilayered PDNs. The example is a PDN with three pairs of power–ground 
planes as shown in Figure 4.12. There are four copper planes: power plane 1, ground 
plane 1, power plane 2, and ground plane 2. The substrate is FR4, with εr = 4.4 
and a loss tangent of 0.02. The thickness of the metal planes and the signal traces is 
0.035 mm. All metals are copper. A circular air hole passes through all metal planes 
and substrates. There are two sets of coupled signal traces. The first set of coupled 
traces is shown on the top of Figure 4.12a. It includes the coupled microstrip line 1, 
through-hole vias, and the coupled stripline (CSL). The second set of coupled traces 
is shown at the bottom of Figure 4.12a. It includes the coupled microstrip line 2, 
through-hole vias, and the coupled microstrip line 3. One power pin is used to 
connect power plane 1 and power plane 2. Another ground pin is used to connect 
ground plane 1 and ground plane 2.

The equivalent circuit of the entire structure is shown in Figure 4.13. Ten ports 
are defined at the terminals of those coupled microstrip lines and CSLs. The CSLs 
are split into a set of up CSLs and a set of down CSLs by using the modal decoupling 
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Figure 4.11 Transmission and reflection characteristics of the signal trace 
in Figure 4.10.
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technology [7]. As shown in Figure 4.12d, ports 2 and 5 are defined between the 
up CSL and the ground plane 1, and ports 3 and 6 are defined between the down 
CSL and the power plane 2. The equivalent networks of three power–ground plane 
pairs (which are denoted as PGP1, PGP2, and PGP3 in Figures 4.12 and 4.13) are 
extracted by using the integral equation. The via equivalent circuits are extracted by 
using the proposed de-embedding method. The bends that connect the microstrip 
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Figure 4.12 PDN and two sets of coupled signal traces passing through it 
(unit: mm): (a) top view and cross sections of (b) power pin, (c) ground pin, (d) first 
set of coupled traces, and (e) second set of coupled traces. PGP, power–ground 
plane pair.
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lines and the vias are modeled as one L–C section. Their equivalent circuits are 
extracted by using the quasistatic method. All of these equivalent circuits are cas-
caded together to get the final equivalent circuit of the multilayered PDN.

The transmission (|S31|), reflection (|S11|), near-end cross talk (|S41|), and far-end 
cross talk (|S51|) of the first set of coupled traces are plotted in Figure 4.14. The 
transmission (|S87|), reflection (|S77|), near-end cross talk (|S97|), and far-end cross 
talk (|S107|) of the second set of coupled traces are plotted in Figure 4.15. Figure 4.16 
shows the cross talk (|S81|) between the first and second sets of coupled traces. The 
results from the full-wave HFSS simulation are also plotted for validation. For this 
complex multilayered PDN, the proposed IEEC method shows good agreement 
with the full-wave solver.

For the high frequency, there is a little difference between the IEEC method and 
the full-wave simulation. This is because that the radiation from the microstrip lines 
and the periphery of the power–ground planes become strong at the high frequency. 
This radiation is neglected in the current proposed method. Due to this radiation, 
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Figure 4.14 (a) Transmission and reflection; (b) near-end cross talk and far-end 
cross talk of the first set of coupled traces.
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the peak in the HFSS result of Figure 4.14b is also smaller than that in the IEEC 
result. Radiative models of microstrip lines and power–ground planes can be used 
to reduce this difference.

4.1.2.4 Comparison of Computing Time

Table 4.1 lists the computing times of the proposed IEEC method and the full-
wave simulator HFSS, for example, B and C. The computing time of the IEEC 
method includes the time needed to extract the equivalent circuit of each part and 
to combine them together. It appears that the IEEC method greatly reduces the 
computing time compared with HFSS. HFSS is based on the 3D finite element 
method. It needs a dense volume mesh to accommodate the large aspect ratio of the 
power–ground planes and the tiny structures such as the through-holes and traces. 
This results in a large number of unknowns. In the IEEC method, we decompose 
the complex 3D problem into simple 2D, one-dimensional, and zero-dimensional 
subproblems, so that the computing efficiency is greatly increased.

4.1.3 Conclusion

In this section, we proposed an efficient IEEC method to simulate the electrical per-
formance of PDNs in multilayered PCBs. A de-embedding method is used to extract 
the parasitic circuit of through-hole vias. The major advantage of the proposed method 
resides in the decomposition of the complex 3D problem into several simple 2D, 
one-dimensional, and zero-dimensional subproblems, so that the computing time is 
greatly reduced while a good accuracy is presented. With the proposed method, the 
scattering parameters of the PDN can be calculated, where the ports are defined at the 
critical parts with potential interference problems. Based on the obtained scattering 
parameters, the model order reduction can be used to reduce the original equivalent 
circuit to a simple circuit. This will further increase the computing efficiency.

4.2 Cylindrical Mode Expansion Method for TGVs
3D hybrid integration technology that integrates heterogeneous chips, such as pro-
cessor, memory, digital, analogy, and integrated passives devices, is promising to 
provide high-speed and high-performance electronic devices [11]. Silicon interposer 

Table 4.1 Computing Times for the IEEC 
Method and Full-Wave Simulator HFSS

Example IEEC HFSS

B 6 minutes 55 minutes

C 10 minutes 120 minutes
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is widely employed in 3D and 2.5D integration. However, it suffers some electro-
magnetic compatibility (EMC) problems, such as larger insertion loss and noise 
coupling [12,13]. Some methodologies have been presented to suppress such sub-
strate loss and solve those EMC issues [14–17] with a more complex process and 
higher fabrication cost.

In consideration of the disadvantages of silicon-based 3D integration, 
recently, some glass companies, including Corning, have proposed large, thin, 
and high-performance glass wafers for interposer applications [12,18]. Glass 
interposers with TGVs provide a wide range of better properties compared to 
silicon interposers, such as chemical and mechanical durability, cost reduction, 
reduced process complexity, and better electromagnetic properties. The high 
electrical resistivity of glass interposer avoids the use of dielectric layer between 
copper via and substrate, which not only provides cost reduction and reduced 
process complexity but also improves the electromagnetic properties of the sys-
tem compared to the silicon interposer [13,19,20]. All these excellent advan-
tages make glass interposer a promising replacement of silicon interposer for the 
3D/2.5D integration.

To improve the performance of the system, it is of great importance to analyze 
the electrical properties of through vias in glass interposers. So far, some meth-
odologies have been proposed to analyze the electrical characteristics of through-
via interposers. The equivalent circuits for limited numbers of through-silicon 
vias (TSVs) were proposed in [21–25], where different closed-form expressions 
of electrical parameters were presented. These closed-form expressions resulted 
from different quasistatic assumptions of the TSVs. Kim et al. [21] undervalued 
the inductance of the through-via. However, the methodologies proposed in 
[24] and [25] overestimated the coupling capacitance. Papers [22,23] based on 
two-conductor transmission lines theory were only effective for the configura-
tion of two TSVs, which will result in some error when applied to through-via 
arrays with high density. The modeling approach based on multiconductor trans-
mission line theory proposed in [26–28] could capture the electrical properties 
of multiple conductors. Fourier–Bessel expansion approach presented in [29] 
was applied to solve ground-signal (GS) configuration. Cylindrical modal basis 
functions proposed in [30–33] captured the multiple scattering characteristics 
among vias, where the additional top and bottom ground planes are required to 
be added on the interposer.

The modeling of TSV- and TGV-based interposers is different due to the dif-
ferent geometrical structures of TSVs and TGVs. Although there had been lots of 
results published about TSV electrical modeling, the electrical properties of high-
density TGV arrays are not fully investigated.

In this section, a field–circuit hybrid method is presented for the electromag-
netic characteristic analysis of high-density TGV arrays. The method is based on 
cylindrical mode expansion [34]. The value of the lumped RLGC parameters can 
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be calculated by using this method. Meanwhile, the PMC boundary is used in the 
proposed method to simplify the resulting equivalent circuits.

4.2.1 Field–Circuit Hybrid Method

The field–circuit hybrid method for modeling high-density TGV arrays is proposed 
in this section. In the following, TGV arrays containing N+1 randomly distrib-
uted conductors are considered to demonstrate the proposed method. One of the 
conductors is selected as the reference conductor (denoted as the #0 conductor) for 
return current and the selection is not unique. The other N TGVs are considered 
as signal conductors.

The length of the TGVs is tens of micrometers, which is short enough com-
pared to the wavelength in gigahertz band in the glass substrate. Therefore, the 
TGV arrays can be modeled with a lumped equivalent circuit model as shown in 
Figure 4.17. The electrical parameters RLGC in the equivalent circuit model of N+1 
TGVs are per-unit-length resistance, inductance, capacitance, and conductance, 
respectively.

4.2.1.1 Internal Self-Impedance of TGV

The rigorous closed-form expression for the resistance of TGVs consists of dc and ac 
resistances. The dc resistance is obtained from Ohm’s law, which can be depicted as 

 R
r

dc = ρ
π 2

 (4.10)
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Figure 4.17 Equivalent circuit model of TGV arrays that contain N+1 conductors.
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As the frequency increases, ac resistance must be considered. The analytical 
expression is given as 

 R
r

ac =
−

ρ
πδ δ( )2

 (4.11)

where:
δ πσ µ= 1 0f
δ denotes the skin depth
ρ is the resistivity of copper
R is the radius of TGVs
F is the frequency
μ0 denotes the permeability in vacuum.

The internal self-inductance Li of TGV can be expressed as 

 L
R

f
i

ac=
2π

 (4.12)

The internal self-impedances of an isolated TGV and TGV in an array are the same. 
However, their external self-impedances are different. The external self-impedance 
of TGV will be changed by its surrounding TGVs. The external self-inductance 
together with other parasitic parameters will be calculated in Section 4.2.1.2 by 
using the cylindrical mode expansion method.

4.2.1.2 Cylindrical Mode Expansion Method

Because the total inductance is the summation of internal inductance and external 
inductance, a detailed description of external self-inductance and mutual induc-
tance by the cylindrical mode expansion method will be given in this section. After 
that, the capacitance and conductance matrices can be calculated by the induc-
tance matrix.

The multiple scattering of electromagnetic waves in the interposer between 
TGV arrays is complex. It is difficult for the analytical expressions mentioned 
in the available publications to accurately model this behavior. The proposed 
method that is based on the cylindrical mode expansion fully considers the scat-
tering and multi-reflection effects between the vertical cylindrical vias by expand-
ing the electromagnetic waves surrounding the vias as cylindrical modes. After 
that, an accurate equivalent circuit based on electrical parameters that are cal-
culated by the proposed cylindrical mode expansion method can be obtained as 
shown in Figure 4.17.
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The per-unit-length inductance matrix L relates the total magnetic flux pen-
etrating the loop between the ith TGV and the reference TGV, per unit of via 
length, to all the via currents I producing it as 

 ΨΨ = LI  (4.13) 

and its matrix form can be expressed as 
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The components lii are the external self-inductances of the ith TGV, and the compo-
nents lij are the mutual inductances between the ith TGV and the jth TGV. They 
are defined as 
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We can compute the L matrix by applying the current in one loop (i.e., signal cur-
rent on one TGV, and its return current on the reference TGV) and setting the 
currents on all the other TGVs to zero, then determining the total magnetic flux 
penetrating this loop of per unit length. It should be noted that the values of lii 
and lij are dependent with the entire layout of the TGV array, which cannot be 
accurately calculated by using available closed-form expressions based on two-
conductor transmission lines.

Considering that an ac current I distributes over the ith TGV and currents 
along other TGVs are set to zero. The excited transverse magnetic wave by the exci-
tation current can be expressed by the longitudinal field Ez in the through-via local 
cylindrical coordinate as shown in Figure 4.18.

Under the cylindrical coordinates (ρ, φ, z), the electric field Ez can be expressed as 

 E a J k b H k ez n n n n

n

jn= + 
=−∞

∞

∑ ( ) ( )( )ρ ρ ϕ2  (4.16)
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where:
an and bn are the expansion coefficients of the incoming wave and the outgoing 

wave, respectively
k is the wavenumber with the value of ω µε
ω is the angular frequency
µ  and ε are the permeability and permittivity of the glass interposer, respectively
J kn ρ( ) and H kn

2( ) ( )ρ  are the Bessel function with the order of n and the second 
kind Hankel function with the order of n, respectively

The tangent component of the cylindrical mode is governed by the following 
equation: 
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By substituting Equation 4.16 into 4.17, the magnetic fields are obtained as 
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The excited electromagnetic waves in the glass interposer form multiple scattering 
among the high-density TGVs. As a result, for a set of randomly distributed TGVs 
with different radii, the total electromagnetic fields at the observation point p can 
be expressed as the summation of the outgoing waves from all the scattering vias as 
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Figure 4.18 Schematic of the randomly distributed TGV arrays.
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where 2Ni+1 is the truncated order of Hankel functions. ρi and φi are defined in the 
local cylindrical coordinate of the ith via as shown in Figure 4.18. fin is the unknown 
coefficient of each wave mode and can be derived from the following equation: 

 f T a fi i i ij j

j j i

N

= +
= ≠

+

∑( )
;

αα
1

1

 (4.21)

where:
T i is the reflection coefficient of the ith via
ai denotes the incident wave coefficients of the excited sources in terms of Bessel 

functions

The incident wave of the ith via caused by the scattered wave from the jth via can be 
represented by the translation matrix ααij . By using addition theorem of cylindrical 
harmonics, ααij  can be obtained as 

 ααij m n ji
j m nm n H k e ji( , ) = ( )−

( ) − −( )2 ρ ϕ  (4.22) 

where m M Mi i= −[ ], , n M Mj j= − , . m and n are the number of expansion coef-
ficients that satisfy the sufficient accuracy. The symbols ρji  and ϕji  are defined as 
ρ ρ ρji

j i= −  and ϕ ρ ρji
j i= −arg( ); ρ j and ρi present the positions of the jth and 

ith TGVs, respectively.
T i can be obtained from the boundary condition of TGVs. The boundary con-

ditions of TGVs include the perfect electric conductor and PMC. According to the 
definition of lii and lij in Equation 4.15, the current on nonexcitation TGVs is set to 
zero so that those TGVs can be considered as PMC in the cylindrical mode expan-
sion method, where the tangential component of the magnetic field is set to zero. 
The effect of the entire layout of the TGV arrays on lii and lij can be accurately con-
sidered by those PMC vias. Applying the PMC boundary condition at the interface 
between TGV and the interposer, the reflection matrix can be expressed as 

 Ti
nn

n

n

n

n

b
a

J kr
H kr

  = = −
′
′

( )
( )( )2  (4.23)

The usage of PMC boundaries in the derivation of lii and lij not only captures 
the physical mechanism but also simplifies the resulted equivalent circuit. Heat 
transferring TGVs and electromagnetic-shielding TGVs are used in practical 
glass interposer design for heat dissipation and noise reduction, respectively. 
These TGVs can be floating and open circuited; therefore, no ports are defined 
for them in the equivalent circuit. This greatly reduces the number of ports in 
the final equivalent circuit and speed up the subsequent circuit simulation. At 
the same time, the field perturbation caused by the adjacent heat transferring 
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TGVs and shielding TGVs can be accurately included in the cylindrical mode 
expansion method by using the PMC vias.

The total magnetic flux of per-unit-length through the surface between the ith 
TGV and the reference TGV calculated by the cylindrical mode expansion method 
can be expressed as 

 ψ ρ ϕ= ⋅ = + ⋅∫ ∑∫
=

u H a dl u H H a dlt

c

n i i i i

i

N

c

n
ˆ ˆ ( ˆ ˆ ) ˆρ ϕ

1

1+

 (4.24)

where:
H iρ  and H iϕ  are the ρ and φ components of the scattering magnetic fields by the 

ith through via, respectively, which can be calculated by Equation 4.20
ân is the normal vector of the integral line c

By substituting Equation 4.24 into 4.15, considering the internal self-inductance 
and the contribution from both the signal current on one TGV and its return cur-
rent on the reference TGV, the per-unit-length inductance matrix can be obtained.

The parallel per-unit-length capacitance and conductance matrix of the TGV 
arrays in the glass interposer can be calculated by the following relation [35]: 

 L C I[ ][ ] = µε N  (4.25)

 G C[ ] = [ ]σ
ε  (4.26)

where:
IN is the unit matrix
σ and ε are the conductivity and permittivity of the glass interposer, respectively

4.2.2 Simulation Results

The electrical properties of the TGVs with the existence of other TGVs in the vicin-
ity can be different from that of the isolated TGV. The proposed field–circuit hybrid 
method fully considers this effect in the final equivalent circuit model. In this section, 
the proposed field–circuit hybrid method will be utilized to model TGV arrays and 
validate the accuracy and efficiency by comparing the results with available closed-
form expressions based on two-conductor transmission lines and full-wave simulation.

4.2.2.1 Per-Unit-Length Inductance

To validate the accuracy of the proposed field–circuit hybrid method based on the 
cylindrical mode expansion for calculating per-unit-length electrical parameters, a 
case of nine coupled TGVs is given as shown in Figure 4.19. The central TGV is set as 
the reference conductor for the return current and other TGVs are signal conductors. 
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The radius of TGVs is 15 μm and the center-to-center pitch is 200 μm. The relative 
permittivity and loss tangent of the glass interposer are 6.7 and 0.006, respectively.

The 2D quasistatic simulation is applied to calculate the per-unit-length induc-
tance matrix and validate the efficiency and accuracy of the proposed cylindrical 
mode expansion method up to 20 GHz. The results are shown in Figure 4.20. Very 
good consistency can be obtained between the value extracted from the 2D simula-
tor and the cylindrical mode expansion method.

4.2.2.2 Signal–Ground–Signal TGVs

The signal–ground–signal (SGS) configuration which is the fundamental structure 
for signal transmission is chosen for the verification of the presented method as 
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Figure 4.19 Top view of nine coupled TGVs where the middle TSV is set as the 
reference conductor.
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Figure 4.20 Per-unit-length inductance matrix of the nine coupled TGV array. 
Solid lines denote the quasistatic simulations results and marks denote the pro-
posed method results.



Extraction of Via Parameters ◾ 197

shown in Figure 4.21a. The radius of TGVs is 10 μm and the center-to-center pitch 
between the signal TGVs and the ground TGV is 100 μm. The height of TGVs is 
100 μm. A π-type equivalent circuit is established in Figure 4.21b. The electrical 
parameters inductance, capacitance, and conductance are calculated by the pro-
posed cylindrical mode expansion method, and the values of the conductance and 
capacitance in the established equivalent circuit are half of the results calculated in 
Section 4.2.1. Resistance is calculated by analytical formulas found in Section 4.2.1.

The transmission coefficient, reflection coefficient, and cross talk obtained from 
the proposed method are compared with 3D full-wave simulation and available 
closed-form expressions in Figure 4.22. Very good correlation is obtained between 
the proposed method and 3D full-wave simulator. However, there exist some dis-
tinctions between the available closed-form expressions in the publications and the 
full-wave method at high frequencies. It is because the available closed-form expres-
sions do not consider the variation of capacitance and conductance of the original 
GS pair TGVs in vicinity of other TGVs. This can lead to the limits of accuracy and 
erroneous results. The method proposed in this section fully considers the multi-
scattering among the TGVs in the array; hence, the presented method can fully 
capture the signal transmission and noise coupling mechanism.
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Figure 4.21 (a) Top view of the SGS-type TGV structure and (b) the derived 
equivalent circuit model by the proposed method.
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Figure 4.22 Comparison of electrical properties between the proposed method, 
3D full-wave simulator, and the results obtained from the available closed-form 
expressions.
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4.2.2.3 Multiple Signal TGV Array

In this section, a case of cruciform structure configuration of TGV arrays with four 
signal TVGs is given to validate the accuracy of the proposed field–circuit hybrid 
method. The central #0 TGV is set as the reference conductor for the return current 
and other TGVs are signal conductors as shown in Figure 4.23.

The radius and height of the TGVs are 15 and 200 μm, respectively. The center- to-
center pitch between the signal TGVs and the ground TGV is set to 200 μm. Then, the 
electrical characteristics of the system captured by the equivalent circuit model based on 
the proposed method are compared with that from 3D full-wave simulator. It can be 
seen in Figure 4.24 that the simulation results based on the proposed field– circuit hybrid 
method have good correlation with that obtained from the 3D full-wave simulator.

4.2.2.4 TGV Arrays with Floating TGVs

Heat transferring TGVs and shielding TGVs are widely used in interposer applica-
tion. Conversional closed-form methods do not consider the variation of the elec-
tromagnetic fields in vicinity of those additional TGVs; thus, they cannot give an 
accurate equivalent circuit model. The proposed field–circuit hybrid method can 
fully consider the electromagnetic wave scattering with additional TGVs. A case 
of SGS configuration with additional heat transferring TGVs and shielding TGVs 
inserted is shown in Figure 4.25, where ports 1–4 are also defined. The dark TGVs 
represent the ground and signal TGVs, whereas the other TGVs represent the addi-
tional TGVs that are floating.

These open-circuited floating TGVs are modeled as PMC vias, which not only 
provide the accurate lumped RLGC parameters but also greatly simplify the cor-
responding equivalent circuit of high-density TGV arrays. The variation of the 
electromagnetic waves caused by floating TGVs in the interposer can be accurately 
modeled by PMC boundaries. In this case, the proposed method fully captures the 
practical physical mechanism and considers this influence in the equivalent circuit.
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Figure 4.23 Full view of the cruciform structure with four signal TGVs.
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As depicted in Figure 4.26, the results obtained from the proposed method agree 
well with that of the 3D full-wave simulator. All the simulations are  conducted on 
a computer with 3.3 GHz Intel Xeon CPU and 8GB of RAM memory. The simu-
lation time required by the proposed cylindrical mode expansion method is six 
 seconds, in contrast to 10 minutes by 3D full-wave simulator on the same  computer. 
These verify the efficiency of the proposed field–circuit hybrid method.

4.2.2.5 TGV with RDL

The redistribution layer (RDL) that provides horizontal interconnects between dif-
ferent vertically stacked layers to redistribute the signals is needed in practical 3D 
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Figure 4.26 Validate the proposed method by comparing the results of the 
proposed method with that of the 3D full-wave simulator: (a) insertion loss and 
reflection coefficient validation and (b) far-end cross talk validation.
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packaging. In this section, the SGS type of TGVs together with RDL interconnects 
will be modeled as shown in Figure 4.27.

The radius of TGVs is 15 μm and the center-to-center pitch between the signal 
TGVs and the ground TGV is 200 μm. A thickness of 10 μm dielectric layer is 
inserted between the RDL and the 100 μm height of glass substrate. The width 
of the RDL interconnects are 40 μm with the length of 215 μm. By establish-
ing the equivalent circuit model of TGVs using the proposed field–circuit hybrid 
method and the RDL using analytical expressions, the electrical characteristics can 
be obtained and compared with the 3D full-wave simulator.

As can be seen in Figure 4.28, in the whole frequency band, the electrical param-
eters of the transmission coefficient, reflection coefficient, and cross talk obtained 
from the proposed method and full-wave simulation are in good agreement.

4.2.3 Experiment Validation

A nine-stacked silicon interposer with TSV arrays published in [36], as shown in 
Figure 4.29, is used here for the validation. Micro-bumps are used to assemble two 
different vertical dies. Because the proposed field–circuit hybrid method is a gen-
eral method, it can be used for both TGV arrays and TSV arrays.

The 3D view of the nine-stacked interposer and the top view of TSVs can be 
seen in Figure 4.30. The radius r of TSV is 30 μm, the thickness of the insulator is 
20 μm, and the height of interposer is 94 μm. Among all of TVSs, three TSVs (#0, 
#1, and #2) are selected to define the ports as shown in Figure 4.30. The center-to-
center pitch is 630 μm for TSV 0 and TSV 2, and 500 μm for TSV 0 and TSV 2.

In Figure 4.31, S13 represents the transmission coefficient and S12 represents the 
near-end cross talk. The measurement frequency is from dc to 8 GHz in [36]. Good 
agreement can be seen between the measurement data and the proposed method in 
both insertion loss and cross talk coefficient.

Glass

Dielectric Top RDL

Bottom RDLTGV

Figure 4.27 SGS configuration of TGV arrays with RDL interconnects.
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Figure 4.28 Validation of TGV arrays with RDL interconnects: (a) insertion loss 
and reflection coefficient validation and (b) near-end cross talk validation.
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Figure 4.29 Scanning electron microscope photo of the nine-stacked silicon 
interposer. (From C. D. Wang et al., IEEE Trans. Comp. Packag. Manuf. Technol., 
3(10), 1744–1753, 2013.)
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Figure 4.30 (a) 3D view of the nine-stacked interposer and (b) the structure 
diagram of TSVs.
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the proposed method for (a) insertion loss and (b) near-end cross talk.
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4.2.4 Conclusion

An accurate field–circuit hybrid method for modeling high-density TGV arrays 
is presented in this section. The method is based on the cylindrical mode expan-
sion which considers scattering and multi-reflection effects between the vertical 
cylindrical vias. Based on the proposed method, accurate electrical parameters can 
be calculated and the resulting equivalent circuit can be greatly simplified. As the 
method fully captures the physical mechanism of the wave interaction between 
multiple vias, the calculated transmission coefficient and cross talk agree well with 
that of 3D full-wave simulation. The measurement data of a nine-stacked inter-
poser also agree well with that of the proposed method.
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Chapter 5

Printed Circuit 
Board-Level 
Electromagnetic 
Compatibility Design

Electromagnetic compatibility (EMC) control and design are critical for the first 
passing success of all electric products under the strict requirement by interna-
tional EMC testing standards. The testing frequency becomes much higher than 
before due to people’s never-ending demand for the high-speed communication 
and high-performance computing. This makes the EMC control and design 
a great challenge, especially when the testing frequency is above gigahertz. At 
high frequencies, most EMC control methods are frequency dependent, and it 
is hard to get a wide-band EMC solution. At the same time, for any structure in 
 high-speed circuits, there is often conflict between signal integrity (SI), power 
integrity (PI), and electromagnetic interference (EMI) requirements. Therefore, 
we should consider the balance between different EMC targets. All of these 
make the sample rules of thumb difficult to be implemented at high frequencies, 
and most of the EMC problems should be considered and solved case by case. 
This chapter will focus on three common PCB-level EMC controls: decoupling 
capacitor (Decap)/shorting vias placement, common mode filter (CMF), and PCB-
embedded structures/materials. 
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 1. In order to reduce the power–ground plane (PGP) noise propagation, the 
impedance of the PGPs is required to be as small as possible. To achieve that, 
what practical EMC engineers usually do is to add Decap/shorting vias any-
where as long as there is room left on the PCBs. This is sometimes overde-
signed. We will briefly introduce the equivalent circuit of Decap, followed 
by analysis of the local shielding effect of the Decap/shorting via. After that, 
based on the modal field distribution of the PGPs proposed in Chapter 2, 
we will analyze and optimize the layout of the through-hole vias, in order to 
reduce the unwanted coupling between different devices which are mounted 
on the same PGPs.

 2. Differential lines are widely used for high-speed Serializer–Deserializer 
circuits. They have high immunity to EMI and low radiation emissions. 
Unfortunately, there is always CM noise on the differential lines, which 
is due to the asymmetric structures and discontinuities in practical PCBs. 
From the view of the transmission line matrices, we present the relationship 
between the CM, the DM, and the single-ended mode. We also discuss the 
CMF designs to suppress the CM noise. A meander line–quarter wavelength 
resonator hybrid CMF is proposed [1]. A simple and accurate transmission 
line model is employed to describe the stopband behavior of the proposed 
structure. The resonant frequencies and harmonics of quarter wavelength 
resonators are employed to form stopbands of the CM. These stopbands 
together with the stopbands of the meander line are connected in series, 
which are useful to expand the CM suppression bandwidth. Meanwhile, 
compensation strips are proposed to reduce the insertion loss of the DM. 
A  reduction of 15 dB of CM propagation above 0.8 GHz is obtained by 
using this hybrid structure. The measurement results of PCBs, which are 
designed and fabricated according to the simulation model, show good cor-
relation with the simulation results.

 3. Due to their compact size and small parasitic RLCG than conventional 
lumped and surface-mounted components, PCB-embedded structures/
materials attract more attentions for EMC control, such as the embedded 
decoupling capacitors. In this chapter, we talk about two kinds of PCB-
embedded structures/materials: the embedded filters [2] and absorbers [3]. 
At the passband of the embedded filter, it provides a path for the return 
current of the signal. Therefore, it prevents the propagation of the digital 
switching noise along the power distribution network (PDN) and improves 
the PI. The isolation band is tunable by adjusting the dimensions of the 
filter. Next, the embedded absorbing materials are placed on different loca-
tions between power and ground planes to compare their performance of 
noise reduction.
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5.1 Reduction of PGP Impedances
5.1.1 Decoupling Capacitors

Decoupling capacitors are widely used in the PDN of high-speed circuits. The  voltage 
level provided by the PND should keep constant for the normal work of circuits. 
However, when the circuits draw a heavy current, the power supply cannot respond 
to that current increasing instantaneously. This results in the supply voltage of the 
circuit decreases until the power supply responds. The Decap works as the circuit’s 
local spare battery. It is placed between the power and ground planes/grids, and as 
close as possible to the circuit requiring the heavy current. Decap is fully charged 
when there is no current change from the circuits. When a heavy current is drawn 
from the circuit, the Decap can provide the spare current immediately through its 
discharging. This is helpful to reduce the voltage fluctuation along the PDN.

From the view of the frequency domain, the ideal Decap can be taken as 
a short circuit at high frequencies. When it is placed between the power and 
ground planes, it can provide a conductive path for the high-frequency return 
current. It can be used to control the flowing of the return current, and then 
reduce the input impedance of the PGPs. At the same time, because it can reduce 
the electric field propagating between the power and ground planes, it also works 
as a “shielding barrier” to eliminate the electromagnetic noise propagation inside 
the PDN.

The lumped Decap has the parasitic inductance and resistance. The parasitic 
inductance prevents the Decap providing the spare current immediately, and also 
increases the Decap’s impedance at high frequency. Due to the parasitic inductance, 
the application of the lumped Decap is limited to frequencies less than hundreds of 
megahertz. The Decap can be taken as the series of its capacitance, equivalent series 
inductance (ESL) and equivalent series resistance (ESR). The equivalent circuit of 
the Decap is shown in Figure 5.1. ESL is related to the pins of the Decap, and ESR 
is related to the leakage current of the Decap. Table 5.1 lists the typical values of 
capacitance, ESL, and ESR for one kind of commercial Decaps.

ESR

ESL

C

Figure 5.1 Equivalent circuit of the decoupling capacitor.
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The total Decap impedance can be written as 

 
Z j

j C
C = + +ESR ESLω

ω
1

 

Decap has the resonant frequency f Cres ESL= ⋅1 2π . At this resonant fre-
quency, the Decap magnitude gets its minimum value as ESR. For frequencies 
below fres, the Decap is capacitive, whereas for frequencies above fres, the Decap is 
inductive. Figure 5.2 shows the change of the magnitude of the Decap impedance 
with the frequency. For the Decap used to reroute the high-frequency return cur-
rent in the PGPs, we hope the magnitude of its impedance can be smaller enough. 
In this way, the highest working frequency of Decap is decided by the ESL.

Figure 5.3 shows the PGPs with one port. The substrate has a thickness of 
1.2 mm, a relative permittivity of 4.4, and a loss tangent of 0.02. The Decap of 
Figure 5.2 is added between the power and ground planes, and is very close to the 
port. Now the input impedance at the port is the parallel connection of Decap 
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Figure 5.2 Impedance of the decoupling capacitor, where C = 100 nF, ESL = 
0.42 nH, and ESR = 0.016 Ω.

Table 5.1 Typical Values of C, ESL, and ESR for One Kind 
of Commercial Decaps

C (nF) 100 10 1 0.1

ESL (nH) 0.42 0.45 0.41 0.55

ESR (Ω) 0.016 0.078 0.279 0.227

Resonant frequency (MHz) 14.42 45.04 177.8 433.4
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impedance and Zii, where Zii is the input impedance of the PGPs without the 
Decap, of which the value can be calculated from Chapter 1. Figure 5.4 shows 
the magnitude of the input impedance with and without the Decap. After adding 
the Decap, the total capacitance of the PGPs is increased. This result in the magni-
tude of the input impedance is reduced and the first series resonant frequency shifts 
to a lower frequency. If the target impedance Ztarget is defined in Figure 5.4, the 
largest working frequency of the Decap can be read from the figure as 145 MHz.

5.1.2 Local Shielding of Decaps/Shorting Vias

For the PI of the PGPs in multilayered PCBs, the Decap is placed near to the 
power–ground lines as shown in Figure 5.5a, so it can reduce the input impedance 
Zin at the ends of the power–ground lines. The Decap or shorting via also can be 
used for the SI of the high-speed signal passing through the PGPs as shown in 

y

x156 mm

106 mm

0

Port

(20 mm, 80 mm)

εr = 4.4, tan δ = 0.02

Decap

Figure 5.3 PGP with one port and Decap, where the substrate thickness is 1.2 mm.
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Figure 5.4 Magnitude of the input impedance with and without the Decap.



214 ◾ Modeling and Design of EMC for High-Speed PCBs and Packaging

Figure 5.5b, where the Decap/shorting via is placed near the through-hole via and 
provides a high-frequency conducting path for the return current of the signal. It 
also reduces the input impedance Zin of PGPs shown in Figure 5.5b. We refer this as 
the local shielding, because in such application the Decap/shorting via is very close 
to the object, where a low input impedance is required. It should be noted that the 
Decap/shorting via shown in Figure 5.5 can not only reduce the input impedance 
but also reduce the mutual coupling between the power lines/through-hole via with 
other components on the same PGPs. It can shield the electromagnetic wave propa-
gation to and from the power lines/through-hole via.

In the following, the placement of Decap/shorting via for local shielding is stud-
ied. For simplify, only the shorting via is considered, and the obtained conclusion 
can be easily extended to the Decap. The input impedance is simulated for the cases 
without the shorting vias and with the shorting vias placed at different locations 
around the port. The port is defined where a low input impedance is required. First, 
let us consider the case where the port is far away from the edges of the PGPs as 
shown in Figure 5.6a. One shorting via is placed near the port, and Via1–Via4 pres-
ent the four different locations of this shorting via. The distances between the port 
and Via1–Via4 are the same, which is 2 mm. The simulated input impedance at the 
port is plotted in Figure 5.6b, where the simulation results are obtained by using 

Power line

Decap

Power plane

Ground plane
Zin

Ground line

Decap/shorting via

Power–ground plane

Zin

Signal trace

Power–ground plane

�rough-hole
Via

(a) (b)

Figure 5.5 Local shielding effects of Decap/shorting via for (a) PI and (b) SI, 
where the cross sections are shown.
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Figure 5.6 (a) The shorting via around the port when the port is far away from 
the edges of the PGPs (unit: mm), and (b) the input impedance at the port.
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the methods shown in Chapter 2. From Figure 5.6b, we can see that after applying 
the shorting via, the input impedance at the port is reduced. The shielding effects 
of Via1–Via4 are almost the same. This means when the port is far away from the 
edges of the PGPs, the local shielding effect of the Decap/shorting via is isotropic.

Next, let us consider the same PGPs of Figure 5.6a but with the port close to 
the edges of PGPs, as shown in Figure 5.7a. The distances between the port and 
Via1–Via4 are still 2 mm. Figure 5.7b shows the simulated input impedance at the 
port. From this figure, we can see that the shielding effects of Via1–Via4 are aniso-
tropic. Vias3 that is close to the corner of the PGPs can give lower input impedance 
than Vias at other locations. This suggests that when the port is close to the bound-
ary of the PGPs, the best position of the Decap/shorting via is the position close to 
the corner or edges of the PGPs.

5.1.3 Global Layout of Signal Traces

According to Chapter 2, for rectangular PGPs with the dimension of a*b*d, the 
mutual impedance zij between port i and port j can be written as 

 z
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where δm and δn are the Kronecker delta with 

 δm

m

m
=

=
≠





1 0

0 0

,

,

  if 

  if 
 (5.2)

 δn

n

n
=

=
≠





1 0

0 0

,

,

  if 

  if 
 (5.3)

k m a k n b m nx y= = =π π, , , , , ,...0 1 2 , and (xi, yi) and (xj, yj) are the locations of port i 
and port j, respectively.

The PGPs look like a parallel-plate waveguide, through which the electromagnetic 
noise propagates and is coupled between different vias passing through the same 
PGPs. This results in SI issues. zij in Equation 5.1 is used to calculate this unwanted 
coupling. It will approach infinite at the resonant frequencies fmn of the PGPs: 
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From Equation 5.1, we can see when port i or port j located at some zero regions, zij 
will be zero, and there will be no noise coupling between port i and port j. Those 
zero regions can be obtained from the modal electric field distribution of the PGPs. 
For the rectangular PGPs, the (m, n) mode is cos ( ) cos ( )m a x n b yπ π[ ] [ ], which is 
plotted in Figure 2.7. In Figure 2.7, the green regions present the zero regions. Let 
cos ( / ) cos ( / )m a x n b yπ π[ ] [ ] = 0. We can find the zero regions for (m, n) mode as
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Figure 5.8 shows the zero regions of a rectangular PGP for (1, n), (m, 1), (2, n), and 
(m, 2) modes. When we want to reduce the coupling between two signal traces 
passing through the same PGP, we should do the layout optimization of their 
through-hole vias. For example, choose port 1 and port 2 locations in Figure 5.8. 
Port 1 is “invisible” for modes (1, n) and (m, 1), and port 2 is “invisible” for modes 
(2, n) and (m, 2). In this case, the strong coupling due to the PGP’s resonance can 
be greatly reduced.

The mutual impedances of the PGP before and after the layout optimization are 
shown in Figure 5.10. The PGP shown in Figure 5.9 is used for this comparison. 
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The locations of port i and port j are (59 mm, 39 mm) and (137 mm, 90 mm), 
respectively, before the layout optimization, and (78 mm, 53 mm) and (117 mm, 
79.5 mm), respectively, after the layout optimization. From Figure 5.10, we can 
see that by the layout optimization, we can reduce zij in the frequency band about 
250 MHz–1.5 GHz. This is helpful for the layout design of signal traces and vias 
when we want to isolate the noisy devices and the sensitive devices that are con-
nected to the same PGP. 

Equations 5.4 and 5.5 of the layout optimization are based on the rectangular 
PGP. For PGPs with arbitrary shapes, there is no analytical formula for the zero 
regions. However, commercial software such as SIWave (from ANSYS company) 
can be used to calculate the modal electric field distributions, and then the zero 
regions of each (m, n) mode can be obtained. Following the same layout optimiza-
tion idea in this section, we also can get the best positions of ports that are invisible 
to the first several resonances of the PGP. The first several resonant modes of the 
PGP are often important for most of the current electronic devices, because those 
resonant frequencies of high-order modes are usually beyond the working frequency.
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Figure 5.8 Zero regions of a rectangular PGP for (1, n), (m, 1), (2, n), and (m, 2) 
modes.
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Figure 5.9 PGPs with the substrate thickness of 1.2 mm.
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5.2 CM Filter
Nowadays, in high-speed digital circuits, signals are generally transmitted by dif-
ferential signaling schemes [4] because of their benefits of improved SI, low EMI, 
and high immunity to noise. However, in practical circuits, the common mode 
(CM) noise due to the timing skew or amplitude unbalance along the differential 
signal paths is unavoidable and the CM noise above gigahertz frequency will 
exacerbate EMI problems and degrade SI as well as PI in high-speed digital 
circuits. Therefore, the maximum CM voltage limitation is considered in speci-
fication of high-speed gigahertz differential mode (DM) transmission systems, 
such as USB 3.0. In addition, as high-speed systems generally operate in several 
gigahertz bandwidths currently, CMF with enough CM suppression and a satis-
factory SI performance in ultrawide frequency band is drawing a wide attention.

Researchers have proposed some methods to reduce or eliminate the CM 
noise on differential lines. A CM choke is widely used in EMC engineering 
[5,6]. However, this approach is less effective at frequencies above gigahertz 
due to its parasitic elements. A defected ground structure provides an inter-
esting method to design a CMF on a printed circuit board (PCB). A defect 
ground structure (DGS) can suppress the CM noise while having less effect on 
the differential signal transmission, and it does not consume too much PCB 
area [7–10]. Unfortunately, a DGS is a narrowband filter because it is based on 
the single resonant frequency. Other resonant structures are also proposed to 
design a CMF [11]. However, they still suffer from a narrow resonant band. As 
a wideband filter, an electromagnetic bandgap (EBG) is proposed to eliminate 
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the CM [12–14], but needs to etch the whole ground plane and has the potential 
to degrade the SI. In [15] and [16], a new structure is proposed and optimized 
to suppress the differential-to-common conversion by using tightly coupled 
microstrip lines. That structure is specially designed to compensate the bend 
discontinuities and shows a wide bandwidth.

5.2.1 CM and DM

In this section, the voltage, current, and characteristic impedance of CM and DM 
propagating along a differential pair are discussed. The multiconductor transmis-
sion line theory is used to define these parameters. In the high-speed PCB, to 
keep a good symmetry, the differential pair is made up of two identical coupled 
microstrip lines or striplines, where the metal planes above or below them are used 
as their reference/ground planes. This structure can be equivalent to the two identi-
cal and coupled transmission lines with a ground plane as shown in Figure 5.11. 
For simplicity, we assume the metal and substrate are lossless. V1/2 and I1/2 are the 
single-ended voltage and current along these two transmission lines, respectively. 
l11 and l12 are the per-unit-length (p.u.l.) parasitic self-inductance and mutual 
inductance, respectively, and c11 and c12 are the p.u.l. parasitic self-capacitance and 
mutual capacitance, respectively.

For the two coupled transmission lines, their transmission line equations are 
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Figure 5.11 Two identical lossless coupled transmission lines with the ground 
plane.
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where:
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c c cΣ = +11 12 means the p.u.l. capacitance between one trace and the ground plane 
when another trace is connected with the ground plane. ([C] is also called Maxwell 
capacitance matrix in some software, such as 2D Extractor [from ANSYS company].)

For the CM, the two traces are excited at one end by the voltages Vc with equal 
amplitudes and same directions as shown in Figure 5.12, and they will produce the 
currents Ic/2 with equal amplitudes and same directions flowing along two traces, 
where Vc and Ic are defined as the CM voltage and current, respectively. For the 
DM or differential signaling, the two traces are excited at one end by the voltages 
with equal amplitudes and opposite directions as shown in Figure 5.12, and they 
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mode, CM, and DM.
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will produce the currents with equal amplitudes and opposite directions flowing 
along two traces. The voltage between two traces is Vd, which is defined as the DM 
voltage. The loop current Id is defined as the DM current, and the total equivalent 
return current flowing on the ground plane is zero. From Figure 5.12, we can get 
the transform matrices of voltages and currents between the single-ended mode, 
CM, and DM as
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where: 

 T TV I[ ] =
−













[ ] =
−













1 1 2

1 1 2

1 2 1

1 2 1

    

 

    

 

/

/
,

/

/
 (5.11)

Applying Equation 5.10 into 5.6 and 5.7, we can get 
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where: 
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Because the off-diagonal elements of [Lm] and [Cm] are zeros, Equations 5.12 
and 5.13 present two independent equivalent transmission lines, which are related 
to CM and DM, respectively. The transmission line Equations 5.12 and 5.13 of the 
CM and DM can be solved independently. Although for the transmission line 
Equations 5.6 and 5.7 of the single-ended mode, (V1, I1) and (V2, I2) are dependent 
on each other.

The impedance design of the differential line is very important for the imped-
ance matching of the differential line with other interconnectors. In the following, 
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the propagation constants and characteristic impedances are compared between 
CM, DM, and single-ended mode. The transmission line of the single-ended mode 
is defined in Figure 5.13, which has the same p.u.l. self-inductance l11 and self-
capacitance c11 as those in Figure 5.11.

Propagation constants

 γ ω ωc c cj c l j c l l= = +11 11 12( ) for CM (5.16)

 γ ω ωd d dj c l j c c l l= = + −( )( )11 12 11 122  for DM (5.17)

 γ ωo j c l= 11 11  for single-ended mode (5.18)

Characteristics impedances
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l
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l l
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c
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2
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11
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l l
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d
d
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+

2
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11 12

11 12

 for DM (5.20)

 Z
l
c

o ≡ 11

11

 for single-ended mode (5.21)

When the distance between two traces is large enough (usually larger than 
three  times of the trace width), the electromagnetic coupling between two 
traces is so weak that l12 0≈   and c12 0≈  . In this case, γ γ γc d= = 0, and Zc = Zo/2, 
Zd = 2Zo. When the distance between two traces is decreased, due to the elec-
tromagnetic coupling we have l12 > 0 and c12 > 0, so Zc > Z0/2 and Zd < 2Z0. An 
empirical formula is provided in [17] to consider the electromagnetic coupling 
when calculating Zd.

c11
l11

V(z) I(z)

z0

Ground plane

Figure 5.13 Single-ended lossless transmission line.
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It should be noted that Equation 5.10 can be taken as the encoding of the 
single-ended voltage and current. Because the CM and DM can be solved inde-
pendently, the cross talk between the encoded signal (Vc, Ic) and (Vd, Id) is greatly 
reduced compared to the cross talk between the original signal (V1, I1) and (V2, I2). 
There is other choice for the encoding. For example, we can choose an orthonormal 
matrix to be used as [TV ] and [TI]: 

 T T TV I[ ] = [ ] = [ ] =
−
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2

1 1
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Observe that [T ]–1 = [T ]T = [T ]. Applying Equation 5.22 into 5.6 and 5.7, we 
can get 
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For this case, the coupled transmission line can also be decoupled into two inde-
pendent equivalent transmission lines. In some literatures the modes related to 
these two equivalent transmission lines are named as even mode and odd mode, 
respectively. However, sometimes there is confusion between the odd mode and 
the DM, and the even mode and the CM. From the view of the transmission 
line, the major difference between them is their different transform matrices 
[TV ] and [TI ].

Different [TV ] and [TI ] result in decoupled equivalent transmission lines with 
different p.u.l. parameters. Figure 5.14 shows the p.u.l. capacitances for CM (cc), 
DM (cd), even mode (ce), and odd mode (co). c cc = 2 11 is the capacitance between 
the traces and the ground plane when two traces are connected, c c cd = +11 122/  is 
the capacitance between two traces, c ce = 11 is the capacitance between one trace 
and the ground plane when a perfect magnetic wall (open circuit) is inserted 
between two traces, and c c co = +11 122  is the capacitance between one trace and 
the ground plane when a perfect electric wall (short-circuit) is inserted between 
two traces. Assuming the two traces are immersed in an effective homogeneous 
medium characterized by the permeability µ and permittivity ε, the p.u.l. 
inductance of those modes can be approximated according to l ci i = µε with 
i = c, d, e, or o.
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5.2.2 CMF

The CMF is designed according to the different current distributions between the 
DM and the CM. Figure 5.15a and b shows the current distributions of the DM 
and CM propagating along the same differential line, respectively. For the DM, the 
currents flow along two traces with the opposite direction. Their return currents 
flowing on the ground plane also have the opposite directions. When the distance 
between the traces and the ground plane is large enough (usually larger than the 
pitch of the traces), these two return currents will merge together, and then the total 
current flowing on the ground plane is very small [17]. For the CM, its current 
follows along the two traces with the same phase, and its return current follows on the 
ground plane below the traces. The fundamental of the CMF is to eliminate the CM 
current and allow the DM current. In the following, a defected ground structure-type 
CMF is employed to demonstrate how the CMF works.

Trace Trace

Ground plane

Trace Trace

Ground plane

Common mode Differential mode

cec11 c11

ccc11 c11

Trace Trace

Ground plane

Even mode
Perfect magnetic wall

c11 c11

c11 c11
c12

cd

Trace Trace

Ground plane

Odd mode
Perfect electric wall

co2c12

Figure 5.14 p.u.l. capacitances for CM(c c), DM(c d), even mode(c e), and odd mode(c o) 
(cross section).
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Figure 5.15 Current distributions of (a) the DM and (b) the CM.
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The defected ground structure is a cost-effective way to construct the CMF. 
Figure 5.16a shows a CMF based on the classic dumbbell-shaped DGS. This DGS 
includes two holes and a slot etched on the ground plane below the differential line. 
It will change the path of the current following on the ground plane, so that it will 
greatly influence the CM. Because the induced current on the ground plane of the 
DM is very small, the DGS does not have much effect on the DM.

For the CM, its return current following on the ground plane has to bypass 
the DGS. This introduces an additional inductance to the return current. At the 
same time, the gap of the slot also introduces a capacitance to the return current. 
Therefore, the dumbbell-shaped DGS can be approximated as an LC parallel circuit 
inserted into the return current of the CM, as shown in Figure 5.16b. At the reso-
nant frequency of this LC parallel circuit, the return current of the CM is eliminated 
and then the CM is suppressed.

Figure 5.17 shows the transmission coefficients of the DM (Sdd21) and CM 
(Scc21) for the dumbbell-shaped DGS shown in Figure 5.16a. From this figure, we 
can see that the DGS introduces a stopband around 3 GHz to the CM, whereas 
the DM still can pass the DGS. Figure 5.18a,b plots the current distributions 
along the differential line for the DM and CM at 3 GHz, respectively. Within the 
stopband, the LC parallel circuit presents a high impedance. Due to the mismatch-
ing between the characteristic impedance of the CM (usually 100 Ω) and the LC 
parallel circuit, there is a large reflection at the DGS for the incident CM current. 
Figure 5.18c plots the return current distribution of the CM on the ground plane 
at 3 GHz. The reflection of the return current at the DGS can be clearly seen.

Because the CM current has the same phase on the two traces, these two traces 
can be taken as one single trace when we perform the CMF design. In this way, most 
of the microstrip/stripline stopband filters proposed in the microwave engineering 
can be used as the CMF with only a small change. In fact, the dumbbell-shaped DGS 
also can be employed as a microstrip line stopband filter in RF design. Microwave 
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Figure 5.16 (a) Dumbbell-shaped DGS (unit: mm) and (b) it simplified equivalent 
circuit.
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Figure 5.18 Current distributions of (a) the DM and (b) the CM at 3 GHz, and 
(c) the return current of the CM at 3 GHz.
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filters had been studied for a long history, and there had been lots of results published 
[18], such as Bessel filter, Butterworth filter, and Chebyshev filter. This is helpful for 
the CMF design. One thing needs to be considered when applying the stopband 
filters in the microwave engineering to the CMF is that their effects on the DM 
should be analyzed. In order to reduce their effects on the DM, their structures 
should be symmetric about the differential lines.

The CMF modeling can be based on different equivalent circuits. The dumbbell-
shaped DGS use the LC parallel circuit. The LC series circuit also can be applied 
between the traces and the ground plane. At the resonant frequency of the LC series 
circuit, the traces and the ground plane are shorted for the CM. This will also result 
in large reflection for the CM.

Figure 5.19a shows the magnetic near-field scanning on the surface of a certain 
microstrip-type differential line, where the differential line is excited by the CM at 
the left terminal and the testing frequency is 6.59 GHz. The measurement setup is 
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Figure 5.19 (a) Scanned H  y on the surface of a certain microstrip-type differen-
tial line without and with the CMF, and (b) and the measurement setup.
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shown in Figure 5.19b. The differential line is in the center and along the x-direction. 
According to J z Hs = ×ˆ , Hy is scanned and used to present the surface current den-
sity along the x-direction. The scanned magnetic field shows that the CMF intro-
duces a large reflection of the CM, which is the reason of the CM suppression. This 
agrees with the conclusion drawn from the above simulations.

5.2.3 Meander Line–Resonator Hybrid Structure

In this section, we explore a meander line–resonator hybrid structure to realize 
wideband CM suppression, which is more compact in size and inexpensive. We 
obtain 15 dB of CM noise reduction from 0.8 to 10 GHz, or even higher, which 
makes it like a low-pass filter. At the same time, in order to keep the DM loss to a 
small value within the whole wide frequency band, metal compensation strips are 
proposed with the basic hybrid structure. Finally, PCBs are fabricated and mea-
sured to verify the performance of the proposed hybrid structure.

5.2.3.1 Basic Hybrid Structure

In order to obtain a wideband CM suppression filter, a basic meander line– resonator 
hybrid structure is proposed as shown in Figure 5.20. This structure consists of 
three metal layers: the differential meander line is on the top layer; the middle layer 
is the quarter wavelength resonator, of which one end is opened and the other end 
is connected to the ground plane by a shorting via; a ground plane appears below 
the quarter wavelength resonator. The width of the quarter wavelength resonator 
Wr is set to the total width of the differential meander line 2W + S, as shown in 
Figure 5.21b, so as to obtain a favorable CM reduction and a compact design.

The differential meander line is widely used on PCBs to reduce CM noise. 
When it is excited by CM noise, it acts as a coil inductor at low frequencies and 
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Figure 5.20 Basic hybrid structure: (a) three-dimensional view and (b) cross section.
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a stopband filter at higher frequencies, both of which can suppress the CM noise 
propagation. It has little impact on the differential signal. In addition, this struc-
ture consumes small PCB area. Figure 5.21 shows the transmission coefficients 
of the DM |Sdd21| and CM |Scc21| of the differential meander line. The differential 
meander line has several separated narrow stopbands. In order to broaden its stop-
band, quarter wavelength resonators are added below it.

Figure 5.22 shows the differential meander line together with one-quarter 
wavelength resonator below it. The CM current and its return current are also 
plotted in the figure. The quarter wavelength resonator works like a mask, which 
prevents the coupling between the differential line and the area donated by A on 
the ground plane. Hence, the CM return current will flow along the upper sur-
face of the quarter wavelength resonator. This return current is discontinuous at 
the open end of the resonator, and a displacement current is introduced, which 
flows through the input impedance Zin of the resonator as shown in Figure 5.22. 
According to the transmission line theory, Zin approaches infinity at the resonant 
frequencies of the resonator, which greatly suppresses the return current of the 
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CM noise, and then the CM propagation. However, Z in would be a small value 
if  the noise’s frequency deviates from resonance frequencies, and a CM return 
current could pass through the resonator easily. In the case of perfect DM signals, 
because its return current does not go through the ground plane (only when the 
coupling between each trace and the ground plane is comparable or stronger than 
that between two traces, the differential signal will induce current on the ground 
plane), the resonator has little effect on the differential signal.

The resonance frequencies of the resonator are 

 f n c Lr r= +( )2 1 4 ε  (5.25)

where:
c is the speed of light in free space
ε r is the relative dielectric constant of the substrate
L r is the effective length of the resonator
n presents different resonance frequencies of the resonator (n = 0, 1, 2, 3…)

At these resonance frequencies, the resonator works as a stopband filter, which is 
then connected to the stopband of the differential meander line in series. Therefore, 
the whole hybrid structure can expand the stopband of the traditional differential 
meander line.

Figure 5.23 shows the transmission coefficients of the DM and CM of the dif-
ferential meander line hybrid with one-quarter wavelength resonator. The length 
of the resonator is set to 32 mm, which has the primary resonance frequency of 
1.1 GHz, and the harmonics of 3.3, 5.7, and 8.0 GHz, as shown in Figure 5.23. 
Compared to Figure 5.22, besides the original stopbands of the differential meander 
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line, this hybrid structure not only forms additional stopbands in the vicinity of 
1.1, 3.3, and 5.7 GHz, but also improves the CM reduction near 8.0 GHz. At the 
same time, compared to Figure 5.22, the transmission coefficient of the DM is not 
affected by the introduction of the resonator.

From Figure 5.23, we can see that the stopbands are still separated, such as the 
frequency range from 1.3 to 3.1 GHz, which is still a passband for CM noise. This 
is because adding one-quarter wavelength resonator to the meander line is inad-
equate to obtain a wide stopband. Next, more resonators with different lengths are 
added to the differential meander line to further reduce the value of |Scc21|.

By using the resonance frequencies of the resonator, we can choose the initial val-
ues of the lengths of the resonators to cover the whole frequency band (0.8–10 GHz), 
and then full-wave software is employed to fine-tune the lengths of the resonators. The 
final designed hybrid structure has six resonators, which is shown in Figure 5.20. The 
dimensions of this basic hybrid structure are as follows: W = 0.4 mm, S = 0.3 mm, 
h1 = 0.2 mm, h2 = 1.4 mm, r = 0.55 mm, t = 0.05 mm, and D = 2.4 mm. The 
PCB material is FR4 with εr = 4.4 and a loss tangent of 0.02. The lengths of resona-
tors are Lr1 = 20 mm, Lr2 = 8.3 mm, Lr3 = 18 mm, Lr4 = 12 mm, Lr5 = 24 mm, 
and Lr6 = 32 mm, respectively. L0 and L are 24 and 32 mm, respectively. This basic 
hybrid structure has a CM stopband of –15 dB from 0.8 to 10 GHz or even higher, 
as shown in Figure 5.24. This makes it like a low-pass filter for CM noise.

CM noise reflects greatly in the CM stopband, as shown in Figure 5.25. 
This means that a large part of CM transmission converts into CM reflection. This 
shows the performance of the proposed stopband CMF.

For the proposed hybrid structure, not only the primary resonance frequen-
cies of the resonators but also their harmonics are employed to reduce the CM. 
By carefully choosing the lengths of the resonators, their primary and harmonic 
frequencies can cover the whole frequency band.
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Figure 5.24 Simulation result of the basic hybrid structure shown in Figure 5.20.
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Finally, the impact of parameters h1 (distance between the differential line 
and the quarter wavelength resonator) and h2 (distance between the quarter 
wavelength resonator and the ground plane) on the DM and CM propagations 
is analyzed. Due to the broadside coupling coefficient is mainly determined by 
h1, the CM reduction will greatly change when h1 is varied from 0.1 to 0.3 mm, 
as shown in Figure 5.26. The reason for the deterioration of |Sdd21|, when h1 
is 0.1 mm, is that in this case, the broadside coupling between each trace and 
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its below-quarter wavelength resonator is comparable or even stronger than the 
coupling between two traces, which greatly affects the differential current return 
path. This implies that h1 should be chosen properly for the balance between CM 
suppression and DM insertion loss. As for h2, in this section, it is larger than h1 
and exerts little impact on |Sdd21| and |Scc21|, as shown in Figure 5.27. Considering 
the PCB fabrication error and the design requirement of achieving |Scc21| in the 
range of –15 dB into consideration, h1 and h2 are set to 0.2 and 1.4 mm in this 
section, respectively. For some special applications where h2 is much small, it will 
be considered in the further work.

5.2.3.2 Compensation Strips

From Figure 5.24, we can see that although |Scc21| is greatly reduced by adding 
more resonators, |Sdd21| of the basic hybrid structure has some losses in the vicinity 
of 2,  4,  and 6 GHz, in comparison with the |Sdd21| of the traditional meander 
line shown in Figure 5.21 and |Sdd21| in Figure 5.23. The reason for these addi-
tional losses is that adding several quarter-wavelength resonators in the second 
layer destroys the integrity and symmetry of meander line structure (every turn of 
the meander line is accompanied with a resonator with a different length), which 
may result in discontinuities of the differential lines.

For the parts of differential lines above resonators, there is an additional 
 broadside coupling between each signal trace and the resonators, which will slightly 
change the characteristic impedance of that part of the differential line, in compari-
son with other parts of differential lines where there is no resonator under them. 
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This will result in impedance mismatching losses between different parts of the 
DM. Figure 5.28a,b shows the current magnitude distribution at 5 and 6.05 GHz 
(where the DM has an additional loss as shown in Figure 5.24), respectively, where 
the DM is excited at port 1. We can find that the current shows a larger standing-
wave pattern at 6.05 GHz, which results in the additional DM insertion loss at 
6.05 GHz in Figure 5.24.

To reduce the DM loss, metal compensation strips are proposed and added 
below the meander line, as shown in Figure 5.29. These compensation strips are on 
the same layer of resonators. These compensation strips added to the basic structure 

(a)

(b)

(c)

Port 1

Port 2

Port 1

Port 2

Port 1

Port 2

Jsurf [A_per_m]

7.0000e+001

1.0000e+001
5.9286e+001
1.0857e+001
1.5786e+001
2.0714e+001
2.5643e+001
3.0571e+001
3.5500e+001
4.0429e+001
4.5357e+001
5.0286e+001
5.5214e+001
6.0143e+001
6.5071e+001

Jsurf [A_per_m]

7.0000e+001

1.0000e+001
5.9286e+001
1.0857e+001
1.5786e+001
2.0714e+001
2.5643e+001
3.0571e+001
3.5500e+001
4.0429e+001
4.5357e+001
5.0286e+001
5.5214e+001
6.0143e+001
6.5071e+001

Jsurf [A_per_m]

7.0000e+001

1.0000e+001
5.9286e+001
1.0857e+001
1.5786e+001
2.0714e+001
2.5643e+001
3.0571e+001
3.5500e+001
4.0429e+001
4.5357e+001
5.0286e+001
5.5214e+001
6.0143e+001
6.5071e+001

Figure 5.28 Current magnitude distribution excited by DM at the top layer 
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where port 1 is excited.
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make the second layer more integral, which reduce the current standing wave of the 
DM, as shown in Figure 5.28c. Figure 5.30 shows the comparison of the simula-
tion result between the hybrid structure with compensation strips and that without 
compensation strips, where except for the compensation strips all dimensions are 
the same as those used for Figure 5.24. From Figure 5.30, we can see that the 
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Figure 5.29 Hybrid structure with compensation strips in a three-dimensional view.
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compensation strips can reduce the DM loss (about 4 dB) in the vicinity of 2, 4, 
and 6 GHz, and this structure still has a good CM suppression.

5.2.3.3 Measurement Results

In this section, PCBs are fabricated and measured to verify the simulation results 
of the hybrid structure with compensation strips. Here, SMA connectors are used 
to connect the fabricated PCB to vector network analyzer (VNA). For the four-
port VNA measurement of the differential line, because the pitch of the differ-
ential meander line is much smaller than the size of SMA connectors, additional 
fan-in and fan-out wires must be used to connect the differential line to SMA 
connectors. This will need a complex de-embedding method to remove the effect 
of the fan-in and fan-out wires for accurate measurement results. In order to 
avoid the usage of fan-in and fan-out wires, three measurement models are pro-
posed to measure the transmission coefficients of CM |Scc21|, DM |Sdd21|, and the 
DM–CM conversion ratio |Scd21|, respectively. They are shown in Figure 5.31. 
The structure in Figure 5.31a, with two shorted ends, is used to measure |Scc21|. 
With two open ends, the structure of Figure 5.31b is used to measure |Sdd21|. 
|Scd21| is measured by the third structure in Figure 5.31c, where one end is open 
and the other is shorted.

Figure 5.32 shows the fabricated PCBs, of which the whole size is 42 mm × 54 mm 
and other geometrical parameters are the same as those used for Figure 5.30. For the 
ease fabrication, the blind via of every resonator is replaced by two through-hole vias, 
which can be seen from Figure 5.32. Figure 5.33 shows the differences between the 
structure with through-hole vias and that with blind vias. This via replacement is fea-
sible because from Figure 5.33 we can see that |Sdd21| is almost the same for through-
hole vias and blind vias, and only small changes in |Scc21| are observed.

(a) (b) (c)

Figure 5.31 Three measurement models for (a) the transmission coefficients 
of the CM, (b) the transmission coefficients of the DM, and (c) the DM–CM 
conversion ratio.
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The comparisons between measurement and simulation results of |Scc21| and 
|Sdd21| are plotted in Figure 5.34. Good correlation between measurement and 
simulation can be observed. The error between them is due to the parameter uncer-
tainty of the FR4 substrate and some measurement errors. The measurement results 
show that a wideband reduction of 15 dB for CM above 0.8 GHz is obtained, and 
the DM loss is kept to a small value.

Figure 5.35 shows the DM–CM conversion ratio |Scd21| of meander lines and 
hybrid structure with compensation strips, where we can see that |Scd21| is nearly con-
trolled below –15 dB for the whole band by using the hybrid structure. As we know, 

(a) (b)

Figure 5.32 Fabricated PCBs for (a) |S cc21| and (b) |S dd21|.
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Figure 5.33 Comparison of simulated |S dd21| and |S cc21| between the hybrid 
structure with through-hole vias and that with blind vias.
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any additional structures added to ideal differential pairs will cause more or less 
deterioration of symmetry. In this section, the quarter wavelength resonators added 
to differential pairs will also cause a little increasing of |S cd21|. At the same time, 
|S cd21| of meander lines is quite high as we can see from Figure 5.35. Therefore, opti-
mization on meander lines will be a help to further reduce the |S cd21| of the hybrid 
structure with compensation strips.
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Figure 5.34 Comparison of measured and simulated |S cc21| and |S dd21| of the 
hybrid structure with compensation strips.
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The simulated and measured DM reflection coefficient results, |Sdd11|, can be 
observed in Figure 5.36. This DM reflection is due to the insertion of the quarter 
wavelength resonators and also the bends of the original meander line.

Figure 5.37 shows the comparison of measured CM transmission coefficients 
between the traditional meander line structure and the hybrid structure with compen-
sation strips. In comparison with the traditional meander line, further reduction of 
CM transmission coefficient can be observed by using the proposed hybrid structure.

0 1 2 3 4 5 6 7 8 9 10
−40

−30

−20

−10

0

S-
pa

ra
m

et
er

 (d
B)

Frequency (GHz)

Meas Sdd11
Simu Sdd11

Figure 5.36 Comparison of measured and simulated |S dd11| of hybrid structure 
with compensation strips.
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In this section, we propose a compact and wideband meander line– resonator 
hybrid structure for CM suppression. Approximately 15 dB of CM reduction above 
0.8 GHz is achieved. At the same time, the compensation strips are proposed so 
that the DM insertion loss is kept to a small value. The measurement results of 
test PCBs give good agreement with simulation results. Both measurement and 
simulation results show that adding the resonators to the traditional differential 
meander line can greatly increase its performance for CM suppression.

5.3 PCB-Embedded Structure
5.3.1 PCB-Embedded Filter

The advanced complementary metal–oxide–semiconductor (CMOS) technology 
requires a stable PDN for the normal work of the high-speed integrated circuits. 
Usually, the PDN is designed as multilayer power and ground planes to reduce its 
impedance. As discussed in Chapter 1, when the signals in the horizontal traces 
flow from one layer to another through a through-hole via, their ground references 
must change. This results in discontinuities of their return currents, and thus causes 
signal distortion and noise propagation along the power and ground planes. Things 
become worse when the noise spectrum includes the inherent resonant frequency of 
the pair of power and ground planes; in this case, such noise is amplified. When lots 
of digital circuits simultaneously switch, they draw a heavy current from the power 
plane to the ground plane. To eliminate the simultaneous switching noise (SSN), a 
low RF input impedance between the power and ground planes is required.

Several approaches have been proposed to minimize the SSN. The three most 
frequently used are surface mount decoupling capacitors, isolation, and EBG 
[19,20]. The surface mount decoupling capacitor fails to provide noise isolation 
at mid and high frequencies due to its series inductance. The isolation and planar 
EBG approaches make use of narrow slots etched on the power or ground planes to 
isolate the noisy circuits from other sensitive circuits and to prevent the propagation 
of power–ground noise.

In this section, we propose an embedded filter to isolate the SSN. It is dif-
ferent from the available embedded thin-film capacitors [21,22], which require 
substrates with different materials implemented between the power and ground 
planes. The thin-film capacitor increases the manufacture cost. The proposed 
embedded filter does not need new materials integration. One metal layer is 
introduced between the power and ground planes, which serves as a short path 
for the return current of the signal at the isolation band. Therefore, it provides 
a cost-effective method for the noise isolation. At the same time, as an embed-
ding technology, it does not require the power and ground planes to be etched 
like some planar EBG technologies. Therefore, it does not add SI problem to the 
signal traces above/below the PGPs.
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Based on Chapter one, a simple circuit model is proposed to present the embed-
ded filter, and an efficient de-embedding method is used to extract its admittance. 
The accuracy of the proposed extraction method is verified by comparing it with 
the full-wave method.

5.3.1.1 Structure of Embedded Filter

The structure of the proposed embedded filter is plotted in Figure 5.38. Figure 5.38a 
shows a pair of power and ground planes, where a through-hole via goes through 
the power plane and is connected to the ground plane. The embedded filter is 
fabricated between the power and ground planes. It has two multi-finger struc-
tures as shown in Figure 5.38b. Two shorting vias are used to connect these two 
multi-fingers to the power and ground planes, respectively. In Figure 5.38b, l is the 
length of the fingers and ∆ is the gap width between fingers.

For the pair of power and ground planes without the embedded filter, the signal 
current flowing on the through-hole via will excite a displacement current between 
the power and ground planes to ensure the continuity of its return current. This 
displacement current follows from the ground plane, passes the distributed RLCG 
(resistance, inductance, capacitance, and conductance) between the power and 
ground planes, and finally arrives at the power plane. It generates the RF noise 
propagating along the power and ground planes. At the same time, due to the 

(a)

(b)

Signal current

Return current

Filter
ground plane

Power plane

�rough-
hole via

Zin

l

�rough-hole via

Shorting via connected to
power plane

Shorting via connected to
ground plane

Δ

Figure 5.38 (a) Cross section of the pair of power and ground planes with the 
embedded filter and (b) top view of the embedded filter.
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effect of the distributed RLCG between the power and ground planes, the input 
impedance Zin in Figure 5.38a is much high at the resonant frequencies of the pair 
of power and ground planes, which results in the signal distortion.

For the pair of power and ground planes with the embedded filter, at low fre-
quency, the embedded filter is equivalent to a capacitor. However, its capacitance 
is very small due to its small size. Therefore, it fails to provide a short path for the 
return current. At high frequency, this embedded filter works as a band-pass filter 
due to its resonance. At its pass band, its impedance is much low. In this case, 
it provides a good short path for the return current, as shown in Figure 5.38a. 
The RF noise produced by the signal current is shielded and the total Zin can be 
much small. The major difference between this proposed embedded filter and other 
embedded decoupling capacitors is that we use the structural resonance, instead of 
the structural capacitance, to reduce Zin at high frequencies.

5.3.1.2 Modeling of Embedded Filter

5.3.1.2.1 Equivalent Circuits

The embedded filter, the through-hole via, and the pair of power and ground planes 
are represented by their equivalent circuit components as shown in Figure 5.39, 
where YPG denotes the input admittance between the power and ground planes 
with the absence of the through-hole via and embedded filter. Yfilter denotes the 
admittance of the embedded filter. Lvia and Cvia denote the parasitic inductor and 
capacitor of the through-hole via, respectively.

Yin = 1/Zin is the input admittance between the power and ground planes 
with the presence of the through-hole via and embedded filter. According to 
Figure 5.39b, it can be written as 

 Y j C
j L Y Y

in via
via PG filter

= +
+ +( )

ω
ω

1
1

 (5.26)

(a)

Cvia

LviaCvia

Lvia YPG

YPG

Yfilter

Yfilter

Yin

Yin

(b)

Figure 5.39 (a) Equivalent circuits of embedded filter, through-hole via, and the 
pair of power and ground planes and (b) their connections.



Printed Circuit Board-Level Electromagnetic Compatibility Design ◾ 243

In [23], we proposed a two-dimensional integral equation to extract YPG. The values 
of Lvia and Cvia can be obtained by the analytical method. Yfilter is the only unknown 
in Equation 5.26. Yin can be obtained after we extract the admittance of the embed-
ded filter.

5.3.1.2.2 Extraction of the Admittance of the Embedded Filter

The effects of the power and ground planes on the coupling between two multi-fingers 
in Figure 5.38b must be considered during the extraction of Yfilter. However, for most 
available extraction software, such as Q3D (from ANSYS company) and FastCap (from 
http://www.rle.mit.edu/cpg/research_codes.htm), they are only suitable for the free-
space application. Meanwhile, as quasistatic methods, their extracted circuit parameters 
are frequency independent, which are not accurate at high frequencies. In the follow-
ing, we propose an efficient de-embedding method to accurately extract Yfilter.

As mentioned in [23], there are lots of modes (electromagnetic field distri-
bution) existing between the power and ground planes. They contribute to the 
electromagnetic coupling between different structures sandwiched between the 
power and ground planes. Because high-order modes decay very quickly along 
their propagations, the coupling between the embedded filter and other struc-
tures is mainly due to the fundamental mode. This fundamental mode coupling 
is considered by YPG in Figure 5.39. (For a general case, YPG becomes a matrix 
representing a multiport network.) The above discussion shows that the value 
of Yfilter can be locally calculated. Yfilter does not change with the location of the 
embedded filter.

We can quickly extract the value of Yfilter by solving a smaller problem by using the 
accurate full-wave software HFSS (from ANSYS company). To do so, we reconstruct 
a similar structure as that in Figure 5.38 with smaller power and ground planes. The 
absorbing boundary condition is placed along the peripheral of the power and ground 
planes. The through-hole via and embedded filter are placed at the center of the power 
and ground planes. From Equation 5.26, we can de-embed Yfilter as 

 Y
Y j C j L

Yfilter
in via via

PG=
′ −( ) −

− ′1
1 ω ω

 (5.27)

In the above equation, ′YPG means the input admittance of the reduced power 
and ground planes with the absence of the through-hole via and embedded 
filter. ′Yin means the input admittance of the reduced power and ground planes 
with the presence of the through-hole via and embedded filter. Both ′YPG and 
′Yin can be quickly obtained by using the full-wave HFSS software, which is 

based on the finite element method. After the value of Yfilter is obtained from 
Equation 5.27, it can be used in the complex power and ground planes with 
arbitrary shapes.

http://www.rle.mit.edu/cpg/research_codes.htm
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Figure 5.40 shows the extracted impedance of the embedded filter, where 
l = 3 mm and ∆ = 0.2 mm. From this figure, we can see that this filter has an isola-
tion band near 5 GHz. Within that isolation band, the impedance is much small, 
which provides a good short path for the return current.

5.3.1.2.3 Validation of the De-Embedding Extraction Method

The accuracy of the proposed de-embedding extraction method is verified, in which 
the example under study is the pair of power and ground plane with the embedded 
filter as shown in Figure 5.41. The substrate has a relative permittivity of 4.4, a loss 
tangent of 0.02, and a thickness of 1 mm. Figure 5.42 shows the simulated input 
impedance Zin by using the proposed method and the full-wave HFSS software. 
Good agreement between the proposed method and the full-wave result can be 
observed. It should be noted that the proposed de-embedding method is a general 
extraction method. It can be applied to extract circuit parameters of any embedded 
structures between the power and ground planes.
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Figure 5.40 The impedance of the embedded filter.
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Figure 5.41 A pair of power and ground planes with an embedded filter 
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5.3.1.3 Tunable Isolation Band

The isolation band can be easily tuned by adjusting the geometrical dimensions 
of the filter. Figure 5.43a shows the tuning of the isolation band by changing the 
finger length l where the gap width ∆ is 0.2 mm. Figure 5.43b shows the tuning 
of the isolation band by changing ∆ where l is 3 mm. Here, the power and ground 
planes under study are shown in Figure 5.41. From these figures, we can see that 
increasing l or ∆ will move the isolation band to lower frequency. In the real appli-
cation, one can choose different finger lengths and gap widths to achieve low input 
impedance between the power and ground planes at different frequency bands.

Figure 5.43 also shows that for the power and ground planes without the embed-
ded filter, the trend of the input impedance is to increase with the increasing of the 
frequency. This is a PI challenge for the ever-increasing working frequency inside 
the electronic package. The proposed embedded filter stops this trend and pulls 
down the input impedance at high frequency. At low frequencies (below 2 GHz), 
the input impedance with the presence of the filter is almost the same as that with 
the absence of the filter. This is because that at low frequencies, the size of the filter 
is much smaller than the working wavelength, and it works as a capacitor with a 
much smaller capacitance. This small capacitance cannot reroute the displacement 
return current. As we know, the surface mount decoupling capacitors can achieve 
a larger capacitance, so that it can provide noise decoupling for low frequencies. 
However, it fails for high frequencies due to its series inductance. In the real appli-
cations, the proposed embedded filter can be used together with the surface mount 
decoupling capacitors to achieve wideband low input impedance.
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In this section, we present an embedded filter for the design of the low  impedance 
PDN. The equivalent circuit model of the power and ground pair with the embed-
ded filter is derived for the analysis and design of the embedded filter. An efficient 
de-embedding method is proposed to extract the admittance of the filter. Through 
simulation examples, the accuracy of the equivalent circuit model and the tuning of 
the isolation band are verified. Our future work will be the parameter optimization 
to achieve much lower input impedance.

5.3.2 PCB-Embedded Absorber

Many kinds of solutions were provided to reduce the noise in the PDN. Among 
them, most of the researches efforts are spent on the design of EBG. Two popular 
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EBG structures are the mushroom-like structure and the coplanar structure as 
shown in Chapter 1 [24–27]. The additional metal layer and the vias connecting 
the pad to the power or ground plane, which form the mushroom-like EBG struc-
ture, will increase the total cost. At the same time, this mushroom structure will be 
ineffective if the work frequency is above the resonance frequency of the power and 
ground planes due to the inductive performance of the via. As an improvement, 
the coplanar-type EBG [26,27] is proposed. Compared with the mushroom-like 
structure, the coplanar-type EBG has a wider stop bandwidth and saves the cost, 
but the power or ground plane is periodically etched by slots, which introduces the 
deterioration of the SI.

In the following, we proposed a method by applying the absorbing material 
to reduce the impedance of the PDN. In this method, the absorbing material is 
placed around the power and the ground planes or the via. It will absorb the electro-
magnetic noise trying to propagate in the PDN. By changing the position and the 
parameters of the absorbing material, the impedance of the PDN will also change. 
We do the optimization to improve the performance of this method.

5.3.2.1 Absorbing Material for Noise Reduction in PDN

In this method, we employ the absorbing material to absorb the propagation and 
reflection of the noise in the cavity-like power and ground planes.

5.3.2.1.1 The Noise Propagation inside the Power–Ground Pair

Figure 5.44 shows a typical power–ground plane pair, in which the intercon-
nect is parallel to the PGPs, and the return current of the signal current in the 
interconnect is distributed along the nearby power or ground plane. According 
to the current theory, the signal current together with its return current should 
form a loop, which means that a displacement current will be induced to ensure 
the continuity of the return current between the power and ground planes near 

Ground
plane

Power plane

Return current

Interfered signal currentSignal current

Figure 5.44 Noise coupling inside a power–ground pair.
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the via region. This displacement current will excite electromagnetic wave propa-
gation between the power and ground planes. This noise will then be reflected 
from the boundary of the power and ground planes due to the impedance mis-
matching between the substrate and the surrounding air. Finally, the noise distri-
bution along the power and ground planes shows a standing-wave pattern. This 
noise couples to other signal traces passing through the same layer and generates 
fluctuation of the supply voltage. In the worst case, this noise will be amplified if 
the noise spectrum covers the inherent resonant frequency of the cavity-like pair 
of power and ground planes.

5.3.2.1.2 Two Layouts of the Absorbing Material

Our proposed method for reducing the noise between the power and ground planes 
is based on the theory that the absorbing material could absorb the electromag-
netic noise in a wide frequency band if it is properly placed. Figure 5.45 shows 
the two layouts of our absorbing material, that is, the boundary-absorber and the 
via absorber. As shown in Figure 5.45a, the absorbing material is placed along 
the boundary of the power and ground planes, and Figure 5.45b is the side view. 
Figure 5.45c,d shows the top view and the side view of the via absorber, where the 
absorbing material is placed around the via.

In the following, the noise reduction of these two layouts is simulated and 
compared. In our simulation, the dimension of the power or ground plane is 
100 mm × 75 mm, the height of the substrate is 1 mm, and the thickness and the 
width of the absorbing material are 0.8 and 2 mm separately.
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material

Ground plane

Figure 5.45 The placement of the absorbing material: (a) the top view of the 
boundary absorber, (b) the side view of the boundary absorber, (c) the top view 
of the via absorber, and (d) the side view of the via absorber.
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5.3.2.2 Validation

In this section, we give the validation of absorbing material for noise reduction in 
PDN, and the optimization of the parameters and the placement of the absorbing 
material.

5.3.2.2.1 Electric Loss versus Magnetic Loss

In our study, materials with electric loss and magnetic loss are employed indi-
vidually to absorb the electromagnetic reflection from the boundary of power 
and ground planes. The electric loss and magnetic loss show different effects 
for the noise reduction. We simulate and compare the results of some cases in 
which the electric loss tanδd  and the magnetic loss tanδm have different values, 
and εr =10, µr = 7.

Figure 5.46 plots the simulated input impedance in which the materials with 
different electric loss and magnetic loss are placed along the boundary of the power 
and ground planes, which is the boundary absorber shown in Figure 5.45a,b. For 
the reason that the thickness of the substrate is much smaller than the wavelength of 
the electromagnetic waves, the power and ground planes is approximately regarded 
as perfect magnetic conductor wall. From the simulation results in Figure 5.46, we 
conclude that electric loss or magnetic loss alone is not a good choice to get a good 
performance. This figure shows that after adding the absorbing materials, the cavity 
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resonance of Z11 is greatly removed. However, for all curves in Figure 5.46, Z11 
always increases with the frequency. This is because that at higher frequencies, the 
power and ground plane pair becomes an equivalent inductor instead of a capaci-
tor as that at lower frequencies. From the curves with tanδd =1, tanδm = 0 and 
tanδd = 0, tanδm =1, we also can see that the magnetic loss is less effective than the 
electric loss for the reduction of the input impedance. In the following, we will focus 
on the different layouts of electrically lossy materials. 

5.3.2.2.2 Optimization of the Parameter

From the above simulation results, we know that a larger tanδd is more useful to 
reduce the impedance of the PDN than a larger tanδm. The next step is to find out 
an optimal tanδd.

Figure 5.47 shows the input impedance of the PDN with different values of 
tanδd in the boundary absorber layout. In Figure 5.47, we also plot the input 
impedance in which the boundary of the power and ground planes is placed with 
the ideal absorbing boundary condition, which is used as a reference to present the 
best case of such boundary absorbing. Although the bigger the value of tanδd, the 
smaller the input impedance, from Figure 5.47 we can see that there is an optimal 
value for tanδd. When tanδd is above this optimal value, the change of the input 
impedance becomes small.
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Figure 5.47 The input impedance of the PDN with different values of tanδδd .
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5.3.2.2.3 Validation of the Boundary Absorber

Through previous simulations, we choose εr =10, µr = 7, tanδd =10, and tan .δm =1 5 
as the optimal parameters for the absorbing material placed in the boundary absorber 
layout. Figure 5.48 plots the simulation results together with the results with/without 
the ideal boundary condition. Figure 5.48a shows that the reflection is almost matched 
together with the one with the ideal absorbing boundary condition. And a smaller 
insertion loss is shown in Figure 5.48b at the range from 0.6 GHz to 1.6 GHz. 

5.3.2.2.4 Boundary Absorber vs Via Absorber

By now, we are applying the boundary absorber all along; next, we will simulate 
the performance of the via absorber shown in Figure 5.45c,d. From the simulation 
results shown in Figure 5.49, we found that the performance of the via absorber 
is not as better as that of the boundary absorber at low frequency, ranging from 
0.1 to 3.4 GHz. However, as the frequency increases, the via absorber displays a 
wonderful performance than the boundary absorber as shown in Figure 5.49. We 
could find that the insertion loss is reduced by 30 dB during 6 to 10 GHz.

In this section, we propose a method by applying the absorbing material in 
the PDN to mitigating the noise propagating between the power and ground 
planes. The simulation results show that the absorbing material is able to reduce 
the noise in the electrical package or the PCB without degrading the SI of the 
signal traces. The boundary absorber and the via absorber layouts perform well in 
different frequency ranges.
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Figure 5.48 A comparison with three conditions: with absorbing boundary, 
without absorbing material, and with boundary absorber.
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Chapter 6

Interposer 
Electromagnetic 
Compatibility Design

With the rapid development of the semiconductor technology, traditional device 
scaling is meeting its physical limitations. Three-dimensional (3D) and two- and-
half-dimensional (2.5D) integration technologies with increased package density and 
improved system performance have been proposed to solve such problems [1,2]. Among 
them, 2.5D integration with through silicon via (TSV) and interposer is becoming the 
most promising More-Than-Moore solutions due to its low fabrication cost.

TSV interposer manufactured by etching vias through silicon substrate and 
filling the vias with metal can be integrated with heterogeneous chips, such as 
memory, radio frequency (RF), digital, processor, and analogy, realizing high- 
density packaging and multifunctional system [3–5]. TSV interposer provides 
shorter interconnection from die to substrate in the vertical direction, thus reduc-
ing resistive-capacitive (RC) and conduction loss [6]. Minimized mismatch of the 
coefficient of thermal expansion between the chip and the interposer ensures a 
highly reliability of the package [7].

However, for the interposer to be used for high-speed circuits, the characteristic 
of the lossy silicon has to be considered. This results in large signal insertion loss 
and cross talk. One way is to design the novel interconnect structure to change the 
electromagnetic field distribution and reduce their leakage into the silicon sub-
strate; another way is to use the glass interposer and the through glass via (TGV) 
instead of the silicon interposer and the TSV, because the glass has less loss than the 
silicon. In this chapter, we will discuss these two issues.
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First, we propose a double-shielded interposer design with two metal layers 
directly contacting to the top and bottom surfaces of the silicon substrate for the 
high-speed signal propagating along TSVs [8]. To enhance the shielding effects, 
shallow highly doped silicon is made on both sides of the silicon interposer form-
ing ohmic contact between the metallization layer and silicon. The metallization 
layer is etched into a meshed pattern to prevent delamination. Based on the imag-
ing method in Chapter 2, we derive the equivalent circuit model of the proposed 
double-shielded interposer, and the accuracy and efficiency of the equivalent circuit 
model is verified by the full-wave method. The proposed design can concentrate 
the electromagnetic field around TSVs, so that it has a lower insertion loss than the 
conventional ground-signal (GS) structure without shielding. This is especially use-
ful when the low-resistivity silicon is used for the interposer. Finally, some applied 
guidelines are proposed to strengthen the performance and simplify the silicon 
fabrication processes.

Next, two kinds of compact waveguide structures based on TGV technology 
are studied [9]. The full-wave simulation is applied to analyze the transmission 
characteristics of these structures. The return loss, insertion loss, and electric field 
distribution results show that the compact waveguides have a good signal transmis-
sion performance. The air-filled TGVs are employed in the proposed waveguides. 
Simulation results show that these air-filled vias can concentrate electromagnetic 
field within the waveguides, and thus reduce the electromagnetic interference 
inside the glass interposer.

6.1 Double-Shielded Interposer
For TSV-based 3D integrated circuit to be used in high-speed applications, the 
lossy characteristic of the silicon has to be considered. Some previous works have 
been done to suppress such substrate loss and the corresponding electromagnetic 
compatibility (EMC) issues. In [10], a TSV equalizer was proposed to intend to 
increase the low-frequency loss to compensate the high-frequency loss. In [11], a 
program of shielding ground TSVs was proposed to reduce the transmission loss. 
At the same time, from the aspect of material, the high-resistivity silicon [12–14] 
and the thick insulator surrounding TSV were also proposed. However, the high-
resistivity silicon substrate will increase the cost, and the thicker insulator faces the 
difficulty of oxidizing the TSV with a high aspect ratio.

In this section, a double-shielded TSV interposer is presented, where the metal 
layers together with the highly doped layers are placed on double sides of the silicon 
substrate (denoted by MS). Under the consideration that a large area of metal plane 
is easy to peel off during the processing, a meshed metal layer is used. Shallow 
highly doped silicon not only provides ohmic contact but also enhances the shield-
ing effects of the meshed metal layers. The equivalent circuit model is established 
by using imaging theory proposed in [15]. The proposed equivalent circuit model is 
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efficient and accurate in estimating the input impedance of the proposed double-
shielded TSV interposer. The proposed TSV interposer provides a good shielding of 
the electromagnetic leakage into the substrate, making the interposer “grounded” 
and the electromagnetic field concentrated around the TSVs when the signal cur-
rent is flowing through TSVs. Therefore, the design can help to reduce the total 
electromagnetic field inside the silicon and then reduce the signal insertion loss 
caused by the lossy silicon. Finally, some useful guidelines are proposed to improve 
the design flexibility of the MS shielding structure.

6.1.1 Double-Shielded Interposer and Its Equivalent Circuit

6.1.1.1 Double-Shielded TSV Interposer

Differential lines (GS structure) are commonly used for high-speed signal propaga-
tion. The typical GS TSV structure is shown in Figure 6.1. For such GS structure, 
the electromagnetic emission from the redistribution layer (RDL) will go deeply 
into the lossy silicon and results in a larger signal insertion loss.

To eliminate such media loss and still use the low-cost and low-resistivity 
silicon, we propose a new TSV interposer structure as shown in Figure 6.2, where 
the meshed metal layers directly contact with the silicon substrate surfaces without 
the insulator layer between them. Here the metal layer servers as a shielding to 
reduce the electromagnetic field penetration into the silicon. In the following, the 
structure in Figure 6.2 is referred to as metal–silicon (MS) structure.

A power–ground plane is usually designed to have a meshed pattern for easy 
processing [16]. In the MS interposer design, in order to avoid the delamina-
tion of the metal layer from the silicon substrate, the metal layers are etched into 
meshed patterns. The top view and dimensions of the meshed plane are depicted 
in Figure 6.3. In the figure, Lw is the line width of the copper grids, and Lp is the 
distance between two copper grids.

RDL RDL

TSV TSV

Insulator

Silicon

Underfill

Figure 6.1 Side view of the typical GS TSV pair with RDL.
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For the purpose of making the silicon substrate better shielded, a highly doped 
silicon epitaxial layer is grown on the silicon surface under the metallization grids, 
whose doping concentration is bigger than 1019cm–3, as shown in Figure 6.2. The 
doped silicon forms an ohmic contact between the silicon and metallization grids. 
The resistivity of such ohmic contact is less than 4.6 µΩm, which provides a better 
electric contact between the silicon and metallization grids. Such ohmic contact is 
very popular in real applications, and the highly doped silicon layers are easy to be 
fabricated [10].

To avoid the copper diffusion into silicon, a zirconium–silicon (Zr–Si) diffu-
sion barrier is adopted between the metallization grids and silicon, acting as the 
barrier layer and for better adhesion to the silicon. The low ohmic contact of Zr–Si/
Si interface with a resistivity of 0.136 µΩm is helpful to keep a low total resistance 
of metal grids–highly doped silicon. In [17], a thin diffusion barrier of zirconium–
nitride (Zr–N) is inserted into the Cu/Si contact system. A zirconium silicide diffu-
sion barrier is made between the Cu/Si interfaces in [18]. Experimental results show 
that such films have good barrier properties for copper metallization.

SiliconTSV TSV

LtopRDL = 200 μm LtopRDL = 200 μm

Lbottom RDL = 400 μm

h = 200 μm

dTSV = 20 μm

rpad = 25 μm tinsulator = 15 μm
tmetal = 1 μm
thighly doped silicon = 8 μm

Barrier layer

Highly doped silicon

Silicon

Metal layer

tinsulator = 1 μm

Figure 6.2 The geometry and design parameters of the MS shielded TSV interposer.

Lw = 10 μm

Lp = 50 μm

Figure 6.3 Top view and dimensions of the meshed metal layer.
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6.1.1.2 Equivalent Circuit Model

In this section, the equivalent circuit model of the proposed MS shielded interposer 
is derived. Figure 6.4 shows the MS shielded interposer without the RDL, where 
two ports are defined at the top and bottom of the TSV, respectively.

The equivalent circuit model of the MS shielded interposer is proposed in 
Figure 6.5. The carrier concentration in the highly doped silicon layers is very high, 
and the contact resistance between barrier Zr–Si and silicon is very low; therefore, 
the metal grids, barrier layer, and highly doped layer are considered as one ground 
plane in Figure 6.5. The TSV can be modeled as a series of resistance RTSV and self-
inductance LTSV; LTSV is a partial inductance. COX is the parasitic oxide capacitance 
between the TSV conductor and the silicon substrate, which can be derived from 
the model of coaxial cable. The fringing capacitance cross the gap between the TSV 
and the equivalent ground planes can be represented as Cgap. The resistance Rgap 
presents the silicon loss crossing the gap. The values of those parasitic parameters in 
Figure 6.5 can be obtained as follows:

 R R RTSV DC AC= +( ) ( )2 2  (6.1)

(a)

(b)

Cu

Port 1

Port 2

Si

SiO2

h

rTSV tox

rpad

Highly doped silicon
Silicon

Barrier layer
Metallization layer

0

b

a

rTSV
tox

rpad

(x′,y′)

Figure 6.4 The MS shielded interposer: (a) Cross section and (b) top view.
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where RDC and RAC are the DC and AC resistances of the cylindrical TSV, of which 
the values can be found in [1].
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where, k n h c fn g g r= − =( / ) ( / ) / .π π λ λ ε2 22 2 and  εr,SiO2
 and εr are the relative 

permittivities of the SiO2 and silicon substrate, respectively and µ is the perme-
ability of the silicon substrate

Next, we will derive the formula of Zin, which includes Lsub and Rsub in 
Figure 6.5. For the signal current flowing through the TSV, its return current 
(in the form of displacement current) will flow from one ground plane to the 
other ground plane in the TSV interposer. The impedance Zin between these 
two ground planes, that is, the vertical impedance of the MS shielded interposer, 
should be extracted to accurately calculate this return current. In the following, 

Port 1

Port 2

Si

LTSV

RTSV

Cox

Cox

Lsub

Rsub

Cgap

Rgap

Zin Equivalent
ground plane

Figure 6.5 The equivalent lumped circuit model for the proposed MS shielded 
interposer.
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the imaging method [15] is used to derive the analytical formula of the vertical 
impedance Zin.

The wave reflection from the boundary of the interposer has contribution to 
its vertical impedance. In the imaging method, the reflected electromagnetic field 
by the boundary can be considered as the contributions from the images of the 
original excitation current, where the boundary of the interposer is taken as the 
perfect magnetic conductor. By this way, the boundary of the interposer can be 
removed and an analytical formula of the vertical impedance can be obtained.

In Figure 6.4b, the TSV is located at (x′, y′). The vertical impedance of the 
interposer at (x′, y′) can be calculated by using the sum of contributions from the 
original excitation current and all its images as

 Z
h

H k mn

m n

in = ( )∑∑
=−∞

∞
ωµ ρ αβ

α β
4

0
2( )

,

,,

 (6.5)

where:
ρ αβ α βmn X ma Y nb, ( ) ( )= + + +2 22 2 , Xα = x′ – αx′, Yβ = y ′– βy′, α/β = –1 or 1
H0

(2) is the second kind Hankel function with the zero order
ω is the angular frequency
k is the complex wave number of the substrate

Because the low-resistivity silicon is employed, the magnitude of H0
(2) (kρmn,αβ) 

decays very quickly when m and n increase. Therefore, when the TSV is not too 
close to the boundary of the interposer, Equation 6.5 can be approximated as 

 Z
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4

0
2( )( ) (6.6)

Furthermore, an approximation of the Bessel function is adopted when considering 
that the TSV radius rTSV is much smaller than the wavelength of interest:

 H z
j

z z0
2 2( ) ≈( ) ln , | |π   for small  (6.7)

Substituting Equation 6.7 into 6.6, we can rewrite Zin in the following form:

 Z R j Lin sub sub= + ω  (6.8)

where Rsub and Lsub are the resistance and inductance of the MS shielded interposer 
as shown in Figure 6.5. We can get the frequency-dependent Rsub and Lsub as 
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 L
h

r rsub TSV= − + +µ
π

ω µε ε δ
4

2 10
2[ ln( ) ln tan ] (6.10)

where:
p is the minimum positive integer (1, 2, 3...) which meets the condition of Q ≥ 0
σSi is the conductivity of the silicon substrate
tan δ = σSi/ωɛ0ɛ r

It should be noted that the formula of Equations 6.9 and 6.10 can be used for the 
interposer boundary with arbitrary shapes.

In order to validate the efficiency and accuracy of the equivalent circuit model of 
the MS double shielded interposer, the 3D full-wave simulator is applied to calculate the 
S parameters of the structure shown in Figure 6.4 up to 50 GHz and compared with the 
results obtained from the proposed equivalent circuit model. In the 3D full-wave simu-
lation, both metal grids and highly doped layers are modeled. The size of the interposer 
is 3 mm × 6 mm and the height is 200 µm. The radius of the TSV is 15 µm, surrounded 
by an insulator with 1 µm thickness. The simulation results are shown in Figure 6.6.
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Figure 6.6 S parameters obtained from the 3D full-wave simulator and equiva-
lent circuit model: (a) S21 parameter and (b) S11 parameter.
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6.1.2 Signal Propagation Analysis

The signal insertion loss of the typical GS structure as shown in Figure 6.1 and the 
MS double shielded interposer as shown in Figure 6.2 are analyzed and compared 
in this section. It should be noted that both the two interposers have the same 
materials and dimensions, except that the MS shielding interposer has the metal 
layer and shallow highly doped silicon acting as the shielding. The conductivity 
of silicon (σsi) is 1750 S/m, which is frequency independent during the simula-
tion. The pitch between the signal TSV and the ground TSV in the two interposer 
structures is 100 µm. The two interposers have the same boundary and excitation 
conditions. Two lumped ports are defined on the ends of traces: port 1 locates on 
the left, and port 2 locates on the right.

6.1.2.1 Insertion Loss

Figure 6.7 shows the insertion loss (–20log|S21|) comparison between the MS dou-
ble shielded interposer (denoted by MS shielding) and the typical GS structure 
(denoted by typical GS), where the total length of the signal trace is the same for 
these two structures. It is shown in Figure 6.7 that in the low-frequency range, the 
insertion losses of the two structures are almost the same. In the low-frequency 
band, the thickness of the metal plane and shallow highly doped silicon is smaller 
than the skin depth, which weakens the shielding effects; therefore, the insertion 
loss of the proposed MS shielded interposer has small distinction with the typical 
GS structure. However, during the high-frequency range from 25 to 50 GHz, the 
insertion loss of the proposed MS interposer is smaller than that of the typical GS 
structure. The conclusion can be drawn that the shielding effect of the MS inter-
poser is obvious at high frequencies.
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Figure 6.7 Insertion loss comparison between two interposers.
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6.1.2.2 Electric Field Distribution Inside the Interposers

To further analyze the reduction of insertion loss by using the MS interposer, the 
normalized electric field distribution inside the two structures at 40 GHz is illus-
trated in Figure 6.8, where the source is applied at the left port, and the radiation 
boundary is employed.

From the figure, it can be seen that the electric field distribution of the proposed 
MS interposer is much confined around the TSV. However, for the typical GS struc-
ture, the electric field distributions spread in the substrate, which results in the larger 
signal insertion loss. This implies that the proposed MS interposer with metallization 
grids directly contacting with the substrate surfaces well “ground” the interposer, 
which makes the low-resistivity silicon substrate together with the TSV form a “coax-
ial cable” as shown in Figure 6.8a. At the same time, the highly doped layers in the 
proposed MS interposer improve the shielding or grounding effect of the metal grids.

It should be noted that the signal loss in the substrate is reduced by changing 
the structure other than using the high-resistivity silicon, which is helpful to reduce 
the cost of the packaging.

6.1.2.3 Dielectric and Metal Losses

Finally, we will study and compare the dielectric and metal losses inside the 
interposer for the two different structures. For this purpose, we calculate the 
1–(|S11|2–|S22|2) for the MS double shielded interposer and the typical GS structure. 
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Figure 6.8 Normalized electric field distribution inside the two kinds of inter-
poser: (a) MS interposer at 40 GHz and (b) typical GS structure at 40 GHz.
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The results are shown in Figure 6.9. As we know, |S11|2 is the reflection power at port 1, 
and |S21|2 is the power transmitted from port 1 to port 2. For a lossless media and 
radiationless system, |S11|2+|S22|2 = 1.

From Figure 6.9, it can be found that the power loss of the MS interposer is 
reduced compared with that of the typical GS interposer. The media loss is usually 
larger than the radiation loss for the silicon interposers; this shows that the dielec-
tric and metal losses of the MS interposer are smaller than that of the typical GS 
interposer. This conclusion is in agreement with those in Figures 6.7 and 6.8.

Comparison of the dielectric and metal losses between TSV with MS shielding 
and TSV without MS shielding is simulated, where the RDL traces are removed 
and ports are defined on the two ends of TSVs. The material characteristic and 
structure dimension are just the same as those in Figures 6.1 and 6.2 excepting for 
the removal of the RDLs. As shown in Figure 6.10, the dielectric and metal losses of 
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the TSV with MS shielding are reduced compared to that of TSV without shielding 
in the whole frequency band.

6.1.3 Design Guidelines

In this section, the design guidelines including the highly doped silicon in 
the  surface region and the pattern size of the metallization grids are studied. 
The parameters are analyzed by the near-end cross talk and transmission (S21) 
parameter. The structure used for analyzing S21 is the same as the model in 
Figure 6.2. The cross talk model is depicted as in Figure 6.11 with a pitch of 
100 µm. Lumped ports are defined between the RDL traces and the meshed 
metallization layers.

(a)

(b)

Silicon

Port 1

Port 2

Highly doped silicon

Metal layer

Insulator

RDL

Oxide

TSV

Figure 6.11 (a) The MS interposer models used for studying near-end cross talk. 
(b) Side view.
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6.1.3.1  Characteristic Analysis of Highly Doped 
Silicon Thickness

The highly doped silicon epitaxial layers not only enhance the ohmic contact but 
also improve the shielding. As the carrier concentration in the highly doped silicon 
is very high, it acts as a good conductor. Its skin depth is expressed as 

 δ
ωµσ

= 2  (6.11)

where:
ω is the angular frequency of the electromagnetic field
µ is the permeability of silicon
σ is the conductivity of the highly doped layers

Figure 6.12a,b shows the change of S21 and cross talk with the thickness of the 
highly doped layers h. It can be seen that in the low-frequency range, S21 of no 
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Figure 6.12 Difference of the shielding effects caused by the thickness of highly 
doped silicon: (a) S21 and (b) near-end cross talk.
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ohmic contact (h = 0) is slightly larger than those with ohmic contact. This is 
because in the low-frequency range, the thickness of the ohmic contact and met-
allization layer is smaller than the skin depth, and the electromagnetic field can 
leak into the silicon substrate easily. In the high-frequency range, the skin depth 
is smaller than h. Thus, the metal grids together with the highly doped layers are 
effective to prevent electromagnetic field from penetrating into the silicon sub-
strate. As the thickness of the ohmic contact increases, the shielding effect is better.

As depicted in Figure 6.12b, the near-end cross talk is suppressed to an extent. 
It is because electromagnetic noise in the silicon substrate is bypassed by the low- 
resistance highly doped region, reducing the coupling between different pairs 
of TSVs.

6.1.3.2 Characteristic Analysis of Highly Doped Silicon Area

As illustrated in Figure 6.13, “Fully” denotes that the area of the silicon under the met-
allization grids is fully doped; “Exactly” denotes that the doping region is just under the 
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Figure 6.13 Difference of the shielding effects caused by the different areas of 
highly doped silicon: (a) S21 and (b) near-end cross talk.
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RDL traces and no doping in other regions; and “No” denotes that no highly doped 
silicon is grown. It can be seen in the figure that S21 parameter and near-end cross talk 
of Fully and Exactly model is almost the same and has better performance compared 
with no doping. As a result, in the practical processes, we can just make a shallow highly 
doped silicon region under the RDL to simplify the fabrication processes.

6.1.3.3 Characteristic Analysis of a Meshed Pattern

Different mesh sizes of the metallization layer are used to analyze their perfor-
mance, and the results are shown in Figure 6.14. The meshed patterns are in the 
sizes of Lw/Lp = 10 µm/50 µm, Lw/Lp = 10 µm/26 µm, Lw/Lp = 20 µm/50 µm, and 
Lw/Lp = 20 µm/26 µ, respectively. It can be seen that the S21 parameter and near-
end cross talk of the four different sizes have small distinctions. It is because the 
size of the grids is much smaller than the wavelength of interest. As a result, the size 
of the meshed pattern has few impacts on the characteristic of the MS shielding 
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interposer. In the practical semiconductor process, to prevent the delamination of 
the silicon and metallization layer, we can select a relatively sparse meshing pattern.

6.1.4 Conclusion

In order to improve the high-speed and high-frequency signal propagation charac-
teristics, we propose a double-shielded TSV interposer with the metallization layer 
directly contacting with the low-resistivity silicon substrate. Shallow highly doped 
silicon is used to enhance the shielding effects. By using the imaging method, we 
derive the equivalent circuit model for the proposed structure. The efficiency and 
accuracy of the equivalent circuit model is validated by the full-wave method. The 
advantages of the proposed double-shielded interposer with RDL are validated by 
S parameters, compared with the typical GS structure without shielding. It is veri-
fied that the proposed structure can provide much better shielding and better con-
finement of the field around the TSVs. This leads to less signal insertion loss and 
better suppression of cross talk between adjacent TSVs. At the same time, we pro-
pose some useful guidelines to improve the performance of the MS shielded inter-
poser and simplify the processes. The application of low-resistivity silicon reduces 
the packaging cost. Although the proposed structure needs additional two metal 
layers, doping, and barrier process, these fabrication processes are easy to be made.

6.2 Compact Integrated Waveguide
As the core technology of 3D integrated circuit, through-substrate via instead 
of wire bonding is gaining tremendous attraction for its shorter interconnection 
length, reduced RC delay and parasitic effect, lower power consumption, and flex-
ibility to meet the design requirements.

Besides their use for interconnects, through-substrate vias also can be used 
for package-level substrate integrated waveguide. Combining the advantage of 
planar technology with low loss characteristics intrinsic to the nonplanar rectan-
gular waveguide, substrate integrated waveguide technology allows the design of 
compact lightweight and low-cost devices fully integrated into the substrate [19]. 
Considerable effort has been devoted to the design and development of PCB-level 
substrate integrated waveguide in the past few years [20]. However, for the package-
level substrate integrated waveguide, due to the low resistivity of silicon substrate 
(ρ = 10 Ω cm), the waveguide structure integrated in silicon interposer always suf-
fers larger transmission loss [19]. New materials and new waveguide structures are 
required to solve this problem.

Recently, a couple of glass companies have reported large, thin, and low-cost 
glass wafers with high quality and their usage for TGV [21]. Compared with sili-
con interposer, especially the expensive and complicated TSV fabrication processes 
(Bosch process) [22], glass interposer and TGV have a lot of advantages including 
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high electrical insulation, high optical transparency, low warping and resistance 
to corrosion, ultra-flat surface, low material cost, and relatively simple TGV pro-
duction processes [23]. Therefore, glass with TGV technology is a great potential 
alternative material of silicon to manufacture the interposer for higher frequency 
3D system integration applications.

Figure 6.15 shows the schematic view of TSV and TGV structures. TGV 
interconnection designed in glass interposer, instead of TSV in silicon interposer, 
eliminates the need for barrier and oxide coating layers before copper-filled pro-
cessing, which results in reducing via capacitance between copper and interposer 
tremendously and lowering the electromagnetic interference (EMI) among vias and 
active and passive circuits. Also, this elimination provides the benefit of cost and 
complexity reduction. There even presents a new fabrication method of void-free 
copper-filled TGV for wafer-level RF micro-electro-mechanical system (MEMS) 
packaging using glass reflow while without seed layer electroplating process in sili-
con interposer [24] to comprehensively utilize their advantages.

In this section, compact waveguide structures that can be fabricated in glass 
interposer based on TGV technology instead of silicon interposer are designed so 
as to decrease the loss mainly caused by the low resistivity characteristic of silicon. 
Two kinds of waveguide structures are proposed: the transverse electro (TE)-mode 
waveguide, which is formed by using copper-filled TGV on one edge and air filled 
TGV on the other edge, and the transverse electromagnetic (TEM) mode waveguide, 
which is formed by using air-filled TGV on both edges. A full-wave method is applied 
to analyze the propagation characteristics and electric field distribution of these struc-
tures up to 200 GHz. Results demonstrate that the compact TE-mode waveguide 
has the similar performance to the traditional fully integrated waveguide (where the 
copper-filled vias are used on both edges), while cutting down the waveguide spacing 
size almost by 50%. The TEM-mode waveguide shows a low EMI than the tradi-
tional planar waveguide structures. The results also show that drilling an array of 
vias without filling copper along the edge of these compact waveguide structures can 
concentrate the electromagnetic field inside the waveguides, which leads to less EMI 
consequently.

Silicon Cu

SiO2 layer

Seed layer
Barrier layer Glass Cu Seed layer

(a) (b)

Figure 6.15 Interposer structures with TSV and TGV technology: (a) silicon 
interposer with TSV technology and (b) glass interposer with TGV technology.
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6.2.1 TE-Mode Waveguide

6.2.1.1 Compact Waveguide Structures

A compact TE-mode waveguide is proposed and its performance is compared with 
the full TE-mode waveguide structure. First, a full waveguide structure with planar 
waveguide transition is illustrated in Figure 6.16, by means of drilling via arrays 
fully filled with copper. These vias serve as the perfect electric conductor (PEC) as 
in the rectangular metal waveguide. This waveguide is integrated in a glass inter-
poser with the relative dielectric constant εr = 6.7 and the loss tangent tanδ = 
0.006. Each TGV along the waveguide sidewalls has a diameter of d = 30 µm and 
a center-to-center spacing of s = 40 µm between two TGVs. Other dimensions of 
the waveguide include its height H = 50 µm, external width WSIW = 600 µm and 
internal width W = WSIW – 2d, width Wtap = W/2 and Wp = Wtap/2, length LSIW = 
990 µm, and Ltap = 256.5 µm and Lp = Ltap/2.

This full waveguide structure can be equivalent to a glass-filled rectangular 
waveguide with its metallic sidewalls replaced by arrays of TGVs sufficiently close 
to each other. Due to the discrete TGV walls, vertical currents can flow through 
them, whereas longitudinal surface currents of TM modes are unable to propagate 
into this waveguide. Therefore, it only supports the vertically directed currents of 
TE waveguide modes and presents a broadband feature for the discrete conducting 
vias along the sidewalls, whereas it does not allow the propagation of TM modes [25]. 
In this subsection, we just consider the transmission characteristics of the fundamen-
tal TE10 mode. According to the rectangular waveguide theory, the cutoff frequency 
of the TE10 mode is 

 f
W

= =1

2
107 3

εµ
. GHz (6.12)

LSIW
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Ltap

Lp
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Figure 6.16 3D view of full waveguide structure.
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According to Figure 6.17, we can see that increasing TGV diameter will decrease 
the waveguide internal width W leading to the cutoff frequency shifting a little 
toward higher frequency based on Equation 6.12. However, if we keep the center 
spacing s = 40 µm between TGVs unchanged, the magnitudes of S11 and S21 param-
eters will not change too much with the variation of TGV diameter. Therefore, it 
is unnecessary to pursuit small-size TGV processing, and it makes this waveguide 
structure more applicable.

The above full waveguide is expensive because it covers a little larger area of 
the interposer. If we reduce the full waveguide dimension, the cutoff frequency of 
its fundamental mode will increase, which will eliminate the propagation of low-
frequency signals. To solve this problem, we propose the compact half waveguide 
structures as shown in Figure 6.18, where the width of the compact waveguide 
is one half of the width of their corresponding full waveguide. In Figure 6.18a, 
the Half-air waveguide structure is integrated along the edge of interposer, and in 
Figure 6.18b, a Half-air via waveguide structure is obtained by drilling an array of 
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Figure 6.18 Proposed compact TE-mode waveguide structures: (a) Half- air 
waveguide and (b) Half-air via waveguide.
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free vias without filling copper along one edge of the half waveguide and an array of 
copper-filled vias along another edge. For both of these half waveguides, one edge 
of which can be taken as the PEC and another edge can be taken as the perfect 
magnetic conductor. Therefore, they can support the same TE10 mode as that of 
their corresponding full waveguide in Figure 6.16.

6.2.1.2  Propagation Characteristics and Electric 
Field Distribution

Figures 6.19 and 6.20 present the full-wave simulation results for electric field dis-
tribution, reflection, and propagation characteristics of the full waveguide and pro-
posed compact half waveguides, respectively.

The S parameters and electric field distribution results demonstrate that these 
two compact half waveguide structures have similar performance to their corre-
sponding full waveguide structures. However, they only occupy 50% area of the 
full waveguide. Due to the fringing effect (which can be seen from Figure 6.19), 
part of electric field leaks into the glass or air medium; this results in that the cutoff 
frequencies of these compact waveguides all shift toward lower frequency.

The electric field leaking into the medium outside of the waveguide will bring 
about a substantial offset of the cutoff frequency. By comparing the S-parameter 
curves in Figure 6.20 and the electric field distribution in Figure 6.19 of Half-air 
waveguide structure and Half-air via waveguide structure, it shows free vias filled 
with air located along the edge of the Half-air via waveguide structure can concen-
trate the electric field within the waveguide structure and decrease the electromag-
netic radiation as a result.

6.2.2 Quasi-TEM-Mode Waveguide

Because the TE-mode waveguide structures proposed in Section 6.2.1 all have 
cutoff frequencies, they cannot support the propagation of DC and lower fre-
quency signals. In this section, we propose another quasi-TEM-mode compact 
waveguide as shown in Figure 6.21b, where the planar waveguide is employed and 
the air-filled vias are placed along its both edges. These air-filled vias serve as the 
perfect magnetic conductor (PMC) boundary as they do in Figure 6.18b; there-
fore, the proposed waveguide can support the quasi-TEM mode and hence DC 
and lower frequency signal propagation along it.

Figure 6.22 plots the electric and magnetic field distribution on the cross 
section of the proposed planar waveguide with air vias. For both electric field 
and magnetic fields, their transverse components are quite larger than their 
longitudinal components. This verifies that such waveguide works at the quasi-
TEM mode.

Figure 6.23a,b shows the electric field propagation along the planar 
waveguides without and with air-filled vias, respectively, where the traditional 
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Figure 6.19 Electric field distribution results at 140 GHz for (a) full waveguide 
structure, (b) Half-air waveguide, and (c) Half-air via waveguide structure.
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planar waveguide without air vias has the same dimension as that of the proposed 
planar waveguide with air vias. From Figure 6.23, we can see that the electric field 
of the planar waveguide with air vias is more concentrated within the waveguide 
region compared with that of the planar waveguide without air vias. This verifies 
again that the air-filled vias can be used as the PMC boundary to concentrate the 
electromagnetic fields inside the waveguide.

In Figure 6.24, we study and compare the electromagnetic radiation losses 
inside the glass interposer. For this purpose, we calculate 1–(|S11|2+|S22|2) of these 
two planar waveguides. As we all know, |S11|2+|S22|2 = 1 is always true for a lossless 
medium and nonradiative system. To study their EMI property, the dielectric loss of 
the glass substrate is ignored during the simulation. Therefore, the value of expres-
sion 1–(|S11|2+|S22|2) presents the radiation loss. The results shown in Figure 6.24 
demonstrate that the electromagnetic radiation of planar waveguide with air vias 
dilled along the both edges is smaller than that of planar waveguide without air 
vias, which results in lowering EMI especially at high frequency.
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Figure 6.21 (a) Traditional planar waveguide without air-filled vias and 
(b)  planar waveguide with air-filled vias.
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6.2.3 Conclusion

In this section, we proposed two kinds of compact waveguide structures that can be 
integrated with glass interposer. Compared with silicon interposer waveguides, they 
have lower insertion loss. The transmission characteristics represented by S param-
eters and electric field distribution results of the proposed compact TE-mode wave-
guide obtained by a 3D full-wave simulator indicate that they behave similarly to 
their equivalent full waveguides. In addition, they cut down the occupied spacing 
size almost by 50% and make them more appropriate for high-density 3D integrated 
circuit system. It also shows that air-filled TGVs can make the electromagnetic field 
more concentrated within the waveguide structure leading to lower EMI. Meanwhile, 
the fabrication of air-filled TGVs is easy by using the available TGV process.
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Figure 6.22 (a) Electric and (b) magnetic field vector distribution within planar 
waveguide with air vias at 100 GHz.
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Chapter 7

New Structures 
and Materials

Due to the more and more rigorous electromagnetic compatibility (EMC)  standards 
and regulations for the low emission and high immunity, traditional EMC control 
and design methods face the great challenge. Currently, new developments in mate-
rials and periodic structures provide potential solutions to this problem. In this 
chapter, we will talk about the applications of high-impedance surface (HIS) and 
graphene films on EMC designs.

HIS has two unique characteristics: the surface-wave suppression and in-phase 
reflection properties. It was proposed and employed in microwave and antenna 
engineering. We use it to eliminate the surface-wave noise propagation. First, the 
effect of the metal shielding box on the stability of radio frequency (RF) chips is 
modeled by a field–circuit hybrid method, and then the HIS is designed to improve 
the stability of the chip. Measurements are carried out for a commercial amplifier 
module with its shielding box. Good correlations between measurement results 
and simulation results are obtained, which verify the HIS performance. We also 
show the application of HIS on the performance enhancement of patch antennas 
working at Wi-Fi frequency (2.45 GHz) [1]. The input impedances and radiation 
patterns of the traditional patch antenna and the HIS patch antennas are compared 
through both the full-wave simulation and the measurement. These results show 
that the HIS can suppress the surface waves and reduce back lobes. Meanwhile, the 
effect of numbers of HIS cells on the antenna performance is studied.

As a two-dimensional (2D) material, graphene film provides a potential solu-
tion to the complex EMC problems. In this chapter, we demonstrate that it can be 
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used as a thin absorbing film. High-quality single-layer graphene grown by chemi-
cal vapor deposition (CVD) method has a sheet impedance ranging from 300 to 
600 Ω. A coaxial testing method is proposed for the electromagnetic characteriza-
tion of the graphene film [2]. After that, an efficient and accurate transmission line 
(TL) model is proposed for the design of such transparent graphene film absorber 
at 38.5 GHz. The result of the TL model is in good agreement with that of the 
three-dimensional (3D) full-wave simulation. Finally, the sample of the graphene 
absorber is fabricated, and a testing method is proposed to characterize the absorb-
ing property of the absorber sample.

7.1 High-Impedance Surface
With the wide and in-depth application of the electromagnetic wave in engineer-
ing, there is a great demand of the new materials, which can be used by engineers to 
control the electromagnetic wave in a more flexible way. As the artificial and peri-
odic structures, metamaterials and metasurfaces [3] are proposed for this purpose, 
which show interesting and abnormal electromagnetic properties compared with 
the traditional metal or dielectric materials.

HIS can be taken as one kind of metasurface. One common way to fabricate 
a HIS is to etch the metal layers of a printed circuit board (PCB) into cells to 
form the periodic structures. At the resonant frequency of those cells, the surface 
impedance of the HIS becomes very high, so that it can eliminate the surface-
wave propagation along its surface [4]. At the same time, there are no currents 
flowing on the surface of HIS at the resonant frequency either, which makes the 
HIS like a perfect magnetic conductor (PMC) [5]. Therefore, the HIS is also 
referred to as the artificial magnetic conductor in some literature [6]. When an 
electromagnetic wave illuminates on the HIS, the reflected wave will be in-phase 
with the incident wave.

These two unique characteristics, the surface-wave suppression and the in-phase 
reflection, make the HIS find many potential applications in the electromagnetic 
engineering. It is used as the power–ground plane for the simultaneous switch-
ing noise mitigation in high-speed circuits [7]. It had been employed to enhance 
the gain of the antennas and decrease the backward radiation [8]. A TL model is 
proposed in [9] for the simple and accurate analysis of the HIS. Although it shows 
potential benefits, there is still challenge for HIS to be used in the practical engi-
neering. One difficult is its cell’s larger size versus the space constraints in many 
applications.

In this section, the performance of HIS used in two practical electromag-
netic engineering problems is explored, where two kinds of HISs are tested: 
the mushroom-type HIS used for the back lobe reduction of microstrip patch 
antennas and the cavity-type HIS used for the noise reduction inside a metal 
shielding box.
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7.1.1 Basic of HIS

The fundamentals of the mushroom-type and cavity-type HISs are described in 
Sections 7.1.1.1 and 7.1.1.2.

7.1.1.1 Mushroom-Type HIS

The mushroom-type HIS is a commonly used HIS. Its geometry is shown in 
Figure 7.1a, where the top metal layer of the PCB is etched into many patches, and 
each patch is connected to the bottom metal ground plane through the via. The gap 
between adjacent patches forms the capacitance C, whereas the vias and the ground 
plane form the inductance L. Therefore, the unit cell of the HIS can be equivalent 
to an LC parallel circuit as shown in Figure 7.1b.

The resonant frequency of the LC parallel circuit is ω0 1= LC . For ω < ω0, 
the impedance magnitude of L is smaller than that of C, so a large amount of the 
current flowing on the HIS surface will go through L, which results in that the HIS 
presents an inductive surface. For this case, the HIS can support transverse mag-
netic (TM) wave propagation along its surface. However, when ω > ω0, the HIS 
presents a capacitive surface and can support transvers electric (TE) wave propaga-
tion along its surface. When ω = ω0, the impedance of the HIS approaches infinity, 
which will stop the current flowing along its surface, and also eliminate the surface- 
wave propagation along its surface.

7.1.1.2 Cavity-Type HIS

Besides the lumped elements LC, the patch cavity resonance also can be used 
to form the HIS. As shown in Figure 7.2a, the cavity-type HIS is similar to the 
mushroom-type HIS except without the shorting vias. The surface current of the HIS 
is also shown in Figure 7.2a; it flows on the patch and the ground plane. The 
discontinuity between the surface currents on the patch and the ground plane is 
compensated by a vertical displacement current flowing on the edge of the patch. 
This displacement current goes through the edge impedance Z (Z is for looking 
into the patch) of the patch.

C

L

Surface current

Ground plane

Patch

Via

C

L

Surface
current

(a)            (b)

Figure 7.1 (a) The mushroom-type HIS and (b) its equivalent circuit.
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The equivalent circuit to describe the flowing of the surface current is plotted in 
Figure 7.2b. Because the gap between patches is large enough, the parasitic capaci-
tance of the gap is very small and not considered in the equivalent circuit. Because 
the distance between the patch and the ground plane is much smaller than the 
wavelength of interest, each patch together with the ground plane can be taken as 
a cavity with the perfect electric conductor (PEC) on the top and bottom and the 
PMC along the edges of the patch. At the resonant frequency of the cavity, the edge 
impedance Z approaches to infinity, which will greatly suppress the surface current 
and then the surface-wave propagation along the HIS.

7.1.2 Applications of HIS

7.1.2.1 Shielding Box

Due to the ever-increasing working frequency and integration density, the elec-
tromagnetic interference between RF chips becomes much serious than before. 
In order to reduce the noise coupling between the noisy amplifier and the sensitive 
circuits, metal shielding boxes are widely employed inside modern electronic prod-
ucts. However, the shielding box introduces an unwanted electromagnetic feedback 
from the output port of the power chip to its input port, and finally changes the 
total amplifier gain [10]. Such gain variation is uncontrollable, especially consider-
ing that the designers of the power chip and the shielding box are not the same 
engineer.

The accurate and efficient modeling of the effect of the shielding box on the 
amplifier is a challenge for available solvers. Analysis formula based on the TL 
theory is proposed to calculate the shielding effectiveness of the shielding box with 
apertures [11,12]. This formula is efficient but limited to the shielding box with a 
rectangular shape. However, full-wave methods can be employed for the shielding 
box with arbitrary shapes, such as the finite element method and the finite-difference 
time-domain method. However, those methods require a long computing time and 
large memory consumption. In order to release the computing burden, the method 

Ground plane

Patch

Displacement current

Z Z
Edge impedance

Z Z Z Z

Surface current

(a) (b)

Surface current

Figure 7.2 (a) The cavity-type HIS and (b) its equivalent circuit.
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of moment with spatial Green’s function [13,14] can be employed. Unfortunately, 
their applications are limited to the closed boxes with regular shapes.

Besides the modeling of the enclosed power chip, how to design the shield-
ing box to reduce its effect on the amplifier gain is also an important prob-
lem. The absorbing material can be attached to the surface of shielding box to 
reduce the coupling between the shielding box and the power chip. However, 
the experiment shows that it can reduce the efficiency of the enclosed power 
chip. HISs are artificial materials with periodic structures, which have interest-
ing applications in circuit designs. HIS provides a potential solution for the 
shielding box design.

In the following, the effect of the shielding box on the enclosed power chip is 
modeled by using the field–circuit hybrid method, where the coupling between 
the shielding box and the chip is extracted and modeled as a feedback S parameter. 
Based on the proposed field–circuit hybrid method, a slot-type HIS is designed to 
reduce the unwanted feedback S parameter.

7.1.2.1.1 Field–Circuit Hybrid Modeling

A commercial amplifier module used in the communication is employed for the 
demonstration. This amplifier module includes the power chip and its input and 
output impedance matching components. All of them are enclosed in a metal 
shielding box with an irregular shape. The chip has a narrow working band around 
2.1 GHz. The shielding box is designed so that its resonant frequencies do not cover 
the working band of the chip.

Measurement results in Figure 7.11 show that after enclosed by the shielding 
box, the gain (GPEC) becomes larger than that without the shielding box (GFree Space). 
The presence of the shield box modifies substantially the electromagnetic environ-
ment surrounding the power chip. At high frequency, the internal surfaces of the 
shielding box will introduce an electromagnetic feedback from the output port to 
the input port, and this feedback together with the original amplifier gain forms a 
closed loop, so that the total gain with the shielding box is different from the nomi-
nal value of the gain. This feedback is modeled by using the following field–circuit 
hybrid method.

For the well-designed power chip and its impedance matching compo-
nents, ref lections at their terminals are much small. Therefore, a simplified 
signal f low graph as shown in Figure 7.3 is used to calculate the total gain of 
the amplifier as
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where S43, S21, S65, and S25 are the nominal gains of the power chip, transmis-
sion coefficients of the input and output impedance matching circuits, and 
the unwanted feedback coefficient, respectively. S21, S65, and S25 are extracted 
from the full-wave simulation of the input and output impedance matching 
circuits and the shielding box. S43 is obtained from the datasheet of the power 
chip.

The accuracy of the proposed field–circuit hybrid method is verified by compar-
ing its simulation results with the measurement results, as shown in Figure 7.4. The 
measurement setup is shown in Figure 7.5. Here, different boundary conditions 
are applied on the shielding box: the free-space condition where the shielding box 
is removed and the electric perfect conductor condition with the presence of the 
shielding box. These two boundaries provide different amounts of the electromag-
netic coupling in the air region above the power chip, which result in different S25. 
Good correlation between results from the simplified signal flow graph and the 
measurement can be observed.

S21 S65a1 b2 a5 b6

S25

b1 a2 b5 a6
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b3 a4

S43

S12
S34 S56

Input port Output port
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Output

impedance
matching circuit

Input impedance
matching circuit

b4

Figure 7.3 Simplified signal flow graph for the amplifier module.
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Figure 7.4 Total gains obtained by using the signal flow graph and from the 
 measurement: (a) free-space (without the shielding box) and (b) PEC (with 
the presence of the shielding box) boundaries.
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Next, the effects of different boundaries on |S25|, |S21|, and |S65| are compared 
in Figure 7.6, where the magnetic perfect conductor boundary means the up sur-
face of the shielding box is set as the PMC boundary. The PMC boundary can be 
taken as the ideal case of the HIS, so its effect on these S parameters is compared 
with those of PEC and free-space boundaries. We can see that the transmission 
coefficients of the input and output impedance matching circuits (|S21| and |S65|) 
do not change too much for different boundaries, whereas the value of |S25| shows 
great differences under different boundaries. |S25| represents the unwanted coupling 
between the input and the output of the power chip, which is introduced by the 
shielding box. Although its value is smaller, it forms a loop with the large |S43| and 
becomes the major contribution to the unstable amplifier gain.

Because different boundaries do not have much effect on |S21| and |S65|, and 
also considering |S43| does not change with the environment, we can take G0 of 
Equation 7.2 as a reference gain for this amplifier module. G0 is almost a con-
stant for different boundaries. From Equation 7.1, we can see that the instabil-
ity of the amplifier gain is due to the change of S25 with boundary conditions. 
S25 is produced by the electromagnetic coupling through the air region above the 
power chip. Different boundaries produce different S25, and then result in differ-
ent amplifier gains.

Figure 7.6a shows that the PMC boundary (or HIS) gives a smaller |S25| and 
then a gain more close to G0. To further explain the benefit of the PMC bound-
ary (or HIS), the change of 1–S25 S43 with the frequency is plotted in Figure 7.7 for 
three different boundaries, where the abscissa denotes the real part and the vertical 
axis denotes the imaginary part. In Figure 7.7, a dot circle with the center at the 
origin and the radius of 1 is also plotted. If 1–S25S43 falls on this circle, according 
to Equation 7.1, G  ≈ G 0; if 1–S 25 S43 falls inside of this circle, G > G 0; if 1–S 25 S43 
falls outside of this circle, G < G 0. Because |S25|PMC < |S 25|Free Space < |S 25| PEC in 
Figure 7.6a, the variation range of 1–S 25 S43 is increased from PMC, free space, to 

VNA AttenuatorDC power

Amplifier with the
shielding box Heat sink

Figure 7.5 Setup for the amplifier gain measurement.
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PEC, which results in a more instable G. Figure 7.8 shows the comparison between 
G 0 and total amplifier gains under different boundary conditions. PMC boundary 
means that the up surface of the shielding box is open circuited, which greatly sup-
presses the surface-wave propagation along the internal surface of the shielding box; 
therefore, G PMC is much close to G 0. However, PEC boundary means that the up 
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surface of the shielding box is short circuited, so G PEC shows the largest deviation 
from G 0. G Free Space is just in between G PMC and G PEC.

7.1.2.1.2 Measurement Results

The above analysis suggests that PMC boundary can give a gain much close to G0. 
However, there is no natural PMC material. The HIS, which is an artificial mate-
rial, can serve as the PMC material during its working frequency band. We design 
a slot-type HIS as shown in Figure 7.9a and b. The substrate is FR4 with a dielectric 
constant of 4.4 and a thickness of 2 mm.
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Figure 7.7 Change of 1–S25S43 with the frequencies for different boundaries.
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The cell in Figure 7.9a is a rectangular patch. Because the thickness of the sub-
strate is much smaller than the interesting wavelength, the patch and ground planes 
form a cavity. At the resonant frequencies of the cavity, the periphery of the patch 
shows very high impedance. It will suppress the surface-wave propagation along 
the surface of the substrate. This HIS is attached to the up internal surface of the 
shielding box and can serve as the PMC boundary.

The principle resonant frequency of the cell is 
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where:
c is the speed of light in vacuum
εr is the dielectric constant of the substrate
a is the length of the patch

At the working frequency of the amplifier (2.1 GHz), from Figure 7.3 the size of the 
patch is too large to be attached to the shielding box. To solve this problem, a slot is 
etched on the patch as shown in Figure 7.9a. This slot increases the path of the current 
of the principle resonant mode, as shown in Figure 7.9c and d, so that the principle 
resonant frequency is reduced, or in another word, the patch size can be reduced and 
the whole HIS can be attached to the  shielding box.
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Figure 7.9 (a) Top view and (b) cross section of the slot-type HIS, and the current 
path of the principle resonant mode of the cell (c) without the slot and (d) with 
the slot (unit: mm).
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Figure 7.10 shows the fabricated slot-type HIS, which is attached on the up 
internal surface of the shielding box by the conductive adhesive. The amplifier gain 
with the HIS-attached shielding box GHIS is measured by using the ZVH8 vector 
network analyzer (VNA) (from Rohde and Schwarz company, German).

Figure 7.11 plots the measured amplifier gains with the original shielding box GPEC, 
with the HIS-attached shielding box GHIS and without the shielding box GFree Space. 
From this figure, we can see that after attaching the HIS, the amplifier gain is 
reduced and is more close to the gain without the shielding box, especially during 
the working frequency band around 2.1 GHz. This verifies the efficiency of the pro-
posed slot-type HIS. It should be noted that due to the dielectric and metal losses, 
the surface impedance of the practical HIS is not infinite. Its value is between those 
values of PEC and PMC boundaries. That means it still has a small |S25|, but it is 
much closer to the |S25| of the free-space boundary than the PEC boundary does.

Shielding box
Slot-type HIS

Figure 7.10 The fabricated slot-type HIS, which is attached to the shielding box.
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Figure 7.11 Measured amplifier gains with the original shielding box GPEC, with 
the HIS-attached shielding box GHIS, and without the shielding box GFree Space.
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7.1.2.2 Antenna Design

The surface-wave propagation along the substrate and the diffraction by the edge of 
the patch antenna result in the antenna’s back lobe, which also reduce the antenna 
gain and introduce unwanted coupling between patch antennas and its nearby cir-
cuits. In this section, the three-layer mushroom-type HIS is designed to suppress 
the surface wave and improve the performance of the patch antenna working at 
Wi-Fi frequency (2.45 GHz) [1].

7.1.2.2.1 HIS Antenna Design

Three kinds of patch antennas are designed. One is the rectangular patch antenna with-
out HIS (named as “reference antenna” in the following). The other is the rectangular 
patch antenna with three loops of HIS cells surrounding around the patch (named as 
“three loops of HIS antenna”). The last one is the rectangular patch antenna with five 
loops of HIS cells surrounding around the patch (named as “five loops of HIS antenna”). 
The patch sizes of three antennas are the same, and they have the same FR4 substrate 
with the thickness of 1.6 mm. They all use the subminiature A (SMA) coaxial feed. The 
stopband of the three-layers HIS is specially designed to cover the antenna working fre-
quency 2.45 GHz. The side view of the HIS is shown in Figure 7.12. In order to reduce 
the cell size, the three-layer (two layers of patches and one ground plane) design is used.

The fabricated antennas are shown in Figure 7.13, where their dimensions are 
shown in Table 7.1.

Bottom layer

Top layer Metal via
Middle layer

Metal via

Figure 7.12 Side view of the three-layer HIS.

(a) (b)

W0 W1

W2 G

L1

L0

(c)

Figure 7.13 (a) The reference antenna, (b) three loops of HIS antenna, and (c) five 
loops of HIS antenna.
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7.1.2.2.2 Measurement Results

We measure the radiation patterns of three kinds of antennas in the anechoic 
chamber by using standard horn antennas. The measurement setup is shown in 
Figure 7.14. The radiation pattern in the E-plane and H-plane of three kinds of 
antennas are shown in Figure 7.15.

The measured gain with HIS is about 0.5 dB larger than that of the reference 
antenna. We can make a conclusion from the radiation pattern in the E-plane and 
H-plane: HIS can effectively suppress the back lobe radiation and then enhance the 
antenna maximum directivity and gain.

Another interesting thing is that the back lobe of the three-loop HIS antenna 
is about 1 dB less than that of the five-loop HIS antenna in the E-plane, and about 
2 dB less than that of the five-loop HIS antenna in the H-plane. The HIS itself 
will also introduce small electromagnetic wave reflection, which will propagate to 

Table 7.1 The Dimensions of Three Kinds of Antennas

Parameter Values (mm)

L0 150

W0 140

L1 37.26

W1 28

W2 9.9

G 1.1

Standard horn antenna (receive)

Patch antenna (emit)

Figure 7.14 Measurement setup in the anechoic chamber.
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the substrate edge and contribute to the back lobe due to the edge diffraction. The 
interaction between the original surface wave and the reflected waves from the 
HIS could be complex, so it does not mean that the more cells HIS has, the better 
performance antenna achieves.

7.1.3 Conclusion

In this section, from the view of the practical engineering, the performance of 
the HIS is verified. We design a mushroom-type HIS to reduce the back lobe of the 
microstrip patch antenna and a cavity-type HIS to reduce the unwanted coupling 
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inside the metal shielding box. Measurement result shows that the designed HIS 
can greatly improve the performance of the antenna and shielding box. The results 
in this section also show that the nearby objects could have their effect on the 
elimination of the surface waves by using the HIS, because the HIS is an artificial 
material rather than a real material. Therefore, to achieve the best performance of 
the HIS, the codesign of the HIS and its nearby objects is required.

7.2 Graphene
Graphene is a 2D material that has been a hot topic since its discovery. Beneficial 
from its outstanding electrical and mechanical properties, tremendous efforts have 
been made to apply this material into electromagnetic components such as anten-
nas [15,16], frequency selective surfaces [17], and phase shifters [18]. However, 
most work pays attention to its application in terahertz band, which is mainly 
because graphene has a remarkable dynamic inductance in terahertz band, and its 
sheet impedance can be tuned by the external electric or magnetic field [19], which 
results in many interesting applications such as terahertz plasmonic  antennas, 
 terahertz modulators, and tunable metamaterials. In the microwave band, the 
sheet resistance of graphene still can be tuned by the electric or magnetic bias, 
but its sheet inductance is negligible, which does not support the propagation of 
surface plasmon wave and limits its applications in most microwave components.

However, for most of electromagnetic applications, gigahertz band or micro-
wave band is the major interesting frequency band. In this section, we will 
explore the potential applications of the 2D materials for gigahertz band EMC 
engineering.

7.2.1 Electromagnetic Characterization

To date, various synthesis techniques of graphene are proposed, such as mechanical 
exfoliation, CVD, and SiC epitaxial growth. The property of graphene synthe-
sized from different techniques varies tremendously. The electrical performance of 
graphene-based device is strongly dependent on the properties of graphene layer 
itself, so that the characterization of graphene without deteriorating is of ultimate 
importance. Developing a rapid, simple, and reliable technique to characterize the 
basic electronic properties of graphene is emergently required.

To determine the scattering rate of graphene at microwave frequency is usually 
through I–V measurement, which will perturb or even deteriorate the intrinsic 
properties of graphene under test [20,21]. A coplanar waveguide (CPW) structure, 
which can guide quasi-transverse electromagnetic mode waves, is usually utilized 
to measure the surface impedance of graphene [22,23]. However, the CPW-based 
characterization methods need a de-embedding procedure to remove the high con-
tact impedance between the graphene and the metal [24], which introduces an 
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inevitable postprocessing uncertainty. Recently, a noncontact method by using 
rectangular waveguides with TE10-mode normal incident waves has been proposed 
to characterize the surface impedance of monolayer graphene (MLG) at micro- and 
millimeter-wave frequencies, but de-embedding is still necessary to eliminate the 
effect of substrates and air inside the waveguides [25]. Another noncontact method 
by using high-Q (quality factor) microwave dielectric resonator perturbation tech-
nique is proposed [26], whereas its testing frequency band is limited to its narrow 
resonant frequency band.

In this section, we propose a contact-free characterization technique to obtain 
the surface conductance and scattering rate of graphene [1], in which the de-
embedding procedure is not necessary. Teflon (εr = 2.0, loss tan δ = 2.8 × 10–4) is 
chosen as the substrate to avoid issues related to the inversion layer occurring at the 
Si–SiO2 interface. Three sets of graphene samples were considered: pristine MLG, 
double-layer graphene (two MLG stacked [t-MLG]), and doped MLG (d-MLG), in 
order to investigate the impact of different layer properties on the surface conductiv-
ity and scattering rate. By combining Raman spectroscopy and microwave measure-
ment with Amphenol Precision Connector (APC-7), from Hangzhou Electronic, 
China coaxial connectors, we investigate the surface scattering rate of graphene at 
microwave frequency. The Fermi energy is extracted from Raman spectrum and the 
surface conductivity of graphene is characterized by the APC-7 coaxial connectors. 
Because coaxial connectors are used, the proposed measurement method is suitable 
for a wider frequency band from DC to tens of gigahertz.

7.2.1.1 Fabrication of Graphene Film

MLG is grown on a 50 µm-thick copper foil at 1050°C by using an Aixtron Black 
Magic® 2˝ CVD system, in which methane is chosen as a carbon-containing pre-
cursor. To transfer the graphene, we first spin coat 300 nm of polymethyl methac-
rylate (PMMA) film onto one side of the graphene/Cu foil and strip the graphene 
on the other side with O2 plasma. The copper is then etched away using copper 
etchant (CuSO4:HCl:H2O) by floating the PMMA-coated foil on the surface of 
the etchant bath. The PMMA/graphene on copper foil is rinsed by HCl/H2O (1:10) 
and deionized (DI) water for three times in order to remove the eventual metal 
residues on the back side. The cleaned PMMA/graphene thin films, as shown in 
Figure 7.16a, are picked up from water by white ring-shaped Teflon substrates. 
Figure 7.16b displays the optical microscope image of a ring-shaped Teflon sub-
strate (white part) covered by MLG after PMMA removal by acetone vapor. The 
graphene–Teflon stack is then put into an oven at 110°C for one hour to further 
improve the adhesion force between graphene and Teflon substrate. Figure 7.16c 
presents the enlarged scanning electron microscope (SEM) image of graphene on 
Teflon substrate, where the white ring region in high contrast is the Teflon sub-
strate covered by graphene and the central region in low contrast is the suspended 
graphene.
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Figure 7.16 Sample preparation and Raman characterization of MLG/Teflon system: 
(a) pickup and drying of graphene on Teflon substrates after etching and DI rinse; (b) 
optical microscope image of graphene on a Teflon substrate after PMMA removal; 
(c) SEM image for the rectangle zone of (b); (d) from bottom to top: Raman spectra of 
the naked Teflon substrate (black), d-MLG on Teflon substrate, t-MLG on Teflon, MLG 
on Teflon, and the suspended graphene.
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All the samples transferred on Teflon substrates are measured by 532 nm laser 
Raman spectroscopy depicted in Figure 7.16d. Our MLG samples have clear MLG 
characteristic peaks with G band at 1586 cm–1 (for C═C aromatic ring chain vibra-
tion), 2D band at 2695 cm–1 (for double resonance intervalley Raman scattering), 
negligible D band, and I(G)/I(2D) = 0.29 with pure Lorentzian function of 2D 
band, showing its high quality of our CVD graphene growth. The doping density 
of this sample is estimated as n = 2.30 × 1012 cm–2 (Ef  = 0.18 eV).

t-MLG is prepared in a similar way as MLG by repeating twice the pro-
cess. The doping effect of HNO3 on graphene was reported in [27]. We prepare 
d-MLG by putting transferred undoped graphene sample into a beaker containing 
65% HNO3 for 10 seconds. Raman spectra of t-MLG and d-MLG are shown in 
Figure 7.16d as well; the doping densities are estimated as n = 1.08 × 1013 cm–2 
(Ef  = 0.38 eV) and n = 2.32 × 1013 cm–2 (Ef  = 0.56 eV) for t-MLG and d-MLG, 
respectively.

7.2.1.2 Equivalent Circuit of Graphene Film

As for electric characterization in macroscopic scale, when the size of graphene is 
much larger than the mean free path of the carriers, carrier transport in graphene 
degrades from ballistic to classical transportation. The surface conductivity σ can 
be described from Kubo formula [28] as
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where:
ħ is the reduced Planck’s constant
e is the elementary charge
ω is the angular frequency
Γ = 1/τ is the carrier scattering rate in graphene
τ is the relaxation time

Fermi–Dirac distribution is given by fd(ε) = 1/[1 + exp[(ε – Ef )/kBT ]] at tem-
perature T (T = 300 K is chosen in this work) with Fermi energy of graphene 
Ef = ħνf (πn)1/2, where νf = 1.1 × 106 m/s is the Fermi velocity.

The Kubo formula shows that the surface conductivity of graphene has a frequency-
independent value at the microwave band, and the imaginary part of surface conductivity 
is close to zero. Based on this, σ can be extracted from measuring the frequency response 
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of graphene under transverse electromagnetic (TEM) mode illumination by the proposed 
technique. By inserting σ and the Fermi energy Ef  obtained from Raman spectrum into 
Equation 7.5, the carrier scattering rate Γ and the relaxation time τ can be deduced.

The diagram of experiment setup is illustrated in Figure 7.17, in which the 
graphene-covered Teflon substrate is sandwiched between two APC-7 connectors. 
The APC connectors are connected to a VNA (ZVA67 from Rohde and Schwarz, 
German) through coaxial cables. The outer diameter of the inner conductor and 
the inner diameter of the outer conductor of APC connectors are 3.04 and 9.50 
mm, respectively. To hold the Teflon/graphene under test, a slot with 1.00 mm 
depth is etched on the outer conductor of the left APC connecter in Figure 7.17.

Before the measurement, the thru-open-short-match calibration standard is used 
to calibrate the system. In order to consider the dielectric loss in the substrate and 
increase the accuracy of measurement, a naked Teflon substrate is placed in the slot. 
This calibration procedure moves the reference planes to the interface of the two 
APC connecters, as depicted as “Ref 1” and “Ref 2” in Figure 7.17. Therefore, in 
the proposed APC measurement method, the de-embedding procedure used in the 
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C
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Figure 7.17 The diagram of experiment setup and the lumped equivalent circuit 
of MLG sandwiched between two APC connectors.
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CPW-based and rectangular waveguide measurements is avoided. As a consequence, 
the measurement is greatly simplified. Another benefit of using the APC coaxial 
connectors is that the electromagnetic wave propagating inside is the TEM mode, 
which can better model the plane wave in free space than those of using the transverse 
magnetic/transverse electric modes in circular/rectangular waveguide methods [25], 
and it is suitable for a wider frequency band from DC to tens of gigahertz.

Because the measuring microwave wavelength is six to seven orders of mag-
nitude larger than the thickness of the graphene samples, the series impedance of 
graphene can be ignored. Therefore, the graphene sample can be regarded as shunt 
impedance Zg. We note that the air gaps between the inner/outer conductors and 
the graphene should be taken into account for the accurate extraction of the surface 
conductivity. These air gaps can be represented by a capacitance in series with Zg.

The equivalent circuit of the target graphene sandwiched between the APC 
connectors is illustrated in Figure 7.17; therefore, the total impedance can be calcu-
lated from the measured S parameters by
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(7.5)

where:
Ztotal = Zg + 1/jωC is the total impedance of the graphene sample and gap capa-

citance in series
Z0 represents the characteristic impedance of the APC-7 connectors (50 Ω)

According to Equation 7.4, although the relaxation time is several femtoseconds, 
the real part of the surface impedance of macroscale graphene is six orders of mag-
nitude larger than its imaginary part in the microwave frequency range. Therefore, 
we can deduce Zg from Re(Ztotal). However, by considering the TEM polarization 
of the incident field and the ring shape of the graphene, we have 
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(7.6)

where rout and rin are the inner radius of the outer conductor and the outer radius of 
the inner conductor, respectively. Thus, using Equations 7.5 and 7.6, the sheet resis-
tance (R □) and surface conductivity (σ) of the graphene under test can be extracted.

7.2.1.3 Measurement Results

With the TEM normal incident wave, S-parameter measurement is then  performed to 
characterize the transmission property of different graphene  samples. Figure 7.18a,b 
compares the measured S parameters for our three sets of samples. Figure 7.18c,d 
presents the corresponding R□ and σ of each sample. The extracted results of 
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different graphene samples are also compared in Table 7.2. Our results of graphene 
surface impedance agree well with those measured by electrode [15] and CPW [23] 
structure-based methods.

Figure 7.18b shows that the insertion loss of MLG and t-MLG are less than 
1 dB, whereas the insertion loss of d-MLG is more than 2 dB, which is led by its 
much higher surface conductivity. This indicates that doped multilayer graphene 
may have a potential application in shielding of electromagnetic waves.

From Table 7.2, we can see that the sheet resistance and surface conductivity 
of t-MLG are very close to half and twice those of MLG, respectively. The reason 
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Figure 7.18 (a) S11 and (b) S21 measured for MLG, t-MLG, and d-MLG on Teflon 
samples; (c) surface resistance and (d) surface conductivity extracted from mea-
sured S parameters.

Table 7.2 Comparison of Extracted Parameters for Different Graphene Samples

MLG t-MLG d-MLG

R□ (KΩ/□) 4.35 2.21 0.528

σ (×10–4 S) 2.31 4.53 19.0

τ (ps) Kubo formula 0.0109 0.0102 0.0282

τ (ps) Einstein relation 0.0101 0.00915 0.0262
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is that the sheet resistance of a graphene film should be constant and all layers act 
nearly independently when the number of stacking layers is less than 4 [29], and the 
electric properties of each graphene layer in t-MLG are similar to those of MLG. 
Therefore, t-MLG can be regarded as two MLGs connected in parallel. Moreover, 
in terms of the doping effect, the conductivity of d-MLG is approximately eight 
times higher than that of MLG, when the doping density of d-MLG is nearly 
10 times of the doping density of MLG. The dependence of the conductivity on 
doping density n is expected to be σ ∝ n a with a = 1 for charged impurities and 
a < 1 for short-range and ripple scattering [30]. Scattering other than by charged 
impurities will dominate at large n [31]. The results obtained from Kubo formula are 
consistent with the results obtained from Einstein relation (τ = ℏ σ(π/n)1/2/(e2 vF)) 
and the results demonstrated in [15]. The main reason for the difference between 
these two methods is that the model used in Einstein relation is simpler than that 
of the Kubo formula.

7.2.1.4 Conclusion

In summary, a noncontact method to characterize the surface conductivity of 
 graphene at microwave frequency by using APC-7 coaxial connectors is pro-
posed. After that, the scattering rate of graphene on Teflon substrate is calculated 
by  combining the surface conductivity with Fermi energy extracted from Raman 
spectrum. Three sets of graphene samples (MLG, double-layer graphene, and 
d-MLG) are used for the testing. Through Raman spectrum analysis, it is also 
found that the Teflon substrate has a minimized interaction with the graphene lay-
ers on top compared with SiO2 substrate. To avoid large contact resistance in the 
traditional conductivity measurement, a transmission characterization method is 
utilized. Thanks to the structure of APC-7 connectors and the calibration process, 
the de-embedding procedure has been avoided as well, which makes the proposed 
measurement method not only sufficiently accurate but also simpler than the rect-
angular waveguide method.

7.2.2 Absorber

With the increasing integration of active components and rapid development of 
wireless electronics, the electromagnetic radiation pollution is becoming a serious 
problem. Advanced materials and structures for absorbing microwave energy have 
attracted much more attention than ever before. Previous studies mainly focus on 
the thickness, bandwidth, and incidence angle sensitivity of absorbers [32–34]. One 
problem is that most of those available absorbers are nontransparent and cannot be 
applied when an observation window is needed. In [35], a wideband transparent 
absorber was proposed. It utilized an Al wire grid, a polyethylene terephthalate (PET) 
film, and polydimethylsiloxane layers as the reflective layer, the substrate, and absorb-
ing layer, respectively, where the optical transmittance is affected by the Al wire grid. 



New Structures and Materials ◾ 303

In [36], a transparent absorber applying indium tin oxide films was proposed. It is 
based on the principle of Salisbury absorber and has the limitation that the substrate 
thickness must be a quarter of working wavelength.

With its frequency-independent and tunable resistance, and high optical trans-
mittance, graphene can be a very good solution for the absorbing film in the trans-
parent and tunable microwave absorber. In [37], a wideband absorber was achieved 
by stacking unpatterned graphene-bearing quartz substrates, and each substrate 
has a thickness of a quarter of working wavelength. Furthermore, the design free-
dom will be improved with a patterned graphene film. In this section, we pro-
pose a transparent absorber based on the patterned graphene. The substrate and 
the reflective layer are glass and fluorine-doped tin oxide (FTO) film, respectively. 
The graphene film, which is transferred on PET and then patterned as periodical 
patches, serves as the absorbing layer. The proposed absorber is measured by using 
a rectangular waveguide.

7.2.2.1 Modeling of the Graphene Absorber

The configuration of the absorber, together with the waveguide for measurement, is 
shown in Figure 7.19. An equivalent circuit for the absorber placed in the waveguide 
is proposed in Figure 7.20, from which we can get an insight of its absorbance.

In the equivalent circuit, two TLs are used to represent glass and air region 
above the absorber, respectively. εri, kzi, and Zci are the relative permittivity, the 

Rectangular
waveguide

Periodical
graphene
patches

PET

PatchSlot

Glass

FTO

Port 1

Port 2

Figure 7.19 The configuration of the absorber and the waveguide for 
measurement.
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lon gitudinal propagation constant, and the wave impedance of the glass TL and 
the air TL, respectively (i = 0 for the air and i = 1 for the glass); t1 is the thickness 
of the glass; Rg represents the equivalent resistance of graphene patches; Cg represents 
the capacitance of slots between graphene patches; and Zin is the input impedance 
of the absorber. Under the TE10 mode of the rectangular waveguide, Zci is written as 

 
Z

k
ci
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= ωµ0

 
(7.7)

where:
ω is the radian frequency
μ0 is the permeability of free space
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where:
λgi is the waveguide wavelength of glass substrate (i = 1) and air region (i = 0)
a is the long side length of cross section of rectangular waveguide (here WR-62 

with a = 15.8 mm is used in our measurement)
k0 = ω/c is the wave number in free space, with c being the velocity of light in 

free space

Because the thickness of PET (0.125 mm) and resistance of FTO (7.5 Ω) are negli-
gible compared with t1 (2.2 mm) and Zc0 (above 200 Ω) respectively, the PET layer 
is ignored and the FTO layer is set to be a PEC in the equivalent circuit. From the 

Incident wave

Air

Glass
substrate

PEC

Cg

εr0, kz0, Zc0

εr1, kz1, Zc1

Rg

t1

Reflection
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Figure 7.20 The equivalent circuit based on the configuration in Figure 7.19.
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proposed equivalent circuit, the real part and image part of the input impedance 
Zin of the absorber are obtained as 
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where: 
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X is the reactance of the capacitance Cg, whereas Y is the reactance of the FTO 
transformed by the glass TL. When nλg1/2 < t1 < λg1/4 + nλg1/2 (n = 0, 1, 2…), 
FTO transformed by the glass TL can be considered as an inductor accord-
ing to Equation 7.12. It is then connected in parallel with the series of Cg and 
Rg, so that an resistance-inductance-capacitance (RLC) resonant loop is formed. 
Because the graphene film itself is  resis tive at  the microwave  band, the slots 
between graphene patches are designed to provide capacitance to compensate 
the inductance transformed from FTO. By optimizing the dimension of the 
slots and patches according to the working  frequency and the glass substrate 
thickness, we can get Re(Zin) ≈ Zc0 and Im(Zin) ≈ 0, so that all the incident 
energy can go into port 1 due to the impedance  matching between the air 
region and the absorber. At the same time little energy goes through port 2 due 
to the low resistance of FTO film; most of the incident energy is reflected by the 
FTO film and absorbed again by the resistive graphene film.

When λg1/4 + nλg1/2 <t1 < λg1/2 + nλg1/2 (n = 0, 1, 2,…), the impedance 
of FTO transformed by the glass substrate is capacitive. The graphene film can be 
etched as periodical loop rings or periodical crosses so as to provide remarkable 
series inductance to compensate the capacitance transformed from FTO. Specially, 
when t1 = λg1/4 + nλg1/2 (n = 0, 1, 2,…), the graphene film can serve as the absorb-
ing layer without patterning. At this time, Y is infinite large, X = 0, and Zin = Rg. 
That is the available Salisbury graphene absorber. Our proposed graphene absorber 
is the extension of the available graphene absorber, where the graphene film is pat-
terned to provide enough capacitance/inductance at the microwave band which the 
unpattened graphene film cannot provide. Therefore, it can be used with the sub-
strate with an arbitrary thickness.
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7.2.2.2 Fabrication and Measurement

A glass substrate whose thickness is 2.2 mm and relative permittivity is 6 is chosen 
for our experiment. In our example, we choose 12.6 GHz as the desired working 
frequency. At this frequency, λg1 = 10.2 mm and 0 < t1 < λg1/4, Y is positive, so we 
pattern the graphene film as periodical patches with slots.

In order to insert the sample into the waveguide for the measurement, small 
gaps between the edges of the sample and the waveguide walls are left. For our sam-
ple, the dimension is measured to be 15.4 mm × 7.3 mm, while the cross section of 
waveguide is 15.8 mm × 7.9 mm. These gaps result in several parasitic parameters, 
which affect the accuracy of the equivalent circuit. For example, in the FTO layer 
and graphene layer, the gaps introduce series capacitance; between the FTO layer and 
the graphene layer, the gaps introduce fringing capacitance. These parasitic param-
eters are difficult to obtain using analytical formula.

To better fine-tune the proposed absorber, 3D full-wave simulation is imple-
mented, in which the gaps, the thickness of PET, and the sheet resistance of FTO 
are taken into account for the accuracy. By varying the sheet resistance, slot width, 
and side length of the graphene patches, the desired absorption frequency 12.6 GHz 
is reached when the sheet resistance of graphene film is 46 Ω, slot width 30 μm, 
and side length 720 μm. The simulated S parameters are shown in Figure 7.22 
and the absorption coefficient, which is defined as A = 1–|S11|2–|S21|2, is shown in 
Figure 7.23.

MLG film is grown on copper foil using the CVD method. The graphene film 
is first coated with a hot release tape. Then the copper foil is etched by FeCl3 etchant 
and the hot release tape/graphene film is left. This film is diluted by DI water, and 
then transferred onto the PET film. Later, this hot release tape/graphene/PET film 
is heated at a temperature of 100°C for one minute to remove the hot release tape, 
and leave graphene on the PET. The Raman spectrum of MLG film on PET is 
shown in Figure 7.21a. From the two clear characteristic peaks (G band at 1585 cm–1, 
2D band at 2695 cm–1), it is demonstrated that the MLG on PET has a good 
 quality. To get a desired sheet resistance, the transfer process is repeated five times 
to fabricate multilayer graphene film, and this multilayer graphene film is fumed 
by concentrated nitric acid later, until the sheet resistance decreases to about 46 Ω. 
The multilayer graphene film on PET is then etched by infrared laser with 1070 nm 
wavelength. The infrared laser has a resolution of 30 μm. It etches graphene film 
periodically, leaving the periodical patches with a side length of 720 μm. The opti-
cal transmittance of the graphene/PET film is measured using a ultraviolet– visible 
spectrophotometer and is around 80% in the optical light range, as shown in 
Figure 7.21b. The fabricated sample and the microgram of the etched periodical 
graphene patches are shown in Figure 7.21c,d, respectively.

The sample is measured in a rectangular waveguide (WR-62) whose working 
frequency is from 11.9 to 18 GHz (Ku band). A piece of lossless foam is stuffed into 
the waveguide to support the sample, as shown in Figure 7.21e. Before measurement, 
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the rectangular waveguide is connected with a VNA and calibrated using the TRL 
method. The full configuration of the measurement is shown in Figure 7.21f.

The measured scattering parameters are shown in Figure 7.22, in which S11 
and S21 show a very good agreement with the 3D full-wave simulation results. The 
absorption coefficient is obtained from measured scattering parameters, as shown 
in Figure 7.23, and the peak absorption occurs at 12.6 GHz and 90% of the inci-
dent energy can be absorbed at this frequency.

The proposed absorber is also compared with the available Salisbury graphene 
absorber. For this purpose, unpatterned graphene/PET films, which have sheet 
resistances of 46, 100, and 500 Ω, respectively, are fabricated. The absorbers apply-
ing these unpatterned films are measured. The scattering parameters and absorp-
tion coefficients are shown in Figures 7.22 and 7.23, respectively. We can find that 
when the sheet resistances of an unpatterned film are 46 and 100 Ω, S11 is quite 
large and the absorption coefficient is smaller. This can be illustrated by the imped-
ance mismatch. Zc0 is calculated to be decreasing from 310 to 220 Ω in the fre-
quency range from 12 to 18 GHz by using Equation 7.9. For the unpatterned films, 
the equivalent resistance Rg is calculated by 

 
R R

b
ag s= ×

 
(7.13)

where:
Rs is the sheet resistance of graphene film
a (15.8 mm) and b (7.9 mm) are the long side length and the short side length of 

the cross section of the waveguide, respectively
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Figure 7.22 The S parameters of 3D full-wave simulation and measurement.



New Structures and Materials ◾ 309

When the sheet resistances of the graphene/PET film are 46 and 100 Ω, Rg will be 
23 and 50 Ω, respectively. In these cases, Rg is far less than Zc0, which causes the 
mismatch between Rg and Zc0, and results in low absorption. However, when the 
sheet resistance of the graphene/PET film increases to 500 Ω, Rg will be 250 Ω, 
which is very close to Zc0. In this case, we can find that the peak absorption fre-
quency occurs at 14 GHz, and more than 90% energy is absorbed due to better 
impedance matching.

The comparison between the results of the patterned sample and those of the 
unpatterned samples demonstrates that by etching the graphene film, it can pro-
vide enough capacitance/inductance at the microwave band to compensate the 
 inductance/capacitance transformed from the reflective layer. Therefore, it can be 
used with the substrate with an arbitrary thickness.

7.2.2.3 Conclusion

In this section, a transparent absorber based on the patterned graphene film is the-
oretically illustrated, practically fabricated, and experimentally demonstrated. Its 
measurement result is in good agreement with 3D full-wave simulation result and 
shows peak absorption as high as 90%. Furthermore, this study shows that by etch-
ing the graphene film, a remarkable capacitive/inductive surface can be obtained at 
the microwave band, which cannot be achieved by the unpatterned graphene film 
itself. This is helpful to overcome the application difficulties of graphene films at 
the microwave band.
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Figure 7.23 The absorption coefficients of 3D full-wave simulation and measurement.
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