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Nature is simple in its laws,

but immeasurably rich and diverse in their

applications!

G. W. Leibniz



Preface

Microwave electronics is currently a large and rapidly developing branch of science

and technology, which has a huge impact on the country’s economy and defense

capability. Most telecommunication systems, radio astronomy, accelerative tech-

niques, thermonuclear machines, technology and medicine, and practically all types

of weapons use microwave electronics technology to some extent. These

achievements are mostly due to the use of new interaction mechanisms of charged

particle fluxes with electromagnetic fields, use of new materials, and new manu-

facturing technologies of microwave electronics devices and systems.

The physical laws and phenomena used in microwave electronic devices, and the

operating principles of these devices, along with their design, characteristics and

parameters form the subject of the “Microwave Electronics” discipline. These laws,

phenomena and devices are studied more deeply in the masters programs of the

corresponding field.

Unfortunately, the textbooks and manuals on this discipline existing at the time

of preparation of this manuscript were either published a long time ago and are out

of date, or do not cover all the discipline’s content. In particular, there are no

modern manuals considering the processes taking place in a vacuum and in

semiconductor microwave devices from the unified position.

The proposed textbook describes in reasonable detail the main interaction

mechanisms of the microwave electromagnetic field with charged particles in a

vacuum and in a solid. Much attention is paid to the peculiarities of these mech-

anisms using vacuum and solid-state microwave electronic devices. This theoretical

part is supplemented by a description of the design of the devices, their parameters

and characteristics.

The authors hope that the proposed textbook will assist students studying

microwave electronics and related areas.

The book will also be useful to postgraduates and specialists engaged in the

development and application of microwave electronics products.

The textbook is based on the lecture course taught by the authors to bachelors

and masters in St. Petersburg State Electrotechnical University “LETI”.
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Notations

Scalar values are denoted by Latin letters, in italic, and Greek letters typed in a

direct font: a, v, A, u, w, etc. Vectors and tensors are denoted by Latin and Greek

letters in bold direct type: A;B;W. When necessary, cases the notation of vectors,

tensors, and matrices are enclosed in direct brackets: Aj j; Bj j or are over lined: �e; �l.
Complex quantities, when necessary, are marked with a dot above the symbol:

_q;
_A;

_A. Constants are typed in a direct font: e, i. The scalar product is denoted by a

point: A � B, and the vector product by a sidelong cross: A� B. To denote the

differential operations on vectors, the Hamiltonian operator r is used.

a Acceleration, m/s2

A Vector potential, V�s/m
B Magnetic induction, V�s/m2

B Susceptance, S

c = 2.9979 � 108 Speed of light in a vacuum, m/s

C Capacitance, F

D Electric displacement vector, А�s/m2

D Diffusion coefficient, m2/s

e = 2.71828 Base of the natural logarithms

e = 1.602 � 10−19 Electron charge absolute value, C

E Electric field strength, V/m

f Frequency, Hz

F Force, N

G Conductance, S

G Amplification factor

h = 6.626 � 10−34 Planck constant, J�s
H Magnetic field intensity, А/m

j Imaginary unit

i, I Current, А

j, J Current density, А/m2

k, k Wave number, wave vector, 1/m
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k = 1.38 � 10−23 Boltzmann constant, J/K

L Inductance, H

M Mutual inductance, H

M Beam coupling coefficient

n Concentration, m−3

nm Medium refractive index

np, ng Deceleration of wave phase and group velocity

P Power, W

Pw Power density (energy-flux density), W/m2

p Momentum, kg�m/s

Q Q-factor

q Electric charge, C

R Resistance, Ohm

Rc Interaction impedance, Ohm

Re Resonator equivalent resistance, Ohm

T Temperature, К

U Voltage (electric potential), V

v, v Velocity, m/s

W Energy, J

w Energy density, J/m3

X Reactance, Ohm

Y Admittance, S

Yg Transmission line wave admittance, S

Z Complex impedance, X

Z0 Resonator wave impedance, X

Zg Transmission line wave impedance, X

ɑ Attenuation constant, m−1

b Phase constant, m−1

c = b − iɑ Propagation constant, m−1

d Field penetration depth, m

er Relative dielectric constant

e0 = 107/(4pc2) Dielectric constant, А�s/(V�m)

η Efficiency

η0 = 120p Intrinsic impedance of free space, Ohm

h Transit angle, rad

k Electromagnetic wavelength in a vacuum, m

kc Cutoff wavelength in transmission line, m

kg Wavelength in transmission line, m

l Charge carrier mobility, m2/(V�s)
lr Relative permeability

l0 = 4p � 10–7 Magnetic constant, V�s/(А�m)

P Poynting vector, W/m2

q Volume electric charge density, C/m3

q Characteristic impedance, Ohm

r Conductivity, S/m
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s Relaxation constant, s

u Phase, rad

U Scalar potential, V

w Probability function

W Magnetic flux, Wb

x Angular frequency, rad/s
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Introduction

The subject of microwave electronics is the study of the physical processes

occurring in electronic devices intended for generating, amplifying and converting

microwave band electromagnetic oscillations, as well as the development of

methods for the design and engineering of these devices and recommendations for

their application.

In accordance with the recommendations of the International Electrotechnical

Commission the microwave range is the part of the electromagnetic oscillations

spectrum from 3 � 108 to 3 � 1011 Hz (300 MHz to 300 GHz), that corresponds to

wavelengths in a vacuum from 1 to 1 mm. The microwave range is divided into

several bands:

ultrahigh frequencies (UHF or decimeter waves)—the frequency band from 300

MHz to 3 GHz (wavelengths are 1 m to 10 cm);

superhigh frequencies (SHF or centimeter waves)—the frequency band from 3 to

30 GHz (wavelengths are 10–1 cm);

extremely high frequencies (EHF or millimeter waves)—the frequency band

from 30 to 300 GHz (wavelengths are 1 cm to 1 mm).

Often the microwave range includes adjacent frequency bands. For the low

frequencies it is the very high frequencies (VHF) band or meter waves (MW)—the

frequency range is 30–300 MHz (wavelengths are 10–1 m), and for the high

frequency side—the hyperhigh frequency band (HHF) or decimillimeter waves

(DMMW)—the frequency range is 300 MHz to 3 THz (wavelengths are 1 mm to

100 lm). This range is often called the terahertz range, and waves in this range are

called T-rays. Currently researchers are paying special attention to this range.

As can be seen, microwaves occupy a large portion of the spectrum with an

extreme frequency ratio of 1:1000 (or 1:100,000, if we add the adjacent bands).

They are located on the frequency scale between radio and optical waves.

Historically, people began to use the optical range foremost when for the first time

an ancient man lit a fire in a cave to warm and light it. At the end of the nineteenth

century thanks to the works of H. Hertz, A. S. Popov, G. Marconi and many other

scientists, the radio range’s turn came.
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With the development of radio engineering, the advantages of using higher

frequencies became increasingly evident. Therefore, in the mid-1930s the mastering

of the microwave range began. Both researchers and equipment designers met with

great difficulties, since the methods of generating, amplifying, detecting, and

canalization of the electromagnetic radiation developed for neighboring ranges

proved to be unsuitable for microwaves. The use of optical methods was prob-

lematic because microwave quantum energy is small compared to the energy

of thermal motion. The transfer of methods from the radio range was hindered by

the long electron-transit time in the active area of devices compared to the period of

oscillations, as well as large parasitic capacitances and inductances of the design

elements of devices. As a result, it was necessary to develop new mechanisms of

charged particles interaction with the electromagnetic field, as well as new designs

of devices and wave guiding structures. The first practically realized mechanisms

and constructions of microwave devices appeared at the end of the 1930s.

Radar creation and improvement prior to the Second World War and then during

the war gave a powerful boost to the development of microwave technology and

electronics. After the end of the war, the development of microwave electronics

continued at a heightened pace; there appeared new areas of its application—radio

astronomy, radio spectroscopy, charged particle accelerators, thermonuclear fusion

reactors, medical apparatus, and microwave heating facilities. By the end of the last

century, the microwave systems of telecommunications including cellular and

satellite communications and global positioning systems began to develop at a rapid

pace. The use of microwaves in biology and medicine, in chemistry, in the food

manufacturing industry, in new materials production technology, in logistics and in

other fields of science and industry is expanding.

The formation and development of microwave electronics became possible

thanks to the works of numerous scientists and engineering teams from many

countries.

Today, microwave electronics is a synthetic field of knowledge that unites

fundamental sciences (electrodynamics, plasma and solid state physics, mathe-

matical modeling), engineering, increasingly complex production technologies, and

modern measuring and testing equipment.

Successful work in this area requires deep theoretical knowledge and practical

skills.

In this textbook, the authors attempted to consider the processes of electro-

magnetic field interaction with fluxes of charged particles in a vacuum, in plasma,

and in a solid, from a unified position. This approach allowed the identification of

common features and differences in the designs, characteristics and parameters of

various microwave devices.

The textbook contains three parts. In the first part the mechanisms of individual

and collective electron emission, wave and oscillating processes in electron fluxes

are considered, and the basic concepts of microwave electronics are introduced.

The second part is devoted to vacuum microwave devices. Electron optical and

electrodynamics systems of these devices are considered, and their operation
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principles, designs, characteristics and parameters are expounded on. Along with

“ordinary” devices, relativistic microwave electronic devices are also considered.

The third part describes the principle of operation, design and parameters of

semiconductor microwave devices. Much attention is paid to the devices with new

wide-band materials, namely silicon carbide and gallium nitride.

In conclusion, the problems facing the developers of microwave devices and

identified and discussed, along with their possible solutions.
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Part I

Microwave Electronics Physical
Foundations



Chapter 1

Main Stages of Microwave Electronics

Development

1.1 Background

The era of radio began with proof of the existence of electromagnetic waves by H.

Hertz, professor of Karlsruhe Polytechnic University, in 1888. He created the first

primitive spark generator and receiver of these waves. The wavelength of the

radiation, which he investigated, was about 3 m (frequency of 100 MHz). In 1890

E. Branly invented a more sophisticated device for receiving electromagnetic

waves, it was a tube filled with metal filings. Under the influence of electromagnetic

radiation, the resistance of the tube sharply decreased due to micro-breakdowns of

oxide films covering the surface of the filings. Essentially, this was the first solid-

state electronic device. In 1894 O. Lodge improved this device and gave it the name

“coherer”. With its help Lodge showed wireless transmission and reception of

Morse code signals, namely the transmission of signals by radio over a distance of

about 40 m. It happened on August 14, 1894 at the Royal Institute in London.

However, Lodge did not patent his device. Later A.S. Popov and G. Marconi kick

started the wide use of radio communication.

In these first experiments, radio waves of comparatively short length were used

—lying in the meter wave band. However, the need to increase radio communi-

cation coverage, voice and music transmission necessitated the invention of new

types of generators—arc oscillators and machine generators, operating in contin-

uous wave mode with a wavelength of several kilometers.

Subsequently, the coherers in receivers were replaced by “crystal detectors ”—

semiconductor devices with a Schottky barrier, invented by the German professor

K. Brown in 1898 (although at that time there were no such concepts as “semi-

conductor” and “Schottky barrier”).

In 1906, the American scientist Lee de Forest invented a three-electrode tube

audion (triode) capable of amplifying radio signals. At that moment, vacuum

electronics began. In the 1920s, amplifiers and generators on vacuum devices
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reached the power that allowed their use in radio stations transmitters. However,

radio transmitters still used long and ultra-long waves.

In 1921, an employee of the Nizhny Novgorod Radio Laboratory O. Losev

discovered that the contact of zincite (ZnO) with a steel wire has negative dynamic

resistance. Essentially, it was the first tunnel diode . Using this device, Losev

assembled a receiver with high sensitivity, which he called a crystadyne. However,

his research did not go any further.

In the late 1920s to early 1930s, radio amateurs found out that using short waves

(wavelength of 10–50 m) it was possible to establish communication over long

distances using low-power transmitters. At that point, there began a race to master

ever higher frequencies, which continues to the present day (Fig. 1.1). During the

last 100 years, the top operating frequency of communication systems has increased

by almost a million times! This race received a boost in the late 30 s, when the task

was to detect fast-flying aircraft, and the development of radar began.

As early as 1895, A.S. Popov noticed the possibility of detecting objects (ships)

with the help of radio waves when he noticed a weakening of the signal transmitted

by one ship to another as a third ship passed between them. However, no attempts

were made to implement this observation. “The use of radio waves to detect remote

metal objects” was demonstrated by C. Huelsmeyer in 1904 (finding a ship in dense

fog), but the distance to the ship was not determined. The first pulse radar (RAdio

Detection and Ranging) was demonstrated in the United States by Robert Page in

1934.

A similar system was developed by Rudolf Kuhnhold in Germany in 1935 and at

the same time by Robert Watt in the UK. In 1943, Paige significantly increased the

accuracy and interference immunity of radars by proposing a monopulse system

which is still in use.

Fig. 1.1 Change in top operating frequency of communication systems
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In the USSR, the first radio detector of aircraft “Rapid” was created in the

Leningrad Radiophysical Institute in 1934, under the direction of A.I.

Merzheevsky. It operated at a wavelength of 5 m and had a transmitter power of

about 200 W. The structure of “Rapid” included one transmitting and three

receiving antennas. It detected aircraft at a distance of up to 5 km. The first pulse

radio locator was created by Y.B. Kobzarev at the Leningrad Physicotechnical

Institute in 1938. It allowed detection of aircraft at distances of up to 50 km and

simultaneous determination of the distance to the target.

The English were the first to begin the widespread use of radars for defense

against air attacks. The invention of the magnetron allowed them to install radar on

fighter planes. “The Battle for England” in 1940–1941, when the United Kingdom

fought against Germany alone, was to a large extent won thanks to radar. Later,

during the Second World War, radar stations (RS) were widely used by all bel-

ligerents on land, at sea and in the air. In the course of the war the USSR received

445 detecting and gun-laying RS through lend-lease.

After the war, RS development continued at a rapid pace. New fields of

microwaves application appeared: radio spectroscopy, radio astronomy, household

and industrial heating plants, plasma heating and diagnostics in thermonuclear

fusion machines, terrestrial and space communications with high speed information

transition, hidden object detection systems, biology and medicine, and many others.

In the development of the first RS designers faced the problem of lack of

sufficiently powerful and high-frequency power supply units and low-noise

amplifiers. It quickly became clear that the electron tubes at that time could not

work effectively at ultrahigh frequencies (more than 300 MHz). It was necessary to

develop devices that were free from limitations of interelectrode capacitance and the

transit time of electrons in the interaction distance.

1.2 Microwave Vacuum Electronics

The R. and S. Varian brothers’ invention of the drift klystron in Stanford University

in 1937 was the first leap in this direction. The device had output power up to 10 W

at the frequency of 1 GHz. A substantial contribution to the development of these

devices was made by Hansen, who designed the first types of rhumbatron (cavity

resonator). After the war the klystrons were improved, and today they provide power

of up to several tens of MW in the frequency range of 1–30 GHz.

The first example of a magnetron with a slit anode was created by A. Hall in

1920. He also proposed the term “magnetron”. However, this and subsequent

examples of magnetrons with a slit anode were not suitable for practical use.

A multi-cavity resonant magnetron was invented by Hollmann in Berlin in

1935, but the Germans did not appreciate the value of this device. In 1939, in the

USSR, Alekseev and Mulyarov developed the design of a multi-cavity pumped

magnetron capable of generating power of up to 300 W at the frequency of 3 GHz.

In 1940 J. Randall and H. Boot at the University of Birmingham created a compact
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multi-cavity magnetron, which provided power 100 times greater than any micro-

wave radiation source known at that time. In September 1940, Churchill agreed to

Tizard’s proposal about the transfer of a magnetron sample to the US in exchange

for financial and industrial assistance. During Tizard’s mission, the magnetron

sample with an output power of 6 kW at the frequency of 3 GHz was transferred to

the government of the USA, where the mass production of these devices was

developed. The disadvantage of the first multi-cavity magnetrons was instability

and frequency “hopping” but in 1941 Randall and Boot solved this problem by

introducing straps between the resonators. Other types of sources (klystrons)

available in the USA and Germany at that time had the power of not more than

10 W in this range.

Magnetrons became the basis of Second World War radar stations. However, in

the radar receivers crystal detectors were still used since the limiting frequency of

the vacuum diodes did not exceed 400 MHz.

The rapid development of vacuum microwave electronics in the 1940s and

1950s was characterized both by the devices appearance and by rapid parameters

improvement of the already known ones. This period can be called the golden age

of vacuum microwave electronics.

The O-type traveling-wave tube—a broad-band low-noise amplifier, which the

radar designers lacked, was invented in 1942 in the laboratory of the British

Admiralty by R. Kompfner. The theory of this device was developed by Pierce in

1950–1952 in the Bell laboratory (the USA). It allowed improvement of the device

parameters significantly.

The O-type backward-wave tube is an electrically tunable low-power gener-

ator operating in the centimeter and millimeter wavelength ranges. It was invented

by M.F. Stelmach (USSR) in 1948. A similar device was demonstrated by

Kompfner in 1951. To date, this is a device capable of generating the record high

frequences up to 1 THz.

In the 1950s, the relatives of the magnetron were invented, called M-type

electronic devices, which also used crossed fields. In 1949, D. Wilbur and P. Peters

(USA) developed a mitron, in 1950 Warnecke in France created the M-type TWT,

and then in 1952 Epstein in France invented the M-type BWT, and Brown (the

USA) in the same year created a platinotron. These devices significantly expanded

the capabilities of radar designers.

Electron cyclotron resonance masers were proposed in 1959 independently by

Gaponov-Grekhov in the USSR, and Schneider and Pantell in Australia. The first

working gyrotrons were created in 1965 at the Institute of Applied Physics of the

USSR Academy of Sciences. At present gyrotrons have output power up to

several MW in pulsed operation mode and hundreds of kW in continuous operation

mode in the millimeter wavelength range with an efficiency of up to 30–40%.

Gyroklistrons and gyro-TWTs have also been developed. In most gyroresonance

devices, superconducting magnets are used that sharply increase their weight and

dimensions.

In the 1960s, a new direction arose—relativistic microwave electronics based on

the use of electrons moving with relativistic velocities. However, the first devices of
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this type had too low efficiency and bad signal quality which made their practical

use impossible.

The situation changed in the 1980s after the creation of an ubitron, a free

electron laser (FEL), and relativistic TWT-BWO. These devices (together with

gyrotrons) allowed the filling of the so-called “terahertz dip” by generating power

from a few mW to tens of W at frequencies of 0.1–1 THz.

Unfortunately, FEL and relativistic TWT-BWT are not essentialy devices but

rather facilities that together with the electron accelerator occupy a large production

building. They cannot be used on moving platforms. Therefore the task of creating

powerful sources of the coherent radiation in the range of 0.3–3 GHz is still

relevant.

1.3 Semiconductor Microwave Electronics

In 1947, W. Shockley, D. Bardeen and W. Brattain in the Bell laboratory created

the first bipolar transistor. From this moment the rapid development of semi-

conductor electronics began. However, the Brattain transistors had a limiting

amplification frequency not exceeding a few MHz.

The requirements for the microminiaturization of radioelectronic aids and the

increase in their operating frequency resulted in the development of a number of

semiconductor devices and circuits based on them.

Initially these were passive diode elements, in particular, detector and mixer

diodes on the Schottky barrier produced using a new technology, as well as varactors

and p-i-n diodes. On this basis, circuits were created that converted the signal’s

spectrum: frequency rectifiers, mixers and multipliers, as well as switches, limiters

and phase shifters. During this period of time, the creation of active elements for the

amplification and generation of microwave oscillations on transistor basis was

impossible because of technological difficulties in the fabrication of structures with

micron-sized active areas. The way of creating active (amplifying and generating)

devices based on diode structures having negative dynamic resistance in the

microwave range appeared to be simpler. One of the first devices designed for these

purposes was the tunnel diode created by L. Esaki in Japan in 1957.

In 1958, W.T. Read showed that a diode operating under avalanche breakdown

conditions can have negative dynamic resistance and, consequently, can be used to

generate or amplify electromagnetic oscillations. In 1959 A.S. Tager, A.I. Melnikov

and others experimentally discovered the effect of microwave radiation generation at

the avalanche breakdown of a semiconductor diode. This was the invention of an

impact avalanche and transit diode (IMPATT—IMPact Avalanche and Transit Time).

The IMPATT generators allowed hundreds of times more power than tunnel diodes.

In 1963, J. Gunn discovered the effect of negative dynamic resistance appearance in

GaAs samples, and the creation of devices based on diode structures with negative

differential mobility (Gunn diodes) began. Another name for such devices is devices

with intervalley electron transfer, which reflects the physical principle of their
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operation. The promising prospects of a simple diode using arsenide-gallium structures

led to an unprecedentedworldwide increase in the number of studies and developments

in this field. However, the practice of using these devices revealed instability of

operation, the need to withstand rigid tolerances for manufacturing technology, and the

complexity of circuit solutions. All this led to a decrease in interest in Gunn diodes

against the background of progress in the creation of microwave transistors.

Nevertheless, Gunn diodes are still used today to generate microwave oscillations,

especially in the millimeter wavelength range. Prospects of advancement into the

terahertz range are opened for Gunn diodes with the use of newmaterials such as GaN.

In the early 1970s, due to the progress of semiconductor manufacturing technology

it became possible to create the first transistors in the lower part of the microwave

range. However, the exponential growth in the production of these devices and

integrated circuits based on them became possible with the use of a new, more

expensive material, gallium arsenide, instead of the widely used cheap silicon.

In the late 1970s, the metal semiconductor field-effect transistors (MESFET)

began to be commercially manufactured. The history of the birth and application of

MESFET is an example of a discovery that was much ahead of its time. Invented in

1930, it experienced a rebirth in the 1970s. It was the appearance of MESFET that

made it possible to create amplifiers and generators in the microwave range. Further

progress in the creation of not only discrete devices but also monolithic integrated

circuits was based on the use of AlGaAs heterostructures. In the 2000s, successes in

the technology of submicron heterostructures created on wide-gap semiconductors

allowed the creation of devices operating in the upper part of the microwave range

of 100–200 GHz. Such materials include silicon carbide SiC, gallium nitride GaN,

and diamond C. It is important to note that the use of new materials and reduction

of the active area dimensions to sizes of 0.05–0.1 lm led to the possibility of

obtaining the vacuum (ballistic) carrier transfer similar to the transfer process in

vacuum devices. The appearance of field-effect transistors with high electron

mobility (HEMT) in the 2000s allowed the creation of devices operating in the

upper part of the microwave range of 100–200 GHz, and the use of new wide-band

materials (GaN, SiC) increased the output power of semiconductor amplifiers and

generators in the microwave range by an order of magnitude. Currently GaN

HEMT, capable of putting out power up to 100 W in the frequency range up to

10 GHz (Cree Company, USA) are being developed. These transistors can be used

to design amplifiers with an output power of up to several kW.

1.4 Comparative Characteristics of Vacuum

and Semiconductor Devices

At present both vacuum and semiconductor devices are widely used in microwave

devices and systems. The optimal choice of a particular device is determined, first

of all, by the required power and frequency. Figure 1.2 shows the attained power

levels of different microwave device classes versus operating frequency. The
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notations on the figure are: GaN HEMT—GaN field-effect transistors with high

electron mobility, Si BT—silicon bipolar transistors, PHEMT—pseudomorphic

field-effect transistors with high electron mobility, GD—Gunn diode, GaAs

MESFET—Schottky barrier gallium-arsenide field-effect transistors, and TWT—

the traveling-wave tube. Apparently, vacuum devices (klystrons, TWT, gyrotrons)

are significantly (by several orders) ahead of semiconductor devices, both in

maximum output power and maximum operating frequency.

The main application areas of vacuum devices are radar station transmitters,

transmitters of high-speed communication lines, power systems for charged particle

accelerators, plasma heating in thermonuclear reactors, and microwave technology

facilities. Progress in the development of microwave semiconductor devices is

associated, first of all, with the rapid development of radar stations with Active

Electronically Scanned Arrays (AESA) and mobile communication systems.

Currently, powerful GaN-based transistors are beginning to replace vacuum

devices in the output cascades of AESA radar transmitters since such transmitters

do not require much power—it is obtained by adding the powers of hundreds and

even thousands of individual radiators in the radio beam.

1.5 Prospects for the Development of Microwave

Electronics

At present, the development of microwave electronics is proceeding in several direc-

tions. The struggle for mastering ever higher frequencies—the terahertz range—con-

tinues. The task here is to develop small-sized powerful sources of coherent radiation,

Fig. 1.2 Attained power level of different microwave device classes
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by promoting “classical” devices—klystrons, TWT, inductive output tubes—to higher

frequencies area, which requires the use of completely new design solutions and

manufacturing techniques. The parameters of new types of devices (gyrotrons, oro-

trons) are being improved both in the areas of increasing operating frequency and

power, and in increasing the efficiency, reliability and quality of the oscillations

spectrum.

At a low power level, the same problem is solved using solid-state devices—

resonant tunnel diodes, and Gunn diodes on GaN. From the optical range side, the

greatest achievements in operating frequency reduction are associated with the

development of quantum cascade lasers.

The areas of preferential use of vacuum and solid-state microwave devices are

shown in Fig. 1.2, where the frequency is plotted along the abscissa axis and the

average device power is plotted along the ordinate axis. With the development of

microwave electronics the curves characterizing the level achieved in vacuum and

solid-state electronics are shifting up and to the right. At the same time, the

parameters of existing devices improve, namely their efficiency, service life, radi-

ation resistance, and noise properties. Microminiaturization of microwave equip-

ment, the development of group technologies for the manufacture of both individual

devices and facilities based on them such as transmit-receive modules, phase

shifters, and protective devices is happening rapidly. Simultaneously, the labor

intensity of device production and associated costs are reducing.
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Chapter 2

Interaction of Charged Particles

with an Alternating Electromagnetic Field

2.1 Radiation of Individual and Collective Charged

Particles

Individual radiation. As was mentioned in the Introduction, the principle of any

electronic device operation is based on the interaction between charged particles

(CPs) and the high-frequency electromagnetic field, accompanied by an exchange

of energy between them. Electrons are used as CPs in vacuum electronic devices

and free electrons and holes in semiconductor devices. Hereinafter, the word

“electron” will often be used instead of the term “charged particle”.

Let us consider the process of electromagnetic energy emission by a single

charged particle. Electrodynamics states that if a CP moves rectilinearly and uni-

formly in an inertial coordinate system, it does not radiate. However, if it moves in

electric field with deceleration, its kinetic energy decreases. The excess energy is

radiated in the form of quanta of electromagnetic radiation (photons). This process

is called braking or slowing-down radiation. The radiation power is defined by the

formula

P ¼ 1

4pe0

2q2a2

3c3
; ð2:1Þ

where q is particle charge, and a is its deceleration. When a particle accelerates, it

gets energy from the electromagnetic field by absorbing photons.

Another mechanism of radiation arises when a CP moves near an ideally con-

ducting surface. Consider, for example, an electron moving perpendicular to the

surface (Fig. 2.1). At a given time, together with its mirror image, it forms a dipole

with an electric moment p = 2ql, where l—distance to the surface.

The distance l varies with time, leading to change in the electric moment.

A dipole with a variable moment is a radiator whose emission power, in accordance

with classical electrodynamics, is expressed by the formula
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IðxÞ ¼ 1

4pe0

e2

2pc

1þ b2

b
ln
1þ b

1� b
� 2b

� �
dx; ð2:2Þ

where b ¼ v=c is the relative velocity of the electron. Full radiation energy according
to this formula is infinite. Really finite conductance r of the surface imposes an

upper limit on frequency xmaxe0 � r and full radiation energy becomes finite.

This process is called transition radiation. As can be seen, this is a short pulse

that occurs when the electron hits the surface (when the dipole collapse). Note the

difference between the two types of radiation considered. If the power of the

braking radiation is proportional to the square of the deceleration, then the power of

the transition radiation is proportional to the velocity for small b.

Braking and transition radiation are used in devices with electrostatic control,

klystron type devices and most semiconductor devices.

Radiation also arises when a CP moves uniformly with a velocity exceeding the

speed of light in a given medium. This is the so-called Vavilov-Cherenkov radiation

or Cherenkov radiation. Consider an electron moving at a constant velocity v in a

medium with a refractive index nm in the z-direction. The moving electron creates a

current with a density

jz ¼ evdðxÞdðyÞdðz� vtÞ: ð2:3Þ

Applying the Fourier integral to (2.3), we obtain

jzðxÞ ¼
e

p
dðxÞdðyÞe�ibez;

where be ¼ x=v—“electronic” phase constant. The recorded expression describes a

current wave propagating along the z axis. This wave excites the electromagnetic

wave propagating at the speed of light in the surrounding space u = c/nm. In the

cylindrical coordinate system q;u; z, the propagation vector of this wave has two

components owing to the axial symmetry of the problem:

kz ¼ be and kq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � b2e

q
¼ be

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðv=uÞ2 � 1

q
:

Fig. 2.1 Analysis of

transition radiation
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If v=u[ 1, the radial wave number kq is real and the conical wave actually

diverges from the electron motion trajectory (Fig. 2.2). The wave vector forms

angle h with the z axis, defined by the expression

cos h ¼ beffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2q þ k2z

q ¼ u

v
:

If v=u\1, kq is the imaginary value and radiation is absent.

The energy radiated during the time interval (t1, t2) can be calculated using the

formula

W ¼
Z

V

dV

Zt2

t1

jzEzdt;

where Ez—the longitudinal component of the electric field of the wave, V—the

volume occupied by the current. The radiation energy in the frequency band Dx

from the unit path length of the particle is given by the following

DW ¼ e2

4pec2
1� u2

v2

� �
xDx:

A similar effect occurs when a CP moves near a periodic structure. In this case,

the electric current wave excites in the surrounding space electromagnetic field that

can be represented in the form of an expansion in terms of spatial harmonics with

longitudinal wave numbers

kzn ¼
x

v
þ 2pn

D
; n ¼ 0;�1;�2; . . .;

where D—the period of the structure. By entering angle hn ¼ arccos kzn=kð Þ; we
find that if this angle assumes a real value for certain n, radiation is observed at the

Fig. 2.2 Cherenkov radiation
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n-th spatial harmonic. This radiation is called the Smith-Purcell radiation or var-

iotron radiation. Cherenkov radiation is used in such devices as traveling-wave

tubes, whereas Smith-Purcell radiation is used in backward-wave tubes.

Note that the presence of the medium in which or near which the charged particle

moves is a necessary condition for the existence of Cherenkov radiation or variotron

radiation. Therefore, this radiation can be regarded as radiation of the medium in

which a passing particle influences the motion of its own charged particles.

Finally, another type of individual CP radiation, termed oscillator radiation, is

produced when a particle is in periodic motion—vibrations and (or) rotation. It can

be regarded as a kind of slowing-down radiation, since the particle accelerates and

decelerates during periodic motion.

Consider an electron moving along the z axis at velocity t and simultaneously

oscillating in a plane perpendicular to this axis at velocity v? and angular frequency

x0. Such an electron can be regarded as an oscillator with frequency x0, radiating

due to a change in its total energy, which is composed of the energy of longitudinal

and transverse motion. In this case, the radiation occurs at the following frequency

xðhÞ ¼ x0

j1� ðvz=uÞ cos hj
; ð2:4Þ

which depends on the angle between the z axis and the straight line directed from

the observation point to the electron. This dependence is called the Doppler effect.

A normal Doppler effect is observed when ðvz=uÞ cos h\1. Radiation in this case

occurs due to a decrease in the energy of the transverse motion of the particle. An

anomalous Doppler effect is observed when ðvz=uÞ cos h[ 1. The oscillator in this

case increases the energy of the transverse motion. The radiation energy and the

increase in transverse motion energy are drawn from the longitudinal motion energy

of the particle. Note that when the denominator value in (2.4) is small, the radiation

frequency can exceed the frequency of the oscillator several times. This is important

to create generators of millimeter and submillimeter sub-bands, as well as in optical

and X-ray bands.

A normal Doppler effect is used in cyclotron resonance masers (CRM) and an

anomalous Doppler effect is used in free electron lasers (FEL).

Any radiation is formed in a certain region (the formation zone), which is

characterized by a coherent addition of radiations from individual points. The

Vavilov-Cherenkov radiation has an infinitely extended zone of formation.

Transition radiation, slowing-down radiation and oscillatory radiation are charac-

terized by a finite formation zone, which is bounded by points, the radiation from

which has a phase shift equal to p radians. The length of the formation zone lp is

maximum for radiation directed along the particle path:

lp ¼ c2k;

where k is the radiation wavelength, and c ¼ ð1� v2=c2Þ�1=2
is the relativistic

factor.
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This analysis of individual CP radiation does not consider the retroactive effect

of the field on the particle and, therefore, can only be regarded as approximate.

Collective radiation. The radiation of one charged particle is too weak to be

used for practical purposes. To increase the radiation intensity, it is necessary to use

a number of individual radiators, or as they say, an ensemble of particles.

Depending on the population of the ensemble, its density and size, different types of

interactions between individual particles can be observed.

Consider, for specificity, an ensemble of particles, part of which has energy W1,

and another part—W2, whereby W1 > W2. As they say, particles are located on two

energy levels, the upper and the lower levels. When passing from the upper level to

the lower level, the particle emits a radiation quantum, and when it tranfser in

reverse direction it absorbs the quantum. Let us denote the particle lifetime at the

upper level as s1. Upon spontaneous radiation the particles shift to the lower level

independently. Therefore, the radiation power is proportional to the number of

particles N: P ¼ N�hx0=s1 where �hx0—quantum energy. The radiation in this case

is not coherent, as each particle emits in its phase and is distributed evenly in all

directions (Fig. 2.3a). Spontaneous transitions also occur from the lower level to the

upper level absorbing field energy.

As the concentration of particles increases, spontaneous correlation arises

between the radiators due to the exchange of quanta. If the correlation time sc\s1,

the ensemble can shift to the lower level in time sc * N−1. As a result, the radiation

power

P ¼ N�hx0=sc �N2�hx0

is proportional to the square of the number of particles. In addition, the spatial

distribution of the radiation changes (Fig. 2.3b) and it becomes coherent. Thus, the

Fig. 2.3 Spontaneous radiation (a) and Dicke super radiance (b)
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radiation intensity increases sharply. This phenomenon is called the Dicke super

radiance. It is used to create super-powerful pulses of microwave radiation.

Induced radiation. Under the influence of external radiation, the oscillators emit

at the same phases (phasing of the oscillators occurs). Such external radiation can also

be the radiation of the particles themselves, if it does not wander, but confine in a finite

volume (resonator or transmission line) containing an ensemble of particles. To

generate induced radiation, it is required, among other conditions, that the maximum

ensemble size does not exceed half the wavelength of the radiation. Induced radiation

is used in most microwave electronic devices. To implement it, it is necessary to create

a small CP ensemble (to perform spatial bunching) and (or) to ensure the phasing of

individual oscillators (phase bunching). Electronic devices differ according to types of

individual CP radiation and bunching mechanisms they use.

2.2 Macroscopic Equations of Microwave Electronics

A huge number of charged particles used to amplify or generate microwave radi-

ation can be considered as a continuous charged medium. The limit of the ratio of

the number of particles of given type DN contained in volume DV , to this volume

when the latter tends to zero, is called the concentration of particles

n ¼ limDV!0ðDN=DVÞ. In this and other similar equations, a physically infinites-

imal volume should be considered as a volume that is small enough in comparison

with the characteristic dimensions of the problem. At the same time, it must be large

enough to contain in it the number of particles sufficient to ignore statistical fluc-

tuations of their number.

Charge density is determined using a similar equation:

qðr; tÞ ¼ lim DQ=DV
DV!0

� �
:

Charge DQ, in volume DV , is defined using the formula DQ ¼ qDN, where q—

particle charge. Consequently,

qðr; tÞ ¼ qnðr; tÞ: ð2:5Þ

Suppose that all particles in volume DV have the same velocity vðr; tÞ. This
assumption is called the hydrodynamic approximation. The charge, carried across

the surface element DS during period dt is

dQ ¼ qDS � vdt:

Hence, the current passing through the surface element is given as

DI ¼ dQ=dt ¼ qv � DS, and current density as J ¼ qv. This current is called con-

vective, since it is due to the motion (convection) of charged particles.
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Charged particles in electronic devices emit and absorb photons. A large number

of photons can be considered as a continuous substance—electromagnetic field. In

this approximation, the laws of classical electrodynamics, that is, Maxwell’s

equations, describe the electromagnetic field:

r�H� @D

@t
¼ J; ð2:6Þ

r � Eþ @B

@t
¼ 0; ð2:7Þ

r � D ¼ q; ð2:8Þ

r � B ¼ 0: ð2:9Þ

We can see from (2.6) and (2.8) that the sources of electromagnetic fields are

electric currents and charges, i.e. the ensemble of charged particles.

Calculating the divergence of the both sides of (2.6), and substituting the result

in (2.8), we obtain the continuity equation

@q

@t
þr � J ¼ 0: ð2:10Þ

Integrating this equation over an arbitrary volume V, bounded by surface S, we

find

dQ

dt
þ I ¼ 0; ð2:11Þ

where Q ¼
R
V
qdV—electric charge contained in volume V, I ¼

H
S
J � dS—electric

current flowing through surface S. Obviously, (2.11) expresses the law of charge

conservation. Hence, this law is contained in Maxwell’s equations (2.6)–(2.9).

Maxwell called the second term on the left-hand side of (2.6) displacement

current density Jd ¼ @D=@t. Using this notation, (2.6) can be rewritten as follows:

r�H ¼ Jd þ J ¼ Jtot;

where Jtot—total current density, which is equal to the sum of the displacement

current density and the convection current density. Calculating the divergence of

both sides of this equation, we obtain

r � Jtot ¼ 0: ð2:12Þ

This equation is called the total current law (Ampere’s circuital law). It contends

that the total current density has no source, i.e. the total current lines are either

closed or begin at infinity and go to infinity.
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2.3 Motion Equations of Charged Particles

2.3.1 Motion of a Single Particle in Vacuum

The motion of a charged particle in vacuum is described by the Newtonian equation

dp

dt
¼ qðEþ v� BÞ; ð2:13Þ

where p ¼ mv is the particle impulse (momentum), and q;m; v are its charge, mass

and velocity. The right-hand side of the equation is the force with which the field

acts on the CP (Lorentz force). The Lorentz force is created by a complete field

acting on the particle. This field is the sum of the external electromagnetic field

relative to the given particles and the field created by the particles themselves. The

total field, acting on the particles, changes their positions and velocities, leading to

an amendment in the field radiated by these particles. Thus, in electronics it is

necessary to solve the so-called self-consistent problem, taking into account the

mutual influence of the field and charged particles.

In accordance with the relativistic theory the mass of the particle

m ¼ m0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv=cÞ2

q ; ð2:14Þ

where m0 is the mass of the particle at rest, v is its velocity in the inertial coordinate

system, and c = 2.998 � 108 m/s is the speed of light in vacuum. The relativistic

increase in the mass of electrons plays an important role in powerful and

super-powerful microwave devices operating at high accelerating voltages (more

than 30 kV).

The work done by the electromagnetic field when the particle is moved by

distance dl is

dA ¼ Fdl ¼ qðEþ v� BÞ � vdt ¼ qE � vdt:

It can be seen that the magnetic field does not perform work on the particle. The

power of particle interaction with the electromagnetic field

P ¼ dA=dt ¼ eE � v ð2:15Þ

can be either positive (the field gives part of its energy to the particle) or negative (the

particle gives energy to the field). The latter is used in microwave electronic devices.

Let small volume DV contain the charge Dq ¼ qDV . The power of interaction of

this charge with the electromagnetic field

DP ¼ qDVE � v:
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Dividing the left- and right-hand sides of this equation by DV , we obtain the

specific interaction power of the current with the electromagnetic field

pi ¼ J � E: ð2:16Þ

Consider the inner product of (2.13) and v. Neglecting the relativistic depen-

dence of the mass on the velocity, we can write

m
dv

dt
� v ¼ eE � vþ eðv� BÞ � v:

The second term on the right-hand side of this equation is zero, since the two

vectors in the vector-scalar product have the same directions. After simple trans-

formations of the remaining terms we obtain

d

dt
Wk þWp

� �
¼ 0; ð2:17Þ

where Wk ¼ mv2=2 is the kinetic energy of the particle, Wp ¼ qU is its potential

energy, and U ¼ �E � r is the field potential at the location of the particle.

Equation (2.17) expresses the energy conservation law for charged particles

moving in electromagnetic field. The energy conservation law makes it possible to

determine the velocity of a particle moving in electrostatic field. Let the initial

velocity of the particle be zero and the electrostatic potential at the location of the

particle equal U1. The electric field causes the particle to start moving and after a

while, it falls into a point, where the potential is equal to U2. The change in the

potential energy of the particle along this path equals DWp ¼ q U1 � U2ð Þ ¼ qU,

where U ¼ U1 � U2 is the the potential difference (voltage) between the start and

end points. From the energy conservation law (2.17) it follows that the kinetic

energy of the particle must change by the same amount (with an opposite sign).

Since at the initial point, the kinetic energy of the particle is zero, we obtain an

equation to determine the velocity of the particle in accordance with relativistic

correction:

m0

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p v2 ¼ qU:

Solving this biquadratic equation, we obtain

v ¼
ffiffiffiffiffiffiffiffiffiffi
2
qU

m0

r
cþ 1

2c2

� �1=2

; ð2:18Þ

where c ¼ 1þ qUj j=ðm0c
2Þ is the relativistic factor. For electrons

ðq ¼ �e;m0 ¼ meÞ
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v ¼ 5:95� 105
ffiffiffiffi
U

p
ðcþ 1Þ=ð2c2Þ
	 
1=2

; c ¼ 1þ 1:96� 10�6U: ð2:19Þ

Figure 2.4 shows the dependence of electron velocity on the accelerating volt-

age. The relativistic correction becomes significant for accelerating voltages greater

than 25 kV.

During the joint solution of Maxwell’s equations and the equation of motion, it

is necessary to take into account that Maxwell’s equations are written in so-called

Euler variables, in which coordinates and time are independent. The equation of

motion (2.13) is written in Lagrange variables, that is for a particular particle with

coordinates depending on time. For the transition from Lagrange variables to Euler

variables, it is necessary to consider pðr; tÞ as a complex function of time:

dp

dt
¼ @p

@t
þ @p

@r

@r

@t
¼ @p

@t
þðvrÞp: ð2:20Þ

2.3.2 The Particles Ensemble Motion in Vacuum

In many cases it is necessary to take into account that for a given element volume at

any given time, particles have different velocities (pulses). We shall consider the

motion of a particle aggregate (ensemble). If particles of one type only are con-

sidered, then a one-particle distribution function f ðr; p; tÞ is introduced. This

function determines the number of particles in the six-dimensional phase space

element dnðtÞ ¼ f ðr; p; tÞdVdP at time t. The phase space element is determined by

the volume of the space dVðrÞ located around the point with radius vector r and the

volume of impulse space dPðpÞ, containing particles having moments close to

impulse p. It is obvious that the integral of the distribution function over all possible

impulses should be equal to the number of particles per unit volume, i.e. their

concentration:

Z

p

f ðr; p; tÞdP ¼ nðr; tÞ:

Fig. 2.4 Electron velocity

versus accelerating voltage:

1—without relativistic

correction; 2—with correction
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The charge and current densities respectively, are determined by the following

expressions:

qðr; tÞ ¼ e

Z

p

f ðr; p; tÞdP; ð2:21Þ

Jðr; tÞ ¼ e

m

Z

P

pf ðr; p; tÞdP: ð2:22Þ

Consider, as an example, the so-called Maxwellian distribution function, which

in several practically important cases corresponds to the electron velocity distri-

bution in the electron beam in vacuum devices with a thermal spread of velocities:

f ðvÞ ¼ n
m

2pkTe

� �3=2

e�
mv2

kTe ; ð2:23Þ

where Te is the so-called electron temperature, which characterizes the average

energy of the thermal motion of electrons.

Let us formulate the equation of motion (transfer) for an ensemble of one kind of

particles in vacuum. To do this, we use Liouville’s theorem, which asserts that the

distribution function remains constant along any trajectory in the phase space, i.e.

df ðr; p; tÞ
dt

¼ 0: ð2:24Þ

Using the rule for finding the derivative of a function of many variables, we

transform (2.24) into:

df ðr; p; tÞ
dt

¼ @f

@t
þ @f

@r

@r

@t
þ @f

@p

@p

@t
¼ 0: ð2:25Þ

We rewrite (2.25), taking into account the relations

dr

dt
¼ v;

dp

dt
¼ F;

where v is particle velocity in a phase volume element, and F is the external force

acting on these particles. As a result, we get:

@f

@t
þ v � rrf þF � rpf ¼ 0; ð2:26Þ

where the indices r and p denote operators acting on coordinates and projections of

the impulse respectively.
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If we add the action force of the self-consistent field, which depends on the

distribution function, to force field F, we obtain the Vlasov equation, describing the

motion of particles in a field equal to the sum of the external field and the field

created by the particles themselves. This approach is used to analyze the motion of

particles in vacuum electron devices in the presence of a thermal spread of

velocities in an electron beam.

The terms of (2.26) have a simple physical meaning. The distribution function

changes in time ð@f =@tÞ due to the escape of particles from the element volume

v � rrf (in the presence of a spatial gradient in the distribution of particles) and the

change in momentum under the action of an external force F � rpf . If there are

several types of particles in the space, the equation (2.26) must be written sepa-

rately for each kind of particles.

2.3.3 The Particles Ensemble Motion in Solid

Contrary to the motion of particles in a vacuum, when analyzing the transport

processes in a solid, it is necessary to take into account the processes of particle

scattering, recombination, and generation. These phenomena are accounted for by

introducing the so-called collision term ð@f =@tÞc in the right-hand side of (2.26):

@f

@t
þ v � rrf þF � rpf ¼

@f

@t

� �

c

: ð2:27Þ

This equation is called the Boltzmann kinetic equation (or Boltzmann transport

equation (BTE)).

The use of the Boltzmann equation for the analysis of the interaction of the

charged particles flow and the field is a rather complicated problem. In practical

work, it is important to have equations coupling the integral parameters of the

process, such as the average drift velocity, electric current density and energy. In

order to obtain such equations, we perform the transformation of (2.27). Take into

account the fact that the instantaneous particle velocity consists of two components:

a directed drift velocity vd and thermal (chaotic) components u, i.e. v ¼ vd þ u.

Thermal velocity averaged in time is equal to zero, and the velocity distribution is

given, for example, by (2.23). Integrating it over the momentum space, we obtain

the particles number conservation law:

@n=@tþrðnvdÞ ¼ 0; ð2:28Þ

where n is the concentration of charged particles, vd ¼ lE is the drift velocity of the

particle, i.e. the average velocity of its motion under the action of the electric field,

l is the mobility of the particles, which can also be a function of the electric field

strength.
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Using the relaxation time approximation (see Appendix A), and also taking into

account the processes of generation and recombination of charge carriers, we obtain

a generalized particles number conservation equation:

@n=@tþrðnvdÞ ¼ G� R; ð2:29Þ

where G is the particle generation rate, and R is the rate of their recombination.

Multiplication of (2.27) by v with subsequent integration over the velocity space

gives us (after a complicated mathematical transformation) the transport equation or

the density of momentum flow bP ¼ nm vv equation:

@ðnmvdÞ
@t

þr � bP � neðEþ vd � BÞ ¼ nFir; ð2:30Þ

where r � bP is the spatial divergence of the momentum flow, nFir is the effective

internal friction force, which reflects the change in momentum due to scattering

events, vv—dyadic product of two vectors, called a dyad.

Multiplying (2.27) by v2 and integrating over the entire velocity space gives the

energy conservation equation:

@ðnWÞ=@tþrq � p� J � E ¼ nQ; ð2:31Þ

where W ¼ mv2d=2þ 3kTe=2 is the total energy of the particle, formed from the

energy of the directed drift of the particle mv2d=2 and the thermal energy 3kTe=2,
rq is the spatial divergence of the energy flux q ¼ Wvd , J � E is Joule heat energy,

and Q is the change in energy due to scattering processes.

The obtained equations are called conservation equations. The similarity of the

forms of the three equations obtained should be noted. They allow us to find the

required integral parameters for the motion of carriers in a given medium.

Parameters of the medium are hidden in these equations in their right-hand parts

G;R;Fir;Q, reflecting the specific nature of the scattering events.

Finding an explicit functional dependence of these values on the parameters of

the material and external conditions is a difficult task. In the next section, we will

consider approximate solutions of these equations, using parameters of the material,

in which the charge carriers move, and the relaxation time approximation for

describing the scattering processes.

In many modern nanoelectronic devices, the size of the region where particles

interact with an electromagnetic field is so small that it is necessary to take into account

the quantum properties of charged particles. In these cases, a wave function is intro-

duced for the particle probability distribution Wðr; tÞ that satisfies the Schrödinger

equation. In the non-relativistic approximation, this equation has the form

i�h
@W

@t
þ �h2

2m
r2W� U r; tð ÞW ¼ 0 ð2:32Þ
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where Uðr; tÞ is the potential energy of the field external to the particle at the point

r. The square of the W function module determines the probability of finding a

particle in the given location at the given time.

2.4 Material Parameters and Relaxation Processes

The processes of amplification or generation of electromagnetic field occur in a

material medium that fills the interaction space. Charged particles in this space can

be divided into two types—free and bound. Free particles are not coupled with

atoms and can travel through macroscopic distances. Bound particles are part of the

composition of atoms, ions, or molecules that fill the interaction space. Their

position is fixed in space, but they can shift relative to their equilibrium positions

under the action of the field. This leads to polarization and magnetization of the

material. We describe these processes by the constitutional equations connecting

field intensities with inductions.

In vacuum, the inductions are proportional to the field intensity:

D ¼ e0E; B ¼ l0H: ð2:33Þ

The values of the proportionality coefficients—the dielectric constant e0 and the

magnetic constant l0—depend on the chosen system of units. In the Gaussian

system of units, in particular, e0 ¼ l0 ¼ 1, and there is no difference between the

field intensity and induction. In the SI-system of units

e0 ¼ 107=ð4pc2Þ � 8:86� 10�12A � c=ðB �MÞ;
l0 ¼ 4p� 10�7 � 1:256� 10�6 B � c=ðA �MÞ:

As can be noticed, in SI e0l0 ¼ c�2.

In the material medium, (2.33) are modified, taking into account polarization and

magnetization processes:

D ¼ e0EþP ¼ e0erE; B ¼ l0ðHþMÞ ¼ l0lrH; ð2:34Þ

where P ¼ e0jE is the polarization vector of the medium, M ¼ v _H is the mag-

netization vector, j and v are the dielectric and magnetic susceptibilities. Thus, in

Maxwell’s equations, the bounded charges and currents are taken into account by

introducing D and B vectors so that only free currents and charges appear on the

right-hand sides of these equations.

When moving in a medium that fills the interaction space, the free CPs can

collide with the atoms and ions of the matter located there. The mean free path, or

the mean path length of a particle between two collisions characterizes this process.

Obviously, this length depends on the concentration of atoms and ions in the

medium. If the mean free path is much larger than the size of the interaction region,
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most free CPs do not experience a single collision during their transit in the

interaction space. Their motion is determined by (2.13). Such a medium is called a

technical-grade vacuum. For its creation, vacuum electronic devices have a her-

metic shell, from which the air is pumped out to a pressure of 10−6–10−9 bar.

Residual gases at such pressures do not practically influence the interaction pro-

cesses, but can affect the service life of the device and its maximum achievable

parameters.

At a higher gas pressure inside the device, the mean free path becomes cam-

parable with its dimensions. In this case, due to collisions, the gas is ionized by

charged particles and gas-discharge plasma can appear in the device. This state of

matter is characterized by the presence of several varieties of CPs with charges of

opposite sign, as well as neutral atoms, so that overall, the medium remains elec-

trically neutral.

The term “gas-discharge plasma” can be used if in the equations of hydrody-

namics describing the system, any arbitrary physically small time intervals are

always greater than the relaxation time of the system to a local equilibrium dis-

tribution. In this case, the used volumes must not only contain a sufficient number

of particles, but must also form quasi-homogeneous statistical subsystems.

Suppose that an excess of particles with a positive charge appeared in a certain

volume (Fig. 2.5). Then particles with a negative charge move to this volume due to

a force of attraction. As a result, the effect of screening excess charge with charges

of the opposite sign arises. The radius of the volume, beyond which the negative

charge field completely compensates the positive charge field, is called the Debye

shielding length. The screening radius in plasma containing J types of charged

particles is defined by the formula

rd ¼
XJ

j¼1

q2j nj

e0kTj

 !�1=2

; ð2:35Þ

Fig. 2.5 The Debye

screening
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where qj; nj; Tj are the charge, concentration, and temperature of the j-th type of

particles (see Appendix A). Please note that all charged particles, regardless of their

charge, contribute to the Debye length.

For the existence of plasma, it is necessary that the number of charged particles

is sufficient for screening, i.e., that r3D
P j

j¼1 nj 	 1. In addition, the internal inter-

actions of particles must predominate over interactions on the boundary of the

interaction space. This condition is expressed by the inequality rD=L � 1, where

L is the maximum size of the interaction space. If the above conditions are satisfied,

the collision term in (2.27) plays an important role and cannot be neglected in

analyzing the motion of the CPs.

The behavior of charged particles ensembles in semiconductors is similar to the

properties of gas-discharge plasma. Together with the ionized atoms of the impu-

rity, they form the so-called solid-state plasma, to which many concepts of

gas-discharge plasma are applicable, in particular, the Debye length, the mean free

path, and some others (for more details see Appendix A). At the same time, the

motion laws of charged particles in a solid differ significantly from the laws of their

motion in a vacuum. These differences are caused by the following factors.

Free CPs in a solid move in a periodic field of the crystal lattice. The influence of

this field in the first approximation can be taken into account by introducing the

effective mass of a particle m
 different from its actual mass.

At a temperature greater than absolute zero the atoms of the crystal lattice

oscillate, leading to collisions with free CPs and the latter acquire chaotic thermal

velocities. At collision the magnitude and direction of the particle velocity vary

randomly. These processes are called scattering processes. Velocities acquired by

CPs under the action of an electric field are usually much smaller or comparable to

thermal velocities.

A large number of collision (scattering) events accompanies the motion of

charge carriers in a solid or gas plasma. The physical nature of the collision acts is

very diverse. These include scattering by charged and neutral components of the

medium, scattering by phonons, dislocations of the crystal lattice, electron-electron

scattering, and so on. The stochastic character of these processes, the strong

dependence on the field strength, particle energy, temperature, and concentration

leads to the need to use the Boltzmann kinetic equation to describe the processes of

current transfer. An important role here is played by the correct approximation of

the collision term in this equation. Often, the relaxation time approximation is used,

assuming that the rate of change in time of a given physical quantity is proportional

to the difference between its current and certain equilibrium values. Mathematically,

this is a differential equation of the form:

@a

@t
¼ � 1

s
ða� a0Þ; ð2:36Þ

where a(t) is any value characterizing the plasma, a0 is its equilibrium value, and s

is a coefficient called the relaxation constant of a given quantity.
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The solution of this equation has the form

aðtÞ ¼ a0 þ að0Þ � a0ð Þe�t
s ð2:37Þ

One can see from the equation that in a time equal to the relaxation constant s,

the deviation from the equilibrium state decreases by 2.72 times.

Let us consider the processes of the relaxation of basic physical values such as

the number of particles, their momentum and energy. During the motion of charges

in semiconductors relaxation processes associated with the generation and recom-

bination of charges occur. These processes are characterized by the lifetime of the

carriers: electrons—sn and holes—sp. Devices working in the microwave band,

must have a material with a lifetime of charge carriers much greater than the period

of microwave oscillations T. For electrons this condition is written in the form of an

inequality sn 	 T . As for the length of the active interaction region La, it must be

much smaller than the diffusion length ld ¼
ffiffiffiffiffiffiffiffi
Dsn

p
.

According to the results of measurements, the lifetime of a charge carrier in

semiconductors has a value of the order of 10−6 s. This is substantially greater than

the period of microwave oscillations.

If we assume that after the collision the particle completely loses its initial

momentum, the process of impulse relaxation is described by (2.36) with the

relaxation constant si ¼ tc, where tc is the mean particle free time between two

collisions. In solid-state plasma this time is 10−14–10−13 s.

Despite the change in momentum, the energy of the particle after the collision

varies insignificantly (almost elastic collisions), and many scattering events are

required to allow the particle to lose its excess energy. The energy of the particle is

characterized by the electron temperature Te ¼ 2W=ð3kÞ. The change in the

electron temperature is determined by an equation of the type (2.36):

dTe

dt
¼ � Te � T0

se
; ð2:38Þ

where T0 is the equilibrium electron temperature, usually taken to be equal to the

temperature of the crystal lattice, se is the energy relaxation constant. Typical values

of se are 10−12–10−10 s, or two orders of magnitude greater than the momentum

relaxation time. Therefore, it is said that the memory for the momentum of electrons

is much shorter than the memory for energy.

Equation (2.38) is considerably simplified. In reality, the parameters si; se are a

function of the electron temperature. In (2.38) a certain effective quantity is implied

by se that approximates the energy change with sufficient accuracy. Relaxation

processes are considered in depth in Appendix A.

The process of returning the electrons ensemble to an equilibrium state is

illustrated in Fig. 2.6, where the equilibrium momentum distribution function of

electrons is shown (curve f0). Suppose that as a result of some impact on the

ensemble, its distribution function takes the form f1. Apparently, the average

momentum of the particles (and, hence, their energy) increased, and the scatter in

2.4 Material Parameters and Relaxation Processes 27



the pulses increased (the distribution curve became wider). After the end of the

impact, the relaxation processes begin. At first, momentum relaxation ends, as a

result of which the mean value of the ensemble pulse becomes equal to the equi-

librium value. The distribution curve takes the form f2. After this, the process of

energy relaxation continues, at the end of which the distribution function returns to

the equilibrium form (curve f0).

Along with the relaxation time, it is convenient to use the cooling or heating

length of the carriers le ¼ vTse, where vT is the average thermal velocity of the

particles. At T = 300 K, the average value of the thermal velocity vT ¼ 105 m=s,
hence the heating length le ¼ 0:01�1 lm, which is comparable to the sizes of

microwave semiconductor device elements.

Taking into account the introduced relaxation parameters, the conservation

equations (2.29)–(2.31) can be written in a simpler form:

@n

@t
þrðnvdÞ ¼ � n� n0

sn
; ð2:39Þ

@v

@t
þðvrÞv� 1

n
r kTe

m
n

� �
� e

m
ðEþ v� BÞ ¼ � v� v0

sp
; ð2:40Þ

@ðnWÞ
@t

þr � p� J � E ¼ � 3

2

nkðTe � T0Þ
seðTeÞ

: ð2:41Þ

The expressions (2.39)–(2.41) are written for the electrons. Similar equations can

also be written for holes. If we exclude relaxation processes, i.e. assume sn !
1; sp ! 1; se ! 1; then (2.39)–(2.41) are transformed into equations for the

vacuum:

@n=@tþrðnvÞ ¼ 0; ndðmvÞ=dt ¼ neE; @ðnmv2=2Þ=@t ¼ J � E:

Let us analyze the system (2.39)–(2.41). First of all, let us consider the momentum

conservation (2.40), which makes it possible to determine the drift velocity vd , and

hence the current too. Suppose at a first approximation that the spatial

Fig. 2.6 The relaxation of

the particles ensemble

distribution function into an

equilibrium state
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inhomogeneity of the electron temperature Te and the field E can be neglected, and

the magnetic field is absent. Then for the stationary regime ð@=@t ¼ 0Þ we obtain:

kTe

m

rn

n
þ e

m
E ¼ v

sp
;

or

v ¼ � e

m
spEþ kTe

m
sp

rn

n
¼ lE� D

rn

n
; ð2:42Þ

where l ¼ qsi=m is the mobility of the charge carriers, and D ¼ kTesi=m is the

diffusion coefficient. These values are called the kinetic coefficients. In a system in

thermodynamic equilibrium at a temperature T0, they are related by the Einstein

relation:

D ¼ lkT0=e ð2:43Þ

Accordingly, the concepts of drift velocity are introduced

vd ¼ lE ð2:44Þ

and diffusion speed

vdif ¼ �Drn=n: ð2:45Þ

Using (2.42), it is easy to obtain an expression for the current density:

J ¼ qnvd ¼ rE� eDrn; ð2:46Þ

where r ¼ qnl ¼ q2nsp
�
m is the specific conductivity of the medium, and qDrn

is the diffusion current. Keep in mind that the formula (2.46) is obtained without

taking into account the spatial derivatives, the role of which is very important in the

microwave band, where the active regions of particles and field interaction are

commensurable with the indicative spatial scales of energy relaxation.

A quantitative estimate of the drift velocity vd can be found by the simultaneous

solution of (2.40) and (2.41). For this, first of all, it is necessary to know the

dependencies siðTeÞ; seðTeÞ which can be calculated using appropriate mathematical

models or determined experimentally. As a result, we obtain the dependence of the

drift velocity on the electric field strength. This dependence is called the field-

velocity chart (FVC).

Electron field-velocity charts vdðEÞ, obtained experimentally for silicon and

gallium arsenide, are presented in Fig. 2.7. Let us note the indicative features of the

obtained dependences.

In a solid, the strength of the electric field determines the drift velocity of the

particles, and not their acceleration as in vacuum (see 2.13). In the area of low

fields, the velocity is proportional to the electric field strength, i.e. vd ¼ l0E. The
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mobility l0 in this area does not depend on E, but differs for different semicon-

ductors. It is called the low-field mobility.

In a sufficiently strong field, the carrier drift velocity reaches a constant value,

called the saturated velocity vs. The value of this velocity at a sample temperature

of 300 K is practically the same for all semiconductors and is 1–2 � 105 m/s. It is

important to note that the root-mean-square thermal velocity of particles for the

same conditions also has a value of 105 m/s.

In some semiconductors (in this case, in gallium arsenide), the drift velocity

decreases with increasing field in a certain range of its values. The differential mobility

of electrons ld ¼ dvd=dE in this range of field values is negative. This phenomenon

was called the Gunn effect, or the phenomenon of negative differential mobility

(NDM). FVC features of other types of semiconductors are considered in Chap. 11.

Comparing expressions (2.19) and (2.42), we observe that in order to reach

105 m/s in a vacuum, a charge will need to pass a potential difference of only

0.027 V. Accelerating voltages in vacuum devices are hundreds and thousands of

volts. Therefore, the characteristic velocities of the motion of charged particles in a

vacuum are two to three orders of magnitude higher than the velocity of motion in

semiconductors. This difference determines a significant difference in the size of the

interaction region of vacuum and semiconductor microwave devices.

The described parameters refer to the steady drift velocity. However, in micro-

wave devices, because of the small size of their active region, such a stationary

regime is not always successfully established. In particular, if the active region of

the device is less than the mean free path, then collisionless (ballistic) transfer of

charge carriers is observed in the region under consideration. In this case, the carrier

velocity can substantially exceed the saturated velocity. The transient processes of

the drift velocity variation under the action of a time-varying field EðtÞ can be

analyzed qualitatively using the standard FVC and (2.40), (2.41).

Figure 2.8 shows a piecewise linear approximation of the FVC of silicon (solid

bold line). Here we also observe a typical dependence of the electron temperature of

Fig. 2.7 Field-velocity chart

for Si, Ge and GaAs. 1–

GaAs, electrons; 2–Ge,

electrons; 3–Si, electrons; 4–

Si, holes; 5–GaAs, holes
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charge carriers on the static field TeðEÞ, which is represented by a dashed line. The

field E at the moment of time t1 changes its value from E1 to E2. At the moment of

time t2 the field returns to the initial value E1. The velocity at the moment of time t1
must instantaneously increase to a value vs, if we disregard the finiteness of the

momentum and energy relaxation time of the particle. And at the moment of time t2
the velocity must return to the original value v1.

However, charge carriers cannot instantly change their velocity and energy.

According to (2.44) the velocity begin increasing. Its maximum value, determined

by mobility l0, is vmax ¼ l0E2. However, the increase in velocity slows down due

to a decrease in mobility due to the “heating” of the carriers, i.e. increasing their

electron temperature to Te2. As a result, after the energy relaxation time se, the drift

velocity is set at a level vs. After the field is reduced at a time t ¼ t2, the carriers

gradually “cool” and the velocity assumes a stationary value v ¼ lðT0ÞE.
Thus, in the active region of the devices the drift velocity can substantially

exceed the stationary value. This phenomenon was called the overshooting effect.

An additional argument for the existence of such an effect in real structures, the

result of calculating the drift velocity in gallium arsenide under the action of a

pulsed electric field is presented in Fig. 2.9. The simulation was carried out using

the large particle method. As can be seen, maximum value of the velocity is eight

times higher than its saturation value.

Fig. 2.8 Effect of

overshooting. Dotted line–

electron temperature

Fig. 2.9 Velocity change in

gallium arsenide at the impact

of the pulsed electric field
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It should be noted that similar processes could also be observed, when charged

particles move in a spatially inhomogeneous electric field.

2.5 Noises in Microwave Devices

The information introduction into an electric signal (modulation) is performed by

changing the parameters of the signal: amplitude, frequency or phase. Each of these

parameters may undergo random changes introduced by the device or by external

sources. Let’s consider the nature of these changes (or noises) occurring in

microwave devices.

The signal is the desired (determined) change in time of the electric oscillation

parameters (amplitude, phase, frequency).

Noise is an unwanted (accidental) valid signal distortion. The fundamental

sources of noise are energy dissipation and discrete electron charge.

Noises limit the functionality of radio electronic systems because against their

background it is difficult to isolate the valid signal if the noise power greatly exceeds

the signal power. The sources of noise are both radio electronic components and

natural factors. As an example, in Fig. 2.10 the scheme of the communication

system is shown with sources of noises indicated. We see that both the transmitting

and receiving stations add their own noises to the valid signal. Besides, noises are

added during signal propagation. These can be, for example, noises of cosmic origin

or noises associated with energy dissipation in the fiber optic route. In accordance

with the nature of the noises generation in electronic components they can be divided

into three main types: thermal noise, shot noise and low-frequency noise.

Thermal noise occurs due to energy dissipation. It is observed in any element

that has an active resistance due to random thermal displacements of the charge

carriers inside it.

This mechanism is attributed to the Brownian motion of charge carriers due to

the thermal energy in the material. Fluctuations of thermal character can be

Fig. 2.10 The scheme of the communication system with noises sources indication
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considered as a mechanism by which thermal equilibrium is maintained: after a

random deviation from the equilibrium state an average return to the initial state

follows which is realized by a large number of microscopic interactions resulting in

the current or voltage fluctuations in the component.

The thermal noise caused by non-synchronized slowing-dawn emission pro-

duced by electrons during their motion and scattering (deceleration) acts on the

atoms of the medium. In literature, this noise is called Johnson-Nyquist noise, after

the names of two researchers who made a great contribution to the study of this

phenomenon. They showed that under thermodynamic equilibrium conditions in

the resistor, current fluctuation arises, the root-mean-square (RMS) value of which

is described by the formula

i2n
� 

¼ 4kT0G0Df ; ð2:47Þ

where T0 is the temperature of the resistor, G0 is its conductivity, Df is the pass

bandwidth of the noise meter. From this expression it follows that the average

square of the noise current in the resistance is directly proportional to the sample

temperature T0, its conductivity G0 ¼ 1=R0, and also the frequency band Df in

which the noise is measured. The spectral density of the noise current is determined

by the Nyquist formula

i2n
� 

1
¼ 4kT0G0

and does not depend on the frequency. Therefore, this noise is called white noise

since the spectrum of white light is also uniform.

The power released in the resistor when a noise current flows through it is

determined by the formula

Pn ¼ i2n
� 

R ¼ 4kT0Df ;

and its spectral density is also independent of frequency. This result, obtained

within the framework of the classical fluctuation-dissipation theorem (FDT) cannot

be true, since during the integration over the entire spectrum the noise power will

appear to be infinite. The application of quantum theory (quantum FDT) makes it

possible to correct this error. In accordance with it the spectral density of the noise

current

i2n
� 

1
¼ 4kT0G0

hf =ðkTÞ
ehf =ðkTÞ � 1

:

The dependence of the spectral density of noise current on frequency, calculated

according this formula is shown in Fig. 2.11. The cutoff frequency fb from which

the noise intensity decreases rapidly, is determined by the formula fb = kT/h. For a

temperature of 300 K this frequency is 6.2 THz, i.e. in the entire microwave band

including the submillimeter, thermal noise can be considered as white noise.
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However, in devices cooled by liquid helium, hydrogen or nitrogen, the

dependence of the noise spectral density on the frequency must be taken into

account.

Noise current, flowing through the resistor creates on its clamps a noise voltage

whose rms value is determined by the formula

e2n
� 

¼ 4kTR0Df ;

where R0 ¼ 1=G0.

For complex resistance Z or conductivity Y ¼ 1=Z the Nyquist formula takes the

form

i2n
� 

1
¼ 4kT0ReY ;

e2n
� 

1
¼ 4kT0ReZ:

To perform calculations in circuits with noise sources, the representation of a

noisy element in the form of the source of the noise voltage (Fig. 2.12a) or the noise

current (Fig. 2.12b) and noiseless ideal resistor is used. Both schemes are equiv-

alent. They are valid under the condition of thermodynamic equilibrium between

the resistor and the environment.

In real devices, this equilibrium is disturbed by the presence of “embedded” or

applied “heating” electric fields. In this case, for the calculation of the noise current

the Van der Ziel formula is used:

i2n
� 

¼ 4q2DðTeÞnS
1

Dl
Df : ð2:48Þ

Fig. 2.11 Spectral density of

the noise current calculated

according to quantum FDT

Fig. 2.12 Equivalent circuit

of a resistor with noise: a with

the voltage generator, b with

the current generator
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This formula determines the average square of the noise current i2n
� 

, arising

from diffusion DðTeÞ of the charged particles by a total number n, in a conductive

medium element of length Dl and cross section S, with carrier temperature Te in the

frequency band Df . This formula is more complicated than the Nyquist formula, but

it has a wider range of applications for calculating noise and reflects the physics of

noise generation.

It is natural that in the case of thermodynamic equilibrium this formula should be

transformed into the Nyquist formula. Indeed, in the case of thermodynamic

equilibrium there is a relationship between the diffusion coefficient D0 and carrier

mobility l that is expressed by the Einstein relation: D0 = µ(kT0/q).

Substituting this expression in the Van der Ziel formula and assuming that the

temperature is equal for the entire sample, we obtain:

i2n
� 

¼ 4q2
kT0

q
lnS

1

Dz
Df ¼ 4kT0

qnlS

Dz
Df ¼ 4kT0G0Df : ð2:49Þ

Thus, the Nyquist formula is a special case of (2.48) formula. Let’s transform the

expression (2.48) multiplying the right-hand side of this expression by the diffusion

coefficient D0 and rearrange the factors:

i2n
� 

¼ 4q2
DðTeÞ
D0

D0nS
1

Dl
Df ¼ 4kT0

DðTeÞ
D0

G0Df :

Introducing the concept of effective noise temperature Tef ¼ T0DðTeÞ=D0 and

effective noise conductivity Gef ¼ G0DðTeÞ=D0 we obtain a generalization of the

Nyquist formula for the case of the thermodynamic equilibrium absence:

i2n
� 

¼ 4kTeffG0Df ¼ 4kT0GeffDf : ð2:50Þ

The expression DðTeÞ=D0 is called the noise ratio, showing how much the

device is noisier than the classical Nyquist formula predicts. In practice, the

expression (2.49) is used to describe the noise of any one-port network.

For nonlinear elements the differential conductivity at the operating point is used as

G0.

The shot noise is associated with the electron charge discreteness and the sta-

tistical nature of the charge carrier’s transfer through a potential barrier. It was first

considered by Schottky, who used an analogy between a large number of electrons

transiting through an interelectrode gap and a small shot dropping into a metal

container. The shot noise occurs in solid-state devices every time when the current

passes through the potential barrier, for example in p-n junction. At this, the current

consists of a set of individual impulses due to the discrete nature of the charge.

Instantaneous current values randomly fluctuate about some mean value. The shot

noise also occurs in vacuum devices when electrons leave the cathode that is also

associated with overcoming the potential barrier.
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When current I0 passes through the potential barrier, the mean square of the

noise current i2n
� 

is determined by the Schottky formula

i2n
� 

¼ 2qI0Df : ð2:51Þ

This formula is true under the following conditions:

• All carriers in the working space are independent of each other, i.e. the space

charge is not taken into account.

• Time of carriers’ transit through the working space snp is negligible.

• The average current through the device is not modulated, I0 ¼ Const.

As can be seen from the expression presented, this shot noise under the men-

tioned conditions, as well as thermal noise, has the constant spectral density 2qI0
independent of frequency.

If the space charge affects the motion of the carriers significantly, the smoothing

of the fluctuations occurs and the noise current decreases. In this case, it can be

calculated by the formula

i2n
� 

¼ 2qI0C
2Df ;

where C2 = 0.01–0.1 is the depression coefficient depending on the density of the

space charge q. The greater q is, the lower the depression coefficient is. This effect

is used in vacuum devices to reduce the noise of the electron beam. For this, the

anode current is set much lower than the cathode emission current, so a dense space

charge is formed near it.

As follows from the second condition, formula (2.51) is valid only at compar-

atively low frequencies f � fd ¼ 1=ð2psnpÞ: At higher frequencies it is necessary
to take into account the spectrum form of the individual pulses generating the

induced current. In this case, the value of the shot noise is calculated by the formula

i2n
� 

¼ 2qI0MðhÞDf ;

where MðhÞ is the energy spectrum of an elementary current impulse produced by a

separate carrier.

For triangular impulses produced by electrons moving in a constant accelerating

field, this spectrum is shown in Fig. 2.13 as a function of the electron transit angle

in the working space h ¼ 2pfd=vmed, h ¼ 2pfd=vcp, where d is the length of the

working space, vmed is the average velocity of the carrier in this space. For typical

vacuum and semiconductor microwave devices, the cutoff frequency of the shot

noise lies in the range 0.1–1 THz.

If the current through the device is modulated, the fluctuation equation of shot

noise must be used to calculate the noise current.

The flicker noise in electron tubes was first discovered by Johnson in 1925. It

was soon discovered that this noise was due to a “flickering” change in the
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emissivity of individual parts of the cathode (hence, the name flicker). Similar

phenomena are observed in p-n junctions and in the Schottky barriers. They pro-

duce excessive noise in addition to thermal and shot noises. The frequency spec-

trum of this “additive” is located in the low-frequency range, since it is associated

with relatively inertial processes. The main part of the flicker noise spectrum is

located in the frequency range from 0 to 105 Hz, and the spectrum density is in

inverse proportion to frequency. Considering the variety of physical phenomena

determining the described fluctuations in different devices, this noise has many

other names: 1/f-noise, flicker noise, excess noise. In generators, these

low-frequency fluctuations can result in the appearance of a non-monochromatic

generation determined by the term “phase noises”.

The spectral density of low-frequency noise Sf is represented by the following

expression:

Sf ¼ S0
fb

f

� �n

Df ; ð2:52Þ

where fb is a certain characteristic boundary frequency at which the spectral density

of the excess noise power is equal to the spectral power of the white noise

S0 ¼ 4kT0. As practice has shown, this frequency is approximately 105 Hz. The

coefficient n in most cases is close to 1. Figure 2.14 shows the dependence of the

white and flicker noise spectral power density logarithm on the frequency.

Fig. 2.13 Spectrum of the

triangle pulse (on inlet)

Fig. 2.14 Flicker and white

noise powers as functions of

frequency
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There are other types of noises: generation-recombination noise (GRN), ava-

lanche noise, and explosive noise. A detailed examination of these noises goes

beyond the scope of this textbook.

Noise characteristics of the two-ports network. In the previous section noise in

two-ports elements, such as resistors and diodes was considered. Many active

microwave devices are “noisy two-ports networks” putting in their “mite” to the

resulting noise power in the payload. Let us briefly consider the characteristic noise

parameters of such elements.

In Fig. 2.15 a noisy two-ports network (the shaded rectangle) and its equivalent

circuit are presented. All internal sources of noise in it are placed at the input and

are represented by two ideal generators of noise voltage hu2eni and current hi2eni in
accordance with Thevenin’s theorem. In the general case these sources are corre-

lated, i.e. the correlation coefficient

C ¼ uenienh iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2en
� 

i2en
� q 6¼ 0:

Experience has shown that it is often possible to use one source of noise, for

example, the voltage generator. To characterize the noise pn add, added by the device

to an existing signal with noise, the concept of the noise factor NF, is introduced

NF ¼ ps=pnð Þin=ðps=pnÞout ð2:53Þ

where ps and pn are the signal power and noise power respectively.

The logarithm of this quantity is called the noise factor

Kn ¼ 10 lgNF ðdB):

Let’s modify the expression for the noise factor by putting the noise sources to

the input of the two-ports network. Suppose that it is possible to manage with one

such noise source. Then

Np ¼
Ps in

Ps out

Pn out

Pn in

¼ 1

G

Pn inGþPn add

4kT0Df
¼ 1

G

Gð4kT0df þ 4kTef df Þ
4kT0Df

¼ 1þ Tef

T0
:

ð2:54Þ

Fig. 2.15 A noisy two-ports network and its equivalent scheme
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where G is the amplification coefficient of the two-ports network; Tef is the effective

noise temperature of the noise source giving the same output noise power as the real

two-ports network; and T0 is the noise temperature characterizing the “noisiness” of

the input signal. As we see, there are used here the expressions for thermal noise in

the form of the Nyquist formula. It is seen from equation (2.54) that the noise factor

is always greater than one. This means the deterioration in the signal-to-noise ratio

at the output as compared to the input.

It follows from equation (2.54) that the effective noise temperature of the

two-ports network is

Teff ¼ T0ðNF � 1Þ: ð2:55Þ

At this, the total amplification coefficient G is equal to the product of the coeffi-

cients of separate cascades Gi, i.e. G ¼ G1G2. . .Gn. For this case, let us define the

effective noise temperature and noise factor. Figure 2.16 shows the connection of two

amplifiers with the amplification coefficients G1;G2 and noise temperature Te1; Te2.
Let us make alterations to the general formula for the noise factor by transferring

the effective noise sources to the input:

Np ¼ Ps in

Pn out

Pn out

Ps out
¼ Ps in

Ps out

Pn out

Pn in
¼ 1

G1G2

Pn inG1G2 þPn add 1G1G2 þPn add 2G2

Pn in
¼ 1þ Te1

T0
þ 1

G1

Te2
T0
:

Thus, the contribution to the final noise from the second cascade is G1 times less

than the contribution from the first cascade. It is easy to see that for an arbitrary

number of cascades this formula takes the form:

NF ¼ 1þ Te1

T0
þ 1

G1

Te2

T0
þ 1

G1G2

Te3

T0
þ � � � ð2:56Þ

From this analysis it follows that in the development of low-noise amplifiers

careful attention must be paid to the input cascade.

Generator phase noises. In the ideal case, the spectrum of a generator should

represent the d-function at the frequency . However, the device characteristics

changing due to noises (thermal noise, low-frequency noise) results in the fact that

the real generator power is distributed in a certain frequency range as shown in

Fig. 2.17.

Fig. 2.16 Two in series noisy two-ports networks and their equivalent scheme
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Mathematically such a spectrum can be described by the following simple

transformation. Let’s represent a generator signal ugðtÞ in the form:

ugðtÞ ¼ Um 1þ nðtÞ½ � cos xgtþHnðtÞ
	 


: ð2:57Þ

where function nðtÞ is responsible for the amplitude noise fluctuations, function

HnðtÞ characterizes the random phase changes, and Um is the amplitude of the

generator signal. The change of the argument in (2.57) can be caused by a change of

the frequency xg or a change of the phase HnðtÞ. These two methods are

indistinguishable.

In case of small changes in the resultant frequency, let us write the phase HnðtÞ in
the form of a harmonic function fg with the amplitude Df =fm, where fm is some

modulation frequency, i.e.

HnðtÞ �
Df

fm
cosð2pfgtÞ ¼ Hp cosð2pfgtÞ: ð2:58Þ

Let us substitute (2.58) in (2.57) and transform the equation for the case of the

amplitude noises absence ðnðtÞ ¼ 0Þ and a small modulation index

Hp ¼ Df =fm � 1. As a result, we obtain:

uCðtÞ ¼ Um cosxgt �
Hp

2
ðcos xg þxm

� �
t � cos xg � xm

� �
t

	 
� �
: ð2:59Þ

Equation (2.59) shows that the resultant spectrum is symmetric with respect to

frequency as shown in Fig. 2.17. According to this spectral characteristic, the

parameter Sp is determined by characterizing the spectral density of the phase

noises. This parameter is calculated as the ratio of the generator power PDf at a

frequency shifted by Df in relation to the central frequency fg to the power at the

center frequency P0. The powers are determined in the 1 Hz band. In decibels

Sp ¼ 10 lg PDf =P0

� �
:

Figure 2.18 shows the Sp parameter dependence on the detuning Df ¼ f � fg for

the generator with an operating frequency of 2.2 GHz. As can be seen, in this case,

Fig. 2.17 Spectrum of the

typical generator output signal
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even a relatively small detuning results in a sharp power decrease of 10–16 orders

of magnitude. The signal of such a generator can be considered monochromatic

with a high degree of accuracy.

Advancement Questions

1. Name the main types of individual radiation of charged particles. Under what

conditions is this radiation is observed?

2. What is the Doppler effect? Name the kinds of this effect. In which microwave

devices does the Doppler effect plays a defining role?

3. Under what conditions does Cherenkov radiation occur? Give examples.

4. What are the properties of Dicke superradiance? Under what conditions is it

observed?

5. Explain the difference between spontaneous and induced radiation. What

conditions are necessary for the occurrence of induced radiation?

6. Describe the conditions of applicability of Maxwell’s equations.

7. Can the magnetic field change the kinetic energy of a charged particle?

8. What are Euler variables and Lagrange variables? How is the transition from

one variable to the other carried out?

9. Explain the physical meaning of the Boltzmann equation.

10. Explain the relationship of the Boltzmann equation and the system of conser-

vation equations for the number of particles, momentum flux, and energy flow.

11. What is the Debye radius (length)? The plasma frequency?

12. What is the difference between the concepts of plasma frequency for vacuum

and semiconductor devices?

13. What does Maxwell’s relaxation frequency characterize?

14. What is the difference between solid-state and gas-discharge plasma?

Fig. 2.18 Dependence of

spectrum density of generator

phase noises on detuning
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15. What is the mobility of charge carriers? Does negative differential mobility

occur in nature?

16. What are the relaxation processes? What is the difference between impulse and

energy relaxation processes?

17. What is the nature of noises in radio-electronic systems?

18. List the sources of noises in electronic equipment.

19. How does the spectral density of thermal noise depend on frequency?

20. What formula determines the power of thermal noises in the absence of ther-

modynamic equilibrium?

21. What factors determine the shot noise power?

22. How does the carriers’ space charge influence the shot noise?

23. Explain the nature of flicker noise.

24. What is phase noise and how it is assessed quantitatively?
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Chapter 3

Oscillations and Waves in Charged

Particle Beams

3.1 Space Charge Oscillations

Let’s consider a space uniformly filled with plasma formed by free electrons and

positive ions with a charge density of each particle type equal to q0. Such plasma is

electrically neutral and there is no macroscopic electric field in it. Suppose that

under the influence of an external field, the electron layer in the plasma is shifted by

a distance z (Fig. 3.1). As a result, in that place where the layer has shifted, an

excess density of electrons occurs, and in the place where it was before, there is a

lack of electrons, i.e. an excess charge of positive ions. The surface density of

excess charge is r ¼ �q0z. Between these charged layers, an electric field with

intensity Ez ¼ r=e0 arises. Let’s write down the equation of the motion of electrons

in this field:

m
d2z

dt2
¼ �eEz: ð3:1Þ

Substituting the value of the electric field in this equation, we obtain the equation

€zþx2
pz ¼ 0; ð3:2Þ

having a solution with the form

z ¼ Az0 cosðxptþuÞ;

where z0 is the initial coordinate of the electron, and A and u are the integration

constants. Apparently, the electrons make harmonic oscillations around their

equilibrium position with an angular frequency, called the plasma frequency
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xp ¼

ffiffiffiffiffiffiffiffi

eq0
me0

r

: ð3:3Þ

If the space filled with plasma is confined by a metal screen, part of the electric

field lines is closed on the screen instead of being closed on charges of the opposite

sign. As a result, the restoring force affecting the charged particles reduces, leading

to a decrease in plasma frequency.

For example, let’s consider a cylindrical plasma column of radius b surrounded

by a coaxial metallic screen of radius a (Fig. 3.2). The axial field produced by an

Fig. 3.1 To the analysis of oscillations in plasma

Fig. 3.2 The electric field in a grouped cylindrical plasma column
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electron disk with surface charge density calculated by electrostatic methods is

determined by the expression:

EzðrÞ ¼
rb

e0a

X

1

m¼1

J1ðm0kb=aÞJ0ðm0kr=aÞ

m0kJ
2
1 ðm0kÞ

;

where m0k is k-th root of equation J0ðmÞ ¼ 0.

Having averaged this field along the column radius and substituting it into (3.1),

after a series of simplifications we obtain an equation of the form (3.2), in which

instead of xp there is a reduced plasma frequency xq = sxp:

€zþx2
qz ¼

e

m
Ez; ð3:4Þ

where Ez is the longitudinal electric field affecting the electron and the reduction

coefficient s is determined by the approximate expression.

s ¼ 2
a

l

J21ðf01b=aÞ

f301J
2
1ðf01Þ

" #1=2

� 0; 735J1ð2; 4b=aÞ

ffiffiffi

a

l

r

: ð3:5Þ

In this expression, l is the distance between neighboring particle bunches, which

is determined by the nature of their motion.

Obviously, if we remove the motionless ions, the (3.2) remains valid since the ions

produce only the field that is constant in time. Therefore, oscillations are also observed

in an ensemble of electrons, the charge of which is not compensated by ions. The

equation of oscillations (3.4) for electrons was first obtained by Y.A. Katsman.

3.2 Space Charge Waves in Electron Beams

Let us assume that the electrons move along the z axis with a velocity t0.

Accordingly, they create an electric current with a density Jz0 ¼ �q0v0 (q0 is the

absolute value of the electrons’ space charge). Suppose that because of an external

action the electrons received variable components of velocity and space charge

alternating according the harmonic order

v ¼ v0 þ~v ¼ v0 þ _veixt; q ¼ q0 þ ~q ¼ q0 þ _qeixt:

Current density in the flux

Jz ¼ �ðq0v0 þ q0~vþ ~qv0 þ ~q~vÞ:

(the minus sign on the right-hand side is due to the negative charge of the

electron).
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Assuming that the amplitudes of the variable components are much smaller than

the constant values, the product of the variables in this expression can be ignored

and the current density can be represented as a sum of constant and variable

components:

Jz ¼ Jz0 þ ~Jz ¼ Jz0 þ _Jze
ixt;

where

_Jz ¼ �ðq0 _vþ v0 _qÞ ð3:6Þ

Since the electron flux is assumed to be unlimited along the z axis, the amplitude

of the total current density in it must be equal to zero:

_Jz þ ixe0 _Ez ¼ 0; ð3:7Þ

where Ez is the amplitude of the variable component of the electric field excited by

the electron flux.

Let us write down the electrons’ motion equation. From (2.19) it follows that

ix _vþ v0
@ _v

@z
¼ �

e

m
Ez: ð3:8Þ

Substituting the value of the field strength from (3.7) into this equation we obtain

�x2 _vþ ixv0
@ _v

@z
¼

e

me0
Jz: ð3:9Þ

Now we find another relation between the velocity and current density. The

equation of continuity in this case has the form

@ _Jz
@z

� ix _q ¼ 0: ð3:10Þ

From the current density amplitude estimation (3.6), we find

_q ¼ �
_Jz þ q0 _v

v0
: ð3:11Þ

Substituting (3.11) into (3.10), we obtain

@ _Jz
@z

þ
ix

v0
Jz ¼ �

ixq0
v0

_v: ð3:12Þ

Equations (3.9) and (3.12) form the equations system for the unknown ampli-

tudes of current density and velocity. We can find _v from (3.12):
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_v ¼ �
v0

ixq0

@ _Jz
@z

�
1

q0
_Jz; ð3:13Þ

Substitute the value found in (3.9):

x v0

iq0

@ _Jz
@t

þ
x2

q0
_Jz �

v20
q0

@2 _Jz

@z2
�
ix _v0

q0

@ _Jz
@z

�
e

me0
_Jz ¼ 0:

After reducing similar terms and multiplying the result by q0=v
2
0 we have:

@2 _Jz

@z2
þ 2i be

@ _Jz
@z

� b2e � b2p

� �

_Jz ¼ 0; ð3:14Þ

where the electron propagation constant be = x/ t0 and the plasma propagation

constant bp = xp/t0 are introduced.

We shall seek a solution of (3.14) in the form of a current wave

_Jz ¼ _Jzme
�iCz ð3:15Þ

where Г is an unknown propagation constant. Substituting (3.15) into (3.14), after

reducing to Jzm, we obtain

C2 � 2beCþ b2e � b2p

� �

¼ 0: ð3:16Þ

Solving this quadratic equation we find two values of the propagation constant:

C� ¼ be �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2e � b2e � b2p

� �

r

¼ be � bp: ð3:17Þ

From here

_Jz ¼ _Jzþ e
�iðbe þ bpÞz þ _Jz�e

�iðbe�bpÞz: ð3:18Þ

Thus, in the electron flux, two waves with different propagation constants can

spread. These waves are called space-charge waves. Let’s find their phase

velocities:

vp� ¼
x

C�
¼ v0

x

x� xp

:

Usually in electron fluxes xp « x, so one wave (with a lower subscript)

propagates a little faster than electrons (it is called fast), and the phase velocity of

a wave with an upper index is less than the electrons velocity (this wave is called

slow).
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The group velocities of both waves are equal to the constant component of the

electron velocity:

v�g ¼
dC�

dx

� ��1

¼
dðx� xp

v0dx

� ��1

¼ v0:

Let’s find the relationship between the velocity amplitudes and charge density.

From (3.13)

_v�m ¼ �
bp

be

J�zm

q0
: ð3:19Þ

Substituting the current density value from (3.19) into (3.10), after simple

transformations we find

_q�

q0
¼ �

be � bp

bp

_v�

v0
: ð3:20Þ

Figure 3.3 shows the dependence of the electron velocity amplitudes and the

space-charge density of fast (a) and slow (б) waves from the coordinate. The flux

has an accelerating voltage of 10 kV, current density of 0.5 A/mm2, and the ratio of

the alternating current component to the constant component is 0.01. The frequency

of excitation of space-charge waves is 10 GHz, and the flux plasma frequency is

2 GHz. It can be seen that in the fast wave density and velocity are in phase. This

means that the number of electrons having a velocity greater than the average

velocity is larger than the number of electrons with lower velocities.

Therefore, the kinetic energy of the flux in which the fast wave is excited is

greater than the energy of the unperturbed flux. It is said that the fast space-charge

wave carries positive kinetic power.

In the slow wave, the velocity and density are in antiphase. Therefore, a slow

wave has the larger number of electrons with velocities less than the average

Fig. 3.3 Velocity and charge density distribution in fast and slow space charge waves
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velocity, and a smaller number of electrons with velocities greater than the average.

As a result, the kinetic energy of the electrons of the flux in which the slow

space-charge wave is excited is less than the energy of the unperturbed flux.

Therefore, it is said that the slow wave carries a negative kinetic power. If both

space-charge waves with equal amplitudes are excited in the flux then the kinetic

energy of the flux does not change.

If the electron flux is limited in the transverse direction, it is necessary to take

into account the plasma frequency decrease due to the influence of the screen. In

particular, if the flux has the form of a cylinder of radius b and propagates in a

cylindrical screen of radius a, we can use formula (3.5) to calculate the reduction

coefficient taking the “electronic” wavelength ke = 2p/be as the distance between

the disks. In this case, the formula takes the form

s ¼ 0:293J1ð2:4b=aÞ
ffiffiffiffiffiffiffi

bea
p

: ð3:21Þ

Figure 3.4 shows the dependence of the reduction coefficient bea for different

values of the flux radius to the screen radius ratio. As can be seen, the screen

influence leads to a significant decrease in the plasma frequency, especially for

small values of bea = 2pa/ke, i.e. when the distance between disks is large com-

pared to the channel radius.

Note that if the electron flux propagates in a longitudinal magnetic field, other

types of waves (cyclotron and synchronous) can propagate in it along with

space-charge waves.

3.3 Charge Carrier Waves in Semiconductors

Let us consider a homogeneous semiconductor material in which the charge carriers

move under the action of the electric field. For simplicity, we consider the motion of

charge carriers of one type only. We introduce the coordinate z along which the

Fig. 3.4 Dependence of

reduction coefficient on

reduced canal radius

3.2 Space Charge Waves in Electron Beams 49



charge carriers move and the lines of electric force are directed. In the transverse

direction, the material is assumed to be unbounded so all values depend only on the

z coordinate and time.

Let the particles be affected by an electric field having both constant and variable

components:

Ez ¼ Ez0 þ ~Ez:

Under the influence of the field variable component, the variable components of

the particle concentration, current density, and velocity in the flux appear:

n ¼ n0 þ ~n;

Jz ¼ Jz0 þ ~Jz;

vz ¼ v0 þ~v:

We assume that the values of the constant components are much greater than the

maximum values of the variable components (the small-signal approximation).

Let’s write the expression for the convection current of particles using (2.43):

Jz ¼ qnv� qD
@n

@z
: ð3:22Þ

Let us write this equation separately for constant and variable components:

J0 ¼ qn0v0 � qD
dn0

dz
; ð3:23Þ

~J ¼ q~nv0 þ qn0~v� qD
@~n

@z
: ð3:24Þ

In expression (3.24), the second smallness order terms are omitted.

Maxwell’s equations (2.8) are also separate for constant and variable compo-

nents and have the form

dE0

dz
¼

q

e
ðn0 � NÞ; ð3:25Þ

@~E

@z
¼

q

e
~n: ð3:26Þ

The joint solution of (3.23) and (3.25) for given boundary conditions allows us

to determine the stationary distributions of concentration, field and velocity, and

also to calculate the current density J0. In the following, we assume that these

values do not depend on the coordinate z.

To calculate the variable components, we differentiate (3.24) by z and assume

that they depend on time according to the harmonic law with angular frequency x.
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Taking into account the fact that the total electric-current density Jtot ¼ Jþ ixeE in

any section is equal to zero, we obtain

�qD
@2~n

@z2
þ qv0

@~n

@t
þ qn0

@~v

@z
þ ixe

@~E

@z
¼ 0:

Using (3.26) and taking into account ~v ¼ ld~E, where ld ¼ dv=dEjE¼E0
is the

differential mobility, we find

D
@2~n

@z2
� v0

@~n

@z
� ðixþxmÞ~n ¼ 0; ð3:27Þ

where xm ¼ qn0ld=e is the differential frequency of Maxwellian relaxation. The

solution of this equation is in the form ~n ¼ _ne�iC, where Г is unknown propagation

constant. Substituting the value of n1 in (3.27), we obtain the equation with respect

to Г:

C2 �
i v0

D
Cþ

ixþxm

D
¼ 0: ð3:28Þ

This equation has two complex roots:

C� ¼
i v0

2D
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�
v20
4D2

þ
i þxm

D

r

: ð3:29Þ

Thus, two space-charge waves with different propagation constants can spread in

the semiconductor.

Let’s transform expression (3.29) rooting out the first term:

C� ¼
i v0

2D
1� i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
4ðixþxmÞD

v20

s
 !

:

The Maxwellian frequency of relaxation is usually much greater than the fre-

quencies used in the microwave band. In addition, the second term under the root is

usually much greater than 1, so the latter can be neglected. As a result, for constant

propagation, we obtain the approximate expression

C� ¼ �b� i a� � �

ffiffiffiffiffiffiffiffiffi

4xm

D

r

þ i
v0

D
: ð3:30Þ

Thus,

~n ¼ _n1e
aze�i bz þ _n2e

azeibz: ð3:31Þ

The solutions for other quantities, namely velocity, current density and field

strength have the same form. As can be seen, two waves propagate in opposite
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directions, with the amplitude of one of them increasing, and the amplitude of one

of them decreasing while they spread.

In many cases, the diffusion can be ignored. As a result, (3.27) is simplified. The

solution of this equation can also be found in the wave form. The equation for the

propagation constant has the form

C ¼ b� i a ¼
x

v0
� i

xm

v0
: ð3:32Þ

In this case, one wave propagates in the semiconductor with a velocity equal to

the constant component of the charge carriers’ velocity and with the damping

constant, the sign of which depends on the xm sign. If the differential charge

carriers mobility is positive, xm > 0 and the wave decays while propagating.

However, if the differential mobility is negative, the relaxation frequency is also

negative and the wave amplitude increases exponentially while propagating. This

effect can be used to amplify and generate microwaves. For xm = 0, the charge

wave in homogeneities propagates without damping.

Note that in this section there is presented the linear theory based on the

assumption about the smallness of the variable components that characterize the

wave in comparison with the constant values. Such an assumption can not always

be used, so the efforts of many researchers were aimed at creating the nonlinear

theory of interaction that involves a wider range of phenomena and allows more

accurate results to be obtained.

Advancement Questions

1. Write down the equation of electron oscillations in the electron flux. What

process does it describe?

2. What is the plasma frequency? On what parameters does the plasma frequency

reduction coefficient depend?

3. What is the difference between fast and slow space-charge waves in the electron

flux? What is their kinetic power?

4. Which types of wave can propagate in the electron flux?

5. Describe the space charge waves in a solid with and without diffusion.

6. What is the physical meaning of the differential Maxwellian frequency in a

solid?
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Chapter 4

Interaction of Charged Particle Fluxes

with a High-Frequency Electromagnetic

Field

4.1 Interaction Power

In Chap. 2, it was shown that in order to obtain technically acceptable radiation

power of the charged particles ensemble it is necessary to ensure the bunching of

particles, i.e. their concentration in a volume with dimensions not exceeding half of

the wavelength and/or their phasing, or in other words to provide conditions when

individual particles radiate in the same phases. Phasing is achieved by using an

external field acting on the charged particle. As noted, the methods of bunching and

phasing are different in different types of microwave devices, but there are general

properties of the interaction of charged particles with a high-frequency electro-

magnetic field, and these are discussed in this chapter.

Modern microwave devices use intensive charged particles fluxes containing a

huge number of individual radiators. Accordingly, there is an enormous number of

radiation and absorption acts. Therefore, it is reasonable to consider the integral flux

characteristics such as current (or current density), velocity and charge density.

The electromagnetic field in microwave devices receives energy from the elec-

tron flux. Under the action of an accelerating voltage U0, each electron of the flux

acquires the kinetic energy wk ¼ mv2=2 ¼ eU0. The density of the beam kinetic

energy with an electron density n0 ¼ q0=e

Wk ¼ wkn0 ¼
mv2

2

q0
e
¼ U0q0:

The flux of kinetic energy transferred by the beam with a cross-sectional area

A per unit of time (kinetic power)

Pk ¼ WkAv ¼ U0q0vA ¼ U0I0;

where I0 is the beam current. This power can be partially transformed into the

power of the high-frequency electromagnetic field.

Let’s analyze interaction processes between CP flux and electromagnetic field.
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We suppose that the electric field has constant and vatiable components:

E ¼ E0 þ ~E: ð4:1Þ

Convection current density also has constant and variable components:

J ¼ J0 þ ~J: ð4:2Þ

Spatial inhomogeneity of the field and current distribution is supposed to be

negligible and can be ignored. Then from (2.41), we obtain

@

@t
n

mv2d
2

þ
3kTe

2

� �� �

� J � E ¼ �
3

2

nkðTe � T0Þ

se
: ð4:3Þ

For particle motion without collisions, se ! ∞, Te ! 0, so we obtain

n
@ðmv2

�

2Þ

@t
� J � E ¼ 0; ð4:4Þ

i.e. the change in the kinetic energy of the particles occurs as a result of the energy

exchange between the field and the particles.

The instantaneous specific power of the interaction in these equations is deter-

mined by the term J�E. To determine the average specific power over the period it is

necessary to integrate this component in time,

ph i ¼ 1=T

Z

T

0

J � E@t ð4:5Þ

The integration (4.5) over the interaction space DV gives the average interaction

power for the period in the volume DV:

DPh i ¼

Z

DV

pdV ¼ 1=T

Z

DV

Z

T

0

J � EdtdV ð4:6Þ

Let’s substitute (4.1) and (4.2) into (4.5):

p ¼ 1=T

Z T

0

J � E@t ¼ 1=T

Z

T

0

ðJ0 þ ~JÞ � ðE0 þ ~EÞ@t

¼ 1=T

Z

T

0

ðJ0 � E0 þ J0 � ~Eþ ~J � E0 þ ~J � ~EÞ@t
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The first term in the resulting integrand determines the specific power transferred

by the “unperturbed” flux. The second term determines the power of the interaction

of the flux constant current component with the alternating field. The third term

determines interaction between the field constant component and the variable

component of the convection current. The last term is equal to the product of the

variable current and field components.

Under the harmonic law of the changes in the current and field variables com-

ponents in time, the integrand terms J0~E and ~JE0 do not contribute to the average

interaction power, i.e.

Z T

0

ð~J � E0 þ J0 � ~EÞ@t ¼ 0 ð4:7Þ

Thus,

p ¼ 1=T

Z

T

0

J � E@t ¼ 1=T

Z

T

0

ðJ0 � E0 þ ~J � ~EÞ@t ð4:8Þ

We note that expression (4.7) is valid only when the field and current in the

interaction area do not depend on coordinates.

The integral of the product J � E determines the specific power of the alternating

current interaction with the time-varying field. Therefore, after averaging (4.3) and

(4.4) with respect to the period of oscillations, we obtain

D n
mv2d
2

þ
3kTe

2

� �� �

þ

Z

T

0

~J � ~Edt ¼
1

T

Z

T

0

3

2

nkðTe � T0Þ

seðTeÞ
dt; ð4:9Þ

D
nmv2d
2

�

Z

T

0

~J � ~Edt ¼ 0: ð4:10Þ

Expressions (4.9) and (4.10) show that in vacuum the charge carrier flux inter-

action with the alternating electric field leads to the change in the kinetic energy of

the charge carriers. In semiconductors, this interaction leads not only to the change in

the kinetic energy of the directed motion nv2d=2 of charges but also to the change in

the chaotic (thermal) component of their energy 3/2nkTe due to scattering.

If the charge carriers (for example, electrons) move in a solid under the influence

of an alternating electric field with a constant drift velocity, it may seem that their

kinetic energy does not change and energy exchange with the electric field does not

occur. However, this is not right. The electron velocity is composed of two com-

ponents: the thermal motion velocity and the velocity acquired by the action of the

electric field. Let us consider an electron moving in a crystal lattice. In the absence

of an external field, it moves between collisions rectilinearly with a “thermal”
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velocity determined by the lattice temperature T. Its energy is mv2T=2 ¼ kT . Under

the action of the field, its velocity between collisions increases and acquires a

component directed along the field (the drift velocity). In collisions, the electron

gives part of the energy to the ions and the lattice heats up to a higher temperature

than in the absence of the field. In the sufficiently strong electric field, the drift

velocity remains constant and the field energy is expended mostly for the carriers

thermal energy increasing. This process determines the increase of the electron gas

temperature Te which becomes larger than the lattice temperature. Such electrons

are called “hot”. They give energy to the lattice, which heats up and the sample

comes to thermodynamic equilibrium.

If the field contains both constant and variable components, at times when the

field is less than the average value, it “warms” the electrons less, and at times when

the field is larger than the average value, the heating of the electrons increases. If

the number of electrons in the interaction area in moments of the weak field is larger

than at times when the field is larger than the average, the temperature of the

electron gas and the lattice is lower than in the absence of the alternating field.

Thus, part of the constant field energy is transferred to the alternating field that is

required for the device’s operation. The condition for such an energy exchange is

the modulation of the carrier flux density and the correct phasing of the current and

field. They must be shifted in phase by more than 90° at least.

Let us assume that the carrier flux with current density ~J ¼ Jzðz; tÞez and cross

section S interacts with a known field ~E ¼ Eðz; tÞez. The interaction area is bounded

by planes with coordinates z = 0 and z = d. Instantaneous interaction power:

PðtÞ ¼

Z

DV

JEdV ¼

Z

d

0

Jzðz; tÞEðz; tÞSdz ¼

Z

d

0

Izðz; tÞEðz; tÞdz ð4:11Þ

For a short gap length d, when it is possible to take Izðz; tÞ � Izð0; tÞ the (4.11)

has the simple form:

PðtÞ � Izð0; tÞ

Z

d

0

Eðz; tÞdz ¼ Izð0; tÞUðtÞ

where UðtÞ ¼
R d

0
Eðz; tÞdz is the potential difference (voltage) of the gap. Thus, the

power in this case is calculated as in AC circuits.

Consider a flux of charged particles with cross-sectional area S characterized by

a convection current

Ik ¼ I0 þ _IeiðxtþuÞ ð4:12Þ

and interacting with an alternating electric field E ¼ _EeiðxtþwÞez. We assume that

the particles move along the z axis. In accordance with (2.15), the interaction power

on the dz segment is given by
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dP ¼ qnv � ESdz ¼ 0:5_I _E�dz: ð4:13Þ

As can be seen, the power of the interaction is a complex quantity:

dP ¼ dPre þ idPim

where

dPre ¼
1

2
_I _E� cosðu� wÞ; ð4:14Þ

dPim ¼
1

2
_I _E� sinðu� wÞ: ð4:15Þ

The real part of the power can be either positive or negative, depending on the

phase difference between the alternating current and field components. In the first

case, the field gives part of its energy to the charged particles. Such a mechanism is

used in high-frequency accelerators of charged particles. In the second case, the

particles give part of their energy to the field increasing its intensity. It is this

interaction mechanism that is used in electronic devices.

The imaginary part of the interaction power (reactive power) becomes equal to zero

after averaging over the field changing period. Therefore, it does not change the energy

of the field and particles, but changes ratio of electric and magnetic field energes.

Equation (4.13) can also be written in the following form:

dP ¼
1

2
_I _E�

z

dz

dt
dt ¼

1

2
_I _E�

z _vds; ð4:16Þ

where ds is charged particles transit time through the segment dz. When integrating

this relationship in the finite range of s, it should be taken into account that the

velocity and time of transit contain variable components that depend on the

high-frequency field amplitude.

4.2 Interaction with Quasi-Static Field, the Induced

Current. The Shokley-Ramo Theorem

Let’s consider a system of electrodes near which a charged particle with charge

q moves (Fig. 4.1). This charge induces opposite-sign charges on the electrodes, the

sum of which is −q. When the particle moves, the charges induced on the electrodes

change. The charge inceases on those electrodes, to which the particle approaches

and decreases on those from which the particle moves away. Therefore, in the circuit

connecting the electrodes, a current arises which is named the induced current.
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Let’s define the current flowing in the electrode circuit with the number m. To do

this, let us assume that a potential Um is applied to this electrode, while the

remaining electrodes are at zero potential. The electrode m creates an electric field

Em at the location of the particle. The work that this field does moving this particle

over a distance dr during the time dt is given by the formula

dA ¼ F � dr ¼ qE � dr ¼ qEm �
dr

dt
dt ¼ qEm � vdt;

where v is the particle velocity acquired under the action of the field. On the other

hand the current induced in the circuit of this electrode does the work

dA ¼ Ii mUmdt:

Equating these two expressions in accordance with the energy conservation law,

we obtain

Ii m ¼ q
Em

Um

v ¼ qE1mv; ð4:17Þ

where E1m is the electric field produced by the m-th electrode when unit potential is

applied to it.

Formula (4.17) expresses the Shockley-Ramo theorem for calculating the induced

current. This theorem allows determination of the current induced in the circuit of any

electrode, if the electric field created by it is known. Let us recall that formula (4.17)

does not take into account the potential delay and can therefore be used only in those

cases when the electric field in the electrode system is close to static. The

Shockley-Ramo theorem also does not take into account relativistic effects.

Let’s assume that an electron flux with a current density j(r) = q(r)v(r) prop-

agates in the interelectrode space. Then the induced current produced by electrons

contained in the volume dV,

dIi m ¼ E1mvqdV ¼ E1mjkdV :

Fig. 4.1 Charge moving in

the electrode system
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The induced current in the circuit of the m-th electrode is found by integrating

the obtained expression over the volume of interaction (interelectrode space):

Ii mðtÞ ¼

Z

V

E1mðr; tÞjkðrðtÞ; tÞdV : ð4:18Þ

Note that in the obtained expression, the position of the convection current

element depends on time: r = vt.

4.3 Current in the Flat Interelectrode Gap and Its

External Circuit

Suppose that charged particles move along the z axis in a homogeneous alternating

electric field with amplitude Ėez. The power of this field interaction with the current

on a segment with length d and unit area of the cross section is determined in

accordance with (4.18) by the integral

P ¼
1

2
_E

Z

d

0

_J�dz:

Let’s transform this expression:

P ¼
1

2
_Ed

1

d

Z

d

0

Z

S

_J�k dSdz ¼ �
1

2
UI�i ; ð4:19Þ

where _U ¼ � _Ed is the voltage amplitude of the segment d. The minus sign in

this expression appeared because the power transferred from the charged particles

to the electromagnetic field is considered positive. As can be seen, in this case, the

induced current is equal to the convection current averaged over segment d.

As an example, let’s consider the space between two ideally conducting elec-

trodes with area S located at a distance d from each other (the flat interelectrode

gap) and connected by an external circuit (Fig. 4.2a). The edge effects near the

electrode boundaries are ignored. Suppose that in the space between the electrodes,

a thin layer of charged particles moves with velocity v.

The width of the layer is D � d. Convection current in the interelectrode gap

Ik ¼
0; z\z0;

qvS; z0 � D� z� z0;

0; z0\z\d;

8

<

:

ð4:20Þ
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where z0 is the coordinate of the right boundary of the charges. The charged

particles layer induces charges on the electrodes with surface density rl ¼
�qDðdþD� z0Þ=d at the left electrode and rr ¼ �qDz0=d at the right electrode.

These charges excite an electric field

E ¼
rl=e; z\z0;

�rr þ
�rl þ rr

D
ðz� z0Þ

� �

=e; z0 � D� z� z0;

�rr=e; z0 þD\z� d:

8

<

:

Since the layer of charged particles moves with a velocity v, z0 = vt, if the origin

of time is taken as the time when the layer of particles starts leaving the left

electrode. As a result, the electric field in the gap varies with time, causing the

displacement current.

Fig. 4.2 Current in an

interelectrode gap and its

external circuit
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Icm ¼ eS
@E

@t
¼

qvS D
d
; 0\z\z0 � D;

qvS D
d
� d

D

	 


z0 � D� z� z0;

qvS D
d
; z0\z\d:

8

<

:

ð4:21Þ

The distributions of the convection current and displacement current at time t are

shown in Fig. 4.2b. In sum, they give the total current that does not depend on the

z coordinate.

If we average the total current along the length of the gap, its value will not

change:

Itoth i ¼
1

Sd

Z

d

0

Z

S

e
@E

@t
þ Jk

� �

dSdz ¼
Se

d

@

@t

Z

d

0

Edzþ
1

d

Z

d

0

Ikdz:

The first integral is zero, since the electrodes are short-circuited by an external

circuit. The second integral is equal to the induced current. This current also flows

in the external circuit in accordance with Ampere’s circuital law.

Thus, in the interelectrode gap, the convection current and the displacement

current flow, and the induced current flows in the external circuit. The induced

current begins when the first layer of charged particles leaves the left electrode and

ends when the last layer of particles enters the right electrode. The dependence of

this current on time is shown in Fig. 4.3. Note that the value of the induced current

is the same both when electrons settle down on the rightelectrode and when they go

throw it and move further.

If an alternating voltage is applied between the electrodes an additional dis-

placement current flows in the interelectrode gap

Icm1 ¼ eS
@E

@t
;

where E = –U/d, and in the external circuit besides the induced current, the

capacitance current flows IC ¼ CdU=dt, where C ¼ eS=d is the interelectrode

capacitance.

Let the convection current contain a variable component

Ik ¼ Ikm cosðxt � bezÞ; ð4:22Þ

Fig. 4.3 Dependence of

induced current on time
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where be ¼ x=ve is the electron phase constant. Let’s find the variable component

of the induced current:

Ii ¼
1

d

Z

d=2

�d=2

Ikdz ¼ Ikm
1

bed
sin xt �

bed

2

� �

� sin xtþ
bed

2

� �� �

¼ Ikm
sinðbed=2Þ

bed=2
cosxt: or _Ii ¼ M _Ik:

ð4:23Þ

The ratio of the induced current amplitude to the convection current amplitude is

named the interaction coefficient M. From the obtained formula, it follows that for

the flat gap with homogeneous field

M ¼
sinðh=2Þ

h=2
; ð4:24Þ

where h ¼ bed ¼ xd=ve is the transit angle of the electron in a flat gap. Expression

(4.24) can be easily generalized on gaps with an inhomogeneous electric field with

the help of formula (4.18) Thus, the real flat gap of width d can be replaced by an

infinitesimally narrow gap located in the middle of the real gap in which the in-

duced current is by M times smaller than the convection current.

Figure 4.4 shows the dependence of the interaction coefficient on the transit

angle in the gap. As can be seen, as the transit angle tends to zero, the amplitude of

the induced current tends to the amplitude of the convection current. The interaction

of the gap field with the electron flux in this case is the most effective. At transit

angle of 180°, the interaction coefficient is 0.63, and at transit angle of 360° it

vanishes. Therefore, in electronic devices (vacuum and semiconductor devices)

using the interaction in narrow gaps, the transit angle should not exceed 120°

(M = 0.826).

Fig. 4.4 Dependence of the

interaction coefficient on

transit angle

62 4 Interaction of Charged Particle Fluxes …



At large transit angles, the interaction coefficient becomes negative. This means

that the current induced in the external circuit changes its direction and flows

towards the convection current.

In general case, the field strength in the interaction space depends on the lon-

gitudinal coordinate: Ez ¼ EzðzÞ. We assume that the convection current also

depends on the coordinate z. Let us divide the interaction space into sections with

length dz and assume that in each such section the field and the convection current

do not depend on the coordinate. Then the voltage in this section is dU ¼ �EzðzÞdz
and the convection current is IkðzÞ. In a section with length dz, the convection

current causes the induced current

dIi ¼ E1Ikdz ¼
EzðzÞ

jEzðzÞjdz
IkðzÞdz:

To obtain induced current we integrate this expression over the gap length:

Ii ¼

R d

0
EzðzÞIkðzÞdz

R d

0
jEzðzÞjdz

: ð4:25Þ

Since the variable component of the convection current depends on the coor-

dinate according to law (4.22), the formula (4.25) for the induced current amplitude

takes the form

_IH ¼ Ikm

R d=2
�d=2 EzðzÞ cos bezdz
R d=2
�d=2 jEzðzÞjdz

: ð4:26Þ

Until now, we have supposed that the outer circuit has no resistance. Now let’s

assume that it contains the resistor R. The induced current creates the voltage

U ¼ RIi on the resistor, and this induces an additional electric field in the gap

Eext ¼ �U=d. This field decelerates positively charged particles, so their kinetic

energy at the exit from the gap is less than at the input. The energy lost by the

particles is transferred to the electromagnetic field. Thus, the interelectrode gap can

cause induced slowing-down radiation from the short layer of charges moving in

this gap.

4.4 Electric Gap Field Effect on the Motion of Charged

Particles

Consider an electron flux in vacuum passing a flat gap of the resonator formed by

two parallel grids located at a distance d1 from each other. We assume the grids are

opaque for the field and transparent for the electrons.
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Let us introduce the rectangular coordinate system whose z-axis is normal to the

grids. Let the first grid be located in the plane z = 0, and the velocity of the particles

entering the resonator gap v0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eU0=m0

p

ez, where U0 is the accelerating voltage

(relativistic effects are not taken into account). High-frequency voltage U1 ¼
Um1 sinxt is applied between the grids. Then, for the electric field strength in the

gap, we obtain

E ¼ �ðUm1=d1Þsinxt:

The equation of the motion of electrons in this field has the form

dv

dt
¼

eUm1

m0d1
cosðxtÞþu:

Integrating this equation, we obtain

v ¼ �
eUm1

m0xd1
cosxtþC:

We define the integration constant C, using the initial conditions. Assuming that

the electron enters the interaction gap (z ¼ 0) at time t ¼ t0 and its velocity at this

moment is v ¼ v0 we find

C ¼ v0 þ
eUm1

m0xd1
cosxt0:

As a result, we obtain the expression for the electron velocity

v ¼ v0 þ
eUm1

m0

xd1ðcosxt0 � cosxtÞ: ð4:27Þ

Let’s determine the velocity of electrons at the exit from the gap at time t1 =

t0 + s, where s is the electron transit time between the grids of the interaction

gap. In the general case, this time is determined by the initial electron velocity v0
and by the variable velocity v which the electron acquires during interaction with

the alternating gap field.

Assuming that the amplitude of the variable voltage is much less than the

accelerating voltage, Um1 « U0 we can neglect the effect of the variable velocity

component on the transit time and calculate the transit time by the formula s � d1/

v0. Then

v ¼ v0 þ
eUm1

m0xd1
cos xt1 � xsð Þ � cosxt1½ �:

Using the well-known relation for the cosine difference of two angles, we obtain
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v ¼ v0 þ
eUm1

m0xd1
2 sin xt1 �

xs

2

� 

sin
xs

2

Transforming this expression, we obtain

v ¼ v0 1þ
1

2

Um1

U0

sinðh1=2Þ

h1=2
sin xt1 � h1=2ð Þ

� �

; ð4:28Þ

where h1 ¼ xd1=v0 is the unperturbed angle of the first resonator gap transit. In this

formula, the finite width of the gap is taken into account by the factor

sinðh1=2Þ=ðh1=2Þ equal to the interaction coefficient (2.3.20) introduced in par.

3.2.2 in the analysis of the induced current in the gap. In both cases, the interaction

coefficient allows the replacement of the real gap by the ideal infinitely narrow one

located in the middle plane of the real gap. Introducing the velocity modulation

factor

m ¼
1

2

Um

U0

M;

we obtain

v ¼ v0 þ vm sinðxt01Þ ¼ v0½1þ m1 sinðxt
0
1Þ�; ð4:29Þ

where vm ¼ m1v0 is the variable electron velocity amplitude, and t01 ¼ t1 � s1=2 is

the moment when an electron passes the middle of the gap. In the following, we

omit the prime at t1.

We see that the amplitude of the velocity is directly proportional to the amplitude

of the alternating voltage Um1 and the interaction coefficient in the first gap M1.

Usually, system parameters are selected so that the value of M1 is in the range 0.7–

0.9, that corresponds to the transit angles h1 ¼ 90�150	.

The motion of charged particles in electronic devices in the one-dimensional

approximation is clearly depicted in so-called space-time diagrams (Applegate

diagrams).

In these diagrams, the abscissa represents the time, and the ordinate represents

the coordinate along which the particles move. For each charged particle that enters

the interaction area at a certain time, a trajectory is constructed that is its coordinate

dependence on time. The particle velocity at the given time is equal to the tangent

of the slope of the trajectory. The charge density at the given moment at the point

with the given coordinate is proportional to the number of trajectories per unit

length (if the particles have equal charges and enter the interaction area at regular

time intervals). An example of the space-time diagram for five particles moving in a

constant accelerating field is shown in Fig. 4.5.
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4.5 Energy Exchange Between Electrons and the Gap

Field

Let us calculate kinetic power of the electron beam at the entrance to the gap. The

kinetic energy of one electron is w1 ¼ mv2=2, and the number of electrons

entering the gap per unit time is equal to nvA, where n ¼ q0=e is the electron

concentration in the beam, and A is its cross-sectional area. Since at the entrance to

the gap all electrons have equal velocities v ¼ v0 the kinetic power at the entrance to

the gap is

Pk1 ¼
mv20
2

nv0A ¼
mnv30A

2
: ð4:30Þ

Electrons in the gap undergo velocity modulation, so their velocities are not

equal at the exit from the gap. For small modulating voltages, the velocity of

electrons is determined by formula (4.29). If electrons transit through the infinitely

narrow gap, their velocities change, but their mutual positions do not alter.

Therefore, the electron density at the exit of the gap remains constant and the

kinetic power of the flux averaged over the period of oscillations is equal to

�Pk2 ¼
mnA

2

1

T

Z

T

0

v3dt ¼
mnAv30

2

1

2p

Z

2p

0

ð1þ m1 sinxtÞ
3
dxt:

Fig. 4.5 Space-time

(Applegate) diagram
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Let us transform the integral expression:

1

T

Z

T

0

ð1þ m1 sinxtÞ
3
dt ¼

1

2p

Z

2p

0

ð1þ 3m1 sinuþ 3m21 sin
2 uþ m31sin

3uÞdu:

Since v1 � 1, the third and forth terms in parentheses can be ignored and in this

case the written expression is equal to one. Thus, the kinetic powers of the flux at

the gap entrance and exit are equal, i.e. the energy exchange between the electrons

and the gap field is absent.

The energy exchange in a gap of finite width is different. The accelerated

electrons pass through the gap in less time than the decelerated ones. Therefore, the

interaction coefficient for the accelerated electrons is larger than for the decelerated

ones. As a result, the accelerated electrons acquire higher velocity changes than the

decelerated electrons, i.e. in general, the electron flux at the exit from the resonator

has a kinetic energy larger than at the entrance. The electrons obtain excess kinetic

energy from the electromagnetic field of the gap. This effect can be reflected in the

equivalent resonator circuit by inserting parallel to the gap some conductivity

Ye ¼ Ge þ jBe, called the electron conductivity.

To calculate the electron conductivity we use the expression for electron velocity

in the gap (4.28). Integration gives the coordinate of the electron

z ¼ v0ðt � t0Þ �
eUm

x2md
sinxt � sinxt0 � ðxt � xt0Þ cosxt0½ �:

To find electron transit time through the gap s ¼ t � t0 we substitute z ¼ d in the

obtained expression:

d ¼ v0s�
eUm

x2md
sinxt � sinðxt � xsÞ � xs cosðxt � xs½ �: ð4:31Þ

In order to solve this transcendental equation we suppose

s ¼ s0 þ ds; ds � s0;

where s0 ¼ d=v0 is the “unperturbed” transit time. Such a representation is true if

Um � U0. Using the small parameter expansion xds of the trigonometric functions

and ignoring the higher terms of the expansion, we obtain

sinðxt � xsÞ � sinðxt � hÞ � xds cosðxt � hÞ;

cosðxt � xsÞ � cosðxt � hÞþxds cosðxt � hÞ;

In these expressions, h = xs0 is the unperturbed transit angle.
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Let the elementary charge layer dq ¼ Ik0dt0 enter the gap through the first grid

during time dt0. In accordance with (2.27) this charge induces the current in the

external circuit

dIi ¼ I0dt0v=d:

The summarized induced current at time t is determined by integration over all

elementary charges that are currently in the gap:

IH ¼
I0

d

Z

t

t�s

v0 �
eUm

xmd
ðcosxt � cosxt0Þ

� �

dt0

¼
I0

d
v0t �

eUm

x2md
xs cosxt � sinxtþ sinðxt � xsÞ½ �

� �

:

Expanding sin(xt – xs), we obtain

Ii ¼
I0

d
v0s�

eUm

x2md
h cosxt � sinxtþ sinðxt � hÞ½ �

� �

:

Substituting the value of v0s from (4.31) into this expression after a series of

transformations, we obtain

Ii ¼
UmI0

U0

F1ðhÞ sinxtþF2ðhÞ cosxt½ �; ð4:32Þ

where

F1ðhÞ ¼
2ð1� cos hÞ � h sin h

2h2
; ð4:33Þ

F2ðhÞ ¼
2 sin h� hð1þ cos hÞ

2h2
: ð4:34Þ

As can be seen, the induced current contains the active component Ii1 being in

phase with the gap voltage, and reactive component Ii2 shifted in phase by 90° with

respect to the voltage. Accordingly, it is possible to determine the active and

reactive components of the electron beam conductivity (electron conductivity):

Ge ¼ Ii1=Um; Be ¼ Ii2=Um:

From (4.32) it follows that these conductivities depend on the unperturbed transit

angle:

Ge ¼ G0F1ðhÞ; Be ¼ G0F2ðhÞ;
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where G0 ¼ I0=U0 is the conductivity of the beam in direct current. The graphs of

the functions Ge/G0 and Be/G0 are shown in Fig. 4.6. It can be shown that

Ge

G0

¼ �
be
4

d M2
�

�

�

�

dbe
:

The average power of the gap field interaction with the electron flux is

Pe ¼ 0:5U2
mGe: ð4:35Þ

The positive power corresponds to the transfer of energy from the field to the

electron flux, while the negative power means that energy is tranfered from the flux

to the gap field.

As can be seen in Fig. 2.4.6, for small transit angles the active component of

electron conductivity is positive, i.e. the electron beam takes energy from the

alternating electric gap field. In other words, the average kinetic energy of the

electron beam increases after the passage of the gap. However, in the range of

transit angles h = 2p–2.8p the active conductivity component, and hence the

interaction power, become negative. This means that electrons give part of their

energy to the gap field. If an oscillating circuit tuned to the frequency corresponding

to these transit angles is connected to the gap, and if the power transmitted by the

electron flux is larger than the power losses in the circuit, self-excited oscillations

(the monotron effect) will appear in such a system.

The reactive component of electron conductivity at small transit angles

(0 < h < p) is positive (the capacitive conductivity) while at large transit angles it is

negative. It shifts the resonant frequency of the resonator, part of which is the

interelectrode gap.

Fig. 4.6 Electron conductivity versus transit angle
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4.6 Interaction of Charged Particles with a Travelling

Wave Field

Let’s consider the CP beam with modulated charge density having a cross-sectional

area S and velocity v0. Let the charge density have the constant and harmonic

variable components:

q ¼ q0 þ _qejðxt�bezÞ; ð4:36Þ

where be ¼ x=v0 is the “electronic” phase constant.

The convection current also has the constant and variable components:

Ii ¼ �

Z

S

qv0dS ¼ I0 þ _Iejðxt�bezÞ: ð4:37Þ

The integration is carried out over the cross-sectional area of the beam. The

electron flux moves in the electromagnetic wave field

Ez ¼ _Eejðxt�C0zÞ; ð4:38Þ

where C0 ¼ b0 � ja0 is the wave propagation constant. Let’s write the power of the

interaction on section dz:

dP ¼
1

2
_I _E�

z e
�jðbe�C0Þzdz: ð4:39Þ

The power of an electromagnetic wave is given by

P0 ¼
j _Ezj

2

2b20Rc

;

where Rc is the interaction impedance characterizing the intensity of the wave field

longitudinal component. The larger Rc, then the greater the longitudinal component

of the wave field for the given transferred power.

The variable component of the current arises when an alternating field is applied

to the beam. In the small-signal approximation we can assume that the current

amplitude is proportional to the field amplitude: _I ¼ a _Ez. In this approximation,

formula (4.39) can be rewritten:

dP ¼
1

2
ajEzj

2
e�jðbe�C0Þzdz ¼ aP0Rcb

2
0e

�jðbe�C0Þzdz: ð4:40Þ

Hence, the interaction power on section l:
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P ¼ aP0Rcb
2
0

Z l

0

e�jðbe�C0Þzdz ¼
aP0Rcb

2
0

a0 � iðbe � b0Þ
ea0le�jðbe�b0Þl � 1
h i

ð4:41Þ

It can be seen from this expression that the most intense interaction is observed

under conditions of synchronism when b0 = be, i.e. when the wave and the charged

particles move with identical velocities. Setting a0 = 0 and assuming ðbe � b0Þl �
1 from formula (4.41), we obtain

P ¼ aP0Rcb
2
0l;

i.e. the power of the interaction is positive (the field transmits the energy to the

electrons) and is proportional to the interaction space length. Such a conclu-

sion arises as a result of the assumption made that the amplitude of the con-

vection current variable component is proportional to the amplitude of the

wave field.

In the absence of synchronism, a reactive component of the interaction power

arises that changes the phase of the electric field. In more detail, the interaction

between the CP and the traveling wave is considered in the sections devoted to

devices of the corresponding types.

Advancement Questions

1. How is the power of the electromagnetic field interaction with the electron flux

determined?

2. What is an induced current? State the Shockley-Ramo theorem of induced

current. Under what conditions is it fair?

3. What types of currents flow in the interelectrode gap and its external circuit?

Describe the relationship between them.

4. What is the interaction coefficient? What is the physical meaning of the negative

interaction coefficient?

5. Describe the phenomenon of electron flux velocity modulation in the inter-

electrode gap.

6. What is an Applegate diagram? What processes can be analyzed using this

diagram?

7. What is electron conductivity? Explain the physical meaning of the real and

imaginary components of this conductivity.

8. Describe the process of the interaction of electrons with the traveling wave field.
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Chapter 5

A Microwave Device as a Circuit Element

5.1 Microwave Devices Requirements

An electronic device is an integral part (element) of the facility, which, in turn, is a

part of the radio electronic system, for example, radar or communication system.

Therefore, the device requirements are determined by the facility or system in

which it will be used. Historically, the most important applications of microwave

devices were radiolocation and communication. Another part of the application is

energetic, where due to the energy of microwave oscillations, various technological

processes are carried out: heating, sintering and melting of materials, heating of gas

plasma, acceleration of charged particles, etc.

As an example, let’s consider what requirements are applied to the amplifiers

and generators operating in radar and communication systems. For this, let us write

two equations: the equation for determining the maximum range of the radar system

(radar equation) and the Hartley-Shannon law relating to the information capacity

of a signal channel.

The maximum distance of radar is determined by the equation

Rmax ¼
PtG

2
rSa

Prð4pÞ
2

" #1=4

ð5:1Þ

where G is the antenna gain factor; Pt is the transmitter power; Pr is the receiver

sensitivity; and Sa is the area of the antenna; and r is the target radar cross-section

(RCS) (it is assumed that the same antenna is used for both transmission and

reception).
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According to the Hartley-Shannon theorem, the information capacity is deter-

mined by the relation

C ¼ Df log2ð1þPs =PnÞ; ð5:2Þ

where C is the information capacity; f is the bandwidth of the communication

channel; Ps is the power of the useful signal; and Pn is the power of noises and

undesirable interference.

Equation (5.1) shows that in order to increase the radar operation distance it is

necessary to increase the ratio of transmitter power Pt to receiver sensitivity Pr.

Similarly, to increase information capacity (5.2) it is necessary to increase the ratio

of the useful signal received from the transmitter Ps to the power of the noise signal

received from the outside and added in the receiver Pn. The speed of information

transfer is also proportional to the bandwidth of the communication channel Df. So

a MED design must provide necessary output power, bandwidth and noise factor.

In addition, numerous requirements are applied to the devices regarding their

weight, dimensions, reliability, durability, resistance to various external factors,

cost, and so on.

5.2 Classification of Microwave Devices

All microwave electronic devices use the interaction of charged particles with a

high-frequency electromagnetic field. This interaction occurs in three media: vac-

uum, gas plasma and solids. Accordingly, three large classes of devices are dis-

tinguished: vacuum, plasma and solid-state. This does not mean that, for example,

for vacuum processes there is no need to take into account the processes in a solid

and for solid-state processes—in vacuum and in plasma, etc. However, these pro-

cesses are of an auxiliary nature, providing, for example, the creation of an electron

beam in vacuum devices or the protection of a structure from external effects in

semiconductor devices. The device class is determined by the medium in which the

interaction processes are carried out. From this point of view, the following defi-

nitions for classes of microwave electronic devices can be given.

1. Vacuum electron devices (VED) are devices in which the process of field

interaction with electron flux occurs in high vacuum. Therefore, when analyzing

the interaction processes in these devices, one can ignore collisions of electrons

with ions of residual gases. Microwave VEDs appeared first historically and

they include the largest number of types and modifications.

2. Plasma devices, on the contrary, use gas-discharge plasma in the interaction

space. At present, the so-called microwave gas discharges (blocking tubes)

serving as the protection of receivers from high-power electromagnetic radiation

are of the greatest use. Plasma is also used in some analogues of vacuum devices

to increase the efficiency of the electron flux interaction with the electromagnetic

74 5 A Microwave Device as a Circuit Element



field. Such devices have limited application and are not manufactured

industrially.

3. In solid-state devices, the interaction takes place in a solid—semiconductor,

ferroelectric, ferrite, or superconductor. To amplify and generate microwave

oscillations of low power (up to 100 W) and for various transformations of the

signal spectrum, solid-state devices are used almost exclusively. The most

widely used are semiconductor devices, which have the maximum number of

types.

In this book, only devices intended for amplification, generation and transfor-

mation of the electromagnetic spectrum are considered. Therefore, ferroelectric,

ferrite and superconductor devices are not included, although they can be used to

construct parametric amplifiers, and superconducting devices can also be used to

generate microwave oscillations. Masers (quantum microwave amplifiers) and

plasma microwave devices are also not considered.

As noted in Chap. 2, in order to extract energy from the CP ensemble it is

necessary to ensure its bunching and (or) phasing. To do this, the electronic devices

use electronic flux control facilities. Output power takeoff elements extract power

from the bunched (phased) PC flux. In some devices, these facilities can be com-

bined. In addition, constant electric and magnetic fields are used in vacuum and

some solid-state microwave devices to ensure the efficiency of interaction.

Microwave devices can be classified according to type of control and power

takeoff.

VEDs are distinguished by the type of constant fields used in them and by the

mechanisms for controlling and energy takeoff from the electron flux.

In quasi-static devices, as the name suggests, the electric field is used to control

the electron flux, and the dimensions of the interaction space are much smaller than

the wavelength, so that the control field in it at any time practically coincides with

the electrostatic field.

In devices with dynamic control, the electromagnetic field in the interaction

space has a wave character and (or) the bunching process takes place during a time

interval comparable with the period of field oscillations.

O-type devices with dynamic control use rectilinear electronic beams. A constant

magnetic (or electric) field is used only to form an electron beam of the desired

shape. In devices of this type, electrons transmit part of their kinetic energy to the

field. Devices of type M in which crossed electric and magnetic fields are used,

convert the potential energy of electrons into field energy. There are also devices in

which electrons transmit the energy of their rotational motion. These devices are

called gyroresonance or cyclotron resonance masers (CRM).

In type O devices, both short-term and long-term interactions of the electron flux

with the electromagnetic field are used. In addition, in devices with long-term

interaction, it is possible for electrons to interact with both the forward and back-

ward electromagnetic wave. There are also hybrid devices of type O in which both

short-term and long-term interactions are used.
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Type M devices contain a slow-wave structure, which can be either closed or

open. In the first case, the electron flux interacts with the standing wave in the

system, and in the second case, it interacts with the traveling wave.

In gyroresonance devices, the interaction with a standing or traveling fast wave

is used. They can be distinguished as generator or amplifying types. In the first case,

the devices use an internal feedback mechanism.

There is also a class of relativistic microwave devices designed to produce

ultra-high-power oscillations of the millimeter and sub-millimeter bands.

Semiconductor microwave devices are used to generate and/or amplify elec-

tromagnetic oscillations, as well as to control these oscillations. The number of

contacts distinguishes them to diodes and transistors. There are diodes with positive

and negative dynamic resistance. The first (diodes with a p-n junction, with a

Schottky barrier, and p-i-n diodes) are used in oscillation control circuits (in

switches, limiters, phase shifters, detectors, and mixers).

Currently, generators and amplifiers use diodes with negative dynamic resistance

such as tunnel diodes (TD), impact avalanche and transit-time diodes (IMPATT)

and Gunn diodes (DG).

Transistors are divided into bipolar and field types with further divisions by type

of material, type of structure, doping, etc. In the microwave band, the

Schottky-barrier field-effect transistors (MESFET) and high electron mobility

transistors (HEMT) have the greatest use. Special attention is paid to the devel-

opment of semiconductor devices based on new materials—gallium nitride, silicon

carbide, graphene and diamond.

The foregoing is illustrated in Fig. 5.1. In this figure, the specific types of device

are not shown, since this would lead to an excessive figure content.

5.3 The Basic Functional Components of Electron Devices

As already noted, the operation of an electronic device is based on the interaction of

the high-frequency electromagnetic field with the charged particles flux in a certain

volume called the interaction space. It follows that any electronic device must have

a facility for creating the CP flux, giving it the necessary parameters, transporting it

through the interaction space and withdraw of exhausted particles.

In vacuum devices, such a facility includes an electron gun for creating and

forming an electron beam, a system for its transportation (the focusing system) that

eliminates spreading of the beam due to space charge forces, and a collector for

gathering exhausted electrons. Together, this components comprise the electron

optical system of the device (EOS).

In semiconductor devices, an emitter (p-n junction or Schottky barrier or ohmic

contact) serves to create the CP flux. As a rule, they contain no special trans-

portation system because the lateral flux dimensions are usually much larger than

the longitudinal ones, and the constant component of the space-charge field is zero

due to the existance of charged particles of opposite sign (ions) in the crystal lattice.
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Fig. 5.1 Classification of

microwave devices
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In the interaction space, energy is exchanged between the charged particles and

the electromagnetic field. In VED, the electromagnetic field is formed by the

electrodynamics system of the device (EDS) intended to form the high frequency

field of the required frequency and configuration in order to ensure the most

effective interaction of this field with the charged particle beam. There are internal

EDSs that are a part of the device’s construction, and external EDSs that are not a

part of its design. In the latter case, the device is connected to the EDS by special

electrodes. The external EDSs are used in vacuum devices operating in the meter

and decimeter wavelength band as well as in most semiconductor devices, although

some powerful transistors have internal matching circuits. Depending on the device,

the EDS creates either standing or travelling electromagnetic waves.

In semiconductor devices, the interaction space is formed by the parts of the

device in which there is an alternating electric field.

In addition to these basic elements, electronic devices can have cooling systems,

vacuum maintenance systems in the interior, energy input and output systems (often

considered as part of the EDS), fastening and buffer systems, and ionizing radiation

protection systems.

5.4 Parameters and Characteristics of Microwave Devices

5.4.1 Device Parameters

Like any technical device, microwave devices are characterized by a certain set of

characteristics and parameters that allow one to assess the possibility of using the

device in a particular system. The parameters of devices are divided into several

groups.

The first group is the design parameters. It includes the mass of the device, its

dimensions, types of connectors, and connecting dimensions.

The second group is the technical parameters. Depending on the purpose of the

device, it includes various elements. In the main, this book deals with the param-

eters of amplifying, generating and control devices.

For amplifying devices, the operating frequency and bandwidth of amplified

frequencies (measured at −1 or −3 dB level from the maximum power) are indi-

cated. The maximum output power (in continuous or pulsed mode of operation), the

minimum permissible duty cycle, and the efficiency are indicated. An important

parameter is the power gain factor. For high-power semiconductor devices with a

small gain, the added power, i.e. the difference between output and input power, is

often indicated. For devices used in low-noise amplifiers, the noise factor or noise

temperature is indicated (for more details about these parameters, see the next

section).

For generator devices, the operating frequency or frequency tuning band, the

output power, the minimum duty cycle, the efficiency and phase noises are
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indicated. The short-term and long-term stability of the frequency, as well as

parameters determining the electrical and/or mechanical frequency tuning—the

tuning band and its differential steepness, the dependence of the output power on

the frequency—are of great importance. Usually, the permissible value of the de-

vice’s load voltage standing wave ratio (VSWR) is indicated.

Detector and mixing diodes are characterized by maximum operating frequency,

current sensitivity and breakdown voltage, as well as by a number of other

parameters.

Control devices are characterized by the band of operating frequencies, by the

maximum power they can control, the actuation time, the insertion loss and

isolation.

A large group of operational parameters includes nominal values of supply

voltages (currents) and permissible deviations from them, the intensity of artificial

air or liquid cooling, and reliability (lifetime, meantime between failures, etc.).

Allowable intervals of operating temperatures, pressure, humidity, maximum level

of ionizing radiation, parameters of vibration resistance, impact resistance and

radiation resistance are set. Electromagnetic compatibility parameters are often set

such as the level of spurious emissions, and susceptibility to external interferences.

Note that the values of many of the listed parameters are determined by the

circuit in which the device is employed.

5.4.2 Characteristics of Microwave Devices

Characteristics of the device in graphical or tabular form determine the dependence

of its parameters on various external factors. Consider the most important of these

dependencies.

The amplitude characteristics of an amplifying device show the dependence of

the output power on the input power. Figure 5.2 shows three typical characteristics

corresponding to different frequencies.

At low input power levels, the characteristics are linear, i.e. the output power is

proportional to the input power. The angle of descent tangent is equal to the power

gain factor of the device. With increasing input power, the characteristic begins to

deviate from the linear relationship. The value of the allowable deviation (usually –

1 dB) determines the boundary of the linear section of Pl. At a certain value of input

power, maximum output power (saturation power) Ps is reached.

At frequencies other than the operating frequency of the device, the amplifica-

tion factor decreases and the saturation power also changes.

In the absence of an input signal, the power of its own noises Pn is observed at

the output of the amplifier. The ratio Pl =Pn is called the dynamic range of the

device. Operation within the dynamic range allows minimizing nonlinear and

intermodulation distortions, however, the device does not transmit the maximum

possible power.
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Therefore, for devices operating in the linear amplification mode (with amplitude

modulation) the important parameter is the proximity of Pl and Ps values. Note that

the input and output powers are often measured in dBm (decibels relative to

1 mW).

The frequency response (FR) shows the dependence of device output power on

frequency at the fixed level of input power. The family of these characteristics

constructed for different values of the input power (Fig. 5.3) makes it possible to

determine the maximum power of the device and the bandwidth of the amplified

frequencies, measured at level −1 (0.8Ps) or −3 dB (0.5Ps) of the maximum power.

Figure 5.3 shows four characteristics corresponding to different values of input

power. Power Pin1 corresponds to the value at which the maximum output power on

Fig. 5.3 Family of frequency responses; P
вx1 < P

вx2 < P
вx3 < P

вx4

Fig. 5.2 Amplitude characteristic of the amplifier. f1 < f0 < f2
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the central frequency (saturation power Ps) is not reached. Input power Pin4 is larger

than the value corresponding to the saturation power. As can be seen, while the

power increases, the shape of the FR changes. The width of the working frequency

band increases, and at large input powers the curve becomes a double-humped one.

Such a change in the FR shape is typical for most amplifiers. In the figure, the

relative width of the working frequency band Df = (fmax − fmin)/f0 defined for the

curve corresponding to saturation power at the level −3 dB from Ps is shown. As

depicted in Sect. 5.1, the maximum possible transmission rate of information by the

communication channel is determined together with other parameters by the width

of the operating frequency band of the amplifier.

The circuit phase response (CPR) displays the dependence on frequency of the

signal phase difference at the output and input of the amplifier. The CPR of an ideal

amplifier without dispersion in its operating frequency band is linear (Fig. 5.4.

Curve 1).

The real CPR deviates from the linear (curve 2 in Fig. 5.4). The maximum

deviation of the real characteristic from the ideal in the working frequency band

characterizes the CPR linearity of the device. This parameter is important for signal

amplifiers with phase or frequency modulation.

The frequency response and the circuit phase response can be combined into one

amplitude-phase frequency response (APFR). To do this, a complex gain factor

_l ¼ lejDu is introduced, and _l values corresponding to different frequencies are

plotted on the complex plane ðRe _l; Im _lÞ. An example of such an amplifier

characteristic is shown in Fig. 5.5. It is often called the Nyquist diagram.

A generator performance is characterized by a load chart (Fig. 5.6) showing how

the output power and the generation frequency vary depending on the load

reflection coefficient. Usually, this characteristic is constructed in the form of fre-

quency and power contour lines on the Smith chart of load impedance (Rieke

diagram). This characteristic allows determination of the permissible values of load

impedance, at which the device parameters are better than admissible.

Fig. 5.4 Device phase

response
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Designers of modern microwave radar and communication systems seek to

reduce the transmitter power level by increasing the sensitivity of the receiver. The

typical signal level in the receiving antenna is –(100–120) dBm that bespeaks the

rigorous requirements regarding noise parameters of these devices. It is important to

take into account not only the amplitude noises but also the intermodulation dis-

tortions of signals and phase noises.

Advancement Questions

1. List the main types of microwave devices. Describe their common properties

and differences.

Fig. 5.6 Magnetron

performance chart (Rieke

diagram) Solid - constant

power lines, dashed - constant

frequency lines. Figures -

deviation from nominal

values.

Fig. 5.5 APFR (Nyquist)

diagram
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2. List the main types of vacuum electron devices.

3. List the main types of semiconductor devices.

4. List the main components of the electronic device.

5. List the main groups of electronic device parameters.

6. List the main characteristics of electronic devices.

7. Explain the principle of the construction of a Nyquist diagram.

8. Explain what information is contained in a Ricke diagram.
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Part II

Microwave Vacuum Electron Devices



Chapter 6

Devices with Quasi-static Control

6.1 General Characteristics and Parameters of Devices

with Quasi-static Control

In devices with quasi-static control, as their name suggests, an electron flux

interacts with a quasi-static alternating electric field, i.e., the field in which the curl

component of the electric field defined by (2.7) can be ignored by setting

r� E ¼ 0. Then E ¼ �rU, where Ф is the electrostatic potential. Such a field

can exist in the gap between the metal electrodes, the distance between which is

much smaller than the wavelength of the oscillations.

Quasi-static control is used in electron tubes widely applied to amplify and

generate electromagnetic oscillations of the radio band. These tubes contain a

vacuum bulb B (Fig. 6.1), in which a high vacuum is created, the source of elec-

trons (cathode) C, the anode (plate) A is the electrode to which the constant positive

voltage relative to the cathode is applied, and several electron-transparent grids, G1,

G2,…, GN, which are under certain constant potentials relative to the cathode.

A grid nearest to the cathode is called the control grid, and the high-frequency

voltage—the amplified signal is applied to it. Depending on the number of grids,

the electron tubes are called diodes (no grids), triodes (one control grid), tetrodes

(two grids—control and screen) or pentodes (three grids—control, screen and

suppressor). There are also multi-electrode tubes—hexodes and heptodes. These

types of device are obsolete, were mainly used to convert electromagnetic oscil-

lations in receivers, and are not considered in this book.

An indirectly heated cathode includes a cathode-heater H that heats the cathode

to the desired temperature due to the current flowing through the heater. The surface

of the indirectly heated cathode is equipotential and this ensures the uniform

cathode current density.

As a rule, a hot cathode with direct or indirect heating is used in electron tubes.

A directly heated cathode is heated by the flow of electric current through it.
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Any device with grids can be reduced to an equivalent diode, where an anode is

located on the site of the first grid, having the effective potential

Uef ¼
Ug1 þD1Ug2 þD1D2Ug3 þ � � � þ

QN
n¼1 DnUa

1þ k1D1

; ð6:1Þ

where Un is the potential of the n-th grid; Ua is the anode potential; Dn is the

penetration factor of the n-th grid; and k1 is the coefficient depending on the con-

figuration of the electrodes and the distances between them. For example, for plane

electrodes k1 = (xc2/xc1)
4/3. In this formula, xc1, xc2 are the distances from the

cathode to the first and second grids respectively. The potentials in formula (6.1) are

counted from the cathode where the potential is generally assumed to be equal to

zero. Penetration factor determines the effect of the corresponding grid (and the

anode) on the field near the cathode. The more transparent the grid is, the greater its

penetration factor is. Typical values of penetration factor lie in the range of 0.01–0.5.

The cathode in the electron tubes usually works in the mode of current limitation

by space charge. In this mode, the cathode current is determined by the three-halves

power equation:

Ic ¼ 2:33� 10�6kc
Aaef

x2aef
U

3=2
ef ; ð6:2Þ

where Aaef, xaef are the area of the equivalent anode and its distance from the

cathode; and kc is the coefficient depending on the electrode geometry. For plane

electrodes, kc = 1. It is obvious that the current in the tube can flow only if the

effective potential is larger than zero.

Fig. 6.1 Scheme of a

vacuum tube with

electro-static control
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Bunching of the electron flux in the tubes is carried out by means of an electric

field in the gap between the cathode and control grid affecting the space charge near

the cathode. The electrons that pass through the control grid are accelerated by the

constant electric field of the anode (or the screen grid) and interact with the alter-

nating electric field of the anode transferring some of their kinetic energy to it. This

process can be considered as the induced transition radiation of electrons.

The electro-optical system in devices with quasi-static control is not available in

an explicit form. The anode serves to simultaneously take energy from the electrons

and to collect the spent electrons. As a rule, the electrodynamics system of VEDs

with grid control is external.

A quasi-static (grid) control at low frequencies takes practically zero power from

the source of the control voltage, if the voltage on the control grid is negative with

respect to the cathode and the electrons do not deposit on it. However, at ultrahigh

frequencies, the negative control grid requires the finite power consumption which

increase rapidly with rising frequency. This circumstance along with other factors,

which will be discussed below, makes it difficult to create amplifiers and microwave

oscillators based on quasi-static control devices for frequencies exceeding 1 GHz.

The main parameters of electron tubes are:

• Voltage amplification l ¼ DUa

DUg1
; at Ia ¼ Const; D ¼ 1=l.

• Transconductance (mutual conductance) gm ¼ DIa
DUg1

; atUa ¼ Const;

• Anode resistance Ra ¼
DUa

DIa
; atUg1 ¼ Const.

These parameters are coupled by the expression

Ragm ¼ l:

Tetrodes, and especially pentodes, have a very high voltage amplification, while

triodes—due to the absence of anode screening—have a comparatively low

amplification, not exceeding 100. In the first approximation, voltage amplification

in triodes is equal to grid penetrability.

At present, low-power electronic tubes have been almost completely replaced by

solid-state devices. However, medium- and high-power devices with grid control

(triodes and tetrodes) are still competitive. They are widely used as power ampli-

fiers in radio transmitters for various purposes. Compared with other vacuum

devices that can be used in this wavelength band, they have the following

advantages:

• small size and weight;

• lower supply voltages;

• absence of special focusing systems;

• high average efficiency;

• small nonlinear distortions;

• high phase stability.
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A number of factors affect the operation of these devices and limit the possibility

of advancing into the higher frequencies region:

• intrinsic reactivity of the devices: the interelectrode capacitance and inductance

of the inputs;

• finiteness of the transit time of electrons in interelectrode gaps.

Let’s consider the influence of these factors on the interaction processes in

microwave vacuum electron devices in more detail.

6.2 The Monotron and Diode Admittance

In Sect. 4.2.4, we showed that under certain conditions an unmodulated electron

beam passing through an interelectrode gap can give a part of its kinetic energy to

the field of this gap (the monotron effect). If the gap is connected to the oscillating

circuit, and if the energy losses in this circuit are less than the power given by the

flux, self-generation may occur in the circuit. For their existence, amplitude and

phase conditions of self-excitation must be fulfilled:

Gc þGe � 0; Bc þBe ¼ 0;

where Gc, Bc are the active and reactive components of the circuit conductivity. The

second of these conditions determines the frequency of self-oscillations. Their

amplitude is determined by the Ge dependence on the amplitude of the oscillations,

i.e., by nonlinear bunching processes in the gap.

A device that realizes this method of generating electromagnetic oscillations is

called a monotron. Its scheme is shown in Fig. 6.2. Electrons emerging from the

cathode are accelerated by the field of the first grid and enter the gap between the

grids. This gap is part of the oscillatory circuit (cavity). The distance between the

grids, the accelerating voltage and the eigen frequency of the resonator are chosen

so that the transit angle in the space between the grids is close to 2.5p. In this case,

the active conductivity is negative (Fig. 6.3).

Fig. 6.2 Scheme of a

monotron

90 6 Devices with Quasi-static Control



If it is larger in absolute value than the conductivity of resonator losses,

self-oscillations appear in the device, the frequency of which is close to the eigen

frequency of the resonator. An experimental monotron sample generating power of

up to 100 kW at a wavelength of 5.5 cm was created. Recent developments have

shown that monotrons can reach 50% efficiency.

Calculation of electronic admittance of the diode is more complicated since

electrons change their velocity on the cathode-anode path. We present without

derivation the dependence of the active and reactive components of diode electronic

conductivity on the transit angle (Fig. 6.3), which for plane electrodes should be

determined by the formula

h ¼ 3x
2e0mAd

9eI0

� �1=3

;

where A is the cathode area. The active conductivity of the diode in Fig. 6.3 is

normalized to its transconductance at the operating point S = dI0/dU0, and the

reactive conductivity is normalized to the conductivity of the diode’s “cold”

capacitance Bc ¼ xC ¼ xe0A=d.
As can be seen, the active part of diode conductivity also has a section with

negative values; hence, a diode can be used to generate high-frequency oscillations.

Llewellyn and Bowen designed such an oscillator in 1938, but its low efficiency

(0.1–0.2%) prevents the practical use of these devices. In semiconductor devices

such as avalanche, barrier-injection and transit-time diodes, which are considered in

Part 3, use the phenomenon of negative conductivity much more effectively.

Let’s consider the vector diagram of the currents in the diode. Constant positive

voltage U0 and alternating voltage eU ¼ _Ueixt are applied to the anode. We suppose

Fig. 6.3 Active and reactive conductivities of the diode versus the transit angle
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that _U
�� �� � U0. It is obvious that the convection current in the diode will also have

constant and alternating components:

Ic ¼ I0 þ _Iejðxt�hðxÞÞ;

where x is the coordinate counted from the cathode towards the anode, and hðxÞ is
the transit angle of electron from the cathode to the plane with coordinate

x. Figure 6.4 shows the vector of anode voltage _U. Induced current _Ii as averaged

over the length of the gap convection current lags the voltage by angle ah, where

0\a\1. In the external circuit, capacitive current _Ic ¼ xC� _U also flows, leading

the voltage by 90°. In sum, they form the total current _It, which has active and

reactive components.

The “hot” capacitance of diode C* is larger than its “cold” capacitance due to the

effect of space charge: C* = (4/3)C. However, the reactive component of the

induced current reduces the reactive component of the total current: _Ii Im ¼ ð3=5Þ

xC _U. This result is in agreement with the graph in Fig. 6.3 at transit angles h not

exceeding 90°.

6.3 Operating Modes of Electron Tubes

Depending on the relationship between the value of the constant voltage on the tube

control grid and the amplitude of the alternating voltage, the devices with

quasi-static control operate in different modes.

Let’s consider the main operation modes (classes) of the amplifiers on electron

tubes using the triode as an example. The main characteristic of the class is the

cutoff angle h = xs/2, where s is the part of the alternating voltage period during

which the anode current is different from zero.

Class A. A negative voltage (bias) is applied to the grid, which is greater than

the cutoff grid voltage, and the amplitude of the alternating voltage is less than the

absolute value of the bias voltage (Fig. 6.5a). In this mode, current Ia0 (the qui-

escent current) flows through the tube in the absence of the alternating voltage. The

grid current is zero since the grid is negatively charged with respect to the cathode.

Fig. 6.4 Vector diagram of

diode currents
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When an alternating voltage is applied to the grid, the anode current begins to

alternate, following the grid voltage in the waveform. The cutoff angle h = 180°. In

this mode, the amplifier has low efficiency and small nonlinear distortions. Such a

mode is impractical in high-power amplifiers.

Class B. In this mode the bias is chosen equal to the cutoff voltage, so in the

absence of a signal, the anode current is zero (Fig. 6.5b). In the presence of the

alternating voltage on the grid, the anode current is different from zero only in

positive half periods of the grid voltage.

The cutoff angle is 90°. The efficiency in this mode is much larger than in class

A, but the anode current waveform significantly differs from the grid voltage

waveform. Thus, this mode can be used only in resonant amplifiers.

Class C. The bias voltage is larger than the cutoff voltage, and the amplitude of

the alternating voltage is larger than the bias voltage (Fig. 6.5c). The cutoff angle is

less than 90°. This class is characterized by high efficiency, however, the output

power and the gain decrease while the cutoff angle reduces.

Class AB. Intermediate between classes A and B. The cutoff angle is larger than

90° (Fig. 6.5c). By selecting the cutoff angle it is possible to find the optimal

relationship between efficiency and the level of nonlinear distortions.

There are other classes and subclasses of amplifier operation—A+, D, H, G but

they are quite complex in implementation and have limited application.

Fig. 6.5 Main operation modes of VED amplifiers
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6.4 Amplifier Circuits

Let’s consider the inclusion of the triode in the amplifier circuit. The amplifier has

two input terminals and two output terminals. The triode has three electrodes.

Therefore, one of the electrodes must be common to the input and output circuits.

So there exist amplifier circuits with a common cathode, with a common grid and

with a common anode (Fig. 6.6).

In the common cathode circuit (Fig. 6.6a) the currents induced in the grid

circuit by the charges moving in the cathode-grid Icg and the grid-anode gaps Iga
have opposite directions. Therefore, the total grid current in a device with small

transit angles in the interelectrode gaps is zero. Small signal power gain

lp ¼
Pout

Pin

¼
I2aRa

U2
g=Rg

¼ g2mRaRg;

where gm is the transconductance, can be quite large. Such a connection circuit is

the main type for low-frequency amplifiers.

At high frequencies, a phase shift arises between currents induced in the grid

circuit, due to the finite transit time of electrons in the interelectrode gaps.

Therefore, the sum of the induced currents is different from zero.

To analyze this effect suppose that constant negative bias Uc0 and a small control

alternating voltage Uc � Uc0 are applied to the control grid of the device.

If the grid penetration factor is sufficiently small, then the triode can be con-

sidered as a set of two independent plane gaps having one common electrode (grid)

permeated by the same electron flux moving from the cathode to the anode. Current

Icg induced in the cathode-grid gap lags grid voltage Ug by angle ncg ¼ aghcg,

where hcg is the transit angle in the cathode-grid space, 0 < ac < 1 is the coefficient

that takes into account the averaging of the convection current along the length of

the gap. Current Iga induced in the grid-anode gap lags the grid voltage by angle

h2g ¼ hcg þ aahga, where hga is the transit angle in the grid-anode space and aa is

the averaging coefficient. The difference in these currents is equal to the grid current

Ig flowing in its circuit even in the absence of electron deposition on the grid.

Fig. 6.6 Triode amplifier circuits
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The foregoing is illustrated by the vector diagram shown in Fig. 6.7. The real

component of the grid current determines the active component of input conduc-

tivity of the grid Gвx = Re(Ic)/Uc. It can be shown that for transit angles which are

not very large

Gin � 0:05gmx
2s2cg:

Accordingly, additional power P ¼ 0:5GinjUgj
2
is dissipated in the amplifier

input circuit that reduces the tube gain.

The decrease in the input active conductivity can be achieved by reducing the

transit time scg of electrons by decreasing the grid-cathode distance dcg. To

maintain the permissible value of transit angle hcg, distance dcg should change

inversely with the frequency. Other grid dimensions (wire diameter or thickness of

the grid bridges, cell size, etc.) should decrease in approximately the same

proportion.

At small values of distance dcg, which are characteristic for decimeter band

devices, the further reduction of this distance is limited by a number of factors, in

particular tolerances for the manufacture of cathode-grid knot components and

deformation of the grid when it is heated by radiation from the cathode and by the

grid current. Ensuring stability of the grid shape during heating, the action of

accelerations and vibrations requires the use of a complex design and technological

solutions.

Besides, the degree of feedback through grid-anode capacitance Cga increases

with the rising frequency while capacitive feedback resistance Xc ¼ �1=ðxCgaÞ
decreases. The presence of the feedback can lead to self-excitation of the amplifier.

This undesirable effect is practically absent in tetrodes and pentodes in which the

control grid is shielded from the anode by other grids.

In the common grid circuit (Fig. 6.6b) feedback is carried out through the

cathode-anode capacitance which is significantly smaller than the grid-anode

capacitance, since the anode is shielded from the cathode by the grid.

However, unlike the common cathode circuit, in the common grid circuit the

current induced in the cathode-grid gap flows in the input circuit, so the input active

conductivity of the triode in this circuit is Gin ¼ gm. Accordingly, at low

Fig. 6.7 Vector diagram of

the currents in the

cathode-grid space of the

triode
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frequencies, the tube gain in this circuit is significantly lower than in the common

cathode circuit. Since the current induced in the output circuit does not pass through

the input circuit, the triode input conductance in the common grid circuit coincides

with the input conductance of the equivalent diode (Fig. 6.7), and its active com-

ponent decreases with an increasing transit angle. As the frequency increases, the

input conductance of the common cathode circuit begins to rise rapidly, and at the

frequency corresponding to transit angle hcg ¼ 5p=4 it becomes equal to the input

conductivity of the tube in the common grid circuit. At higher frequencies, the

common grid circuit provides higher gain than the common cathode circuit,

explaining the wide application of this connection circuit in the decimeter band.

The common anode circuit (Fig. 6.6c) has the same input conductivity as the

common grid circuit but because of load resistance in the cathode circuit, there is a

negative feedback, which reduces the voltage gain to one. This circuit is often

called a “cathode follower” since the output voltage “follows” the amplitude and

the waveform of the input voltage. This circuit is used in some special cases.

It should be noted that the considered operation modes and connection circuits

of vacuum devices are similar to those for transistor amplifiers.

6.5 The Influence of Cathode Contact Inductance

A triode input active conductivity can also be caused by the inductance of the

cathode contact, in addition to the transit angle finiteness in the grid-cathode

gap. The input active conductivity caused by these factors worsens the control

action of the grid, leading to an increase in the power consumed by the grid circuits.

Let’s consider the influence of the cathode contact inductance Lc and the

grid-cathode capacitance Ccg on the operation of the triode working in the common

cathode circuit (Fig. 6.8).

We assume that a negative bias is applied to the triode grid and it does not

encompass the electron current.

Fig. 6.8 For analysis of the

influence of cathode input

inductance
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Let’s calculate the input conductivity of the grid circuit defining it as the ratio of

current in the grid circuit Ic to input voltage Uin, Yc = Ic/Uin. Voltage Uinn can be

represented as the sum of two voltages: the voltage Uc applied directly between the

cathode and the grid, and the voltage drop on the inductance UL, Uin = Uc + UL.

Current Ic is a capacitive current and is related to voltage Uc by the ratio

Ic = jxCcкUc. The vector diagram of the currents in the grid circuit is shown in

Fig. 6.9.

For the voltage drop on the inductance, we can write UL ¼ ðIc þ IaÞjxLj; where
Ia is the alternating convection current in the grid-cathode gap which is closed

through the anode circuit. The value of this current can be expressed in terms of

voltage Uc applied to the gap and triode transconductance gm, Ia = gmUc. Taking

into account the formulas obtained above we find

Yg ¼
Ig

Uin

¼
jxCcgUg

Ug þUgðgm þ jxCcgÞjxLc
¼

jxCcg

1þðgm þ jxCcgÞjxLc
:

Setting gm 	 xCcg we obtain

Yc ¼
jxCcg

1þ jxLcgm
:

Dividing the real and imaginary parts in this expression, we obtain

Yg �
ðx2Lcgm þ jxÞCcg

1þðxLcgmÞ
2

:

In real devices xLjgmð Þ2� 1, so finally we obtain

Yc ¼ x2CcgLcgm þ jxCcg: Yg ¼ x2CcgLcgm þ jxCcg:

Fig. 6.9 Vector diagram of

the currents in the anode-grid

space of the triode
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From this expression, it follows that the cathode input inductance leads to the

appearance of the active component of the grid circuits input conductivity

Gc ¼ x2CcgLcgm.

Consequently, the grid circuits consume power Pg ¼ U2
inGc=2 even when the

grid operates with a negative potential to the cathode and does not encompass the

electron current. In this case, power Pc is pumped to the anode circuits thanks to

inductance L
к
, which is a common element of the grid and anode circuits. It is

important to note that the value of the input active conductivity and, consequently,

of the power consumption increases in proportion to the frequency square. In

modern high-power grid-controlled devices, the disk and cylindrical structures is

used to reduce contact inductance.

6.6 The Influence of Space Charge and Displacement

Current in the Cathode-Grid Space

In the space between the cathode and the grid, the electrons move relatively slowly,

so the influence of the space-charge field in this gap is sufficiently large.

The layer of the space charge leaving the cathode at time t0 creates an electric

field that inhibits the motion of electrons exiting at later time intervals. As a result,

the convection current pulse shape in the grid plane does not coincide with the

shape of the current pulse at the cathode.

Let’s consider, for example, the operation of a triode in class B. The dependence

of the effective potential on time has the form

Uef ¼ U0 sinxt;

shown in Fig. 6.10a. At small transit angles the waveform of the cathode current is

determined by the three-halves power equation (Fig. 6.10b):

IcðtÞ ¼
I0ðsinxtÞ

3=2; 0�xt� p;

0; p\xt\2p:

�

At large transit angles the process of cathode current take-off becomes more

complicated. At the time when the acting potential becomes positive, a layer of

space charge exits from the cathode. With unlimited cathode emission, the electric

field inside this layer is equal to zero. In the rest of the cathode-grid gap the charges

are absent, however, a displacement current equal to the capacitive current flows

Ic ¼ xCcgU0 cosxt:

At a moment t ¼ 0, this current is maximal. According to Ampere’s circuital

law, the convection current in the space charge layer must be equal to the dis-

placement current. That’s why the cathode current pulse takes the shape shown in
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Fig. 6.10c. As can be seen, the cathode current abruptly assumes the maximum

value equal to Imax ¼ xCcgU0 and then decreases to zero. The duration of the

cathode current pulse is a quarter of the period, not half the period, as for small

transit angles. The amplitude of the cathode current pulse Imax in the microwave

band is much larger than the value I0 determined by the three-halves power

equation. So one have to use cathodes with the large redundancy of emission

current.

Further motion of electrons in the cathode-grid space occurs under the action of

the electric field of the grid and the space charge. At time t = 0 a dense space charge

layer corresponding to the maximum value of the convection current exits from the

cathode. The space-charge field of this layer accelerates the electrons located at its

front boundary and inhibits the electrons moving behind. Besides, the acting

potential varies as shown in Fig. 6.11a (dashed line).

As a result, the trajectories of electrons in the space-time diagram acquire the

form shown in Fig. 6.11a. Electron 1 moves at maximum speed and passes the grid

plane at time t1. Electron 2 moves along a similar trajectory. Electron 3 approaches

the grid at the time when the field in the cathode-grid space is decelerating, so it

completely loses its velocity and turns back to the cathode. At this time, the con-

vection current pulse in the grid plane stops.

Fig. 6.10 Waveform of the

triode cathode current at large

transit angles
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Electron 4 does not reach the grid and, like electron 3, oscillates in the

cathode-grid space. After one or several such oscillations, they either transit to the

anode or remain on the cathode. Electrons 5 and 6 immediately return to the

cathode with non-zero velocities that lead to an additional unintended heating of the

cathode.

Thus, the convection current pulse in the grid plane has a longer duration than in

the cathode plane and the considerable spread of electron velocities (Fig. 6.11b).

The distortion of the cathode current pulse leads to a decrease of the first harmonic

content in it and of the efficiency of the device.

6.7 Motion of Electrons in the Grid-Anode Space

Having passed the plane of the grid, electrons get into the grid-anode gap, inducing

the current in the external circuit. The motion of electrons in this gap occurs under

the action of the anode accelerating field and the alternating voltage on it which has

amplitude comparable with the constant anode voltage. Therefore, during the

motion, the velocities of electrons change as shown in Fig. 6.12.

The pulse of the induced current begins when the first electron crosses the grid

plane and stops when the last electron reaches the anode. As a result, the duration of

the induced-current pulse sai is much larger than the duration of the convection

current pulse in the plane of the grid sg.

Fig. 6.11 Diagram of

movement of electrons in the

triode cathode-grid gap

Fig. 6.12 Diagram of motion

of electrons in the triode

grid-anode gap
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This effect reduces the amplitude of the induced current first harmonic that leads

to a decrease in amplifier efficiency. Note that the effect of the anode current pulses

stretching is practically absent in tetrodes where the electrons are accelerated by the

constant field of the second grid before reaching the second grid-anode space.

Figure 6.12 also shows the anode alternating voltage that occurs when the

induced current flows through the resonant load tuned to resonance with the voltage

on the grid. The minimum voltage corresponds to the maximum of the induced

current. At this, due to the transit time, the phase shift between the alternating

voltages on the grid and the anode is different from 180° and changes the feedback

phase in the circuits of the triode generators and can lead to the failure of

self-oscillations.

The noted phenomena limit the use of triode and tetrode amplifiers at the fre-

quencies of the decimeter band.

6.8 Modern Medium and High Power Tetrodes

Medium and high power tetrodes created by new technology remain competitive in

the decimeter wavelengths band and are used in the final stages of radio and

television transmitters.

In contrast to electron-beam microwave devices, tetrodes use the quasi-static

(grid) method of controlling the electron flux. This excludes the need for long drift

tubes (in the case of klystrons) or slow-wave structures (in the case of traveling

wave tubes). Therefore, the dimensions and weight of tetrodes are relatively small.

Besides, complex focusing systems are not required to support the electron flux.

In microwave tetrodes, high levels of output power are achieved due to high

currents at relatively low supply voltages.

The fact that in the amplitude modulation mode tetrodes operate in class B and

C, i.e. with cutoff of the cathode current, explains their high average efficiency. If

there is no high-frequency signal, current does not pass through them. In the

klystrons and TWTs in this case, all the electron beam power is exuded at the

collector. Therefore, at the amplification of a television signal, for example, the

average efficiency of the tetrode transmitters appears to be 2–2.5 times higher than

the klystron ones.

The high output signal phase stability of tetrode amplifiers is explained by the

small electron transit angles so the delay time of the signal passage and its change at

the variation of the signal amplitude and supply voltages are an order of magnitude

lower than in klystrons and TWTs.

The lower level of nonlinear distortions in these amplifiers is associated with the

features of their amplitude characteristics. If a klystron’s amplitude characteristic is

close in shape to a segment of the sinusoid with an almost linear initial part, then the

similar characteristic of tetrode amplifiers has the form of S-shaped curves with

greater linearity in the middle part. It is possible to develop devices with an

amplitude characteristic approaching linear.
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The above circumstances—the need to reduce the cathode-grid distance and the

associated changes in the grid structure, the heating of the grid, its thermal defor-

mation and thermal emission—together constitute the grid problem in high-power

devices of the decimeter wavelength band and limit their progress toward higher

frequencies.

In high-power devices the control grid can be heated strongly both by radiation

from the cathode and by the electron current. The temperature of the grid can reach

high values at which its thermionic emission becomes noticeable. The emission can

significantly increase if substances evaporated from the cathode deposit on the grid.

In a number of cases, the secondary emission is added to the thermal emission of

the grid because of the electron current bombardment of the grid. The emitting grid

loses its control properties and becomes a source of electrons itself.

One of the possible ways to solve this is the use of pyrolytic graphite (pyro-

graphite) as a grid material. This is a polycrystalline carbon material obtained by

chemical gas-phase deposition during the pyrolysis of hydrocarbons carried out at a

temperature range of 750–2400 °C.

This material has an emissivity close to that of an absolutely black body, high

thermal conductivity, good mechanical strength, increasing with the rising tem-

perature, increased resistance to heat shocks, lower thermal and secondary emis-

sions compared to materials traditionally used in the manufacture of grids (tungsten,

molybdenum, and tantalum).

Grids made of pyrographite are used in high-power tetrodes of ultrahigh fre-

quency (frequency f � 800 MHz, output power Pвыx � 10–20 kW).

The technology for manufacturing pyrographite grids is more costly than the

technology for manufacturing grids from traditional materials. Therefore, such

materials continue to be used for the high-power electronic devices grid electrodes.

Such grids are usually coated with various antiemission materials. These materials

include, for example, a complex intermetallic compound of platinum and zirconium

Pt3Zr.

Among the disadvantages of tetrode amplifiers, the low power gain values,

relatively low operating frequencies, limited bandwidth and significantly lower

reliability and longevity should be noted. The existing problem of cooling the anode

which simultaneously serves as the electron collector should also be pointed out.

In modern tetrodes designs, taking into account the peculiarities of operation in

the microwave frequency band, the energy losses in the input circuits associated

with the transit time are negligibly small.

The inductances of the leads are minimized due to the corresponding con-

structive technological solutions. The interelectrode capacitances are naturally used

as the lumped capacitances of the tetrodes amplifiers and generators oscillator

circuits. This makes possible to analyze tetrodes amplifiers (generators) by

well-known techniques used in low-frequency electronics.

Figure 6.13 shows a tetrode amplifier assembled according to the common grid

circuit. The amplifier uses coaxial resonators. The capacitive part of the input

resonator is formed by the first grid—the cathode capacitance Ccg1. The output
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resonator is connected to the second grid—the anode gap, and its capacitive part is

formed by the second grid—anode capacitance Cg2a. To supply the anode and the

second grid with constant voltages Ua and Ug2, blocking capacitors Cb1 and Cb2,

integrated into the anode grid-circuit, are used. To decouple the cathode and the first

grid, the capacitor Cb3 is used, which is built into the cathode-grid circuit.

The situation is different when the constant voltage of the screen grid is much

lower than the anode voltage. In this case, the convection current pulses enter the

output gap at a low speed determined by the screen grid voltage. In the interaction

gap, they experience the accelerating effect of the constant electric field which is

created due to the difference in the potentials of the screen grid and the anode and

the braking action of the alternating field of the output resonator. The joint action of

these two fields leads to the fact that even with the alternating voltage amplitude

close to the difference between the constant potentials of the anode and the screen

grid, the electron velocity in the gap increases. This means that not the kinetic

energy of the electrons but thier potential energy which they have passing the

screen grid, is converted into the energy of the alternating field. This energy con-

version is an example of transition radiation of electron bunches.

Fig. 6.13 Common grid

circuit of a tetrode amplifier
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Several leading electronics companies produce tetrodes and beam power tubes of

very high output power for broadcasting and over-the-air television. The modern

tetrode for broadcasting with a record output power of 2 MW in continuous mode,

developed at the JSC “Svetlana”, is shown in Fig. 6.14. It contains an external copper

anode with water cooling, disc cathode and grids connectors. The grids of this device

are made from pyrographite. At the top of the device we can see heater connectors.

The device is designed to work with an external electrodynamical system.

6.9 Microwave Vacuum Microelectronics Devices

In the late 1960s, low-power microwave electronics became almost completely

solid. However, despite impressive successes, solid-state electronics could not fully

meet the stringent requirements of radio-electronic systems developers, especially in

the field of radiation resistance, resistance to overload, temperature stability, and

cutoff operating frequencies. At the same time the development of integrated tech-

nologies, the development of stable field-emission emitters created the basis for the

emergence and development of vacuum microelectronics, a new trend in electronics

that uses integrated technologies to create microminiature vacuum devices. Due to

their small size, these devices are ideally suited to microwave operation.

Developments in this direction began in the 1960s with the works of K.

Shoulders and I. Brodie, but the decisive contribution was made by C. Spindt and

his colleagues, who developed the design and technology of the matrix

field-emission molybdenum cathode with tips and investigated its properties.

Spindt’s published article with the results of these studies appeared in 1976. The

construction of this cathode, known as the Spindt cathode, is shown in Fig. 6.15.

On a silicon substrate 1, an insulating film 2 of silicon dioxide is formed by the

oxidation method onto which a molybdenum coating 3 is applied. Round holes are

formed by photolithography and etching in the coating and the film. Molybdenum

cones 4 are grown in these holes by the method of vacuum deposition. The

dimensions of one of the structures made are: h = 1.5 lm, t = 0.4 lm, D = 0.5 lm.

Above it, a solid metal electrode is located at the distance of about 100 lm from the

structure (not shown in Fig. 6.15).

It is not difficult to see that the described structure is a triode in which the

molybdenum tip plays the role of the cathode, the role of the grid is performed by

metallization 3, and the metal electrode performs the role of the anode. When a

suffiently large positive in respect to the cathode voltage is applied to the anode, the

autoelectronic emission from the molybdenum tip begins. The emission current can

be regulated by changing the voltage on the molybdenum coating 3.

The autoelectronic emission current is determined by the Fowler-Nordheim law:

Je ¼ AE2 expð�Bu3=2=EÞ;

where u is the work function of the metal; E is the electric field strength near the

cathode; and A, B are the constants depending on the shape of the cathode.
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It follows from this formula, that for the cathode material with the work function of

4.5 eV typical for metals, the noticeable emission current appears at field strengths

(3–5) 107 V/cm. Such fields can be created only on tips having a small bending

radius. To characterize such tips, the so-called intensity factor is used which is

equal to the ratio of the field strength at the tip to the field strength in the area far

from it. The intensity factor depends strongly on the bending radius reaching

Fig. 6.14 A high-power

tetrode
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several tens and even hundreds at bending radii of several hundredths of a

micrometer. Therefore, it is very important to use materials and technologies to

minimize the bending radius. The minimum value of this radius is the size of one

atom, but this limit is unattainable, since one atom on the tip will be pulled out of

the metal by ponderomotive forces. At present, the greatest intensity factor is

provided by cathodes made of carbon nanotubes. However, the technology does not

yet allow for the growing of a regular lattice from such nanotubes.

In the Spindt cathode with molybdenum tips, a current of several hundred

microamperes is observed at an anode voltage of 200–250 V, and that is a lot for a

microelectronic device. The most recent developments made it possible to reduce

the voltage on the control electrode to 30 V and the anode voltage to 150 V. At

this, the triode has a very small differential transconductance and gain. These

parameters could be improved by decreasing the tip height, but if this is done, the

anode current sharply decreases. The low gain and output power prevent the

introduction of these devices into microwave equipment.

Microvacuum devices with lateral geometry were developed, and Fig. 6.16

shows a diode (Fig. 6.16a) and a triode (Fig. 6.16b) with this geometry. It contains

a cathode 1, an anode 2, an isolating plate 3 and a dielectric substrate 4. A triode

has an additional control electrode 5. In order to increase the intensity factor, the

edge of the cathode electrode is made jagged. Such devices can be easily imple-

mented in the circuits of traveling wave amplifiers (distributed amplifiers). The

structure of such an amplifier is shown in Fig. 6.17.

The amplified signal is applied to the input transmission line formed by the

heavily doped substrate and the control electrode in the form of a tape. The output

transmission line excited by the cathode currents is formed by the control electrode

and the anode. For correct amplifier operation, the phase velocities of waves in both

transmission lines must be equal. This condition limits the frequency band of the

amplifier, as the dispersion laws in the input and output lines are different.

Fig. 6.15 The Spindt

cathode

Fig. 6.16 A microvacuum device with a lateral structure
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In the first approximation, the gain of such an amplifier is proportional to its

length l:

l ¼ 20gm1Z02bl;

where l is the power gain, dB; gm1 is the specific amplifier differential transcon-

ductance (the differential transconductance per length unit); and Z02 and b are the

wave impedance and phase constant of the output transmission line.

In reality, the gain is reduced due to losses in the transmission lines, which

appear to be significant, since the thickness of metal films is usually much less than

the depth of penetration. Another reason is the input transmission line excitation by

the density modulated cathode current. Since the excited wave is in the antiphase

with the cathode current (and with the wave excited by the source of the input

signal), the resultant wave decreases beginning from the specific length of the

amplifier. Accordingly, the gain also decreases. Thus, there is an optimum amplifier

length at which the maximum gain is realized.

The analysis shows that acceptable gain values can be obtained with differential

transconductance at one tip not less than 10 lA/V, and this is at the limit of modern

technological possibilities.

In recent years, proposals to implement the traveling wave klystron and the

monotron on the basis of the tip autoelectronic emission cathodes have appeared,

but the implementation of these ideas requires a lot of work by designers and

technologists.

Advancement Questions

1. What is an equivalent diode? How do you determine the anode voltage of this

diode?

2. In what mode does a hot cathode work in electronic devices with quasi-static

control?

Fig. 6.17 Travelling wave microvacuum amplifier
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3. Define the monotron. What interaction phenomena are used in it?

4. List the classes of operation of electron tubes and the features of the operation

of devices in each class.

5. Describe the operation of the amplifier in a common cathode circuit.

6. Describe the operation of an amplifier in a common grid circuit.

7. What is the influence of the cathode input inductance?

8. Describe the shape of the cathode current pulse in tubes with a large transit

angle.

9. What problems do designers of grids in high-power devices have to solve?

10. Describe the design and operation of the Spindt cathode.

11. Describe the design of the distributed microvacuum amplifier.

12. What factors limit the use of vacuum microelectronics devices in the micro-

wave band?
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Chapter 7

O-Type Microwave Devices

7.1 General Characteristics of O-Type Devices

O-type microwave vacuum electron devices are dynamic control devices with a
rectilinear electron beam. This beam interacts with standing or travelling electro-
magnetic waves. The name of this class of devices originates from the French word
l’onde (wave). The constant magnetic field in these devices is used only for
transporting the beam and does not participate in the interaction process. Klystrons,
traveling wave tubes, backward wave oscillators and hybrid devices are among the
representatives of this type of device.

The process of energy conversion in O-type devices includes three stages.

1. Formation and acceleration of the electron beam. At this stage, the energy of the
power source is transformed into the kinetic energy of the electron beam.

2. Bunching of the electron beam, which consists of the formation of a sequence of
electron bunches from the homogeneous beam formed in the first stage. In this
case, a variable component of the convention current arises.

3. Extraction of energy from the bunched electron beam by the field of the elec-
trodynamic system. At this stage, the kinetic energy of the electron flux is
converted into the energy of the electromagnetic field.

In O-type devices, these stages of energy conversion are separated in time and
are taken apart in space.

By the nature of the interaction between the beam and the field, the devices with
discrete (short-term) interaction and devices with continuous (long-term) interaction
are distinguished. The first type of device includes klystrons, in which resonators
(cavities) are used as an electrodynamic system. The interaction between the beam
and the field occurs discretely in narrow resonator interaction gaps. Continuous
interaction is realized in traveling and backward wave tubes, where the electron
beam interacts permanently and continuously with the field of the traveling wave.
There are also hybrid devices in which both types of interaction are used.
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7.2 Klystrons

7.2.1 The Structure and Operating Principle

of the Double-Cavity Transit-Time Klystron

The double-cavity transit-time klystron was invented and built in 1937 by the
brothers Russell and Sigurd Varian in the Stanford University laboratory. Toroidal
resonators (rhumbatrons) were used in the klystron, and they were also proposed
shortly before by W.W. Hansen, who worked at the same university. The name
“klystron” is made up of the Greek word klýzo—to strike, to wash with a wave—
and the ending (elec)tron. In the USSR, the first amplifying klystrons were
developed by N.D. Devyatkov and colleagues in 1940.

The structure of the double-cavity transit-time klystron is shown schematically
in Fig. 7.1. The input resonator of the device is excited from an external source, and
an alternating electric field appears at its interaction gap. An electron beam formed
by the electron gun consisting of the cathode and the anode enters the gap of the
first resonator, where it is exposed to the alternating electric field that leads to the
electron velocity modulation. The velocity-modulated beam enters the drift space,
where the process of bunching the electrons occurs. The electron beam becomes
inhomogeneous in density and the alternating convection current arises in the form
of a sequence of bunches. Passing the output resonator gap, the bunches excite
oscillations in it. The electric field of these oscillations in the resonator gap inhibits
electron bunches, part of the kinetic energy of which is transferred to the electro-
magnetic field of the resonator. According to the theory of radiation, the induced
slowing-down oscillation of electrons arises under the influence of the resonator
field.

A collector captures the spent electrons. The couplers connect the klystron to the
source of the input signal and the load.

Fig. 7.1 Scheme of a double-cavity klystron
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Having considered briefly the main processes that determine the operation of a
transit-time klystron we turn to mathematical analysis.

7.2.2 Velocity Modulation in the Interaction Gap

The process of velocity modulation of an electron beam passing through the plane
resonator gap is considered in Sect. 4.2.2, where the concept of the interaction
coefficient is introduced. The velocity modulation factor is introduced in
Sect. 4.2.3.

In high-power klystrons, gridless gaps are used since grids do not withstand the
thermal load from electrons bombarding them. Figure 7.2 shows the picture of the
gridless interaction gap field calculated using a special program. The figure shows
the vectors of the electric field intensity. The length of these vectors is proportional
to the intensity modulus, and the direction corresponds to the field direction at the
vector origin point. As can be seen, the electric field of the gridless gap is
non-uniform and has both longitudinal and radial components. The electric field
penetrates into the drift tube, and therefore the actual axial extension of the field lE
is larger than gap width d, and depends on radial coordinate r. For r � a, where a is
the radius of the drift tube, lE � d and on the axis of symmetry (r ¼ 0) lE � dþ 4a.

The dependence of the longitudinal component of the electric field on the radius
is given by

Ezðr; zÞ ¼ E0I0ðcerÞ=I0ðceaÞ;

where E0 is the field intensity on the edge of the drift tube, E0 ¼ Ezða; zÞ, where the
field is almost homogeneous, ce ¼ ðb2e � k2Þ1=2 is the radial propagation number,

Fig. 7.2 Electric field of the
gridless gap
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be ¼ x=ve is the electron phase constant, a is the drift channel radius, and I0ðxÞ is
the modified zero order Bessel function of the first kind.

This dependence leads to an inhomogeneous velocity modulation of the elec-
trons crossing the interaction gap at various distances from the axis of symmetry.
The gridless gap interaction factor taking into account the non-uniformity of the
electric field longitudinal component along the radius has the following form:

MðrÞ ¼ sinðbed1=2Þ
bed1=2

I0ðcerÞ
I0ðceaÞ

;

where r is the radial coordinate of the trajectory along which the electron moves.
As follows from the above formula, near the drift tube (r � a) the value of the

interaction coefficient is the same as in the grid interaction gap. On the axis of
symmetry (r ¼ 0), the interaction factor is reduced. The electron beam usually
occupies only a part of the drift tube cross section determined by the filling factor
n ¼ b=a, where b is the beam radius. Usually, n = 0.5–0.8. Thus, the difference in
the modulation depth over the cross section of the beam is defined by the formula

vð0Þ
vðbÞ ¼

1

I0ðcebÞ
¼ 1

I0ðnceaÞ
:

The last formula shows that in order for the velocity modulation inhomogeneity
to be small, it is necessary to limit the radius of the drift tube and the filling factor.
Modulation analysis uses the average cross-sectional interaction factor

Mmed ¼
1

S

Z

S

Mðx1; x2ÞdS;

where S is the cross-sectional area of the beam, and x1; x2 are transverse coordi-
nates. For a cylindrical beam

Mmed ¼
MðaÞ

pb2I0ðbeaÞ

Z

b

0

I0ðberÞ2prdr ¼ MðaÞ 2I1ðbebÞ
bebI0ðbeaÞ

:

Figure 7.3 shows the dependence of the averaged interaction factor on bea for
different values of filling factor. It is this average interaction factor that must be
substituted into the expression for the velocity modulation coefficient. As we see,
the average interaction factor increases with an increase in the filling factor.
However, the imperfect form of the electron beam limits the possibilities of mag-
nification n.

The presence of a radial velocity component in the gridless gap is an undesirable
effect, since this can lead to defocusing of the beam and losses of electrons on the
wall of the drift tube.
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7.2.3 The Kinematic Theory of Bunching

After leaving the gap of the first resonator, the electrons fall into the drift tube
where there is no external electric field. In the first approximation, we can neglect
the electrons’ disruptive forces and assume that in the drift space they move with
the constant velocity which they attained when leaving the gap. Analysis of the
motion of the electrons in such an approximation was named the kinematic theory
of bunching.

The motion of electrons in the drift space is conveniently studied using the
space-time diagram (Applegate diagram) (Fig. 7.4) which depicts the dependence
of electron’s coordinate on time. It is assumed that the electrons move along the
z axis with the origin at the end of the gap.

The diagram shows the dependence of the electron’s velocity at the gap exit on
time. The dependence of the electron’s coordinate on time is determined by
function z ¼ veðt � t0Þ, where ve is the velocity of the electron at the exit from the
gap, and t0 is the time at which the electron leaves the gap. In the space-time
diagram, the electron trajectory is represented by a line, the slope of which is equal
to the velocity of this electron. For an electron moving with constant velocity, its
trajectory is a straight line.

Let’s consider the motion of three layers of electrons in the drift space (Fig. 7.4).
Layer 1 entered the drift tube at time t1 with velocity ve1 slightly less than
v0:ve1 ¼ v0 � Dv. Layer 3 entered the drift tube later, at time t2 ¼ t1 þDt1, but with

Fig. 7.3 Dependence of the
averaged interaction factor on
bea for different filling factors

Fig. 7.4 Applegate diagram
of electrons motion in the drift
space
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a higher speed ve2 ¼ v0 þDv. Layer 2, occupying an intermediate position, entered
the drift tube at time t2 ¼ t1 þDt1=2 with velocity v0.

Let us determine at what time interval layers 1 and 3 intersect plane P located at
distance z from the gap. Layer 1 entered into the drift pipe at time t1 and crosses this
plane at time t01 ¼ t1 þ z=ðv0 � DvÞ. Layer 2 entering the drift pipe at time t2
intersects plane P at time t02 ¼ t2 þ z=ðv0 þDvÞ. Then the time interval Dt at which
these layers intersect plane P is found as

Dt ¼ t02 � t01 ¼ t1 þDt1 þ
z

v0 þDv

� �

� t1 þDt1 þ
z

v0 � Dv

� �

¼ Dt1 þ z
1

v0 þDv
� 1

v0 � Dv

� �

;

or

Dt ¼ Dt1 �
2Dv

v20 þðDvÞ2
¼ Dt1 � uðzÞ;

where the designation is introduced

uðzÞ ¼ 2zDv

v20 þðDvÞ2
:

The function u in this expression has a positive value depending on coordinate z.
If uðzÞ\Dt1, then the considered layers intersect plane z ¼ z1 (see Fig. 7.4) in the
same order in which they entered the drift tube, but in a shorter time interval
Dt\Dt1. For uðzÞ ¼ Dt1 the layers intersect plane z ¼ z1 simultaneously. If
uðzÞ[Dt1, then Dt\0 and the layers intersect the considered plane in reverse
order. Note that all the layers under consideration move in the same direction,
therefore the sign of the convection current does not change when the Dt sign
changes.

The layers will intersect plane z = z1 (see Fig. 7.4) in the same order in which
they entered the drift tube. The layers will come simultaneously to plane z = z2. The
layers will intersect plane z = z3 in reverse order.

Calculation of the convection current in a bunched electron beam is based on the
charge conservation law. The value of the charge concentrated between layers 1 and
3 can be found using the current of the unperturbed beam I0 and time interval Dt1:
Dq ¼ I0Dt1. Charge ∆q crosses plane z1 over time interval ∆t and creates a con-
vection current I ¼ Dq=Dt ¼ I0Dt1=Dt in this plane. Passing to infinitely small time
intervals, we obtain I ¼ I0dt1=dt.

If Dt\0, the formulas for calculating the current should use the absolute value
of the time interval jDtj since for a negative value of Dt only the order of this plane
intersection by layers changes, but the direction of the electron current does not
change.
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Thus, the convection current of the beam

I ¼ I0
dt1
dt

�

�

�

�

�

�

�

�

: ð7:1Þ

The expressions obtained above establish the connection between the constant
convection current entering the drift tube and the convection current arising in the
drift tube in the process of the electrons bunching.

Therefore, to determine the convection current that results from bunching it is
necessary to find the derivative dt1=dt. The time for electrons to enter the drift tube
t1 and the time of the traversing through the plane located at distance z from its
entrance are related by the obvious relation t ¼ t1 þ z=v, where t is the electron
velocity at the entrance of the drift tube determined by formula (2.36). Considering
this we have

t ¼ t1 þ
s

1þ m1 sinxt1
;

where s ¼ z=v0 is the static time of the electron’s transit.
Setting m � 1, corresponding to small values of the modulating voltage ampli-

tude (Um1 � U0) we find

t � t1 þ sð1� m1 sinxt1Þ

or

xt ¼ xt1 þxs� xsm1 sinxt1:

By introducing the static transit angle h ¼ xs and bunching parameter X ¼ hm1,
we obtain

xt � h ¼ xt1 � X sinxt1: ð7:2Þ

This equation expresses the dependence of the electron’s arrival phase xt into
the given cross-section of the beam with coordinate z on the phase of the electron’s
exit from the gap of the first resonator xt1. The z coordinate defines the static transit
angle in the drift space h and bunching parameter X (along with the velocity
modulation factor m1).

The dependence of xt − h on xt1 for different values of bunching parameter X is
shown in Fig. 7.5. As can be seen, for X < 1, one, and only one, value of arrival
phase xt corresponds to each value of emission phase xt1. The phase trajectories of
the electrons on the Applegate diagram in the z cross-section do not intersect. The
slope of the curve xt � h ¼ f ðxt1Þ is always positive so the value of the derivative
d(xt1)/d(xt) is finite and the convection current in accordance with (7.1) is finite at
any time.
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For X ¼ 1, derivative dðxtÞ=dðxt1Þ at point xt1 ¼ 2p becomes equal to zero,
corresponding to the intersection of the electron trajectories in the Applegate dia-
gram. Hence, several electrons exited from the first resonator at different moments
of time arrive at section z ¼ Const simultaneously. Finally, for X > 1 two such
points of the intersection of electron trajectories appeared for each period, i.e. the
electrons leaving the resonator later appeared in this section earlier than those
leaving at earlier moments (the so-called surpassing). At the time corresponding to
the intersection of electrons, the infinite pulses of the convection current appear.
Let’s recall that the effect of space charge is not taken into account.

To calculate the convection current, let us evaluate (7.2):

IðxtÞ ¼ I0
dðxt1Þ
dðxtÞ

�

�

�

�

�

�

�

�

¼ I0

1� X cosðxt1Þj j :

The dependence of the convection beam current on the arrival phase calculated
from this formula for different values of X is shown in Fig. 7.6. As can be seen, for
X ¼ 1 the infinite current peak is observed, and for X[ 1 there are two infinite
current peaks in each period. Let’s note that despite the presence of infinite current
peaks, the average value of the convection current over the period is finite and equal
to I0.

Thus, the dependence of the bunched beam convection current on time has a
complex form which can be expanded in the Fourier series. To do this we introduce
new variables L ¼ xt � h and E ¼ xt1. As a result, we obtain

L ¼ E � X sinE:

This equation is called the Kepler equation, and its solution is given by Bessel in
the following form:

E ¼ Lþ
X

1

n¼1

2

n
JnðnXÞ sinðnLÞ;

where JnðzÞ are the first-kind Bessel functions of the n-th order.

Fig. 7.5 Electron arrival
phase versus transit phase
from the first resonator gap
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Returning to the original variables, we find

xt1 ¼ xt � hþ
X

1

n¼1

2

n
JnðnXÞ sin nðxt � hÞ½ �:

Calculating derivative dðxt1Þ=dðxtÞ, we obtain the following expression for the
convection current that results from the bunching of electrons:

I ¼ I0 þ 2I0
X

1

n¼1

JnðnXÞ cos nðxt � hÞ½ �:

The alternating current component is the sum of the harmonics with frequencies
xn, multiple to the frequency of the modulating voltage x and amplitudes
Imn ¼ 2I0JnðnXÞ.

In klystron-type devices intended for amplification and generation of microwave
radiation, the fundamental harmonic (n ¼ 1) with a frequency equal to the modu-
lation frequency x1 ¼ x is used as an operative harmonic:

Fig. 7.6 Dependence of beam convection current on time for different values of the bunching
parameter
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I1 ¼ 2I0J1ðXÞ cosðxt � hÞ:

Its amplitude is Im1 ¼ 2I0J1ðXÞ. The graph of the Bessel function J1ðXÞ is shown
in Fig. 7.7. This function reaches a maximum value J1ðXÞmax ¼ 0:58 with bunching
parameter X equal to 1.84. Consequently, the maximum value of the convection
current first harmonic amplitude is Im1 max ¼ 1:16I0.

The values of the maximum amplitudes of higher harmonics decrease with
increasing harmonic number, but rather slowly, for example, the maximum value of
the second harmonic amplitude is 0.973I0, the third −0.869I0, the tenth −0.605I0.
This fact indicates that klystrons can not only amplify microwave signals, but also
efficiently multiply their frequency.

7.2.4 Effect of Longitudinal Electron Repulsion

The formation of electronic bunches leads to the local increase of the space charge
density, as a result of which longitudinal components of the Coulomb interaction
forces appear. They are directed from the center of the electronic group to the
periphery, and prevent the approaching of the electron layers. Under the action of
these forces, the slow electrons that form the leading edge of the electron bunch
accelerate and the fast electrons forming the trailing edge decelerate. This leads to
equalization of the electron velocities, as a result of which the bunching process
stops and the reverse process—the process of ungrouping—begins. Then new
bunches appear and the process repeats. These processes are shown in the
space-time diagram (Fig. 7.8).

Under the influence of space charge forces, the electrons also acquire transverse
velocities (transverse repulsion). This effect is not taken into account here since it is
believed that the focusing system prevents the transverse “spreading” of the elec-
tron flux.

The theory of space-charge waves considered in Sect. 3.2 describes such peri-
odic processes in the electron flux well.

In accordance with expressions (3.18) and (3.19), let’s write the expressions for
the current and velocity of electrons in these waves for the flux of a finite
cross-section in the drift tube

Fig. 7.7 Graph of the
first-order Bessel function of
the first kind
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_I ¼ _I þ e�jðbe þ bqÞz þ _I�e�jðbe�bqÞz; ð7:3Þ

_v ¼
bq

beq0A
_I þ e�jðbe þbqÞz � _I�e�jðbe�bqÞz
� �

: ð7:4Þ

The space-charge waves are excited by the field of the resonator, which mod-
ulates velocity of the electron flux. At the exit from the narrow gap (z ¼ 0)

_Icð0Þ ¼ 0; _vð0Þ ¼ m1v0: ð7:5Þ

From the first condition, it follows that _I� ¼ �_I þ . From the second condition,
we find

m1v0 ¼ 2
bq

beq0A
_I þ :

Fig. 7.8 Space-time diagram
of the motion of electrons in
the drift space, taking account
of the space charge
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This formula allows us to find _I þ : Substituting the result into (7.3), we obtain

_I ¼ �jI0m1
sinðbqzÞ
bq=be

e�jbez: ð7:6Þ

The above analysis is valid only for small amplitudes of the current and velocity
variable components, while the kinematic theory predicts the possibility of the
alternating current component appearance with an amplitude larger than that of the
constant component. In order to take into account the space-charge forces within
this theory, it is necessary to compare the expressions for the convection current
obtained by the space-charge wave theory and the kinematic theory for small values
of the grouping parameters.

For space-charge waves

j_Ij ¼ I0m1
sin½ðbq=beÞbez�
ðbq=beÞbez

bez ¼ I0X
sin½ðxq=xÞbez�
ðxq=xÞbez

: ð7:7Þ

From the kinematic theory of grouping, the amplitude of the convection current
first harmonic is given by

_I ¼ 2I0J1ðm1bezÞe�ibez:

For small values of the grouping parameter

j_Ij � I0X ¼ I0m1bez: ð7:8Þ

Comparing expressions (7.7) and (7.8) we see that if we replace X in the second
of them by

X 0 ¼ sinðaqhÞ
aqh

X ¼ sinðaqhÞ
aqh

m1h; ð7:9Þ

where aq ¼ bq=be ¼ xq=x is the repulsion parameter, they coincide. It is proved that

such a substitution is also valid for large values of the bunching parameter. Thus, for
the alternating component of the convection current, taking into account the longi-
tudinal repulsion of the electrons, the valid expression for the convection current is:

Ic ¼ I0 þ 2I0
X

1

n¼1

JnðnX 0Þ cos½nðxt � hÞ�: ð7:10Þ

In the following text, the bunching parameter is always determined by formula
(7.9) and is designated as X (without prime).

At finite value of parameter a, the value of the correction taking into account the
influence of the Coulomb forces is less than one, ðsin aqhÞ=ðaqhÞ\1. This means
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that the Coulomb forces decrease bunching parameter. To maintain its value, it is
necessary to increase the depth of the velocity modulation that ultimately leads to
the increase in the required input power and the decrease in the gain of the device.

It follows from (7.9) that the optimal length of the drift tube is equal to one
quarter of reduced plasma wavelength. As the length of the drift tube increases, the
resulting bunch begins to ungroup under the action of space-charge forces. In
practice, the length of drift tubes are chosen as less than a quarter of the reduced
plasma wavelength. Such choice reduces the device amplification factor, but also
lowers its mass and dimensions.

7.2.5 The Extraction of Energy from the Bunched Electron

Beam

The Output Power, Efficiency and Gain.

In the analysis, it is assumed that the output resonator is tuned to the frequency of
the input signal, i.e. its resonance frequency x02 is equal to the signal frequency x

and the resonance frequencies of the higher modes do not coincide with the signal
frequency harmonics.

The convection current passing through the interaction gap of the output res-
onator creates an induced current in the resonator, which leads to the excitation of
the resonator. The induced current, like the convection current, contains a lot of
harmonics. However, for a sufficiently large resonator Q-factor, the field excitation
coefficients of all harmonics, except for the fundamental harmonic of the induced
current, with frequency x and equal to the resonance frequency, are very small and
can be ignored. Therefore, when analyzing the cavity excitation, it is sufficient to
consider the fundamental harmonic of the induced current.

To calculate it, we use relation (2.33) which connects the convection current
flowing in the diode gap with the induced current:

_Ii2 ¼ M2
_Ic1ðl12Þe�ibel12; ð7:11Þ

where l12 is the distance between the midpoints of the first and second gaps.
Knowing the value of the induced current, it is possible to determine the

alternating voltage at the gap of the output resonator Um2:

Um2 ¼ �Re2Ic1M2 cosðxt � hÞ;

where Re2 is the equivalent impedance of the output resonator tuned to resonance.
The negative sign in this expression takes into account the fact that the resonator

tuned to resonance with the voltage is automatically phased in such a way that the
maximum slowing phase of the voltage falls within the maximum of the electron
current.
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The power of electromagnetic oscillations in the output resonator

Pout ¼ 0:5_I2i2Re2 ¼
1

2
M2

2
_I2c1Re2 ¼

1

2
M2

2 I
2
04J

2
1ðXÞRe2; ð7:12Þ

where Re2 is the equivalent impedance of the output resonator.
Electronic efficiency of the klystron ge is defined as the ratio of the oscillation

power in the resonator Pe to the power of the electron flux P0 ¼ U0I0:

ge ¼ Pe=P0:

Taking into account the formulas obtained above, the expression for the elec-
tronic efficiency can be represented in the following form:

ge ¼
Pe

P0
¼ Um2Ic1M2

2I0U0
¼ J1ðXÞM2Um2=U0: ð7:13Þ

Let’s estimate its maximum value. The first factor in this expression reaches its
maximum value with bunching parameter X ¼ 1:84 and is equal to J1ðXÞjmax ¼ 0:58.
It is obvious that the maximum value of the electronic efficiency is achieved when the
electrons completely lose their kinetic energy, i.e. when their velocity at the exit from
the second resonator gap is zero. At this point, the voltage effective amplitude of the
cavity M2Um2 should be equal to the accelerating voltage U0. With larger voltage
amplitudes, some electrons will receive negative velocities, i.e. they will be rejected
from the resonator gap back into the drift tube. This so-called rejection effect reduces
the output power because the rejected electrons extract energy from the resonator
field. Therefore, ratio Um2=U0 in the maximum efficiency mode should be taken as
1=M2. Thus, the estimate gives the following maximum value of the electronic effi-
ciency: gejmax ¼ J1ð1:84Þ ¼ 0:58, or 58%.

The total klystron efficiency is defined as the ratio of the output power to the
power of the electron beam: g ¼ Pout=P0 is numerically equal to the product of the
electronic efficiency at the resonator efficiency gr: g ¼ gegr. The resonator effi-
ciency takes into account the power losses in the resonator due to the finite con-
ductivity of the resonator walls. Its value can be expressed in terms of loaded Ql and
intrinsic Q0 of the resonator Q-factor:

gr ¼ 1� Ql=Q0:

In practice, the resonator efficiency depends on a number of factors, in particular
the device operation mode and can be 60–95%.

The klystron gain is defined as the ratio of output power Pout to input power Pin:

lp ¼ Pout=Pin: ð7:14Þ
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The output power is determined by expression (7.13). The value of the input
power can be expressed in terms of the amplitude of the alternating voltage at the
resonator gap Um1 and its equivalent resistance:

Pin ¼
1

2Re1
U2

m1:

Substituting the output and input power values in formula (7.14), we obtain:

lp ¼
2M2

2 I
2
0J

2
1ðXÞRe1Re2

U2
m1

: ð7:15Þ

Using the definition of the bunching parameter, we find

Um1 ¼
2U0X

M1h
: ð7:16Þ

Substituting (7.16) into (7.15), we obtain

lp ¼
J21ðXÞM2

1M
2
2

2X2

Re1Re2

R2
0

h2: ð7:17Þ

From this formula, it follows that with the transit angle, i.e. the length of the drift
tube increasing, the gain increases indefinitely. However, the effect of space charge
leads to the fact that the optimal value of the transit angle is h = p/2 which limits
the klystron gain.

The amplitude characteristic of the double-cavity klystron is the dependence
of output power Pout and gain lp on the value of input power Pin (Fig. 7.9).

In the small signal mode X � 1 and we can set J1 (X) = X/2. Substituting this
value in (7.15) and setting h = p/2, we find

lp ¼
p2

36
M2

1M
2
2

Re1Re2

R2
0

� 0:27M2
1M

2
2

Re1Re2

R2
0

: ð7:18Þ

Fig. 7.9 Amplitude
characteristic of the
double-cavity klystron
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In the maximum power mode J1ðXÞ ¼ 0:58, X ¼ 1:84. Hence, the gain in the
maximum power mode

lpjPmax
¼ 0:582M2

1M
2
2Re1Re2

2 � 1:842R2
0

� 0:12M2
1M

2
2Re1Re2

R2
0

: ð7:19Þ

As can be seen, in the maximum power mode the gain is approximately two
times smaller than in the low-signal mode. This indicates that the amplitude
characteristic of the klystron is nonlinear. Note that usually the power gain of
microwave devices is measured in decibels:

lp½dB� ¼ 10 log lp:

Typical values of the power gain of the double-cavity klystron lie in the range
15–20 dB.

The dependence of Pout on Pin has a linear initial section; the gain retains an
approximately constant value in this section. With further increase in the input
power, the increase in the output power decelerates (the saturation effect takes
place). The maximum value of output power is achieved with optimal bunching of
electrons in the drift tube (bunching parameter X ¼ 1:84). Further increase of the
input power leads to rearrangement of the electrons, destruction of the electron
bunch, and a decrease in output power.

The frequency-response characteristic (FRC) of the device shows the
dependence of output power on frequency. This dependence is generally deter-
mined by the FRC of the klystron cavities, i.e. their resonance frequencies and Q-
factors. In double-cavity klystrons, both resonators are tuned to one frequency. At
this the loaded Q-factor of the input resonator is usually much larger than the loaded
Q-factor of the output resonator, since in order to obtain high circuit efficiency the
output resonator must have a strong coupling with the load. Therefore, the relative
pass-band of a klystron in the small-signal mode is determined by the loaded Q-
factor of the input resonator:

Df =f0 ¼ 1=Ql1

and as a rule does not exceed several tenths of a percent.
The equivalent impedances of resonators are related to their wave impedances

and loaded Q-factors:

Re1;2 ¼ q1;2Ql1;2:

Taking this expression into account, the formula for the gain of double-cavity
klystron can be written as follows:

lp ¼
J21ðXÞ
2X2

M1q1
R0

M2q2
R0

Ql1Ql2h
2: ð7:20Þ
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Thus, the expansion of the bandwidth leads to a decrease in the gain of the
device. The typical FRC of a double-cavity klystron is shown in Fig. 7.10.

7.2.6 Multi-Cavity Klystrons

The multi-cavity amplification klystron includes several intermediate (idle) res-
onators in addition to input and output ones (Fig. 7.11). This figure shows cathode
C, focusing electrode FE, input resonator C1, two intermediate resonators C2, C3,
output resonator C4 and collector Col. Accelerating voltage Up relative to the
cathode is applied to the resonators and collector.

The simplest version of the device—the three-cavity klystron—contains one
intermediate resonator. The number of resonators in modern klystrons is n = 4–8.

The main processes that determine the operation of these devices are the same as
in the above double-cavity klystron: velocity modulation, beam bunching, excita-
tion of the resonator and extraction of energy from the electron beam.

Let’s trace the behavior of these processes in a multi-cavity device. The first

(input) resonator is excited by input signal Pin from an external source, and alter-
nating voltage U1 ¼ Um1 sinxt appears in its interaction gap, creating the primary

Fig. 7.10 Frequency-response characteristic of a two-cavity klystron

Fig. 7.11 Scheme of the multi-cavity klystron
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velocity modulation of the electron beam. It is assumed that the amplitude of
alternating voltage Um1 is much smaller than that of accelerating voltage U0. The
velocity-modulated electron beam is bunched in the first drift tube T1. The bunching
process leads to the formation of an alternating convection current that contains a
number of harmonics, including the fundamental, with a frequency equal to the
frequency of the input signal x. Passing through the gap of the second resonator, the
bunched beam induces the current in it, which excites the second resonator.
Alternating voltageU2 appears on the resonator gap, and its amplitudeUm2 is usually
much larger than the voltage amplitude of the first resonator Um1, Um2 � Um1. The
electron beam passing through the gap of the second resonator undergoes secondary
velocity modulation, the depth of which considerably exceeds the depth of velocity
modulation in the first resonator. The bunching of the electron beam in the second
drift tube is mainly determined by the secondary velocity modulation.

The alternating electron current produced in the second drift tube excites the
third resonator. The electron processes in the subsequent cascades of a multi-cavity
klystron are similar to those described above.

Note that the lengths of the drift tubes found from the condition l = kq/4 are
usually too large, and it becomes necessary to reduce them based on constructive
considerations. At this, the amplitude of the alternating component of the beam
current inevitably decreases. Increase of cavities number in the buncher usually
compensates this effect.

The output (nth) resonator performs the final stage of the transformation of
electron beam kinetic energy into energy of the electromagnetic field—the
extraction of energy from the electron beam.

The use of a multi-cavity electrodynamic system opens many possibilities for
improving the operational parameters of klystrons such as increasing the gain,
increasing electronic efficiency and expanding klystron bandwidth.

There are three main operating modes of the multi-cavity klystron:

• Synchronous tuning mode;
• Increased electronic efficiency mode;
• Broadband amplification mode.

Synchronous Tuning Mode

In this mode, all cavities of the device are tuned to the frequency of the input signal.
The amplitude of the alternating voltage at the interaction gaps of the resonators
increases with the number of the resonator i (i ¼ 1; 2; 3; . . .). The voltage amplitude
in each subsequent resonator significantly exceeds the amplitude of the previous
one, Umi � Umði�1Þ. In this case, the device cascades including resonators starting

with the first (i ¼ 1) to n minus two (i ¼ n� 2) can be considered as a voltage
amplifier, which provides excitation of the device output section. This section
includes n minus 1 (the n� 1 cavity), the drift tube Tn–1 and the output resonator of
the device (i ¼ n).

The voltage amplitude at the gap of the resonator with number n� 1 is considerably
greater than the voltage amplitudes in the gaps of the previous cascades and, in
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particular, the voltage amplitude at the gap of the previous n minus two resonator
Umðn�1Þ � Umðn�2Þ. It determines the deep velocitymodulation and bunching process

in the output section of the device. The background of electronic processes associated
with velocity modulation and bunching in previous cascades has practically no effect
on electronic processes in the output section. Therefore, this cascade of the device can
be considered as a double-cavity klystron inwhich the input resonator is excited not by
an external source but by the electron beam. In particular, the electronic efficiency of
the multi-cavity klystron operating in synchronous tuning mode appears to be the
same as for the double-cavity klystron and its maximum value is 58%.

The gain of the multi-cavity klystron operating in synchronous tuning mode
depends on the number of resonators and can be estimated from the empirical formula:

lp � 15þ 20ðn� 2Þ;

where lp ¼ 10 logðPout=PinÞ is the device power gain expressed in decibels, and

n is the number of device resonators. The value of the gain can reach 60 dB. It
should be noted that the increase of multi-cavity klystron gain is achieved due to the
decrease of the required value of the input power.

The bandwidth of the klystron is mainly determined by the resonance charac-
teristics of the intermediate resonators and increases with the decrease of their Q-
factor. Its relative value is usually a fraction of a percent.

Increased Electronic Efficiency Mode

An increase in electronic efficiency is possible due to an improvement in the degree
of electron beam bunching. There are two ways and two methods used to solve this
problem.

The first of them assumes a change in the character of the velocity modulation of
the electron beam. It can be shown that bunching approaches an ideal with such a
periodic change in velocity when within a single period (from �T=2 to T=2) the
velocity alternates according to the law

v ¼ v0
1

1� t=s
; ð7:21Þ

where v0 is the velocity constant component, and s is the static electrons transit time
in the drift tube (s[ T).

All the beam electrons that enter the drift tube during one period T are bunched
into a thin disk carrying charge Q. Its value is Q ¼ I0T , where I0 is the constant
current of the electron beam, and T is the velocity modulation period. The wave-
form of the current is described by the Dirac function:

IcðtÞ ¼ I0Tdðwt � 2pn� hÞ; n ¼ 0; 1; . . .

As it is known, when this function is expanded in the Fourier series, a series with
equal amplitudes of all harmonics is obtained: Icn ¼ 2I0; n ¼ 1; 2; . . .. Thus, for
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ideal bunching, the amplitude of the convection current first harmonic is 2I0 instead
of 1:16I0 as for the sinusoidal bunching voltage.

If such a bunch leaves the output cavity gap with zero velocity, the theoretical
value of electronic efficiency approaches 100%.

Unfortunately, the implementation of velocity modulation with the required
velocity change law meets serious practical difficulties. Approach to this ideal
velocity dependence on time can be achieved by the use of cavities tuned to the
second harmonic of the input signal.

Figure 7.12 shows the addition of oscillations on the first and second harmonics.
The resulting curve closely follows the ideal relationship also shown in the figure.
The duration of the increasing section of the total curve is 4.2 radians instead of p
radians for the sinusoidal voltage waveform.The optimum phase shift angle between
the voltages of the first and second harmonics is p=2 which can be achieved by
detuning the second harmonic cavity. However, the voltage on the resonator gap
decreases, therefore, this resonator should be placed after two or three cavities tuned
to the first harmonic so that the depth of the velocity modulation is sufficient to form
the noticeable second harmonic amplitude at the location of the cavity tuned to the
second harmonic. Generally, resonators tuned to the first and second harmonics are
detuned in opposite directions and this allows the higher second harmonic voltage to
be achieved, the optimum value of which is 1/2 of the first harmonic voltage.
Powerful multi-cavity klystrons are constructed, containing up to eight cavities, one
of which is tuned to the second harmonic of the signal. Multi-cavity klystrons have a
total efficiency of up to 85%, but in a rather narrow frequency bandwidth not
exceeding 1%.

Fig. 7.12 Addition of the first and second harmonics voltages
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The second method of increasing electronic efficiency is called additional

bunching and involves the addition of electronic bunches formed in the output and
preceding cascades of the device.

Let’s consider the possibilities of this method using the example of a
three-cavity klystron.

The first cavity of the device is excited from an external source and provides the
velocity modulation of the electron beam. The alternating convection current
formed in the first drift tube excites the second cavity of the device.

At the interaction gap of this resonator, an alternating voltage U2 arises with an
amplitude Um2 that is usually much larger than the amplitude of the first resonator
voltage Um1, Um2 � Um1. The gap voltage phase is set so that the maximum
decelerating voltage coincides with the center of the bunch formed by the first
resonator (if the cavity is tuned in resonance). On the Applegate diagram (Fig. 7.13)
1—time interval of the bunching voltage in the first cavity; 2—the same in the
second cavity; 3—the bunch length in the second gap. As can be seen, only half of
the electrons from the first bunch enter the new bunch formed by the second
resonator. This phenomenon limits the charge of the bunch formed by the second
resonator.

In order for the entire primary bunch to be used in the formation of the secondary
one, it is necessary to shift the phase of the voltage on the second resonator by p=2
(the dashed curve in Fig. 7.13). For this purpose, the intermediate resonator is tuned
to a frequency slightly larger than the signal frequency x02[x. In this case, its
equivalent conductivity becomes complex:

Yr ¼ Gr þ jBr

where Gr ¼ G, and Br ¼ Grn are the active and reactive components of equivalent
conductivity, n ¼ 2Qðx� x02Þ=x02 is the generalized resonator detuning, and Q is
its Q-factor.

Fig. 7.13 Analysis of the
grouping process in a
three-cavity klystron
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The phase shift between the induced current and the voltage is determined by the
expression

u ¼ arctgðBr=GrÞ ¼ arctg n:

If the intermediate resonator is tuned to a frequency greater than the signal
frequency, x02[x0, the generalized detuning has a negative value. In this case,
the reactive conductivity of the resonator is negative, i.e., it has inductive character,
and the voltage arising at the resonator gap advances in phase induced current by
angle u, the value of which increases with resonator detuning enlargement
(Fig. 7.14).

In this, the zero phase of the alternating voltage arising at the interaction gap of
the second resonator shifts to the phase of arrival of the primary electron group to
the gap. With a large detuning, n � �1, phase angle u tends to 90°. In this case,

Fig. 7.14 Electron
conductivity at the skirtron
scheme of cavities tuning
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the zero phase of the voltage U2ðxtÞ will coincide with the phase of the primary
electronic bunch arrival at the second resonator, and additional bunching due to the
second resonator field could occur with respect to the center of the primary bunch.

However, such a mode cannot be realized practically, since at the increase of the
resonator detuning, its equivalent impedance

Re ¼ Reð1=YeÞ ¼ qQ=ð1þ n2Þ;

and accordingly the interaction gap voltage U2(xt) both drop. In order to maintain
the value of the voltage U2ðxtÞ for detuning corresponding to angles u = 75°–80°
it is required to increase the amplitude of the alternating convection current at the
entrance to the second resonator gap.

This, in turn, is achieved by increasing the power of the input signal and the
degree of primary bunching of the electron beam. In this case, the electron beam
improved bunching mode is actually realized. The calculations give a maximum
theoretical value of electronic efficiency for a three-cavity klystron as equal to 74%
(for comparison, the maximum electron efficiency of a double-cavity klystron is
58%).

In a multi-cavity klystron with a number of cavities n = 6–8, the mode of
additional bunching can be realized not only by the pre-output (n − 1)th resonator
detuning, but simultaneously by the corresponding detuning of the previous (n − 2)
th and (n − 3)th resonators. This allows an increase in the bunching degree of the
beam arriving at the output resonator and brings the electronic efficiency value to
85% and more.

The mode of additional grouping (the higher efficiency mode) is usually used in
devices designed to obtain high power in the narrow frequency band, which is
determined by the frequency characteristics of the resonators; its relative value does
not usually exceed 1%.

Broadband amplification mode. This mode of klystron operation has the
greatest practical application. It is used in devices operating in various telecom-
munications systems including communication systems using artificial earth satel-
lites and communication systems with space objects, and is also used in devices in
radar installations.

To analyze the processes in a klystron, it is convenient to divide it into two
sections (systems): the section that produces an alternating convection current in the
given frequency band (buncher) and the power extraction section (output system).

The problem of obtaining the specified frequency band is solved separately for
the buncher and for the output system. The frequency properties of the buncher are
determined by the frequency dependence of the convection current feeding the
output system. The parameters of the buncher are selected so that the frequency
response of the current has the required bandwidth with an unevenness smaller than
that specified (permissible).

Proper choice of resonant frequencies and Q-factors of the buncher cavities can
provide nearly flat klystron’s frequency response. At the present time, there is no
universal prescription for tuning cavities that ensures uniform grouping of the
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electron beam in the frequency band, and there is also no unified approach to
solving this problem.

One of the possible schemes for frequency-tuning cavities in broadband kly-
strons which has received practical application is the so-called skirtron scheme.
According to this scheme, the input resonator is tuned to the lower edge of the
frequency band, and all other buncher resonators are tuned to frequencies near its
upper edge (Fig. 7.15). The output resonator is tuned to the signal frequency.

In this figure, the relative frequency value f =f0 is plotted along the abscissa axis,
where f0 is the central frequency of the operating frequency band, and along the
ordinate the current alternating component at the buncher output is shown. The
dotted curves show the resonance characteristics of the first (n ¼ 1), intermediate
ði ¼ 2; . . .; n� 1Þ and output resonators ði ¼ nÞ.

From this figure, it follows that when the signal frequency change within the
frequency band, the “tails” of the impedance characteristics of the cavities are used,
where the dependence of the impedance on the frequency is expressed weakly,
which, in fact, provides the possibility of obtaining the “flat” characteristic of the
buncher alternating current.

Obviously, the use of such tuning scheme is inevitably associated with a loss of
amplification and leads to an increase in the number of device cavities.

The skirtron tuning scheme does not provide sufficiently uniform frequency
dependence of the convection current first harmonic in the output resonator.
Therefore, the modified skirtron scheme is often also used, differing in that the
frequency of the second resonator tuning is shifted toward the central frequency.

Figure 7.16 shows as an example the current characteristics of a buncher con-
taining six resonators in the case of the conventional (the solid curve) and the
modified skirtron scheme (the dashed curve). The frequency settings of the indi-
vidual buncher resonators for these two cases are presented in Table 7.1.

As can be seen, the modified scheme allows a flatter current characteristic to be
obtained.

It should be emphasized that the considered tuning schemes are just one of many
possible systems for broadband tuning of buncher resonators. The common factor
in these systems is the tuning of the last two buncher resonators to frequencies near

Fig. 7.15 Current characteristics of the buncher in the skirtron-scheme for tuning cavities
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the upper boundary of the frequency band, or to frequencies that lie beyond this
boundary.

When designing the buncher, it is important to create at the gap entrance of the
output cavity a so-called uniformly gathering bunch, deviation from the average
electron velocity of which is proportional to the distance from the center of the
bunch. In this case, at the center of the output gap, the velocities of all the electrons
in the bunch due to the action of longitudinal repulsion forces can be practically
identical (Fig. 7.17) ensuring the maximum electronic efficiency of the device. To
create such a bunch, an optimal scheme of tuning and Q-factors of the buncher
resonators is also needed, and sometimes it is also necessary to artificially reduce
the Q-factor of some intermediate resonators with the help of an absorber placed in
them.

Energy extraction from the electron beam. The bunched electron beam enters
the gap of the output resonator, creating an induced current with the amplitude of
the first harmonic

Ii1 ¼ Moutj1I0;

Fig. 7.16 Klystron FRC in
the modified skirtron scheme.
The block curve is the
skirtron scheme, the dashed
curve is the modified scheme

Table 7.1 Resonance frequency of klystron cavities for skirtron and modified skirtron tuning
scheme

Tuning schemes of resonators

Res. No. 1 2 3 4 5 6 Tuning scheme

f0/fs 0.977 1.039 1.038 1.036 1.036 1.035 Skirtron

f0/fs 0.977 1.014 1.037 1.039 1.050 1.057 Modified

Fig. 7.17 Space-time
diagram of the gathering
bunch
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where coefficient j1 depends on the bunching quality and takes typical values of 1–
1.5. The induced current creates the voltage on the resonator gap. At the resonance
frequency U ¼ ReIi1 ¼ qQlMnj1I0, where q is the cavity wave impedance, and Ql

is its loaded Q-factor.
The most efficient extraction of energy occurs when the electrons of the bunch

completely lose their velocity in the gap, i.e., when effective voltage at the gap
Ue ¼ MnU is equal to accelerating voltage U0. Hence the optimal effective wave
impedance of the output resonator

qeM
2 ¼ R0

j1Ql

¼ R0

j1

Df

f0
:

Thus, at operation with maximum electronic efficiency, the bandwidth of the
amplified frequencies appears to be directly proportional to the ratio of the effective
resonator wave impedance to the beam impedance at constant current R0 ¼ U0=I0.

The value of qM2 is determined only by the shape of the resonator and does not
depend on its resonant frequency and Q-factor. Its maximum value for ordinary
toroidal resonators does not exceed 150 X. It follows that to expand the bandwidth
of amplified frequencies, it is necessary to use output resonators with increased
effective impedance and (or) to apply coupled oscillation systems.

Another method of expanding the band is based on reducing the electron beam
DC-resistance. These methods can be used both individually and together. Let’s
consider them in more detail.

7.2.7 Extended Interaction Klystrons

Let us consider two toroidal resonators connected among themselves by a coupler—
by a loop or a hole in a common wall. In this system, two types of oscillations can
exist—in-phase and anti-phase. In the first case, the phase shift between oscillations
in the resonators is zero, and in the second case, it is 180°. Let the distance between
the centers of the resonator gaps be chosen so that the electrons transit the gaps in the
same phase as the voltage on them. Then the effects of the action on the electrons of
each gap field will add up and the total voltage acting on the resonators will be equal
to Ue ¼ 2U, where U is the voltage on the gap. The stored energy in the two
resonators is obviously equal to the doubled energy stored in one resonator (if we do
not take into account the energy stored in the coupler, which is usually small). Thus,
the effective impedance of the double-gap re-entrant resonator

qeM
2 ¼ jUej2

2x0We

¼ 4jUj2M2

2x02We

¼ 2qM2; ð7:22Þ

is twice that of qM2
—the effective impedance of one resonator. Accordingly, by

connecting N resonators we get a gain in the impedance by a factor of N. Such an
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N-gap resonator can be considered as a short-circuited section of a periodic
transmission line having N resonances with phase shifts 0; p=N; 2p=N; . . .; p
between oscillations in neighboring resonators.

Usually, a zero or p-mode of oscillation providing the greatest uniformity of the
field amplitude in the gaps is used. Multi-gap cavities (resonators with distributed
interaction) are particularly effective in millimeter-wave klystrons where techno-
logical and thermal limitations prevent the creation of single-gap resonators with
high effective impedance. Klystrons with multi-gap cavities are named extended

interaction klystrons (EIKs).
As the number of gaps increases, the separation of frequencies between indi-

vidual modes decreases and the share of energy stored in the couplers increases,
thereby slowing the increase of the effective impedance. Besides, in each gap the
velocity of the bunch decreases, so the distance between the centers of the gaps
should be reduced as the gap number increases. In practice, resonators with a
number of gaps larger than six are not used.

A high effective impedance (150–250 X) is possessed by two-gap quarter-wave
resonators. Such resonators are widely used in devices of low and medium power in
the decimeter and centimeter bands. Their use in high-power klystrons is hampered
by poor heat removal from the central rod.

It should be noted that multi-gap cavities are used not only as output, but also as
intermediate ones in the buncher.

The use of coupled resonators. The bandwidth of the energy extraction system
can be increased if the active resonator (interacting with the electron beam) is
coupled to the output waveguide through the system of coupled (so-called passive)
resonators. Such a system has a frequency response of the bandpass filter with a
wider bandwidth compared to the single resonator. Thus, the system of two iden-
tical connected circuits at the critical degree of coupling between them has a

bandwidth
ffiffiffi

2
p

times larger than that of a single circuit, and at the optimal coupling
is 3.1 times greater. This expansion is achieved, however, at the cost of increasing
the stored energy in the system and correspondingly reducing the impedance of the
active resonator.

However, taking into account the fact that the loaded Q-factors of passive res-
onators are small, the decrease of impedance is usually insignificant and the
expansion of the band appears to be the more significant factor.

The simplest coupled system consists of the active resonators (and one passive
resonator) formed by diaphragms in the output waveguide (Fig. 7.18). Inductive
diaphragms are used because they do not reduce the electrical strength of the
waveguide in practice.

The distance between the diaphragms should be somewhat larger than a quarter
of the wavelength in the waveguide at the central frequency, and the distance
between the first diaphragm and the coupling hole should be equal to an odd
number of wave’s quarters. A waveguide segment of this length acts as a trans-
former that modifies the serial equivalent circuit of the passive resonator into the
parallel one.
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Depending on the degree of coupling between the active and passive resonators,
the frequency response characteristic (FRC) of the output system can be
single-humped (with the coupling less than critical) or two-humped (with the cou-
pling more than critical). Figure 7.19 shows the FRC of the output system depicted in
Fig. 7.18 in the absence (curve 1) and presence of a passive resonator (curve 2). As
can be seen, the introduction of the passive resonator makes it possible to substan-
tially expand the transmission band of the klystron output system.

7.2.8 Multi-Beam and Multi-Barrel Klystrons

Multi-beam klystrons (MBK) opened new possibilities for creating broadband
amplifiers. Although the first patents for multi-beam klystrons were obtained back
in the 1940s, the prototype of the modern MBK was the device developed by S.V.
Korolev in the 1970s.

In a MBK, a third method of expanding the klystron bandwidth is utilized:
electron beam DC-impedance reduction. In a single-beam klystron, an increase in
the beam current at the given power P0 ¼ U0I0 leads to an increase of the beam
perveance with a corresponding increase of space charge forces that prevent the
beam bunching and make its transportation difficult. In a multi-beam device, instead

Fig. 7.18 Filter system of
energy extraction: 1 Active
resonator. 2 Coupling hole.
3 Diaphragms. 4 Passive
resonator. 5 Output
waveguide

Fig. 7.19 Klystron output
system FRC: 1 Without
passive resonator. 2 With
passive resonator
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of one beam, several beams are used that run parallel and do not interact with one
another (except for the space of high-frequency gaps). Thus, each beam can have a
current I01 ¼ I0=N, where N is the number of beams, and the repulsive forces in
each beam can remain small. Modern MBK contain from 7 to 60 beams. Besides
the extended frequency band, MPKs have one more important advantage over
single-beam devices: they have a lower supply voltage, which makes it possible to
simplify the design of the power supply, reduce its weight and dimensions and
increase the reliability of operation.

To form the beams in a MBK, usually one electron gun is used, on the cathode
of which there are several emitting surfaces. A beam transport system (usually
magnetic) is also common to all beams.

The exhausted beams fall into the common collector and deposit on its surface.
For each beam, a separate transit channel is created, but the beams interact with the
resonator field in the common high-frequency gap.

Let’s consider the relationships between the parameters of a single-beam and N-

beam klystrons having the same output power Pout and the same beam perveance p.
It is assumed that both klystrons have the same efficiency g.

The output power of the MBK is given by

Pout ¼ gNI1U0N ; ð7:23Þ

where I1 is the current of one beam, and UoN is the MBK accelerating voltage.
Taking into account that

I1 ¼ pU
3=2
oN ; ð7:24Þ

we find

Pout ¼ gpNU
5=2
oN ; ð7:25Þ

For a single-beam klystron, the analogous formula is valid

Pout ¼ gpU
5=2
0 ð7:26Þ

where U0 is the accelerating voltage of the single-beam device. Equating the
right-hand sides of formulas (7.25) and (7.26), we find the relation between the
accelerating klystron voltages:

U0N ¼ U0=N
2=5: ð7:27Þ

Accordingly, the current of one MBK beam

IN ¼ NpðU0=N
2=5Þ3=2 ¼ I1N

2=5:

In accordance with formula (7.27), for N = 7 the accelerating voltage decreases
by 2.18 times, and for N = 19, by 3.25 times.
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The construction of a multi-beam klystron with a magnetic focusing system
based on permanent magnets is shown in Fig. 7.20.

The seven-beam electron flux is formed by the electron gun, which includes the
cathode 1, the cathode electrode 2, which is the seven-hole diaphragm, and the
anode electrode 3. The formed flux enters the electrodynamic system consisting of
resonators 11 and drift tubes. In the drift tubes, each of the beams moves in a
separate channel 10. Transportation of electron beams through the electrodynamic
system is provided by means of the magnetic focusing system that is formed by
annular magnets 4 magnetized in the radial direction, pole tips 5, 6 and magnetic
shields 7, 8, 9.

With the correct ratio of the pole tips diameter D to the distance between them l,
D=L� 1, the magnetic field in the drift tubes area is close to uniform. Since the
electron beams move in separate channels, for analysis of their transportation the
main results and formulas obtained for the single-beam flux can be applied. The
exhausted electron flux, which has passed through the electrodynamics system, is
deposited on the collector 12.

Let’s consider the main advantages that are provided by the use of multi-beam
electron fluxes.

1. At a given value of the accelerating voltage U0, the use of an N-beam flux makes
it possible to increase the total flux current by a factor of N. Accordingly, the
perveance of the flux pN ¼ p1N increases by N times. In this case, the limita-
tions for the flux perveance associated with the virtual cathode effect are
practically removed, since the flux beams move in separate channels.

2. The given power level of the electron flux P0 can be achieved at a much lower
anode voltage.

3. The impedance of the electron flux is substantially reduced:

RN ¼ U0=IN ¼ ðU0=I1ÞN4=5 ¼ R1=N
4=5:

where RN ;R1 are the impedances of the N-beam and single-beam electron flux
respectively. This makes it possible to reduce the required values of the equivalent

Fig. 7.20 Scheme of a
multi-beam four-cavity
klystron
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impedances of the klystron resonators and provides the possibility of expanding the
bandwidth of the multi-cavity klystron.

Disadvantages of multi-beam klystrons are mainly due to the difficulty of cre-
ating an electron-optical system for such a device. It is practically impossible to
create a multi-beam EOS with converging optics, therefore in the MBK the density
of the cathode current is equal to the current density in the beam and reaches several
tens of amperes per square centimeter. This limits the service life of the devices.
Besides, the large cross-sectional area of the multi-beam flux and, consequently, the
interaction area of the resonator, reduce the uniformity of the field along the radius.
As a result, the wave impedance of the resonator for the central and peripheral
beams is different. In addition, the large interaction area reduces the wave impe-
dance of the resonators that partially compensates the effect of reducing the flux DC
impedance. In the millimeter wavelength band, considerable difficulties arise with
the alignment of the drift tubes of multi-beam devices.

The so-called multi-barrel klystrons can be considered as a further development
of multi-beam devices. These devices combine two or more single-beam or
multi-beam klystrons with the common vacuum envelope and magnetic system.
They have coupled input, intermediate and output resonators and separate electron
guns and collectors. The scheme of such a double-barrel multi-beam device is
shown in Fig. 7.21 (the vacuum envelope is not shown). Usually, the prismatic
cavities operating at the higher oscillations mode (Fig. 7.22) are used as input and
output resonators of multi-barrel klystrons.

Fig. 7.21 Scheme of a
double-barrel multi-beam
four-cavity klystron
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The klystrons with this design allow an increase of total flux current and output
power of the device. The width of the amplified frequency band is not widened in
practice, since the resonator operating at the higher oscillations mode has reduced
wave impedance.

Multi-barrel klystrons provide a range of opportunities for FRC synthesis with
significant reduction in the weight and dimensions of the device in comparison with
two separate klystrons, but the complexity of the design limits their use in the
millimeter wavelength band.

7.2.9 Sheet Beam Klystrons

An increase in the beam current without increasing the repulsive force of the
electrons is also achieved when a sheet electron beam is used. In such a beam, the
forces of space charge are determined by the specific perveance of the beam, i.e., by
its perveance divided by the width of the beam. The specific perveance value does
not depend on the beam width, while the beam current is proportional to its width.
Therefore, it is possible to obtain a large current with a small specific perveance,
which provides a small beam DC-impedance, good bunching, and high efficiency.
A small specific perveance also allows the use of reverse or periodic magnetic
systems with permanent magnets to transport the beam. Resonators used for
interaction with the sheet beam have their own peculiarities. In particular, their
wave impedance is usually less than for resonators designed for interaction with a
cylindrical beam. However, a planar structure of such resonators allows the use of
modern methods of micromechanics and electrochemistry in their manufacture.

This possibility becomes especially valuable in the development of millimeter
and submillimeter band devices.

The shortcomings of sheet beam devices include beam instability in the trans-
verse direction when the cross section of the beam while propagating becomes
S-shaped instead of rectangular-shaped. This effect becomes more significant as the
beam width increases.

Figure 7.23 shows a klystron with distributed interaction and a sheet beam
developed in SLAC. The operating frequency of the device is 94 GHz, the output
power is 8 kW, and the beam has transverse dimensions of 0.32 	 4 mm2. Filters
eliminate the coupling between the resonators through the drift tube.

Fig. 7.22 The output
resonator of the double-barrel
klystron
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7.2.10 Structure, Parameters and Characteristics of Modern

Klystrons

The modern klystron is a complex device, the manufacture of which needs to use
the most modern materials and technological processes. Depending on the operating
frequency, output power and operating mode, klystron construction has certain
features.

In the decimeter band, klystrons are usually designed for use with external
resonators. The vacuum envelope of such devices is formed by metallic drift tubes
and ceramic rings welded to them. At the ends of the drift tubes there are metal
disks forming high-frequency gaps of the re-entrant cavities.

The outer surfaces of these disks located in the air are connected to the
non-vacuum inductive part of the resonator. This construction allows a reduction in
the volume of the klystron vacuum part and facilitate its pumping and the main-
tenance of a vacuum during operation.

As a rule, klystrons of the centimeter and millimeter bands are constructed with
internal resonators, which form part of the vacuum envelope of the device. The
internal resonators do not include ceramic parts, and that increases their wave
impedance, while the inner surface of the resonator is protected from the harmful
effects of the atmosphere. The absence of mechanical contacts increases the stability
of the frequency and other parameters of the resonator.

The electron gun is performed as a separate unit of the device. Many modern
klystrons have the option of low-voltage modulation of the beam current, for which
the control and shadow grids are introduced into the gun’s construction. Electron
guns of single-beam devices are performed with beam compression that allows a

Fig. 7.23 A klystron with a sheet beam
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reduction in the density of the cathode current and increases the service life of the
device. The guns of multi-beam devices are usually used without compression, and
the density of the cathode current in them reaches several tens of amperes per
square centimeter. In klystrons of the millimeter band, guns that form a sheet
electron beam are sometimes used.

As a rule, for the transportation of an electron beam in transit-time klystrons, a
magnetic focusing system is used. High-power devices of the decimeter band can
have a length of more than 1 m and the diameter of external resonators can be 20–
30 cm, therefore solenoids are used as the magnetic system. Higher-frequency
devices with internal resonators have smaller dimensions, so they can use magnetic
systems with permanent magnets, creating a constant, reverse or periodic magnetic
field.

An important part of the transit-time klystron is the collector that collects the
exhausted electrons. The main part of the thermal energy, into which the residual
kinetic energy of the electrons is converted, is released in the collector. If we take
the electronic efficiency of the klystron as equal to 50%, then the thermal power
released to the collector is equal to the output power of the device. Therefore, the
design of the collector should as much as possible ensure more uniform distribution
of the convection current density along its internal surface and good liquid or air
cooling. Collectors with energy recuperation are used in klystrons with relatively
low efficiency (20–30%) which is typical for low-power klystrons and millimeter
band klystrons.

Couplers with input and output circuits provide the power supply to the input
resonator and the amplified signal extraction from the output resonator, ensuring the
vacuum tightness of the device. To separate the vacuum part from the atmosphere,
there are special vacuum windows, represent by the glass or ceramic plate located in
the cross section of the transmission line through which the signal is transmitted
(see Appendix C). The vacuum window should provide minimum level of signal
reflections in the working frequency band of the klystron, and the absence of
breakdowns in all permissible modes of device operation.

These requirements are relatively easy to meet for the input coupler, but the
design of the output vacuum window of high-power and super-power devices is an
independent and complex problem. These windows are complex structures of metal
and ceramic including wave converters, waveguide sections, complex-shaped
ceramic diaphragms and a number of other elements.

By their design and purpose, amplifying klystrons are divided into several
groups.

1. Super-power klystrons for linear accelerators and feeding colliders. These
devices are characterized by a large output power (several tens of MW in pulse),
a large relative pulse duration, and the narrow band of amplified frequencies
(tenths of a percent). As a rule, these are single-beam devices, since the large
beam current requires the use of electron guns with high compression. The
operating frequency of most klystrons of this group lies in the C-band (about
3 GHz), but recently, klystrons operating in the X-band (12 GHz) have been
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developed. The frequency increase makes it possible to substantially reduce the
length of the accelerator with the given energy of the particles.

As an example, we use the parameters of the klystron XL4, developed in the
Stanford Linear Accelerator Center (SLAC). Its appearance is shown in Fig. 7.24.

The basic parameters of the klystrona are:

• Operating frequency—11.424 GHz.
• Accelerating voltage—440 kV.
• Beam current—350 A.
• Microperveance—1.2 lA/V3/2.
• Output pulse power—50 MW.
• Pulse duration—1.5 ls.
• Average power—9 kW.
• Number of cavities—7.
• Output system type: four-gap, traveling wave, phase shift to gap—p/2.
• Focusing system—solenoid.
• Induction of magnetic field—0.47 T.

Fig. 7.24 Klystron XL-4

7.2 Klystrons 143



The klystron XL4 serves as a “workhorse” in many of the world’s accelerator
centers. Its main disadvantage is the large power consumed by the focusing sole-
noid (about 20 kW). In this connection, an analog of this device was developed –

the klystron 75XP3 using periodic focusing by permanent magnets. It appeared to
be necessary to reduce the perveance to 0.75 lA/V3/2 with the accelerating voltage
increasing to 506 kV. One period was added to the output system. As a result, it
managed to increase the output pulse power to 75 MW with a pulse duration of
1.6 ls and a repetition rate of 120 Hz. The gain of the described devices in the
small signal mode is 45–55 dB.

2. Broad-band klystrons for radar and communication. These devices are
characterized by a smaller pulsed power and low relative pulse duration. The
bandwidth of the devices can reach 10%. Let’s give the parameters of the pulsed
multi-beam klystron KIU-124 (Fig. 7.25), produced by FGUP “SPE “Thorium”,
Moscow:

• Operating frequency—C-band;
• Accelerating voltage—11 kV;
• Bandwidth—6%;
• Pulsed output power—20 kW;
• Average output power—1.4 kW;
• Efficiency—25%;

Fig. 7.25 Klystron KIU-124
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• Gain—45 dB.
• Focusing system—permanent magnets, reverse.

3. Television klystrons are intended to operate in transmitters of terrestrial air TV
centers in quasi-continuous mode. They operate in the meter and decimeter
wavelength bands. As a rule, these klystrons have outer re-entrant cavities, the
non-vacuum inductive part of which is connected to the vacuum capacitive part
(gap) by means of flat radial electrodes.
The parameters of a typical klystron of this kind, the KУ-352, developed by
FGUP “SPE “Thorium”, Moscow (Fig. 7.26) are:

• Frequency band—470–630 MHz;
• Power in sync pulse—13.5 kW;
• Instantaneous bandwidth—8 MHz;
• Gain—30 dB;
• Accelerating voltage—20 kV;

Fig. 7.26 Television
klystron KU-352
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• Focusing—removable permanent magnets;
• Cooling—forced air;
• Weight—150 kg.

4. Compact klystrons for airborne radar. The rigid requirements for the weight
and dimensions of such devices and their power supplies determine their con-
struction. As a rule, these are multi-beam and (or) multi-barrel packaged devices
with internal resonators. The focusing system is reverse or periodic with per-
manent magnets. The main parameters of the КИУ-208 device developed at JSC
“Svetlana-Electronpribor” (Fig. 7.27) are:

• Operating frequency—10 GHz;
• Bandwidth—4.5%;
• Accelerating voltage—6.5 kV;
• Output pulsed power—25 kW;
• Duty rate—30;
• Number of barrels—2;
• Total number of beams—54;
• Cooling—liquid.

The device has low-voltage grid modulation, which required the development of
a specially constructed electron gun.

5. Klystrons of the millimeter and submillimeter bands are one of the few
high-power sources of coherent radiation in specified bands. Their construction
is determined by the need to meet the rigid tolerances (in the order of
micrometers) for the manufacture of the main parts of the device. For example,
the diameter of the drift tube and the resonator gap length of W-band klystrons
are a fraction of a millimeter. The complexity and high cost of manufacturing
restrict the development and production of this type of klystron. In the tech-
nology of their manufacture, both precision machining centers, electro erosion
processing plants and X-ray lithography processes are used similarly to those
used in the production of integrated chips.

Fig. 7.27 Two-barrel
klystron КИУ-208

146 7 O-Type Microwave Devices



Table 7.2 presents millimeter band klystron parameters for satellite meteoro-
logical radars produced by CPI, Canada. The devices use multi-gap resonators.
Images of these devices are shown in Fig. 7.28.

7.2.11 Other Types of Klystrons

Double-Cavity Oscillator Klystron

Oscillator klystron structure is similar to the structure of double-cavity amplifying
klystrons (Fig. 7.1). The difference is that this device has the feedback element from
the output resonator to the input resonator. The hole in the wall separating the
resonators can serve as such an element (inductive coupling). Part of the electron
power given by the electron beam to the output resonator is transmitted through this
hole to the input resonator providing the self-excitation mode of the device. In this
case, the alternating voltage on the input resonator gap U1 and the alternating voltage
of the output resonator U2 are related to each other by the relation

Um1 ¼ kUm2e
�jufb

where k is the voltage feedback coefficient equal to the ratio of the voltage
amplitudes of the first and second resonators: k ¼ jUm1j=jUm2j in the absence of the

Table 7.2 Output power
level of klystrons produced by
CPI

Parameter 35.5 GHz EIK 94 GHz EIK

Pulsed power (W) 3000 2000

Bandwidth (MHz) 200 250

Relative pulse duration 10 10–30

Gain (dB) 46 55

Efficiency (%) 40 33

Weight (kg) 7 6.5

Life duration (h) >35,000 50,000

Fig. 7.28 CPI Ka- and
W-bands EIKs
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electron beam, and ufb is the voltage phase shift in the first and second resonators in

the absence of the electron flux.
This condition imposes limitations on the values of the transit angle of electrons

in the drift tube (Fig. 7.29). The alternating voltage U1 performs the velocity
modulation of the electron beam. The electron bunch is formed with respect to the
electron passing through the interaction gap of the first resonator at the moment
when voltage U1 changes from the decelerating to the accelerating one.

To effectively transfer the energy to the field of the second resonator, the group
must enter its interaction gap at the moment of the maximum decelerating phase of
the voltage. As can be seen from the curves in Fig. 7.29, this condition will be met
if the transit angle of the electrons in the drift tube is

H ¼ 3

2
p� uoc; n ¼ 0; 1; 2; . . .

or

h ¼ 2pnþ 3=4� ufb:

On the other hand, the value of the transit angle in the drift tube is determined by
the formula

h ¼ xl=

ffiffiffiffiffiffiffiffiffiffiffiffi

2e

m
U0;

r

where l is the drift tube length, and U0 is the accelerating voltage.
Combining the last two formulas, we obtain the necessary phase condition for

the oscillator klystron self-excitation:

xl=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eU0=m
p

¼ 2pðnþ 3=4Þ � ufb:

The amplitude condition for self-excitation is met if the product is

A ¼ Gk[ 1;

Fig. 7.29 Analysis of the
self-excitation conditions of
an oscillator klystron
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where G is the voltage gain of the klystron in the absence of feedback.
Oscillator klystrons are used as a simple and inexpensive source of microwave

energy of small and medium power. However, their release is limited since the
stability of the frequency of oscillations and the spectrum purity are often insuffi-
cient for specific applications.

Reflex Klystron

The reflex klystron (RK) was invented by R.V. Sutton (England) and independently
by N.D. Devyatkov and V.F. Kovalenko (the USSR) in 1940. The scheme of its
structure and the axial distribution of the potential are presented in Fig. 7.30.

The electron beam is formed and accelerated by an electron gun 1 and enters the
interaction gap of the cavity 2. Assume that the resonator is excited and there is
alternating voltage U ¼ Um sinxt at its gap. After passing through the interaction
gap, where it undergoes the velocity modulation, the electron beam enters the
resonator-reflector space. Here, the beam electrons are bunched.

In the space between the cavity and the reflector, all the electrons are decelerated
by the reflector field to a complete stop and then they return to the cavity.

The accelerated electrons possessing more energy in the resonator come closer to
the reflector, their path and time of motion in the bunching space are greater than
those of the decelerated electrons.

The space-time diagram presented in Fig. 7.31 illustrates the bunching process
and allows us to determine the phase conditions under which the electrons returning

Fig. 7.30 Reflex klystron
scheme (a) and potential
distribution in the interaction
space (b)

7.2 Klystrons 149



to the interaction gap transmit their energy to the cavity field and support the
oscillations arising in it.

As can be seen from the figure, the electrons that have passed the resonator gap
at different moments of time, form bunches while returning to the resonator. The
centers of the electron bunches are the electrons passing through the interaction gap
at the moment of zero alternating voltage at its transition from accelerating to
decelerating. The electron beam initially having constant density is transformed into
a sequence of electron bunches. The repetition frequency of the bunches corre-
sponds to the frequency of the resonator gap alternating voltage modulating the
beam.

To maintain the oscillations in the resonator, it is necessary that the bunches
return to the resonator gap in the half-period of the alternating voltage which
decelerate them. Here it should be remembered that the voltage half-period, which
was accelerating for the electrons moving in the forward direction, is decelerating
for electrons returning to the interaction gap from the resonator-reflector space.

When the electronic bunch is decelerated, the energy is transferred from the
electron beam to the resonator field. Since the bunches contain most of the beam
electrons, the energy transferred to the field exceeds the energy loss for the
acceleration of the electrons that are not part of the bunch. These electrons transit
through the resonator gap during the accelerating half-period. From the Applegate
diagram, we can see that the condition for maintaining oscillations in the resonator
can be achieved at different reflector voltages for which the optimal transit time of
electrons in the grouping space sopt is related to the period of the alternating voltage
T in the following way:

sopt ¼ ð3=4ÞT þ nT; n ¼ 0; 1; 2; . . .

Fig. 7.31 Generation zones
of a reflex klystron
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The transit time of electrons in the bunching space depends on the geometric and
electrical parameters of the device and is determined by the formula:

s ¼ l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8mU0=c
p

U0 þ jUrj
;

where s is the static transit time of electrons in the resonator-reflector space; l is the
resonator-reflector distance; and U0 is the accelerating potential, and Ur is the
reflector potential.

Combining the last two formulas, we obtain an equation determining the phase
conditions under which the transfer of energy from the electron beam to the res-
onator field will be at a maximum:

3

4
T þ nT ¼ l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8mU0=c
p

U0 þ jUrj
;

or, substituting T ¼ 2p=x we find

nþ 3

4
¼ x

2p

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8mU0=c
p

U0 þ jUrj
:

Consequently, the reflex klystron has discrete generation zones, each of which
corresponds to a discrete value of n.

For fixed values of distance l and accelerating voltage, U0 the number of the
zone in which generation occurs depends on the reflector voltage. The reflector
voltage values corresponding to the centers of different generation zones (different
values of n) are determined by the equation given above.

The current in the cavity gap adds its conductance to the cavity value. Beam
conductance has real and imaginary parts. The value of the imaginary part depends
on the phase shift between current and gap voltage. Hence, the generating fre-
quency depends on the reflector voltage. The appearance of the generation zones
with the change of reflector voltage, as well as the change of the output power and
frequency within each zone are shown qualitatively in Fig. 7.32.

The alternating convection current arising in the process of bunching contains a
lot of harmonics with frequencies that are multiples of the alternating modulating
voltage frequency: xi ¼ ix; i ¼ 1; 2; . . .. The first (fundamental) harmonic of the
convection current (i ¼ 1) entering the resonator interaction gap is defined by the
expression

I1 ¼ 2I0J1ðXÞ cosðxt � h� n=2Þ;

where I0 is the constant component of the convection current; J(r) is the first-order
Bessel function of the first kind, its argument is the bunching parameter

X ¼ 1
2
Um

Ua
MH; and H is the electrons transit angle in the bunching space.
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The amplitude of the induced current first harmonic is equal to the amplitude of
the convection current multiplied by interaction coefficient M, Ii n ¼ 2I0J1ðXÞM:
The power transmitted by the electron beam to the resonator (the electronic power)
will be determined as

Pe ¼ 0:5UmIim ¼ UmI0J1ðXÞM:

In the reflex klystron, the alternating voltage at the resonator gap provides both
the energy extraction from the bunched electron beam and its velocity modulation.
The amplitude of the alternating voltage Um is included in the formula of the
bunching parameter. To determine the dependence of the electronic power on the
bunching parameter, it is necessary to express the voltage amplitude through the
value of the bunching parameter Um ¼ 2XU0=ðMhÞ. Substituting this expression in
the formula of electronic power, we obtain

PeI0U02XJ1ðXÞ=h:

The transit angle of electrons in the resonator-reflector space is determined by the
optimal transit time for the given generation zone sopt. h ¼ xsopt ¼ 2pðnþ 3=4Þ.
Taking this into account, we obtain

Pe ¼ I0U0
XJ1ðXÞ

pðnþ 3=4Þ :

This expression allows us to find the electronic efficiency of the reflex klystron:

Fig. 7.32 Generation zones
of a reflex klystron
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ge ¼
Pe

P0
¼ Pe

I0U0
¼ XJ1ðXÞ

pðnþ 3=4Þ :

As expected, electronic efficiency depends on the value of bunching parameter
X, and this dependence is more complicated than in the straight-transit
double-cavity klystron. The product XJ1(X) reaches a maximum of 0.4 at the
value of X = 2.41.

Electronic efficiency depends on the generation zone number decreasing with the
growth of the zone number (Table 7.3).

According to the calculation, the maximum value of electronic efficiency is in
the zero zone, however, the amplitude of the alternating voltage exceeds the
accelerating voltage, and such a mode cannot be realized in practice. In reality,
reflex klystrons operate in the second and third generation zones, therefore their full
efficiency does not exceed 3–5%.

The advantage of a reflex klystron as a generator of microwave radiation is the
electronic tuning of the frequency. As the reflector voltage changes within one
generation zone, the frequency of the oscillations generated also changes
(Fig. 7.32).

This change in frequency is accompanied by a change of output power.
Electronic tuning is characterized by the bandwidth and differential steepness.

The tuning bandwidth means the interval of the frequency change Df, within
which the output power changes no more than for a half, or, as they say, the tuning
band is determined at the power level 1/2 from maximum. The differential steep-
ness of the electronic tuning depends on the zone number and the electrical mode.
For the middle of the band, it is defined by the formula:

Sf ¼ f0
pðnþ 3=4Þ

QlðU0 þ jUrjÞ
;

where f0 is the frequency corresponding to the middle of the generation zone; and
Q
н
is the loaded Q-factor of the resonator.
Typical values of voltage on the RK resonator are 250–300 V, the beam current

is 20–50 mA, the output power is 10–50 mW, and the electronic tuning band is
0.2–0.5%. The operating frequency of reflex klystrons lies in the band from
decimeter to millimeter waves. Figure 7.33 shows the appearance of a reflex kly-
stron with an external resonator (a) and an internal resonator (b).

In recent decades, much work has been done to create subminiature reflex
klystrons, which have been termed “minitrons”. These devices have very low
weight and low operating voltages.

Table 7.3 Reflex klystron
efficiency in various
generation zones

n 0 1 2 3

gð%Þ 53.1 22.7 14.5 10.6
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It is enough to say that researchers have managed to reduce the mass of the
centimeter band low-power generators to a tenth of a gram (!) and to lower oper-
ating voltages to tens of volts. Such devices can compete with solid-state devices
with the same output parameters, especially in extreme conditions of high tem-
peratures and high levels of radiation.

7.3 Travelling Wave Tubes

7.3.1 Operating Principle of Travelling Wave Tubes

By the early 1940s, triode and klystron amplifiers, capable of operating in the
microwave band were developed and produced. However, these amplifiers were
narrowband, because they used high Q-factor resonators. A high Q-factor was
necessary in order to increase the weak voltage of the input signal and to ensure
efficient control of the electron flux during short-term interaction with it (the
interaction time should be shorter than the transit time). It should be noted that the
resonator increases not only the signal, but also the noise, so the resonance
amplifiers have a relatively large noise factor. In connection with the rapid devel-
opment of radar during the Second World War, it became necessary to create
broadband low-noise amplifiers.

Rudolf Kompfner (an architect by education) solved this problem in 1942, when
in his work on creating of low-noise amplifiers at the University of Birmingham, he
proposed to get rid of resonators and instead use the interaction of the electron beam
with the electromagnetic field of the traveling wave when they propagate with the
same velocity. By doing so, the weakness of the field in the transmission line was

Fig. 7.33 Reflex klystrons with external (a) and internal (b) resonators

154 7 O-Type Microwave Devices



compensated by the duration of the interaction, which can amount to dozens of field
periods, rather than the period fractions as in the resonator gap. Since the electron
velocity is always less than light speed, Kompfner proposed decelerating the
electromagnetic wave using the helical slow-wave structure (SWS) to facilitate the
long-term interaction. The device invented by Kompfner was called the traveling

wave tube (TWT). Sometimes, to emphasize that this is an O-type device, it is
called the traveling wave tube of O-type (TWTO).

The first Kompfner tubes were very unstable and self-excited when there were
noticeable reflections from the output of the SWS or from the load. J. Pierce, a Bell
Telephone Labs employee, estimated all the advantages of the TWT as a broadband
amplifier, developed the TWT theory and formulated the conditions for its stability.
His fundamental work in this area dates back to 1946. L.A. Vainshtein (USSR)
made the largest contribution to the nonlinear theory of the TWT.

Let’s consider the operating principle of a traveling wave tube by means of its
scheme shown in Fig. 7.34. Electron gun 1 creates electron beam 2, which interacts
with an electromagnetic wave excited in slow-wave structure 3 by an input signal.
The amplified signal is extracted from the slow-wave structure. The exhausted
electrons deposit on collector 4. All parts of the tube are in a vacuum envelope 5.
A focusing system (not shown) supports the beam shape throughout its entire
length.

The electromagnetic wave propagates in the SWS with phase velocity vp. Let us
choose the accelerating voltage in such a way that electron velocity ve is equal to the
wave velocity. In this case, the electrons are at rest in the coordinate system moving
with the phase velocity of the wave.

A longitudinal component of the wave electric field perturbs the motion of the
electrons. Those of them that are in the accelerating field begin to move somewhat
faster, and those that are in the decelerating field are slowed down, i.e., the velocity
modulation of the electron flux occurs. The faster electrons begin to catch the
slower ones up, and as a result a bunch is formed, i.e., bunching of the electron flux
occurs. This process is illustrated in Fig. 7.35, which shows the dependence of the
wave electric field longitudinal component on the coordinate at some fixed time.
The arrows represent the accelerations the electrons (black circles) receive under the
action of the SWS field. As can be seen, the bunch is formed around the electron,
which is in the zero field that alternates from accelerating to decelerating. While
moving toward the collector, the bunch becomes more and more dense but cannot

Fig. 7.34 Scheme of a TWT
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transmit its kinetic energy to the wave field since it is in the region where the field is
absent or very weak.

In order for the formed bunch to transmit part of its energy to the wave field, the
electron velocity must be slightly larger than the wave velocity. Then the bunch, as
it forms, will shift forward relative to the wave, i.e., it will get into the region of the
decelerating field and be able to transmit part of its energy to it. At this, the wave
amplitude will increase, i.e., signal amplification will be observed. However, the
difference in velocities should not be too large, otherwise bunches will “slip
through” the decelerating field region. This process can be regarded as the induced
Cherenkov radiation of electrons. The induced nature of the radiation provides the
electromagnetic field of the wave in the SWS.

The mechanism of energy extraction is illustrated in Fig. 7.36 which shows the
distribution of the wave electric field longitudinal component in the output section
of the SWS at a certain fixed time. The gray rectangles indicate the electron bunches
and the arrows indicate the direction and magnitude of the velocity of bunches
relative to the wave.

Bunch 1 has not yet formed completely, and it moves forward relative to the
wave. Bunch 2 is already denser and it is in the maximum decelerating field but
continues to move forward. Bunch 3 is the densest and it has already transmitted
some of its kinetic energy and decelerated. Its velocity is equal to the wave velocity
but it continues to transmit energy and to slow down while being in the decelerating
field. Bunch 4 has already expanded under the action of space charge forces, and its
velocity is less than the wave velocity but it continues to transmit energy being in
the decelerating field. On further motion, the bunch will leave the decelerating field
and enter the accelerating field where it will take energy from the wave. Therefore,
the SWS length must be chosen so that bunches have no time to get into the
accelerating field.

Comparing the amplification mechanisms in traveling wave tubes and klystrons,
it is easy to see that they are based on the same processes: velocity modulation of

Fig. 7.35 Electron bunching
in a TWT

Fig. 7.36 Energy extraction
from the electron beam in a
TWT
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the electron beam, and bunching and energy extraction. However, these processes
in klystrons, unlike TWTs, are spatially spread and separated in time. This makes it
possible to optimize them separately and allows, in particular, the obtaining of a
higher coefficient of electron beam energy conversion to field energy (electronic
efficiency) in klystrons.

7.3.2 The Linear Theory of O-Type TWTs

Dispersion Equation of a TWTO

In a TWT, there is an interaction between the wave in the slow-wave structure and
the space-charge waves in the electron beam. Because of this interaction, the wave
propagation conditions change. We will analyze this interaction in three stages.
First, let’s assume that the field in the SWS is specified, and find the alternating
current excited by this field in the electron flux. Then let’s assume that the alter-
nating convection current is specified, and find the SWS field excited by it. Lastly,
we find a self-consistent solution using the results of the previous analysis.

In the analysis, we assume that all quantities characterizing the SWS field and
the electron beam depend only on time and the longitudinal coordinate z (the
one-dimensional model). We represent also all quantities as a sum of a constant and
a variable component, the maximum value of the variable component being much
smaller than that of the constant (small signal approximation):

a ¼ a0 þ ~a; maxð~aÞ � a0; ð7:28Þ

where a is any quantity characterizing the field in the SWS or the electron beam.
We postulate that all variables are of the form of the wave propagating along the z-
axis, which coincides with the longitudinal TWT axis:

~a ¼ _ae�iðxt�CzÞ; ð7:29Þ

where Г remains to an unknown propagation constant.
We also assume that the constant component of the electric field in the inter-

action area is absent (Ez0 ¼ 0). Let’s recall that symbol e denotes the absolute value
of the electron charge, and symbol q denotes the absolute value of the space charge
density of the electrons (q ¼ en, n is the electron concentration).

As it is known, the electromagnetic field in a periodic transmission line, which is
any SWS, and can be represented as a sum of spatial harmonics. Each harmonic has
its own phase velocity. In this analysis, we take into account only the “working”
spatial harmonic with a phase velocity close to the electron velocity. Therefore,
hereafter all the quantities characterizing the field in the SWS (Ez; vp0) refer to the
operating spatial harmonic.

The first stage. Let’s find the convection current excited by the specified SWS
field. To do this we write down the equation of the motion of the electrons:
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d~v

dt
¼ � e

m
~Ez ð7:30Þ

(relativistic effects are ignored). Expanding the total velocity derivative, we obtain

d~v

dt
¼ @~v

@t
þ @~v

@z

dz

dt
¼ @~v

@t
þ @~v

@z
v0 þ

@~v

@z
~v: ð7:31Þ

Here we take into account that dz=dt ¼ v ¼ v0 þ~v. The last term in expression
(7.31) is the second-order quantity of smallness, since it contains the product of two
variable quantities, and can be ignored. Substituting expression (7.31) and the
variable velocity component in the form of (7.29) into (7.30), we find

jx _v� jC _vv0 ¼ �ðe=mÞ _Ez:

Introducing the electron propagation constant be ¼ x=v0, we obtain

_v ¼ jðe=mÞ _Ez

v0ðbe � CÞ : ð7:32Þ

Formula (7.32) determines the amplitude of the variable velocity, which the
electrons acquire under the influence of the specified SWS field.

In order to find the variable component of the space charge density, we use the
continuity equation. In the one-dimensional case, taking into account sign q, it has
the form

@~J

@z
� @~q

@t
¼ 0; ð7:33Þ

from where

�jC _J � jx _q ¼ 0:

This relation allows us to find the amplitude of the charge density:

_q ¼ �C

x
_J: ð7:34Þ

Current density is related to charge density:

J ¼ J0 þ ~J ¼ �qv ¼ �ðq0 þ ~qÞðv0 þ~vÞ ¼ �q0v0 � ~qv0 � q0~v� ~q~v:

The last term containing the product of small quantities is ignored. Thus, passing
to complex amplitudes, we obtain
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_J ¼ � _qv0 � q0 _v: ð7:35Þ

We eliminate charge density from (7.35) by substituting formula (7.34):

_J ¼ � q0be
be � C

_v ð7:36Þ

Formula (7.32) relates the electron velocity to the electric field where the alter-
nating electric field should be considered as a sum of two components: the specified
SWS field Esw and the space charge field Eq arising at the bunching of electrons:

_Ez ¼ _Esw þ _Eq: ð7:37Þ

To determine the space-charge field, we use Ampere’s law

~Jþ e0
@Eq

@t
¼ Const. ð7:38Þ

The electron beam is assumed to be infinitely long. With respect to the alter-
nating current, it is open-circuit, therefore we can set Const. ¼ 0 in (7.38). Passing
to complex amplitudes, we obtain

_Eq ¼ j _J

xe0
: ð7:39Þ

Substituting (7.39), (7.37) and (7.32) into (7.36), then after simple transforma-
tions, we obtain

_J 1� eq0
me0

1

ðbe � CÞ2v20

" #

¼ �j
eq0be

mv0ðbe � CÞ2
_Esw: ð7:40Þ

In Sects. 3.1 and 3.2, the concepts of plasma frequency xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eq0=ðme0Þ
p

and

plasma propagation constant bp ¼ xp=v0 are introduced. Using these notations, we

rewrite (7.40):

_J½ðbe � CÞ2 � b2p� ¼ �j
eq0be
mv0

_Esw:

We multiply the numerator and denominator of the right-hand part of this

expression by t0 and take into account that q0v0 ¼ �J0, and v
2
0 ¼ 2ðe=mÞU0, where

U0 is the accelerating voltage. As a result, we obtain

_J½ðbe � CÞ2 � b2p� ¼ j
J0be
2U0

_Esw: ð7:41Þ

The resulting relation allows us to find the amplitude of the convection cur-
rent density excited in the electron flux by the specified field in the SWS.
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Let’s consider the particular case when there is no field in the SWS, i.e., the
right-hand part of (7.41) is identically equal to zero. Then from this equation, it

follows that either _J ¼ 0 (the trivial solution corresponding to the unperturbed flux),
or

ðbe � CÞ2 � b2p ¼ 0:

Hence, we find an unknown propagation constant:

C ¼ be 
 bp:

This solution corresponds to two space-charge waves—fast and slow—propa-
gating in the electron beam with constant amplitude (see Sect. 2.2).

The second stage. At this stage, we use the energy method. The complex power
transferred across the cross section of the TWT interaction space is:

P ¼ 1

2

Z

S

E	Hð ÞdS ¼ P0e
�2jðxt�CzÞ:

The power variation in the interaction space section with length dz:

dP ¼ �2jCP0dz:

In a “cold” tube (in the absence of an electron beam) the expressions for the
power and its differential have the analogous form:

Pc ¼ P0e
�2jðxt�C0zÞ; dPc ¼ �2jC0P0;

where Г0 is the wave propagation constant in the “cold” SWS.
The power of the interaction between the SWS field and the electron beam in

section dz is obviously equal to the difference in power variations in this tube
section with and without electron flux:

dPe ¼ dP� dPc ¼ �2jðC� C0ÞP0dz: ð7:42Þ

On the other hand, Sect. 4.1 shows that the interaction power is

dPe ¼
1

2
_I _E�

swdz; ð7:43Þ

where _I is the amplitude of the convection current variable component. Thus,

�2jðC� C0ÞP0 ¼
1

2
_I _E�

sw:
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Let’s introduce the SWS interaction impedance

Rc ¼
_Esw

_E�
sw

2b20P0

ð7:44Þ

and with the help of this definition express the ratio _E�
sw=P0:

_E�
sw

P0
¼ 2b20Rc

_Esw

: ð7:45Þ

In this expression b0 ¼ x=vp0 is the phase constant of the cold SWS, and vp0 is
the phase velocity of the wave in the cold SWS. Substituting relation (7.45) into
(7.43), we find

_Esw ¼ j
b20Rc

C� C0

_I: ð7:46Þ

The formula obtained allows us to determine the longitudinal component
amplitude of the electric field of the wave excited in the SWS by the specified
convection current.

The third stage. In the self-consistent solution, the current excited by the SWS
field must be equal to the current that excites this field. To satisfy this condition we
integrate expression (7.40) over the cross section of the interaction space and
substitute (7.46) into it:

_I½ðbe � CÞ2 � b2q� ¼ � I0beb
2
0Rc

2U0ðC� C0Þ2U0

_I:

Here, we take into account the fact that in the beam with the finite cross section,
plasma frequency xp should be replaced by depressed plasma frequency
xd ¼ sdxp, where sd is the depression coefficient. Accordingly, in the first
approximation, bp changes to bq ¼ xd=ve. In most cases we can assume that sd is

equal to the plasma reduction factor s, see (3.5).

Let’s transform the resulting expression reducing _I:

C� C0

be

be � C

be

� �2

�
bq

be

� �2
" #

þ I0Rc

4U0

b0
be

� �2

¼ 0: ð7:47Þ

Let’s introduce the Pierce gain parameter:

C ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I0Rc

4U0

b0
be

� �2
3

s

�
ffiffiffiffiffiffiffiffiffi

I0Rc

4U0

3

r

ð7:48Þ
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and divide (7.47) by C3:

C� C0

beC

be � C

beC

� �2

�q

" #

þ 1 ¼ 0: ð7:49Þ

In this expression, the space-charge parameter is introduced

q ¼ xq

xC

� �2
: ð7:50Þ

(in the literature, parameter q is often denoted by 4QC for historical reasons).
Propagation constants Г and Г0 included in (7.49) are complex:

C ¼ b� ja; C0 ¼ b0 � ja0:

We assume that phase constant b0 and attenuation constant a0 in the cold SWS
are known, and that constants b and a in the system with the beam are subject to
determination.

Let’s introduce the dimensionless quantities

d ¼ xþ jy ¼ j
be � C

beC
; h ¼ dþ jb ¼ �j

be � C0

beC
: ð7:51Þ

From these definitions, it is not difficult to find that

x ¼ � a

beC
; y ¼ be � b

beC
¼ vp � v0

vpC
; d ¼ a0

beC
; b ¼ b0 � be

beC
¼ v0 � vp0

vp0C
:

ð7:52Þ

Parameter b is called the parameter of non-synchronism. It is proportional to the
difference between the electron velocity and the wave velocity in the “cold” SWS.
Attenuation parameter d is proportional to the attenuation constant in the cold
SWS. Parameter y is proportional to the difference between the wave velocity in the
system with the beam and the phase velocity of the wave in the “cold” SWS.
Finally, growth parameter x is proportional to the attenuation constant in the system
with the beam taken with the opposite sign. For x > 0, the attenuation constant is
negative, i.e., the wave grows in the propagation process. These growing waves are
of the greatest interest, since they provide amplification of the input signal. At
x < 0, the wave amplitude wanes while propagating, or remains constant.

Substituting (7.51) into (7.49), we obtain the TWT dispersion equation first
obtained by J. Pierce:

jðdþ hÞðd2 þ qÞ � 1 ¼ 0: ð7:53Þ

This is a cubic complex equation relative to d, which has three roots. This means
that at given values of parameters b and d, three waves with different phase
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velocities and attenuation constants can propagate in the SWS with the beam, and
the waves with positive values of parameter x are of greatest interest. The amplitude
of these waves increases during propagation, i.e., these waves amplify the input
signal. The non-growing waves must also be taken into account, since the energy of
the input signal is distributed among all the waves.

Analysis of The Dispersion Equation Solutions

To analyze the dispersion (7.53) let’s separate the real and imaginary parts of it:

xþ d ¼ � 2xy

ðx2 � y2 þ qÞ2 þ 4x2y2
; ð7:54Þ

yþ b ¼ � x2 � y2 þ q

ðx2 � y2 þ qÞ2 þ 4x2y2
: ð7:55Þ

It is seen from (7.54) that in the absence of attenuation in the cold SWS (d = 0),
for one of the roots x = x3 = 0. The corresponding value y = y3 is found from the
equation

ðy3 þ bÞðy23 � qÞ � 1 ¼ 0:

The values of two other roots are obtained from (7.55) supposing y1 = y2 = y:

x1;2 ¼ � ð4qy2 � 2yÞ1=2 � ðqþ y2Þ
h i1=2

:

Two x values correspond to each given value of y: x1 and x2 = –x1. This means
that both waves have the same phase velocities; one of them is increasing, and the
other is attenuating while propagating.

For arbitrary values of b, d and q, dispersion (7.53) can only be solved
numerically. The result of this solution for space-charge parameter q ¼ 1 and
attenuation parameter d ¼ 0 is shown in Fig. 7.37. The two dashed horizontal lines
on this graph correspond to fast (y > 0) and slow (y < 0) space-charge waves
propagating in the electron beam without slow-wave structure. The oblique dotted
line corresponds to the wave propagating in the cold SWS.

Three waves propagating with constant amplitude (x = 0) and different phase
velocities correspond to the large absolute values of parameter b. As |b| increases,
they asymptotically approach the unperturbed space-charge waves and the wave in
the cold SWS. For small absolute values of the parameter of non-synchronism, one
of the waves still propagates without changing its amplitude (x3 = 0). Its phase
velocity is greater than the electron velocity (y3 > 0), therefore it is called a fast
wave. The other two waves have the same phase velocity, which is less than the
electron velocity (slow waves). The amplitude of one of them increases (x1 > 0),
and the other decreases (x2 < 0) while propagating.

In the literature, there is biquadratic dispersion equation, which takes into
account the wave in the SWS propagating from the collector to the cathode. This
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wave is interacting very weakly with the electron flux because of the absence of
synchronism, so it does not make sense to take it into account.

The range of b values in which x1 > 0 is called the amplification region of the
TWT. In more detail, the dependencies of the x and y parameters on b for different
values of q and d = 0 in the amplification region are shown in Fig. 7.38. As can be
seen, as the space-charge parameter increases, the maximum values of parameter x1
decrease (the wave amplitude growth rate decreases), and the amplification region
becomes narrower and shifts toward higher values of parameter b.

For small values of q, the maximum value of parameter x1 is:

x1max ¼
ffiffiffi

3
p

=2; ð7:56Þ

and the corresponding values b and y1 are:

bmax ¼ 0; y1max ¼ �1=2: ð7:57Þ

For large values of q, the parameter values corresponding to the maximum x1
value are:

x1max � 1=ð
ffiffiffi

2
p

qÞ; bmax � �y1max ¼
ffiffiffi

q
p

: ð7:58Þ

The following relations determine the boundaries of the amplification region for
large q:

Fig. 7.37 Dispersion equation roots versus the parameter of non-synchronism
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b ¼ bmax � 2x1max � q1=2 �
ffiffiffi

2
p

=q1=4:

The Effect of Distributed Losses

The attenuation in the cold SWS is taken into account by attenuation parameter
d > 0. As the numerical analysis of the dispersion equation shows, this parameter
has little effect on wave propagation velocity but leads to a change of parameter x.
The fast wave when d > 0 also attenuates (x3 < 0) and the values of growth
parameter x1 in the amplification region decrease. The analysis shows that for small
values of q, the change of the growth parameter Dx1 ¼ �d=3 and for large
q Dx1 ¼ �d=2. Thus, if the cold SWS has the small attenuation constant a0, then
the maximum value of the rise constant decreases to the value

a1 ¼ a1max � ma0;

where 1=3m 1=2.
The value of m appears to be less than one since most of the energy taken from

the electrons passes only a part of the SWS length. Therefore, for the wave in the
TWT, the distributed losses are weaker than in the SWS without the beam where
the energy passes through the entire length of the system.

Fig. 7.38 Dependence of
dispersion equation roots on
b in the amplification region
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Boundary Conditions

In the TWT, three waves propagate from the cathode to the collector, the amplitude
of one of which increases, one decreases, and the third remains constant (distributed
losses in the SWS are not taken into account).

In order to find the initial amplitudes of these waves, it is necessary to use
boundary conditions. The unmodulated electron beam and the input signal arrive at
the SWS input, therefore the boundary conditions are written as follows:

_Ið0Þ ¼
X

3

n¼1

_Inð0Þ ¼ 0; _vð0Þ ¼
X

3

n¼1

_vnð0Þ ¼ 0; _Ezð0Þ ¼
X

3

n¼1

_Eznð0Þ ¼ _Esw:

ð7:59Þ

Relations (7.32), (7.41) and the dispersion equation relate the currents and wave
velocities to the electric field. Using these relations it is possible to obtain
expressions for the current and velocity of electrons:

_In

I0
¼ j _Ezn

1

2beC
2U0

1

d2n þ q
; n ¼ 1; 2; 3; ð7:60Þ

_vn

v0
¼ �j _Ezn

1

2beCU0

dn

d2n þ q
: ð7:61Þ

These relations, together with the third condition (7.59), form the system of
equations allowing us to find the initial field amplitudes of the three waves. For the
increasing wave that is of the greatest interest, the ratio of its initial amplitude to the
amplitude of the total field is

A1 ¼
_Ez1ð0Þ
_Ezin

�

�

�

�

�

�

�

�

¼ d21 þ q

ðd1 � d2Þðd1 � d3Þ

�

�

�

�

�

�

�

�

: ð7:62Þ

Values d1, d2, d3 are found from the dispersion equation for the specified values
of b, d and q. Figure 7.39 shows the dependence of A1

2 on b for several values of
q and d = 0. As can be seen, these values lie in the range from −15 to 0 dB.

For d[ 0, A2
1 � �10 dB is practically independent of b. For the particular case

d ¼ 0, q ¼ 0, b ¼ 0 value A1 = 1/3, or A1
2 = 1/9 = −9.54 dB. Parameters A2 and A3

have the same value. It follows that the electromagnetic field of three waves
transfers only 1/3 of the input power. The rest of the input power is spent on
electron flux modulating.

The Effect of the Lumped Attenuator

In the TWT, another wave can propagate which is not described by dispersion
(7.53). This wave propagates in the SWS from the output to the input. Since
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synchronism of this wave with the electron beam is absent, it propagates in practice
as in the cold SWS, i.e., there is no attenuation of this wave, or it is very small.

This wave occurs if the TWT output is not ideally matched to the SWS and
(or) the tube load is not matched to the output. On reaching the SWS input, this
wave partially reflects from it and spreads towards the collector in synchrony with
the electron flux. As a result, feedback occurs, which can lead to self-excitation of
the device. The first Kompfner tubes operated unstably for that very reason.

J. Pierce proposed the introduction of a lumped absorber (attenuator) into the
TWT structure, which weakens the reflected wave and prevents self-excitation of
the TWT. The amplitude condition for the stability of the TWT with a concentrated
absorber can be written as follows:

ljCoutj2jCinj2D\1;

where l is the TWT power gain; Cin;Cout are the reflection coefficients from the
SWS input and output; and D is the attenuation coefficient of the attenuator.
Assuming the maximum values of the reflection coefficients from the input and
output are equal to one, we obtain that the attenuation coefficient of the absorber
should be larger than the TWT gain:

D[ l

In practice, the attenuator is the SWS section, with length la ¼ za2 � za1, onto
which the absorbing coating is applied. It is also possible to use two sections of the
SWS, the output of the first section and the input of the second section being
connected to the matched loads. Such a circuit corresponds to the infinitely large
attenuation of the “absorber”.

Naturally, the introduction of the absorber reduces the TWT gain but this
decrease is much less than the absorber attenuation. The explanation is that
although the electromagnetic wave in the SWS is almost completely absorbed by
the absorber, the waves remain in the electron beam and at the exit from the
absorber they excite new waves in the SWS, one of which increases. The analysis
shows that the decrease in gain Dlp depends on the length of the attenuator,

Fig. 7.39 Initial attenuation
of the increasing wave
versus b
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parameters b and q. Upon the average with the optimal value of parameter
b Dlp � �6 dB. Figure 7.40 shows the distribution of the electric field longitudinal

component and the first harmonic of the convection current along the length of the
tube with parameters C = 0.02; q = 0; d = 0; b = 0. The attenuator is in the region
0:1 z=L 0:15, where L is the length of the tube. As can be seen, the amplitude of
the current does not decrease in the region of the absorber. After leaving it, this
current raises a new increasing field wave.

TWT Gain

Using the results obtained above, it is possible to calculate the TWT power gain,
which is determined by the formula

l ¼ 10 lgðPout=PinÞ:

Substituting here the above values of the output and input power we find

l ¼ 10 lg
_Ez1ðLÞ
_Ez1ð0Þ

�

�

�

�

�

�

�

�

2

¼ 20 lg
_Ez1ðLÞ
_Ez1ð0Þ

�

�

�

�

�

�

�

�

:

Taking into account the relation between the initial amplitude of the growing
wave and its amplitude at the end of the slow-wave structure, we obtain

l ¼ 20 lgAþ 20 lgDþ 20 lg½expðbeCx1LÞ�:

Fig. 7.40 SWS field and convection current first harmonic versus the z coordinate

168 7 O-Type Microwave Devices



After simplifying this formula, we have

l ¼ AþDþ 8:68beCx1L; dB

where l is the total length of the SWS. Taking into account that be ¼ x=v0 and
setting be � b0 ¼ 2p=ksw, where ksw is the wavelength in the cold SWS, we obtain

l ¼ AþDþ 54:5x1CN;

where N is the number of wavelengths that fall on the SWS length. All quantities in
this formula are expressed in decibels. For the particular case b ¼ 0; q ¼ 0; d ¼ 0

l ¼ �9:54þDþ 47:3CN:

In real TWTs, the typical values of gain parameter C lie in the interval from 0.02
to 0.2. The evaluation of the gain by the foregoing formula shows that for N ̴̴ 10–30
the amplification of the helical TWT can reach 40–60 dB.

Frequency and Phase Response

A typical form of the frequency response characteristic of the O-type TWT is
shown in Fig. 7.41. For the quantitative description of this TWT characteristic, the
following parameters are introduced:

• Bandwidth Df is the frequency band within which the output power (gain)
reduces by no more than the specified value (usually −3 or −1 dB) compared to
maximum power (gain) and the relative frequency band Df =f0, where f0 is the
center frequency of the band;

• Minimum and maximum band frequencies fmin and fmax;
• Frequency band overlap factor kf ¼ fmax=fmin and frequency band overlap factor

expressed in octaves kfo ¼ log2ðfmax=fminÞ.
The dependence of TWT output power (or gain) on frequency in the weak-signal

mode is determined mainly by the dependence of x1 on parameter b and the SWS
dispersion characteristic. Theoretically, in the absence of SWS dispersion, the band

Fig. 7.41 TWT frequency
response
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of the amplified frequencies can be arbitrarily broad. In this case, the dependence of
the gain on the frequency is determined only by the change of N, which is related to
the wavelength change. Parameter b, and hence parameters A and D, also remain
constant at the frequency change.

In the real SWS, dispersion exists so parameter b depends on the frequency.
Accordingly, parameter x1, and hence the gain, depend on the frequency. Besides,
the interaction impedance of the operating spatial harmonic depends on the fre-
quency that leads to the dependence of gain parameter C and space-charge
parameter q on the frequency. As a result, the calculation of the frequency response
characteristic, even in the linear approximation, appears to be a very complicated
problem.

The TWT phase response characteristic is mainly determined by SWS disper-
sion. If the attenuator is not taken into account, the phase incursion of the increasing
wave at SWS length is Du ¼ b1L ¼ beLð1� Cy1Þ. The value of Cy1 in the
amplification band is much less than 1 and varies relatively weakly, so we can
assume that Du � xL=v0, i.e., the phase shift is proportional to the signal
frequency.

The dependence of the output signal phase on the accelerating voltage is of great
importance. When this voltage changes, the velocity of the electrons changes,
leading to a change of the TWT output signal phase. Since this change is unde-
sirable in most cases, strict requirements are imposed on the stability of TWT power
supplies. To evaluate the phase shift change at the accelerating voltage change, this
formula can be used

Du ¼ �0:58pNDU=U0;

where Du is the change in the phase shift between input and output signals, N is the
slow-wave structure length in wave lengths, and DU is the accelerating voltage
change. The phase shift in this formula is measured in radians. It follows from the
formula that the phase distortions in the TWT depend linearly on the length of the
slow-wave structure. In the TWT with helical SWS, phase distortions are generally
negligible.

TWT Noise Parameters

The main source of noise in the TWT, as in other vacuum electron devices, is the
shot noise of the electron flux. However, unlike the klystron, the high Q-factor
resonator does not enlarge this noise, so TWTs are relatively low-noise devices.
Fluctuations in the density and velocity of electrons excite the space-charge waves
in the space between the gun cathode and the SWS input. It is possible to select the
distance between the gun anode and the SWS input, so that at the SWS input there
is minimum of noise current. In this case, the effect of the cathode shot noise is
substantially reduced. Modern TWTs have a noise value of less than 3 dB at 3 GHz
and less than 4 dB at 10 GHz.
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7.3.3 Elements of the Nonlinear Theory of TWTs

Basic Equations

Within the framework of the linear theory, TWT gain does not depend on the input
signal amplitude, so TWT output power is unlimited, and that contradicts common
sense and the results of the experiment. Therefore, in order to calculate the TWT
output power and efficiency as well as its other characteristics, such as nonlinear
distortions, and side radiation, etc., it is necessary to create the TWT nonlinear
theory. J. Pierce, J. Rowe, L.A. Vainshtein, V.N. Shevchik, and many other
researchers made a major contribution to this theory.

Let’s derive the basic equations of the TWT nonlinear theory following the
Vainshtein method. Let’s write the equation of the motion of electrons

dv

dt
¼ � e

m
E; ð7:63Þ

assuming that the electrons move along the z axis and the electric field lines are also
directed along this coordinate. Current time t, and time of the electrons entering the
interaction space t0 are independent variables in (7.63) and the current electron
coordinate z is the function of these variables. It is more convenient to use z and t0
as independent variables, since in this case, the difficulties associated with the
non-uniqueness of function z ¼ zðt; t0Þ disappear. Assuming

t ¼ tðz; t0Þ ð7:64Þ

we have

v ¼ dt

dz

� ��1

;
dv

dt
¼ � @2t=@z2

ð@t=@zÞ3
:

Function (7.64) is single-valued in the absence of backward motion of the
electrons, while function t0ðz; tÞ can be multi-valued, since electrons that exit the
z ¼ 0 cross-section at different moments of time can enter the z cross-section in
reverse order (the overtaking phenomenon). Equation (7.63), when these expres-
sions are substituted becomes

@2t

@z2
¼ e

m

@t

@z

� �3

E: ð7:65Þ

The phase of the electron at the given moment can be defined as follows:

xt ¼ xt0 � bezþ hðn; t0Þ;

where h is the perturbation caused by field E, n ¼ Cbez. In view of the smallness of
the gain parameter, function h weakly depends on coordinate z.
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The charge conservation law regarding variables z; t0 is written in the following
way:

I0dt0 ¼ Iðz; t0Þjdtj; ð7:66Þ

where dt0 is the time interval over which the layer of electrons passes cross-section
z ¼ 0, and dt is the time interval over which the same layer passes cross-section z.
Absolute value of this interval is taken because the order of the arrival of electrons
to cross-section z can be reversed (in the case of overtaking). From here

Iðz; t0Þ ¼ I0
dt0
dt

�

�

�

�

�

�

�

�

: ð7:67Þ

In the nonlinear mode, the convection current can be expanded in the Fourier
series. Limiting ourselves to the current first harmonic, we write

uðn; t0Þ ¼ xtþ bez ¼ xt0 þ hðn; t0Þ ¼ u0 þ hðn; t0Þ;

Iðz; tÞ ¼ I0 þRe
X

1

n¼1

_InðzÞejnxt � I0 þRe _I1ðzÞejxt
� 	

;
ð7:68Þ

where

_InðzÞ ¼
1

p

Z

2p

0

Iðz; tÞe�jnxtdxt:

With function

uðn;u0Þ ¼ xtþ bez ¼ xt0 þ h ¼ u0 þ h; the expression for the current first
harmonic can be written as follows:

_I1ðzÞ ¼
I0

p
e�jbez

Z

2p

0

e�juðn;u0Þdu0 ¼ I0 _IðnÞe�jbez; ð7:69Þ

where _I ¼ _I1=I0 is the normalized amplitude of the convection current first
harmonic.

The field of the slow-wave structure excited by the electron beam is determined
by expression (7.46). Assuming that there is no attenuation in the SWS, this
expression can be rewritten as

d _Esw

dz
þ jb0 _Esw ¼ b20RcI0 _I:

172 7 O-Type Microwave Devices



Let’s introduce the normalized amplitude of the field in the SWS:

_EðnÞ ¼ _EswðzÞ
e�jbez

beU0C2
: ð7:70Þ

Taking into account that

d

dz
¼ d

dn

dn

dz
¼ beC

d

dn
;

equation (7.70) takes the form

beU0C
3 d

_E
dn

þ jbeU0C
2ðbe � b0Þ _EðnÞ ¼ b20RcI0 _IðnÞ:

After simple transformations, this equation is reduced to the final form

d _EðnÞ
dn

þ jb _EðnÞ ¼ ð1� bCÞ2 _IðnÞ: ð7:71Þ

Let’s transform the equation of motion (7.65), taking into account that

t ¼ t0 �
z

v0
þ hðn; t0Þ

x
;

dt

dz
¼ 1

v0
þ beC

x

dh

dn
¼ 1

ve
Cþ dh

dn

� �

;

@2t

@z2
¼ ðbeCÞ2

x

@2h

@n2
;

v ¼ @t

@z

� ��1

¼ v0

1þC@h=@n
;

@u

@n
¼ @h

@n
;

@2u

@n2
¼ @2h

@n2
:

Using these relations and the formula for the dimensionless field amplitude
(7.70), we obtain the equation of motion in the form

@2u

@n2
þ 1þC

@u

@n

� �3

Re _EðnÞeju

 �

¼ 0: ð7:72Þ

The system of (7.69), (7.71) and (7.72) together with the boundary conditions

h ¼ u0;
@u

@n
¼ 0; _E ¼ _Ein

1

beU0C2
at n ¼ 0 ð7:73Þ
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describes the nonlinear bunching in an O-type TWT. We recall that it was obtained
on the assumption that attenuation in the SWS and the space charge are absent. It
can be shown that in the absence of these constraints, the nonlinear TWT equations
acquire the form

d _E
dn

þ jðb� jdÞ _E ¼ ð1� bCÞ2 _I; ð7:74Þ

_IðnÞ ¼ 1

p

Z

2p

0

e�judu; ð7:75Þ

@2u

@n2
þ 1þC

@u

@n

� �4

Re _E þ jq_IðnÞ

 �

eju ¼ 0: ð7:76Þ

The system of (7.74)–(7.76) with the boundary conditions (7.73) can be solved
only by numerical methods. Some results of this solution are given below.

Output Power and Efficiency

Figure 7.42 shows the typical TWT amplitude response (AR) calculated by the
numerical solution of (7.74)–(7.76).

Within the framework of the linear theory, the TWT gain is independent of the
input signal amplitude, therefore, in the region of a weak signal (region 1), AR is
linear. With a further increase of the input power, the tube gain begins to decrease,
and the amplitude response deviates from a linear pattern (region 2). At a certain
value of input power, output power reaches a maximum (saturation region 3 in
Fig. 7.42), then begins to decrease (region 4). This form of amplitude response is
due to the peculiarities of electron beam bunching in the TWT (see Sect. 7.1).

In the linear region, the input signal is too weak to form the densest bunches,
even close to the SWS output. Therefore, the density of the bunches (and the energy
they transmit) is proportional to the amplitude of the input signal.

Fig. 7.42 TWT amplitude
response
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Further increases in input power (region 2) lead to the fact that the maximum
density of bunches is reached within the SWS. In this case, bunches give energy to
the field, the amplitude of which increases and reaches a maximum near the SWS
output. In this region, the electron bunches give energy to the field, since they move
faster than the slow wave (y1\0). As the energy of the bunches decreases, their
velocity diminishes. The slowing of bunches intensifies with increasing input
power, so they begin to transmit a smaller part of their energy, and output power
growth slows down.

In saturation region 3, the velocity of bunches initially becomes equal to, and
then becomes less than, the slow wave velocity. Bunches stop transmitting energy
when they leave the decelerating field region. Accordingly, the increase of output
power stops. In region 4, bunches are in the accelerating field region and take
energy from it, and the output power reduces.

The process of the formation of bunches and the extraction of energy from them
is shown in Fig. 7.43 which is drawn according to the results of the numerical
solution of (7.74)–(7.76).

The figure shows how the weak perturbations of the electron beam density while
propagating are transformed into complex-shaped bunches. These bunches are in
the decelerating field region and transfer their energy to it, and as a result the wave
amplitude increases. Then, a part of the bunch exits the decelerating field region and
the wave amplitude growth stops, i.e., saturation occurs. At this point, the inter-
action of the wave with the electrons must be stopped. With further movement,
most of the bunch falls into the accelerating field and takes energy from the wave,
the amplitude of which begins to decrease.

The numerical solution of the nonlinear theory equations makes it possible to
calculate the TWT efficiency for any values of the tube parameters. However, we

Fig. 7.43 Field and space charge distribution in a TWT

7.3 Travelling Wave Tubes 175



can make an approximate estimate of the electronic efficiency of the travelling wave
tube on account of the linear theory equations.

The electronic efficiency is defined by the expression

ge ¼
Pout

U0I0
; ð7:77Þ

where Pout is the power transmitted by the electron flux, i.e., the wave power at the
SWS output, if the amplification is considered sufficiently large to avoid taking into
account the input power. We assume that the amplitude of the convection current

first harmonic _I ¼ vI0: Coefficient v depends on the convection current waveform
near the SWS output, but its value cannot be more than two.

Parameter v is equal to the Fourier series first harmonic amplitude of the curves
shown in the graph. In practice, 1 v 2. The output power is related to the
interaction impedance by formula (7.44). Using the relations (7.48) and (7.60), we
obtain

Pout ¼
j _Ez1j2

2b20Rc

¼ v2
CU0I0

2
d21 þ q
�

�

�

�

2
: ð7:78Þ

For the maximum amplification mode, we find from formulas (7.57) and (7.58)

d21 þ q
�

�

�

� ¼ 1; for small q;
ffiffiffiffiffi

2q
p

; for large q:

�

ð7:79Þ

Substituting (7.78) and (7.79) into (7.77), we obtain

ge ¼ v2C
1=2; for small q;
ffiffiffi

q
p

; for large q:

�

ð7:80Þ

As can be seen, the electronic efficiency is proportional to gain parameter C and
increases with space-charge parameter q. However, the space charge prevents the
electrons grouping, so with q increasing, coefficient v decreases. Therefore, there is
an optimal value of the space-charge parameter, at which the electronic efficiency is
maximal. Assuming v ¼ 1:3 and q ¼ 2, we obtain ge ¼ 2:4C. For C ¼ 0:2, we
obtain ge ¼ 48%, and this is close to the maximum experimental values obtained
for high power TWTs.

It should be noted that the electronic efficiency is determined by the difference
between the electron velocity and the slow wave velocity. Therefore, to increase
efficiency, it is necessary to increase the parameter of non-synchronism b, to values
close to the amplification region boundary. However, this causes a reduction in
gain. Thus, the b values that are optimal for the gain and for electronic efficiency are
different.

Maximum TWT efficiency can be estimated using the energy method. Let’s set
q ¼ d ¼ 0. For these parameters, the optimal value of bopt ¼ 0, and y1opt ¼ �1=2.
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Let the velocity of the electrons forming the bunch center be equal to ve. The
velocity of the slow wave interacting with the beam, following from formula (7.52),
is equal to vp1 ¼ v0=ð1� Cy1Þ ¼ v0 1þC=2ð Þ: The difference in the electrons and
wave velocities is

Dv ¼ v0 � vp1 ¼ ve 1� 1

1þC=2

� �

The deceleration of electrons occurs until the bunch leaves the decelerating field.
At this point, its velocity is less than the wave velocity, but as a rough estimate we
can assume that it is approximately equal to wave velocity tp1. The kinetic energy
lost by the electron in the process of deceleration is determined by the formula

DWc ¼
mv20
2

�
mv2p1

2
¼ mv20

2
ð1� Dv2Þ ¼ mv20

2
1� 1

ð1þC=2Þ2

 !

:

Taking into account the smallness of gain parameter C in comparison with 1, we
obtain approximately

DWc �
mv20
2

C:

In this case, the “electronic efficiency” of the electron will be equal to

ge ¼
2DWc

mv20
� C: ð7:81Þ

As can be seen, formulas (7.80) and (7.81) for a small value of q differ only by

the numerical factor, and for v ¼
ffiffiffi

2
p

the difference disappears. For a large value of
q, the formula (7.80) takes into account the dependence of the electronic efficiency
on the space-charge parameter.

It should be emphasized that both of these formulas are suitable only for a rough
estimate of the efficiency of the electron beam energy conversion into SWS field
energy. For engineering calculations, it is necessary to use the results of numerical
simulation.

7.3.4 Methods of Increasing TWT Efficiency

The efficiency of the traveling wave tube depends on the level of the output power
of the device, the type of slow-wave structure used and the mode of device oper-
ation, and in particular on the parameter of non-synchronism b among many other
factors. The efficiency of a conventional TWT is 10–30% with the upper figure
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referring to high-power devices on the coupled cavity chain slow wave structure
(CCC type).

The relatively low efficiency value is determined by the specificity of the con-
version of the electron beam kinetic energy to the energy of the traveling wave
field, which requires synchronism between the wave in the SWS and the electrons.
Therefore, electrons cannot move with a velocity much higher than the wave
velocity and, accordingly, can transfer only a small part of their energy to it.

There exists several ways to increase the overall efficiency of the traveling wave
tubes:

• Direct increase of electronic efficiency due to correction of the wave phase
velocity or electron beam velocity;

• Use of “transparent” TWTs;
• Increase of the overall efficiency due to the return of a part of the exhausted

electron beam residual energy to the power source, i.e., electron beam energy
recuperation.

The increase in electronic efficiency due to correction of the wave phase velocity
is achieved through the use of isochronous (tapered) slow-wave structures in which
the phase velocity decreases with increasing distance from the SWS input (with the
growth of coordinate z) according to a certain law. The required law of phase
velocity variation is found through solving the nonlinear TWT equations by
computer. To reduce the phase velocity the SWS period is decreased.

Let’s note that the chosen law of phase velocity variation is optimal only for a
certain value of input power, since the law of electron velocity variation is deter-
mined by the field amplitude in the SWS which depends on the input power.
Therefore, tapered TWTs have a highly nonlinear amplitude response and can be
used effectively only in the pulsed mode. In this connection, a compromise variant
of an “isochronous” SWS is often used. The slow-wave structure is divided into
sections (usually there are two sections) having different slowing factors. The first
(input) section provides a wave phase velocity close to the electron beam velocity;
the second section has a greater deceleration and a wave phase velocity smaller than
the beam velocity. In the first section, the processes of electron velocity modulation,
the formation of electronic groups and the partial transfer of energy from the
electron beam to the wave field occur. The main energy extraction is carried out in
the second section of the SWS. Optimum values of the section’s lengths and their
decelerations are determined by computer simulation. The considered method of
increasing electronic efficiency was called “the method of the phase velocity hop”.

The use of SWS sectioning also makes it possible to implement another means
of increasing electronic efficiency—“the voltage step method”. In this case, the
increased potential is supplied to the second section of the system which has the
same phase velocity as the first. This makes it possible to increase the velocity of
electron bunches in the channel of the second section and ensures that the velocity
of the electrons exceeds the wave phase velocity, which is necessary for effective
energy transfer from the electron beam to the SWS field. In principle, a combination
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of both methods of increasing electronic efficiency is possible. The application of
the methods described above makes it possible to increase the value of electronic
efficiency by 10–20%.

Another way to increase the efficiency is based on the use of a “transparent”
TWT. Such devices do not have an attenuator, so the SWS in them is short and the
gain does not exceed 10–15 dB. Besides, these TWTs have increased requirements
regarding the quality of tube input and output matching in order to ensure the
absence of self-excitation. The low gain of the transparent TWTs determines their
use as a final power amplifier, to the input of which a sufficiently powerful signal is
applied. The peculiarities of signal interaction with the electron flux in the absence
of the absorber lead to the fact that the electronic efficiency of the transparent TWTs
is two to three times higher than the efficiency of a conventional tube. Transparent
TWTs are included in the composition of the amplification chain, which uses a
conventional TWT or a solid-state amplifier as a preamplifier. This solution allows
not only an increase in the efficiency of the chain, but also the adjusting of the
output power level within wide limits.

In particular, two-mode amplifiers are designed. In low power mode, no supply
voltage is applied to the transparent TWT (or TWT final section), and the signal
from the preamplifier passes through it with a slight attenuation. This is an eco-
nomical mode with low output power. When the voltage is applied to the trans-
parent TWT, the output power of the amplifier increases by 10–15 dB, but the
energy consumption also increases.

As is well known, the interaction impedance of the slow-wave structures tends to
infinity near the boundary of the transmission band and past the boundary becomes
purely reactive. The increasing of the interaction impedance leads to an increase in
the gain parameter and, consequently, the efficiency of the device. In this con-
nection, it was proposed to use the TWT at and beyond the bandwidth boundary of
the “cold” SWS. Such devices were named beyond-cutoff TWTs. The analysis
shows that taking into account two spatial harmonics having phase velocities close
to the electron velocity makes it possible to eliminate the infinite values of the
interaction impedance. One of these harmonics belongs to the direct wave, and the
other belong to the opposite one. The SWS interaction impedance is determined,
taking into account the sum of the two harmonics fields near the cutoff and appears
to be active and independent of the frequency both inside and outside the band-
width. Therefore, the TWT can amplify the signal even outside the bandwidth and
is highly efficient. The beyond-cutoff TWTs (or last sections of the SWS in
multi-section TWTs) allow an increase in tube efficiency of 5–10%, however, the
bandwidth of such tubes is relatively small.

Even in the case when electronic efficiency reaches 30–50%, the residual power
of the electron beam is 50–70% of the total beam power. This power must be
absorbed by the electron collector. In this regard, the process of recuperation of
energy from the the exhausted electron beam has great practical importance. In
addition to increasing the device’s overall efficiency, recuperation of the energy of
the exhausted electron beam energy allows reduction of the thermal load of the
collector, and thereby simplifies the problem of heat extraction. The use of
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multi-stage collectors allows an increase in tube efficiency of from 40 to 60%, i.e.,
to approach to klystrons in this factor.

7.3.5 TWT Design

The Electron Optical System

The TWT electron-optical system consists of an electron gun, a beam transportation
system and the collector. At present, both single-beam and multi-beam TWTs are
produced. The periodic magnetic focusing with permanent magnets is most often
used as the transportation system supporting the beam cross-section shape. The
choice of this type of system is due to the large tube length that makes the appli-
cation of systems with a homogeneous magnetic field ineffective. In high-power
TWTs, a solenoid is sometimes used as the transportation system.

The collector serves to collect the exhausted electrons. Since TWT efficiency is
relatively small, multi-stage collectors with electron recuperation are often used.

The Slow-Wave Structures

The tube output power, the frequency band and the operating mode determine TWT
design. These parameters determine the choice of the slow-wave structures, on
which, in turn, the other design elements depend. The main properties of the SWS
are described in many books. Some information about them is contained in
Appendix B. Therefore, here we briefly consider only the features of those SWSs
that are most often used in TWTs.

The helix SWS was first used in Kompfner tubes and since then has remained
the most commonly used SWS in TWTs of small and medium power. This SWS
provides the deceleration of the fundamental spatial harmonic n = 5–10 and has a
relatively small dispersion and interaction impedance dependence on frequency,
therefore TWTs with such a SWS have an amplification bandwidth of 1–2 octaves.
In a helix SWS, with a conductor of circular cross section, the amplitudes of the
higher spatial harmonics are small in comparison with the amplitude of the fun-
damental, zero order harmonic. The disadvantages of this SWS type include the
poor heat sink from the helix, and the inability to obtain small slow-down values.
Therefore, helix SWSs are used mainly in small and medium power TWTs. The
ultimate power is limited by the design of the helix supports. The maximum heat
sink is provided by support rods with diamond elements. The design of the supports
and the external shield also affect the shape of the SWS dispersion characteristic.

Modifications of helical SWS are structures with a sheet helix, and SWSs of a
ring-bar type; SWSs with a sheet helix have a slightly improved heat sink in
combination with increased dispersion. These types of SWS are used in TWTs of
medium power.

SWSs of the coupled cavity type have a rigid design providing a good heat
sink. The CCC used in the TWT works on the minus first spatial harmonic having a
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relatively weak dispersion and sufficiently large interaction impedance. The band of
these SWS deceleration factors lies within the limits of 1–6. SWSs of the CCC type
are used in high power TWTs.

Comb-type SWSs have a simple construction and are used in TWTs of the
millimeter band. Unfortunately, the main spatial harmonic of this type of SWS has a
strong dispersion which limits the bandwidth of the TWT.

Power Input and Output

The important elements of TWT design are the input and output couplers. These
elements couple SWS with outer input and output transmission lines. They must
ensure the matching of the wave impedances of the outer line and the slow-wave
structure in the operation frequency band, the wave impedance of such SWS as
CCC and comb-type SWS, being highly frequency dependent. Besides, the energy
input and output must contain vacuum windows that separate the internal tube
volume from the surrounding space. In addition, the output vacuum window of
high-power a TWT must transmit the output power without breakdowns and
appreciable absorption.

For the energy input and output from a TWT with a helix SWS, the coaxial line
is most often used, the inner conductor of which is connected to the conductor of
the helix SWS. Stepped or smooth impedance transformers are used for matching.

The energy input and output from a TWT with a CCC is performed using the
rectangular waveguides connected to the first and last resonators by the diaphragm
(Fig. 7.44). The design of the outlets is the same, so let’s only consider the output
of energy.

The last SWS resonator 1 is connected to the impedance transformer 2 and
coupled with the rectangular waveguide through the coupling hole. After the

Fig. 7.44 Energy input and output into a TWT
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transformer, there is the vacuum window 3 after which the energy enters the output
rectangular waveguide 4. The maximum VSWR of such energy outlets does not
exceed 1.5 in the tube bandwidth.

7.3.6 Parameters and Application Regions of TWTOs

Travelling wave tubes are designed for the entire microwave band, from decimeter
to millimeter waves. This is the most common type of vacuum microwave device,
and the share of TWTs in the total production of microwave VEDs is more than
50%.

TWTs are divided into small, medium and high power tubes. The first group
includes devices with an output power of up to 1 W. As a rule, they use a helix
SWS. These tubes have a wide bandwidth (up to two octaves or more), large gain
(45–60 dB) and a low noise factor (3–6 dB). Their efficiency does not exceed 10%,
therefore they are used as preliminary amplifiers in telecommunication systems
with high data transmission speed, in broadband radar receivers, and in electronic
warfare systems.

TWTs of medium power are designed on the basis of the helix SWS or a
modification thereof. Their efficiency is 15–30% (usually with recuperation), the
gain is 40–50 dB, and the bandwidth is 40–60%. These devices are used in
transmitters of radio relay lines, in transponders of communication satellites, and in
measuring equipment. Currently, transistor amplifiers actively replace TWTs of
small and medium power.

High-power pulsed TWTs have a pulse output power of up to several megawatts,
an efficiency of 30–45% and a gain of 35–45 dB. As a rule, a slow-wave structure
of the CCC type is used in these devices. The bandwidth of high-power TWTs is 3–
6%, which is more than the bandwidth of klystrons of the same power level. They
are used in stationary and airborne early warning and control electronic warfare
systems. Their use is sensible in cases where klystrons cannot provide the required
bandwidth of amplified frequencies.

High-power continuous mode TWTs with an output power of several hundred
watts are used in airborne equipment of communication satellites including satellite
television systems for the direct transmission of a television signal to individual
antennas. TWTs for space equipment have been developed for separate authorized
frequencies in the range 1.8–12.7 GHz.

There are two-mode TWTs that can work in both pulsed and continuous modes,
their power in pulsed mode being 5–10 dB higher than their power in continuous
mode. The transition from one mode to another can be carried out in various ways,
in the simplest form by changing the current of the electron beam, for which
electron guns with control electrodes are used. The dual mode is also achieved by
using a multi-sectioned SWS.

Table 7.4 gives an idea of the typical parameters of a high-power TWT with
pulsed and continuous modes. These devices are shown in Fig. 7.45. A UV-45
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TWT of the low power type is used in radar receivers. A UV-332 TWT of medium
power is intended for use in satellite transponders and radar equipment. These tubes
are manufactured in Russia. The high-power TWT VTX-5783 is produced in
Canada and is intended for operation in radar transmitters. The high-power TWT
developed in China (the last line of the Table) has the same purpose. Figure 7.45d
also shows the multi-beam transparent TWT with CCC developed at the JSC
“Istok”.

Table 7.5 shows the parameters of a TWT with the helix SWS developed for
communication satellites by the L3-Communications Company.

The use of multi-stage collectors in these tubes allowed an increase in the
efficiency of devices to 60–70% while maintaining the wide frequency band.

In addition, the mean life time of millions of hours is worth mentioning. Such an
indicator was achieved due to the careful design of devices and the use of modern
technologies in their manufacture.

Table 7.4 Parameters of some TWTs

TWT type Mode SWS
type

f0
(GHz)

Df/f0
(%)

Pout

(kW)
η

(%)
l

(dB)
U0

(kV)
I0
(A)

UV-45 Cont. Helix 7.4–12 – 5 mW 5 30 1100

UV-332 Cont. CCR 14–15 3.5 0.3 18 35 10–12 0.15

VTX-5783 Pulsed CCR 8.9–
9.4

6 50 18 48 32–34 8.5

TW2-21 Pulsed CCR 8 7.5 900 37 33 100 24

Fig. 7.45 Types of TWT: a low power TWT UV-45; b millimeter band middle-power TWT;
c high-power TWT VTX-5783; d transparent TWT
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7.4 Backward-Wave Oscilators

7.4.1 Operating Principle of Backward-Wave Tubes

M.F. Stelmakh (USSR) got the patent on an O-type backward-wave oscillator
(BWO) in 1947, and production of BWOs began in 1951 in both UK and USSR.
Another name for a BWO is carcinotron. The operation of this device, as well as the
TWT, is based on the synchronous interaction of the wave in the slow-wave
structure and the electron beam. However, unlike the TWT, the BWO uses the
interaction with the negative (inverse) spatial harmonic, the phase and group
velocities of which have opposing directions. The direction of the phase velocity
coincides with the direction of the motion of electrons (from the cathode to the
collector), and the group velocity (and the energy transfer) are directed in the
opposite direction. Interacting with the wave field, the electrons undergo velocity
modulation and bunching. Hence, they give some of their energy to the wave. This
energy is transferred by the wave to the tube output, as a result of which internal
feedback arises and under certain conditions self-excitation occurs. In reality, BWOs
are always used in the self-excitation mode, i.e. as generators. Hence, their English
name of backward wave oscillator (BWO). The transfer of energy from the electrons
to the wave in the BWO can be regarded as induced Smith-Purcell radiation.

The scheme of the backward-wave tube is shown in Fig. 7.46. The electron flux
is formed and accelerated by the electron gun 1 and enters the transit channel of the
slow-wave structure 3. The cathode end of the SWS is connected to the energy
output 2 and its collector end is connected to the reflection absorbing termination 4.
The beam transportation through the channel is performed by means of the uniform
magnetic field that is created by the solenoid 6. The exhausted electron beam goes
to the collector 5.

Table 7.5 Parameters of TWT with helix SWS

Band Power (W) Efficiency (%) Number of devices on
orbit (units)

Mean life time between
errors (mln. hours)

L (1.4–
1.6 GHz)

80–250 60–70 0 –

S (2
−4 GHz)

100–300 62–73 330 10.7

C (5.15–
5.35 GHz)

20–120 66–68 237 2.6

X (10–
12 GHz)

25–160 63–66 115 1.8

Ku (11–
18 GHz)

30–155 60–70 449 2.7

K (18–
27 GHz)

30–130 58–66 0 –

Total – – 1131 –
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Let’s suppose that there is a traveling wave in the SWS, the working spatial
harmonic of which has negative dispersion and a phase velocity approximately
equal to the velocity of the electrons. The field of this harmonic modulates the
velocity of the electron flux. This velocity modulation leads to the bunching of the
beam. Bunches form near the SWS collector end and transmit part of its kinetic
energy to the wave. This energy is transferred by the wave to the SWS cathode end
and then transfers to the load by means of the output coupler 2. The absorber 4
provides the traveling wave mode in the SWS, absorbing the waves reflected from
the output coupler and the load.

The electron beam interacts with the SWS field, which has the form of the
traveling wave. The main processes that determine BWO operation are the same as
in the traveling wave tube: the velocity modulation of the electron beam by the
wave field, the bunching process and the transfer of the electron beam’s kinetic
energy to the wave field. The basic difference is that the electromagnetic wave
transfers energy in the opposite direction with respect to the motion of the electron
beam, i.e. from the SWS collector end to the cathode.

Let’s assume that oscillations of the electromagnetic field appeared at the SWS
collector end, and propagate toward the SWS cathode end in the form of the
traveling wave. Under certain conditions, the interaction of this wave with an
electron beam can lead to the transfer of the part of the electron beam’s kinetic
energy to the wave field and to the growth of its amplitude, just as takes place in the
TWT. The resulting and amplified electromagnetic wave acts on the beam and leads
to its velocity modulation and subsequent bunching.

The bunches formed near the SWS collector end transfer energy to the wave
field. This energy propagates to the SWS cathode end, increasing the amplitude
of the field in this region, leading to a more intensive velocity modulation
and bunching.

Fig. 7.46 Scheme of a backward-wave oscillator
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Thus, internal positive feedback occurs. As a result, the BWO operates as a
regenerative amplifier, and under certain conditions, it self-excites and turns into a
generator. In reality, BWOs are almost always used in the generation mode, so they
have only one power output from the SWS cathode end. Its collector end is loaded
with the reflection absorbing termination to prevent reflections that lead to unde-
sirable feedback on the slow-wave structure.

7.4.2 Linear Theory of BWOs

The BWO linear theory can be constructed on the basis of the TWT linear theory by
directing the z axis from the collector to the cathode. In this case, the direction of
the wave group velocity will be positive and the direction of the phase velocity and
the velocity of the electrons will be negative. Accordingly, we obtain

b0e ¼ �be\0; b00 ¼ �b0\0; d0 ¼ a00
b0eC
\0; a00\0;

where the BWO parameters are denoted by a prime. Substituting these quantities
into (7.53), we obtain the dispersion equation of the BWO:

jðd0 � h0Þ½ð�d0Þ2 þ q� þ 1 ¼ 0; ð7:82Þ

the parameter d0 has the same meaning as in (7.51). In the following, we omit the
primes of the BWT parameters.

This equation has three roots corresponding to the three waves propagating in
the BWO. Comparing (7.53) and (7.82) we see that if we replace b by –b, the d

parameter sign also changes to its opposite. Thus, the complex propagation con-
stants of three waves in the BWO coincide up to a sign with propagation constants
of waves in a TWT having the same parameters C; q and d. The amplitudes of the
waves at the input (z ¼ L) and at the output of the tube (z ¼ 0) are related by

_EznðLÞ ¼ _Eznð0Þe�jdnbeCL; n ¼ 1; 2; 3: ð7:83Þ

The total field created at the BWO-amplifier input by an external generator is:

_EzðLÞ ¼
X

3

n¼1

_EznðLÞ: ð7:84Þ

The similar relation is valid at the tube output:

_Ezð0Þ ¼
X

3

n¼1

_Eznð0Þ: ð7:85Þ
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For z = 0, the wave amplitudes are related to the equation analogous to (7.62):

_Eznð0Þ
_Ezð0Þ

¼ d2n þ q

ðdn � dn2Þðdn � dn3Þ
; ð7:86Þ

where

n2 ¼
nþ 1; n\3;
1; n ¼ 3:

�

n3 ¼
nþ 2; n\2;
n� 1; n� 2:

�

Substituting (7.86) in (7.84) and (7.85) we find the BWT gain in terms of power:

l ¼
_Ezð0Þ
_EzðLÞ

�

�

�

�

�

�

�

�

2

¼
X

3

n¼1

ðd2 þ qÞe�jdnbeCL

ðdn � dn2Þðdn � d3Þ

�

�

�

�

�

�

�

�

�

�

�2

: ð7:87Þ

For self-excitation of the BWO, it is necessary that its gain turns to infinity.
From here

X

3

n¼1

ðd2 þ qÞe�jdnbeCL

ðdn � dn2Þðdn � d3Þ
¼ 0: ð7:88Þ

At given parameters q and d, (7.88) allows us to find the quantities h ¼ �CbeL h

and b. If these parameters are found, the conditions for self-excitation of the BWT
can be written as follows:

ðbe � b0ÞL ¼ bh; ð7:89Þ

I0 ¼ Istart ¼
4U0h

3

RcjbeLj3
: ð7:90Þ

Equation (7.88) has a number of solutions, each with its own values of starting
current and generation frequency. The solution, to which the smallest starting
current (the fundamental mode of oscillations) corresponds, is of the greatest
interest. When the tube is turned on, it is the one that is excited first and suppresses
the others with larger values of starting current. For the basic mode of oscillations
and q ¼ 0 we have h ¼ 1:98 and b ¼ 1:52. From here

ðbe � b0ÞL � p; Istart �
32U0

RcjbeLj3
: ð7:91Þ

The last formula defines the starting current of the BWO, i.e. the value of the
current at which the tube begins to generate oscillations. The dependence of the
starting current on the accelerating voltage is shown in Fig. 7.47. The same figure
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shows the dependence of the beam current on the accelerating voltage. As can be
seen, the real beam current at all values of accelerating voltage is much higher than
the starting current, so the BWO generates the oscillations in the entire operating
range of the accelerating voltages.

Since the operating spatial harmonic has dispersion, i.e., b0 depends on the
frequency, formula (7.89) determines the generation frequency as a function of
electron velocity, i.e., the accelerating voltage. Thus, the BWO has the electronic
tuning of the generation frequency.

Figure 7.48 shows the distribution of the variable components of the electric
field, the beam current, and the electron velocity along the tube length for
different values of the space charge parameter. It is assumed that d = 0 and there
are no reflections from the SWS collector end. Although the graphs are plotted
according to the linear theory for I0 = Iпycк, the shape of the curves does not
change significantly even at I0� Iпycк. As can be seen, the BWO does not have
the section of exponential growth of field density which is characteristic for
the TWT.

Fig. 7.47 Starting current and beam current versus accelerating voltage

Fig. 7.48 Distribution of field, current and electron velocity along BWO length: a − q = 0,
b − q = 0.5
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7.4.3 Electronic Tuning of BWOs

As noted in the previous section, the BWO generation frequency depends on the
accelerating voltage. This BWO property is called electronic tuning. Electronic
tuning is characterized by the electronic tuning band determined by the relation

Df

f0
¼ 2

fmax � fmin

fmax þ fmin
;

where fmin and fmax are the minimum and maximum frequencies of the tuning band,
and f0 is the average frequency of the band. The width of the BWO electronic
tuning band can reach an octave.

The electronic tuning steepness

Sf ¼
df

dU0

determines the rate of the frequency change with the changing of the accelerating
voltage. It also determines the stability of the generation frequency which is related
to the stability of the accelerating voltage source. In the linear approximation at
d = 0 from the first formula (7.91), we obtain

Sf ¼
f0

2U0

1

1þ jv0j=vg
;

The change of the accelerating voltage is also accompanied by irregular changes of
the output power, which are explained by changes in the conditions of SWS matching
with the output coupler and the reflection absorbing termination, and by changing the
basic parameters of the tube. The experimental dependence of the frequency and the
BWT output power on the accelerating voltage is shown in Fig. 7.49.

Fig. 7.49 Frequency and
BWT output power versus
accelerating voltage
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7.4.4 Electronic Efficiency of BWOs

The analysis of the dependence of BWO efficiency on its parameters and operating
mode is possible only within the framework of the nonlinear BWO theory. This
theory is constructed in a manner analogous to the nonlinear theory of TWT, taking
into account the opposite directions of the phase and group velocities in the SWS.
Without considering the nonlinear BWO theory in detail, we confine ourselves to
considering the physical processes of energy extraction and show some results
obtained with the aid of the nonlinear theory.

First, let us note that, unlike the TWT, where the maxima of the alternating
current and field components coincide, the alternating current in the BWO is
maximal near the collector end of the tube and the field is maximal near the cathode
end. Therefore, in the BWO, the interaction of the electron beam and the wave in
the SWS is less intense than in the TWT.

Further, to achieve maximum efficiency in a TWT, the electrons should move
much faster than the wave, so the values of the non-synchronism parameter b cor-
responding to the maximum coefficient and the maximum efficiency do not coin-
cide: boptg[ boptl. In the BWO, while trying to increase b by increasing the
accelerating voltage, the generation frequency changes so that parameter b remains
optimal on the gain factor. This is the second reason for the lower efficiency of the
BWO compared to the TWT. Calculations show that the electronic efficiency of the
BWO can be estimated from the formula

ge � 0:7v2
xq

x
1� Istart

I0

� �

:

The value of v ¼ j_Imaxj=I0 in the BWO is smaller than in the TWT due to the
lower quality bunching. As a result, the electronic efficiency of the BWO is four to
five times less than the electronic efficiency of the TWT.

The total efficiency of the BWO is equal to the product of the electronic effi-
ciency and the efficiency of the electrodynamics system. Typical values of the latter
lie in the band 0.8–0.9, with smaller values corresponding to millimeter band
devices. As a rule, the total efficiency of the BWO does not exceed 10%.

7.4.5 Resonance BWOs

Resonance BWOs are devices in which the SWS collector end is short-circuited or
open (let’s recall that in a conventional BWO it is matched). The output of energy is
also made unmatched. As a result, a wave close to the standing wave is established in
the SWS, and instead of the continuous dispersion characteristic in the SWS band-
width a number of oscillations modes arise, each of which has its own frequency and
phase shift between neighboring periods un ¼ p=Np, where Np is the number of
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SWS periods. The electron flux interacts with that oscillation mode for which the
synchronism condition beD ¼ un is satisfied. As a result, the continuous band of
frequency variation breaks up into a number of generation zones, each of which has
its own frequency. Since in each zone the generation frequency is fixed, it is
possible to select the accelerating voltage to obtain the optimal non-synchronism
parameter in terms of efficiency. In addition, the distribution of the electric field
along the tube length in the resonance BWO is more uniform than in the con-
ventional BWO, leading to more efficient energy extraction. As a result, the effi-
ciency of the resonance BWO is several times larger than that of the conventional
BWO. However, this is achieved by the loss of the main advantage of the BWO—
the wide band of electronic tuning (the narrow band of electronic frequency tuning
within each generation zone is preserved).

7.4.6 Design and Parameters of BWOs

The design of the BWO and its parameters are largely determined by the type of
slow-wave structure system. SWSs with “interdigital pins” (Fig. 7.50a) in combi-
nation with a sheet electron beam are the most commonly used in the BWO. In the
decimeter band, a bifilar helix is sometimes used (Fig. 7.50b), while in the mil-
limeter and submillimeter bands, a ladder SWS (Fig. 7.50c) and folded waveguide
are used (Fig. 7.50d).

For beam transportation, an external solenoid, and a magnetic focusing system
with permanent magnets (MFS) and sometimes the periodic electrostatic focusing

Fig. 7.50 Types of SWS used in BWOs
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system (PES) are used. As a rule, BWOs with MFS have the packaged design, i.e.,
the magnetic system and the tube body are structurally connected.

BWOs are used as low-power generators with electrical frequency tuning.
They are produced for the entire microwave band, from decimeter to submil-
limeter wavelengths. The leading position in this area is occupied by JSC R&D
“Istok” where unique sub-millimeter BWOs were developed and are still man-
ufactured. Typical parameters of BWOs produced by this enterprise are given in
Table 7.6.

As an example, we show the parameters of a packaged millimeter band BWO
(Fig. 7.51a) in Table 7.7. Another example is the terahertz BWO with an external

Table 7.6 Parameters of typical BWOs

Main parameters F (GHz) Df/f Pout (mW) U0 (kV) The focusing
system type

Decimeter and
centimeter bands

0.1–20 5–30 20–50 0.2–2 MFS

Centimeter and
millimeter bands

1–40 20–40 50–1000 0.1–0.8 PES

Millimeter band 35–260 15–60 6–40 0.4–1.9 Packaged with
MFS

Sub-millimeter band 258– 1400 15– 60 0.5–10 1–6 Unpackaged

Fig. 7.51 External view of two BWOs

Table 7.7 Parameters of the
packaged mm band BWO

Operation frequencies band (GHz) 118–178

Output power (mW) 6–20

Acceleration voltage (V) 500–1500

Beam current (mA) 10–20

Total mass (kg) <1

Output waveguide size (mm) 0.8 	 1.6

192 7 O-Type Microwave Devices



magnetic system, also developed in JSC R&D “Istok” (Fig. 7.51b). The parameters
of this tube are given in Table 7.8.

7.5 O-Type Hybrid Devices

7.5.1 Hybridization Advantages

The “classical” O-type devices considered in the previous sections—the amplifying
klystrons, TWTs and BWOs—have advantages and disadvantages. Thus, in the
klystron the effective mechanism of grouping and the energy extraction are used, it
allows obtaining the high electronic efficiency. However, the bandwidth of the
klystron is limited by the use of the resonator for the energy extraction. The TWT
has the wide band of amplified frequencies, but it is characterized by lower values
of the output power and efficiency. Devices with electrostatic control are charac-
terized by the simple design, the absence of the focusing system, but they have
limitations on the maximum operating frequency and the gain.

In connection with the foregoing, the idea to combine the most effective inter-
action mechanisms in one device arose, thereby getting rid of the limitations
inherent in classical O-type devices. A number of such “hybrid” devices have been
proposed and investigated, but only some of them have practical applications.

7.5.2 The TWYSTRON

The twistron was proposed in the early 1960s of by employees of the Varian
company in the USA. The name of the device (TWYSTRON) consists of the first
letters of the words “Traveling Wave” and the end of the word “KLYSTRON”. The
twystron consists of a klystron buncher containing several resonators and an SWS
output section operating in the traveling wave mode (Fig. 7.52). The cathode 1
emits electrons that are accelerated by the anode 3 and form the electron beam 2.
The amplified signal from the input source 5 is applied to the resonator 4 which
modulates velocity of the electron beam. The intermediate resonator 6 bunches the
beam.

The bunched beam excites the wave in the SWS 7 in which velocity is chosen to
be somewhat smaller than the electron velocity. The SWS is matched from the side

Table 7.8 Parameters of the
Terahertz band BWO

Frequency band (THz) 1.176–1.4

Output power (mW) 0.5–2

Acceleration voltage (kV) 1.5–6

Focusing magnetic field (T) 1.1
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of the resonators by an absorber 8. The electron bunches automatically appear in the
decelerating field of the wave and give it some of their energy, which is trasmitted
to the payload by the output coupler 9. The exhausted electrons are deposited on the
collector 10. Since the buncher can be made broadband and there are no resonance
elements in the energy extraction system, the twistron bandwidth can be larger than
that of the klystron and is comparable with the TWT frequency band. The efficiency
of the twistron, however, is less than that of the klystron, since the bunch does not
transfer energy to the wave when its velocity becomes less than the velocity of the
wave. In the klystron output resonator, bunches can ideally be decelerated to a
complete stop.

A CCC is usually used as the slow-wave structure in the twistron. The use of a
coupled resonators system made it possible to increase the device bandwidth to 7–
15% of the average frequency. Among microwave devices with a large pulsed
power, twystrons are the commonest wideband amplifying device. They are pro-
duced for operation in the centimeter band wavelengths (from 5 to 10 cm), with a
pulsed power of 3–8 MW, a gain of 35–50 dB, and an efficiency of 35–40%.
Twystrons find general use in the transmitters of high-power ground-based and
marine radars.

At present, in connection with the development of multi-beam klystrons with
multiple-gap resonators, the difference between the klystron and twystron param-
eters is reduced, and since twystrons have a structure that is more complex, their
production is somewhat reduced.

7.5.3 The Klystrode

The history of the klystrode began in 1939 when A.V. Haeff proposed an “inductive
output tube” (IOT). The tube represents the triode, which has a resonator in place of
the anode. Electron bunches formed by the control grid are accelerated by the
constant field of the resonator to which the anode voltage is applied. While tran-
siting the resonator gap bunches excite the oscillations in it and transfer part of their
energy. The exhausted electrons settle on the collector. Thus, in the Haeff tube, the
electrostatic method of beam modulation and the dynamic (klystron) method of
energy extraction are combined. Since electrons enter the resonator gap already
having been accelerated, the length of this gap can be made quite large. For a while,

Fig. 7.52 Scheme of a
twistron
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Haeff tubes were produced for use in television power amplifiers, but in 1941 their
production was stopped.

Forty-three years later, a tube with an inductive output was recalled and
developed again for high-power TV transmitters of the decimeter band. Its creators
were D.H. Preist and M.B. Shrader from the Varian American company. The
device, called a klystrode, consists of several parts which are characteristic, on the
one hand, of the klystron, and on the other hand, of the triode, which explains the
name of the device.

Its scheme is shown in Fig. 7.53. The cathode with the heater 1, the control grid
2, and the anode 4, form the triode part of the device. The amplified signal is
applied to the input resonator 3, part of the shell of which is formed by the cathode
and the grid. In the resonator tuned to the frequency of the input signal, oscillations
arise, which leads to the voltage appearance at the cathode-grid gap. The bias
voltage Uc, which is negative with respect to the cathode, is also applied to the grid.
Electrons emitted from the cathode are modulated in density by an alternating
voltage on the grid and are accelerated by the field of the anode 4. The modulated
electron beam 7 passes through the gap of the output resonator 5 exciting the
oscillations therein, just as it does in the output resonator of the klystron. The phase
of these oscillations when the output resonator is tuned to the signal frequency is
automatically set so that the electrons transfer their kinetic energy to the resonator
field. The exhausted electrons are deposited on the collector 6.

To provide the instantaneous band of 6–9 MHz required for the transmission of
the TV signal, energy extraction in the klystrode is usually performed by the filter
system consisting of active and passive resonators. The device has short drift
channels before and after the output resonator, and the electron beam is kept from
defocusing by the magnetic field of the solenoid or permanent magnets.

Evaluation of the electronic efficiency of the klystrode. Typically, these
devices operate in the “B” class with a cut-off angle of 90°. The ratio of the
convection current first harmonic amplitude to the constant component of the

current in this regime is v ¼ j_Ic1j=I0 ¼ 1:57.

Fig. 7.53 Scheme of a
klystrode

7.5 O-Type Hybrid Devices 195



The amplitude of the alternating voltage at the output cavity gap U2 is limited by
the ejection effect, and its maximum value is determined by the expression M2U2 ¼
U0 where M2 is the interaction coefficient of the output resonator. Hence the
maximum power transmitted by the electron flux to the resonator field is:

Pemax ¼ 0:5j _U2jj_Ic1j ¼
U0vI0

2M2
:

The power of the anode voltage source P0 ¼ U0I0. Hence the maximum elec-
tronic efficiency is

gemax ¼
Pemax

P0
¼ s

2M2
gemax ¼

Pemax

P0
¼ v

2M2
:

Substituting v into this formula and assuming M2 = 0.9, we obtain a maximum
electron efficiency of 87%, which is substantially higher than that of klystrons and
TWTs. The total efficiency of the klystrode is equal to the product of the electronic
efficiency at the efficiency of the circuit. Assuming the latter equal to 90%, we get a
total efficiency of 78%. Such a high efficiency is due to the good shape of bunches
provided by the electrostatic control method, but this method limits the maximum
operating frequency of klystrodes, which does not exceed 1–1.5 GHz. The low
gain, not exceeding 20–22 dB, is also a disadvantage of klystrodes. This means
high-power preamplifiers must be used in the transmitter circuits, which increases
the cost of the equipment.

Design, parameters and applications of klystrodes. Currently a number of
firms are producing klystrodes, which are used mainly in analog and digital tele-
vision transmitters in the decimeter band (470–810 MHz). The advantages of
klystrodes are determined by two factors. First, the klystrode amplitude charac-
teristic is much more linear than that of the klystron. This feature makes it
promising to use klystrodes to transmit high-definition digital television where
linearity is particularly important.

Secondly, since klystrodes operate in the “B” class, the power they consume
depends on signal level. In a conventional klystron, the consumed power does not
depend on the signal level and must be permanently high to maintain peak output
power. Therefore, the replacement of klystrons by klystrodes brings substantial
energy savings.

Table 7.9 shows the parameters of two klystrodes: the K2D110W of the Eimac
comapny, and the klystrode developed at JSC R&D “Istok” which received the
trade name of Istron. This is a multi-beam (18 beams) device, which has a lower
supply voltage and an increased gain.

Further increase of klystrode efficiency is possible due to the use of recuperation,
the use of resonators tuned to the second harmonic of the signal, and the transition
to the “C” class operating mode.

The devices listed in the table are shown in Fig. 7.54a, b respectively. The same
devices mounted in a transmitter are shown in Fig. 7.54c, d.
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7.5.4 The Orotron

The orotron is a self-oscillator with a linear electron beam. This is one of the first
devices in which the open mirror resonator was used, which explains its name. The
open resonator, due to its dimensions, is large in comparison with the wavelength,
and this allows the orotron to work effectively in millimeter and submillimeter
wavelength bands

The author’s certificate for the orotron was given to F.S. Rusin and G.D.
Bogomolov in 1966. Other less commonly used names for this device are the
diffraction radiation generator (DRG), the ledatron, and the electronic device with
Fabry-Perot resonators. The orotron resonator (Fig. 7.55) consists of flat (1) and
spherical (4) mirrors. On the surface of the flat mirror, there is a comb-shaped
periodic structure above which the electron beam 2 passes.

Waveguide 3 transmits the energy of oscillations into the output load. The
presence of the periodic structure, which can be considered as a slow-wave
structure and open resonator make it possible to consider the orotron as a hybrid
O-type device, combining interaction elements characteristic of both the TWT and
the klystron.

To analyze the operation of the orotron, we assume that the certain oscillation
mode was established in its resonator, in which the field has the form of the

Table 7.9 Parameters of some klystrodes

Type Frequency
band
(MGz)

Output
power
(kW)

Gain
(dB)

Anode
voltage
(kV)

Anode
current
(A)

Number
of
beams

Weight
(kg)

Focusing
type

K2D110 W 470–815 110 22 34 2.1 1 11.4 Solenoid

Istron 470–810 60 23–
24

25 – 18 – Solenoid

Fig. 7.54 The klystrodes K2D110 W (a), Istron (b). Klystrodes in transmitters K2D110W (c) and
Istron (d)
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standing wave existing between the mirrors. On the periphery of the mirrors, the
field is limited by the caustic surface S (Fig. 7.56). Inside this surface, the distri-
bution of the electric field along the z axis is described by some function Ez (z)w(z),
where Ez(z) is a periodic function of the z coordinate, and w is a slowly varying
function determined by the oscillation mode of the resonator. For the oscillation
mode having one maximum on the flat reflector, the field varies according to a law
close to Gaussian

wðzÞ ¼ A exp½�z2=ð2r2Þ�;

where r is the “radius” of the field on the surface of the flat reflector (Fig. 7.56).

Fig. 7.55 Scheme of an
orotron. 1 Flat reflector with
SWS. 2 Electron beam.
3 Energy output. 4 Spherical
mirror

Fig. 7.56 Open resonator of
an orotron
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The comb on the surface of the flat reflector distorts the picture of the field near
it. Assuming the comb is infinite in the direction of the x-axis, the field near the
comb can be represented as the expansion in terms of spatial harmonics:

_Ezðx; zÞ ¼
X

1

n¼1

_Ezne
�jkxnx cosðkznzÞ; ð7:92Þ

where

k ¼ x=c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2zn þ k2xn

q

; kzn ¼ 2pn=d; n ¼ 0;�1;�2; . . .

_Ezn ¼
Z

d=2

�d=2

_Ezð0; zÞcosðkznzÞdz

is the amplitude of the mth harmonics. Hence

kxn ¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

k

� �2

� n

d

� �2

s

;

where k is the wavelength in the free space. Since the condition d � k is always
kept in the orotron, the transverse wave number for all harmonics is purely
imaginary: kzn ¼ �jcn, where cn are real numbers.

Substituting this expression in (7.92), and taking into account the fact that the
perturbed field disappears at infinity, we have

_Ezðx; zÞ ¼
X

1

n¼�1
_Ezne

�jcnx cosðkznzÞ: ð7:93Þ

It follows from (7.92) that each term in the expansion (7.92) consists of two
spatial harmonics traveling in opposite directions. For the appearance of
Smith-Purcell radiation at the motion of electrons above the periodic structure, it is
necessary that the phase velocity of the harmonic and the velocity of the electrons
are approximately similar:

ve ¼ vpn ¼
x

kzn
¼ xd

2pjnj : ð7:94Þ

The orotron usually uses the negative first spatial harmonic (m = −1) which has
the largest amplitude and a negative dispersion. Therefore, the orotron is similar to
the BWO. However, feedback in the orotron is achieved not only due to oppositely
directed phase and group velocities, but also due to the field of the high-Q open
resonator. For this, the frequency of radiation should be close to the eigen frequency
of one of the resonator modes xm; m ¼ 1; 2; . . .. Under the action of the resonator
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field, the electrons gather into bunches of length d � k, which produce the induced
radiation. Thus, for the excitation of oscillations in an orotron, two conditions must
be fulfilled:

1. synchronous conditions in space (7.94);
2. synchronous conditions in time x � xn.

As the linear orotron theory shows, the minimum value of the starting current is
achieved when the space-charge parameter qp ¼ bqL is close to zero and the syn-

chronism parameter is U0 ¼ 2ðbe � kznÞr ¼ �
ffiffiffi

2
p

.
For a thin beam passing near the comb tips

Istart ¼ 3
xmV

ber
3

Nm

Qmj _Eznj2
;

where V is the resonator volume; Nm ¼
R

V
e0j _Emj2dV is the norm of the m-th mode

of the resonator oscillation; and Qm is its loaded Q-factor.
Calculation of orotron efficiency is possible only by numerical methods on the

basis of the nonlinear theory. Practice shows that total orotron efficiency in the
millimeter wavelength band is 15–30%.

To increase orotron efficiency, the same methods as for the TWT and the BWO
can be used: isochronism, i.e. the change of the periodic structure step, and recu-
peration. In addition, resonators in which the field distribution over the surface of
the flat reflector is close to uniform are used. For this purpose, metal reflectors are
placed at the edges of the mirror. Calculations show that optimization of the
function of the field distribution over the mirror can increase the efficiency of the
orotron up to 58%.

An essential increase of efficiency and output power is achieved when using the
two-row periodical structure in which the electron beam passes not over, but
between the combs.

Table 7.10 shows the parameters of some orotrons developed in the Fryazino
branch of the Institute of Radio Engineering and Electronics of the Russian
Academy of Sciences, and in Fig. 7.57 the image of one of these devices is shown.

A number of modifications to the classical orotron design is proposed: an orotron
with a coaxial open resonator, and an orotron with crossed fields among others.
There are prototypes of relativistic orotrons generating tens and hundreds of
megawatts in the centimeter wave band.

Table 7.10 Parameters of
some orotrons

f (GHz) Pи

(kW)
Efficiency
(%)

Qн U0
(kV)

I0
(A)

10 53 35 800 13 11.6

37.5 40 17 2000 19 12

90 1.2 6 5000 20 11
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Advancement Questions

1. Describe the main phases of the energy conversion process in O-type devices.
2. List the main parts of the double-cavity drift klystron and describe the principle

of its operation.
3. What is the average interaction coefficient and how does it depend on the radius

of the drift channel and the beam radius?
4. What is the grouping parameter? What is the optimal value of this parameter for

the amplifier klystron?
5. How is the disruption of longitudinal electrons taken into account when ana-

lyzing the grouping process?
6. What is the electronic efficiency of the klystron and on which device parameters

does it depend? What is the maximum value of the electronic efficiency of the
double-cavity drift klystron?

7. How do you determine the gain of the double-cavity drift klystron?
8. What tuning circuits are you aware of for multi-cavity klystrons?
9. What determines the electronic efficiency of the multi-cavity klystron?

10. What determines the bandwidth of the multi-cavity klystron?
11. What methods for the frequency band expansion for the multi-cavity klystron

do you know?
12. What other types of klystrons are you aware of besides transit-time amplifiers?

Describe the principle of their operation.
13. Describe the history of the creation, and the operating principle of O-type

TWTs.

Fig. 7.57 Orotron
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14. Write down the TWT dispersion equation and analyze the dependence of its
roots on the tube parameters.

15. What determines the gain in the low-signal approximation?
16. What determines electronic efficiency of a TWT?
17. What methods of increasing TWT efficiency do you know?
18. What types of SWS are used in the TWT? What is the difference between the

TWT on the helix and the TWT on coupled resonators?
19. What are the advantages of hybrid devices?
20. Describe the construction and operating principle of the twistron.
21. Describe the construction of the klystrode. What are its differences from the

klystron?
22. Describe the design and operating principle of the orotron.
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Chapter 8

M-Type Microwave Electron Devices

8.1 General Characteristics of M-type Devices

Electrons in M-type electronic devices move in crossed, time-constant electric and
magnetic fields (there is, of course, also the high-frequency field with which the
electron flux interacts). Unlike O-type devices, the constant magnetic field in
M-type devices plays an important role in the process of the interaction of electrons
with the high-frequency electric field. This role is emphasized by the fact that the
name of the devices is derived from the word “magnetic”. In M-type devices,
electrons transfer not kinetic but potential energy to the electromagnetic field. Their
kinetic energy and consequently the motion velocity remain practically constant
during the interaction. This feature allows the keeping of synchronism between the
wave and the electrons for a long time and provides high electronic efficiency of
M-type devices.

The interaction space in M-type devices is formed by the slow-wave structure
having two conductors isolated from each other, between which a constant voltage
U0 is applied. The sheet electron beam propagates between these conductors in the
magnetic field produced by the external magnetic system and directed perpendicular
to the constant electric field.

M-type devices are divided into two groups: devices with a closed electron beam
and devices with an open electron beam. In the first group, the electron flux is
created by the electron gun separated from the interaction space. The exhausted
electrons that do not hit the anode or the cold cathode are deposited on the special
collector. Devices with an open electron flux have, as a rule, an open slow-wave
structure. Typical representatives of this group include the M-type traveling and
backward wave tubes (TWTM and BWOM), as well as dematrons. The devices of
this group have a linear or quasi-linear design (i.e., circinate design with a ratio of
the inner electrode radius to the outer electrode radius close to 1).

The closed circinate electron beam characterizes the second group. The elec-
trodynamics system of these devices can be either closed or open. Devices with a

© Springer International Publishing AG 2018
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closed SWS include self-oscillators—the magnetron and the mitron. The platino-
tron and its variations have an open SWS. This group of devices has a cylindrical
structure, with the emitting electrode (cathode) being located in the interaction
space.

The interaction mechanism in M-type devices is more efficient than in O-type
devices, therefore M-type devices, as a rule, have higher efficiency. The high level
of intrinsic noise, which is due to the peculiarities of the motion of electrons in the
crossed fields, is among the disadvantages of these devices.

8.2 Interaction of Electrons with the High-Frequency

Field in M-type Devices

8.2.1 Motion of Electrons in Constant Crossed Fields

Let’s consider the motion of an electron in the electric and magnetic fields directed
perpendicular to each other (in crossed fields). Figure 8.1 shows the motion of an
electron in the space between two flat electrodes, the cathode and the anode.
A power supply with a constant voltage Ua is applied to the electrodes. This source
creates the electric field E ¼ Eex in the space between the electrodes. The electrode
system is placed in the constant magnetic field with induction B ¼ Bey. The
equations of the motion of an electron in these fields have the form (relativistic
effects are not taken into account)

m€x ¼ �eE � eB_z; ð8:1Þ

€y ¼ 0; ð8:2Þ

Fig. 8.1 Electron motion in
crossed fields
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m€z ¼ eB _x: ð8:3Þ

Let’s integrate (8.3):

_z ¼ eB

m
xþC1: ð8:4Þ

Suppose that at time t = 0, the electron had coordinates (x0, y0, z0) and initial
velocity ve(0) = v0xex + v0yey + v0zez. Then

C1 ¼ v0z �
eB

m
x0:

Therefore,

_z ¼ eB

m
ðx� x0Þþ v0z: ð8:5Þ

Let us substitute formula (8.5) into (8.1):

€x ¼ � e

m
E � eB

m

� �2

ðx� x0Þ �
eB

m
v0z;

or

d2ðx� x0Þ
dt2

þ eB

m

� �2

ðx� x0Þ ¼ � e

m
E � eB

m
v0z: ð8:6Þ

The general solution of the non-homogeneous equation (8.6) can be found as the
sum of the general solution of the homogeneous equation and the particular solution
of the non-homogeneous equation. The general solution of the homogeneous
equation (8.6) (with zero right-hand side) has the form

x� x0 ¼ C2e
jxct þC3e

�jxct; ð8:7Þ

where xc ¼ eB=m is the cyclotron (Larmor) frequency. We will find the particular
solution of the non-homogeneous equation setting the x coordinate to be constant:
x� x0 ¼ C4. Then

C4 ¼
1

x2
c

e

m
E � xcv0z

� �

¼ 1

xc

ðvc � v0zÞ:

Thus, the general solution of the non-homogeneous equation (8.7) has the form
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x� x0 ¼ C2e
jxct þC3e

�jxct þx�1
c ðvc � v0zÞ; ð8:8Þ

The integration constants C2 and C3 are found from the initial conditions. At
t ¼ 0; x ¼ x0. Hence,

C2 þC3 ¼ �x�1
c ðvc � v0zÞ; ð8:9Þ

where vc ¼ E=B is the so-called drift velocity. This name will be explained later.
Differentiating (8.8) and setting t = 0, we obtain

C2 � C3 ¼ �jv0x=xc: ð8:10Þ

Equations (8.9) and (8.10) allow us to find the integration constants:

C2 ¼ � 1

2xc

ðvc � v0z þ jv0xÞ;

C3 ¼ � 1

2xc

ðvc � v0z � jv0xÞ:

Substituting these expressions into (8.8), we obtain the general solution (8.6):

x� x0 ¼
1

xc

ðvc � v0zÞð1� cosxctÞ � v0x sinxct½ �: ð8:11Þ

Substituting this solution into (8.5), integrating the resulting expression and
using the initial condition zð0Þ ¼ z0, we find

z� z0 ¼
E

B
t � 1

xc

ðvc � v0zÞ sinxctþ v0xð1� cosxctÞ½ �: ð8:12Þ

Finally, by integrating (8.2) twice, we find

y ¼ y0 ¼ v0yt: ð8:13Þ

Expressions (8.11), (8.12) and (8.13) describe the motion of an electron in the
crossed fields under arbitrary initial conditions. Analyzing the solutions obtained,
first of all we note that the fields do not influence the electron motion in the
direction parallel to the magnetic field. Hence, the electrons keeps coasting in this
direction. Therefore, in the following, we will assume that v0y ¼ y0 ¼ 0 and the
electron moves in the xOz plane.

Let’s consider several particular cases.
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1. The electric field is absent, E ¼ 0. In this case, from (8.1) and (8.3), we obtain

x� xc ¼ �rc sinðxctþu0Þ; z� zc ¼ rc cosðxctþu0Þ: ð8:14Þ

where

xc ¼ x0 �
vz0

2xc

; zc ¼ z0 þ
vx0

2xc

; rc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2x0 þ v2z0

q

xc

¼ vc

xc

; u0 ¼ arctan
v0x

v0z
:

This solution describes the motion of the electron along the circle of radius rc
with the center coordinates xc; zc, with angular velocity xc, and linear velocity v0.
At this, the center of the circle remains stationary. The electron rotates clockwise, if
xc[ 0, and counterclockwise, if xc\0. The sign of xc is determined by the
direction of the magnetic field.

2. A constant electric field E acts on the electron. In this case, the motion of the
electron is described by (8.11) and (8.12). This motion can be considered as
the rotation along a circle of radius rc, the center of which moves along
the z axis with constant velocity vc. The linear velocity of electron rotation
vr ¼ xcrc is usually much larger than vc. Therefore, velocity vc can be regarded
as the average velocity of the motion of the electron in the time interval
T � 2p=xc. The electron seems to drift with velocity vc along the z-axis,
performing rapid rotational motion. Therefore, velocity vc is called the drift
velocity, and the center of the circle along which the electron rotates is the
guiding center.

The radius of the circle along which the electron rotates depends on the
initial conditions. Thus, if v0x ¼ 0; v0z ¼ vc, it follows from (8.11) and (8.12) that
the electron moves rectilinearly along the z axis with a drift velocity, i.e., radius
rc ¼ 0.

If the motion of the electron starts at zero velocity ðv0x ¼ v0z ¼ 0Þ, it will move
along the cycloid. This movement is made by a point located on the spoke of a
rolling wheel with radius rc. At c0x ¼ 0; v0z ¼ vc the point is located on the wheel
axis (r = 0) and moves rectilinearly. At ðv0x ¼ v0z ¼ 0Þ, the point is on the rim of
the wheel (r ¼ rc). For v0x ¼ 0; 0\v0z\vc, the radius at which the point is
located, 0\r\rc, and for v0x ¼ 0; v0z\0 the point is located on radius r[ rc. The
corresponding trajectories are shown in Fig. 8.2, lines 1, 2, 3 and 4, correspond-
ingly. The electrons also move along the same trajectories in a more general case,
when v0x 6¼ 0; v0z 6¼ 0. All these trajectories are related to trochoidal curves (the
cycloid is a special type of trochoid). It is important to note that the center of
the circle, along which the electron rotates, in any case moves perpendicular to
the direction of the electric field strength, i.e., it is perpendicular to the field
force lines.
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8.2.2 Interaction of Electrons with the Slow Wave

Suppose that the anode in Fig. 6.1 is made in the form of a periodic structure along
which a slow wave of the TM-type propagates with phase velocity v0. The field of
this wave is described by the electric Hertz vector Гe = Гzez which satisfies the
homogeneous equation for harmonic time dependence

r2 _C
e

z þ k2 _C
e

z ¼ 0; ð8:15Þ

where k ¼ x=c is the wave number in free space. After solving this equation, the
electric field is found by formula

_E ¼ rðr � _CeÞþ k2 _C
e
: ð8:16Þ

To solve (8.15) we use the method of variables separation presenting the desired

function as a product of two functions: _C
e

zðx; zÞ ¼ XðxÞZðzÞ. Let’s represent the

wave number in the form of the sum: k2 ¼ k2x þ b20, where b0 ¼ x=v0. v0 is the

wave velocity in the “cold” SWS. Setting the boundary condition _C
e

zð0; zÞ ¼ 0, after

simple computations, we obtain

_C
e

zðx; zÞ ¼ A sinhðcxÞe�jb0z; ð8:17Þ

where c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b20 � k2
q

. For large decelerations, b0 � k, and the second term in

(8.16) can be ignored. Introducing the scalar potential _U ¼ �r _C
e

z we find the

electric field in the quasi-static approximation: _E ¼ �r _U. The guiding centers
move perpendicular to the force lines of the field, i.e. along the equipotential
surfaces. In accordance with formula (8.17)

_U ¼ Um

sinhðcxÞ
sinhðcdÞ e

�jb0z; ð8:18Þ

where Um is the potential amplitude on the SWS surface. The potential amplitude

Fig. 8.2 Trochoidal trajectories
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U ¼ Re _U ¼ Re �jb0A sinhðcxÞ½cosðb0zÞ � j sinðb0zÞ�f g ¼ �Um

sinhðcxÞ
sinhðcdÞ sinðb0zÞ:

The equipotential lines of this function are shown in Fig. 8.3. The guiding
centers of the electron trajectories move along these lines forming so-called spokes.
In this case, the equation of the motion of the leading centers in the coordinate
system moving with velocity v ¼ vcez, as follows from (8.1) and (8.3), in the
quasi-static approximation takes the form

@ _x

@x
þ @ _z0

@z0
¼ 0;

where z0 ¼ z� vct. This equation describes the motion of an incompressible
fluid from which it follows that the density of the guiding centers remains
unchanged during the interaction, consequently, the space-charge density remains
constant.

Let’s consider in more detail the interaction of the electrons with the traveling
wave field. Figure 8.4 shows the force lines of the high-frequency electric field. In
the coordinate system moving with the wave, these lines are motionless. In addi-
tion, crossed constant fields E0 and B0 are shown. It is assumed that the
high-frequency field intensity is much less than the constant field intensity E0. The
electrons moving in rectilinear trajectories with velocity v0 ¼ vcez, which is equal
to the wave velocity, are injected into these fields.

The electron 1 is in a field which intensity E = E0 + Ex is somewhat larger
than E0 so it shifts forward. The longitudinal velocity of the electron 2 remains
constant, since the transverse component of the field in which it is located does not
change. This electron remains motionless in the moving coordinate system. The
longitudinal velocity of the electron 3 decreases, since it is in a field in which the
transverse component of intensity E = E0 – Ex is less than E0. Therefore, it shifts
backwards.

The longitudinal component of the wave electric field changes the direction of
the resultant field vector. Since the electrons move perpendicular to this field, they
receive the velocity component directed upward, toward the anode. These electrons

Fig. 8.3 Equipotentials of
the quasi-static field in a
TWTM
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form the spoke which is shown in the figure by a dashed line. Moving towards the
anode, the electrons in the spoke lose their potential energy transferring it to the
wave field.

The electrons 4, 5 and 6, as can be seen in the figure, shift downward increasing
their potential energy due to the field energy. However, the total energy balance
appears to be in favor of the wave field for two reasons. First, the harmful electrons,
while moving toward the cathode, fall into an increasingly weak wave field and
their interaction with it becomes weaker, while the useful electrons, rising to the
anode, find themselves in an increasingly stronger field and their wave interaction
effectiveness increases. Secondly, since the electron beam is injected into the
interaction space near the cathode, the harmful electrons quickly hit the cathode,
having no time to extract the appreciable part of energy from the field. The useful
electrons continue to move to the anode for a long time, transferring a considerable
part of their energy to the field. This mechanism is termed “sorting”.

In addition to sorting, the interaction effectiveness also increases due to
bunching. The electrons are assembled into spokes located in the region of the
maximum decelerating field. In addition, although the space-charge density in the
spoke, as it will be shown, does not increase, its volume increases and, conse-
quently, the number of “useful” electrons increases.

8.2.3 Linear Interaction Theory in M-type Devices

The interaction of the slow wave with the electron beam is qualitatively considered
in the previous section. Here, we will construct the approximate linear interaction

Fig. 8.4 Forces acting on the electrons in the interaction space
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theory for M-type devices, which is necessary for the quantitative assessment of the
roles of various factors and for the calculation of the device’s parameters. In
contrast to the TWTO linear theory, where one-dimensional motion of electrons
was assumed, in M-type devices the electron beam changes its shape forming the
spokes during the interaction. Therefore, the theory must be at least
two-dimensional.

Let’s consider the interaction space consisting of the plane negative electrode
(cathode) and the positive electrode (anode) located at distance d from each other.
We assume that the cathode is under zero potential, and a constant voltage U0 is
applied to the anode. In addition, in the interaction space there is the crossed
constant magnetic field with induction B0. The electron beam of the rectangular
cross-section with area S ¼ hl moving parallel to the z axis between the planes
x = x0 and x = x0 + h, h � x0 is injected into the interaction space.

The anode has the form of the periodic structure along which the slow elec-
tromagnetic wave propagates. We’ll find the electric field of this wave using the
expression for the potential (8.18):

~Ex ¼ � @U

@x
¼ cUm

coshðcx0Þ
sinhðcdÞ ejðx t�CzÞ; ð8:19Þ

~Ez ¼ � @U

@z
¼ �jCUm

sinhðcx0Þ
sinhðcdÞ e

jðx t�CzÞ: ð8:20Þ

Here, C ¼ b� ja is the wave propagation constant taking into account the
influence of the electron flux. The unperturbed wave (without the electron flux) has
the propagation constant C0 ¼ b0 � ja0.

The equations of the motion of an electron in the interaction space have the form
following from expressions (8.6) and (8.3):

€x ¼ � e

m
E0 þ ~Ex

� �

� xc _z; ð8:21Þ

€z ¼ � e

m
~Ez þxc _x: ð8:22Þ

Let’s set

x ¼ x0 þ~x; _x ¼ ~vx; z ¼ z0 þ~z; _z ¼ vc þ~vz:

In the approximation of the small signal ~x � x0; ~z � z0; ~vz � vc.
Let the electron enter the interaction space (z = 0) at time t = t0. Then

t ¼ t0 þ s;
d

dt
¼ d

ds
; z0 ¼ vcs:
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Substituting expressions for the field (8.19), (8.20) into the equations of motion
and dividing the constants and variables, we obtain equations for the variable
components of the acceleration:

d2~x

ds2
¼ CCe�jxt0e�jðx�CvcÞs � xc

d~z

ds
; ð8:23Þ

d2~z

ds2
¼ �jCDejxt0ejðx�CvzÞt � xc

d~x

dt
; ð8:24Þ

where

C ¼ e

m
Um

coshðcx0Þ
sinhðcdÞ ; D ¼ e

m
Um

sinhðcx0Þ
sinhðcdÞ :

Let’s integrate (8.23):

d~x

ds
¼ �j

CC

x�Cvc
e�jxt0e�jðx�CzÞs � xc~z: ð8:25Þ

Substituting (8.25) into (8.24) we’ll obtain the second-order differential
equation:

d2~z

ds2
¼ �jC Dþ Cxc

x� Cvc

� �

e�jxt0 � x2
c~z:

Taking into account the initial conditions, the solution of this equation has the
form

~z ¼ � jC

x2 � ðx� CvcÞ2
Dþ Cxc

x� Cvc

� �

ejðxt�CzÞ: ð8:26Þ

Performing similar operations with (8.24) and (8.23), we obtain

~x ¼ � C

x2 � ðx� CvcÞ2
Cþ Dxc

x� Cvc

� �

ejðxt�CzÞ: ð8:27Þ

The electron velocity is found by differentiating the variable components of the
coordinates:

~vx ¼
d~x

ds
¼ j(x� CvcÞ~x; ~vz ¼

d~z

ds
¼ j(x� CvcÞ~z: ð8:28Þ

Taking into account the fact that for large decelerations c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2 � j2
p

� C and
setting a � b, we can write
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x� Cvcj j � x� x

v
vc

	

	

	

	

	

	 � xc:

Using this inequality, we obtain from (8.26) and (8.27) the following approxi-
mate expressions:

~x ¼ Um

Ua

Cd

be � C

sinhðb0xÞ
sinhðb0dÞ

ejðxt�CzÞ; ð8:29Þ

~z ¼ �Um

Ua

jCd

be � C

coshðb0xÞ
sinhðb0dÞ

ejðxt�CzÞ; ð8:30Þ

The expressions obtained show how the motion of electrons varies under the
action of the wave field in the SWS. Let’s now solve the inverse problem and find
the change in the wave propagation constant under the action of the electron flux.
The longitudinal component of the beam current can be found as follows:

_I ¼ qvzS� I0; ð8:31Þ

where I0 is the constant component of the current. The density of space charge is
determined from the continuity equation:

rðqvÞ ¼ �@q=@t:

Taking into account the fact that v0y ¼ 0; v0z ¼ vc and not taking into account
the products of variables as values of the second order of smallness, we obtain from
the continuity equation

vc
@~q

@x
þ q0

@~vx
@x

þ @~vz
@z

� �

¼ � @~q

@t
:

Substituting in this equation the values of the velocities from (8.29) and (8.30),
we obtain

~q ¼ 0;

which confirms the conclusion made earlier that the density of the space charge
remains constant during the interaction. The variable component of the current
arises not due to the change in charge density but due to the change of its
cross-sectional area.

The complex power transmitted by the wave in the absence of the electron flux:

P ¼ P0e
�2jC0z
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The wave power in the presence of the flux will be written in the same way:

P ¼ P0e
�2jCz

The change of the transmitted power in section dz is obviously equal to the
power of the interaction of the electrons with the wave in this section:

dPe ¼
dðP� PÞ

dz
dz ¼ �2jðC� C0ÞP: ð8:32Þ

On the other hand, the interaction power in section dz is

dPe ¼ � 1

2
_I _E�

z dz; ð8:33Þ

where _I and _Ez are the amplitudes of the variable components of the convection
current and the electric field.

Equating expressions (8.32) and (8.33) and also taking into account the
expression for SWS interaction impedance

RcðxÞ ¼
_EzðxÞ _E�

z ðxÞ
2b20P

we find

jðC� C0Þ ¼
b20Rc

_Ezðx0Þ _E�
z ðx0Þ

dPe

dz
: ð8:34Þ

Since the cross-sectional area of the flux varies, and field Ez depends on coor-
dinate x, in order to calculate dPe/dz by (8.33) it is necessary to integrate with
respect to x. Taking into account the fact that the charge density in the beam does
not change, q = q0

dPe

dz
¼ l

2

Z

x0 þ hþ x2

x0 þ x1

q0vzðxÞ _E�
z ðxÞdx; ð8:35Þ

where values x1, x2 determine the deviation of the lower and upper beam boundaries
from the equilibrium values. To integrate, we must put into (8.35) the values of
coordinate ~x from expression (8.30) and of field Ez from (8.20) and also take into
account that h � x0; x � ~x � x0; vz ¼ vc. Integrating and eliminating the terms of
the second and higher order of smallness from the result, we obtain after a series of
computations
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�ðC� C0Þ ¼
b20RcI0

Um

b0d cothðb0x0Þ
be � C

¼ a2m
be � C

; ð8:36Þ

where

a2m ¼ b20RcI0

Ua

b0d cothðb0x0Þ: ð8:37Þ

Equation (8.36) is the quadratic equation with respect to C, consequently, two
waves can propagate in the slow-wave structure with the electron flux. To deter-
mine the propagation constants of these waves, we substitute C = b − ja into
(8.36):

b� b0 � jða� a0Þ ¼ � ðbe � bÞþ ja

ðbe � bÞ2 þ a2
a2m:

Let’s divide the real and imaginary parts of this expression:

ðb� b0Þ a2 þðbe � bÞ2
h i

¼ ðbe � bÞa2m; ð8:38Þ

ða� a0Þ a2 þðbe � bÞ2
h i

¼ aa2m: ð8:39Þ

In analyzing these equations, we note first of all that for b = be, i.e., when the
velocity of the electrons and the phase velocity of the perturbed wave are equal, it
follows from (8.38) that b = b0. This means that the perturbed wave in this case has
the same phase velocity as the unperturbed wave. With this, (8.39) takes the form

ða2 � aa0Þ ¼ a2m;

from which

a1;2 ¼
1

2
a0 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2m þ 0:25a20

q

: ð8:40Þ

It follows from this formula, that for any value of attenuation constant in the cold
SWS, there is always one increasing wave for which a1 < 0; the second wave then
dies out (a2 > 0).

At be 6¼ b0 in the system, both active and reactive power is exchanged, therefore
the velocities of the perturbed and unperturbed waves in the SWS do not coincide.
In particular, if we ignore the attenuation in the cold SWS, i.e., we set a0 = 0, then
from (8.39) it follows that a2 + (be − b)2 = am

2 . Substituting this expression into
(8.38), we find
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b ¼ 0:5ðbe þ b0) ð8:41Þ

Thus, in this case the phase constants of both waves are the same and are equal
to the average arithmetic of the electronic phase constant and the phase constant of
the unperturbed wave in the SWS.

Substituting (8.41) and a0 = 0 into (8.39), we obtain

a1;2 ¼ 
am

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� be � b0
2am

� �2
s

: ð8:42Þ

If the difference between the velocities of the wave and the electrons is large,
be � b0j j[ am, then under the root there is an imaginary number, i.e., a1,2 = 0 and
the amplification of the waves is absent.

At lower values of this difference, the increasing wave is present regardless of
whether the velocity of the electrons is larger or smaller than the velocity of the
unperturbed wave. The physical explanation for this effect is that the electrons
transmit to the wave their potential energy rather than their kinetic energy. The
dependence of the propagation constants of the two waves on the difference in the
phase constants is shown in Fig. 8.5. The described interaction theory does not take
into account the effect of the space charge, which plays less of leading role in
M-type devices than in O-type devices since the charge density remains constant.

Nevertheless, at a larger space charge density, its influence on the motion of the
electrons must be taken into account.

The linear theory is valid for all M-type devices, but for many of them, espe-
cially for self-oscillators, the nonlinear theory (the large signal theory) has more
significance. The elements of this theory are presented with the description of the
specific types of device.

The individual radiation of electrons in M-type devices is of a complex nature.
Since the amplification occurs even at the exact equality of the velocities of the
wave and the electrons, Cherenkov radiation is absent in this case, or plays a
secondary role. The slowing-down radiation occurs when the electrons change the
direction of their motion forming the spokes (although the absolute value of the

Fig. 8.5 The roots of the
TWTM characteristic
equation
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velocity remains virtually unchanged). The main role plays the transition radiation
arising when the electrons approach the anode surface (of the slow-wave structure).
This radiation is induced, since it occurs in the SWS field created by the electrons
themselves. In addition, the electrons moving in circular orbits create
high-frequency oscillator radiation. Since the SWS of the device has no appreciable
interaction impedance at this radiation frequency, it is spontaneous, and therefore
has very low power. This radiation is usually considered as one of the types of noise
in M-type devices.

8.3 M-type Devices with an Open Electron Beam

8.3.1 The Traveling-Wave Tube of M-type

In 1950, a group of French scientists led by R. Warnecke created an M-type TWT.
The scheme of this device is shown in Fig. 8.6.

The electron gun consisting of the cathode and the control electrode creates a
rectilinear sheet electron beam. This beam enters the interaction space between the
cold cathode and the slow-wave structure where the crossed electric and magnetic
fields E0, B0 exist. The amplified signal is applied to the SWS input which excites
the slow wave in the SWS.

The electron drift velocity vc = E0/B must be equal to the phase velocity of the
operating spatial harmonic in the SWS. Under the high-frequency field action, the
electron flux changes its shape, and spokes appear in it.

The electrons in the spokes move to the SWS surface transmitting their potential
energy to the field. The amplitude of the wave increases, which leads to a growth of
the spokes and this, in turn, increases the intensity of the energy transfer from the
electrons in the spokes to the electromagnetic field (Fig. 8.7). The amplified wave is
extructed from the tube by means of the output device. The exhausted electrons
move to the collector. The localized absorber is necessary to eliminate the feedback
that arises from the non-ideal matching of the input and output devices.

Fig. 8.6 Scheme of a TWTM
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The linear theory of TWTM operation is considered in the previous section. The
gain in the weak signal mode can be found by the formula

l ¼ AþD� 8:68a1L; ð8:43Þ

where L is the length of the interaction space; A is the part of the input power
accounting for the increasing wave; and D is the gain loss due to the localized
absorber. In the optimal mode, be ¼ b0; a1 ¼ �am;A ¼ �6 dB;D � �6 dB. In
this case

l ¼ �12þ 54:5CmN; ð8:44Þ

where N is the number of wavelengths that fit along the SWS length,

Cm ¼ am

b0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RcI0

Ua

b0d cothðb0x0Þ
r

is the quantity that plays the role of the gain parameter.
In real devices, the gain is 20–30 dB. By this parameter, the TWTM is inferior to

the traveling-wave tubes of O-type and multi-cavity klystrons.
Let’s consider the construction of the main parts of the TWTM. The electron gun

produces the electron flux and injects it into the interaction space. The principle of
the gun’s operation and its construction are described in Appendix B. The
slow-wave structure in the TWTM has a flat construction, which is necessary for
interaction with the sheet electron beam. It consists of a smooth electrode (the cold
cathode) and a periodic structure parallel to it. In the latter, a comb structure and
associated modifications are often used. The electron beam interacts with the
working spatial harmonic of this structure.

For the comb SWS, the zero spatial harmonic with positive dispersion and high
interaction impedance is usually chosen. Input and output couplers are located at
the beginning and end of the SWS, and in the middle of it there is a localized
absorber (attenuator). The collector is designed to collect the exhausted electrons.

Fig. 8.7 Electron beam shape in a TWTM
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In addition, the TWTM has a magnetic system usually consisting of permanent
magnets and pole tips. To reduce the weight and dimensions of the magnetic
system, the SWS is often folded into a ring (Fig. 8.8).

Let’s estimate the efficiency of the TWTM using the following assumptions. The
electrons are injected into the interaction space along optimal trajectories and move
rectilinearly there (in the absence of the high-frequency field). The electron beam is
thin and transits at distance x0 from the cold cathode having a zero potential. All
electrons deposit on the collector with potential U0. The accelerating voltage U0

determines the initial energy of the electron at the entrance to the interaction space:

W1 ¼ eU0:

At the moment of striking an electrode, the electron only has kinetic energy

W2 ¼
mv2c
2

¼ eUa

x0

d
ð8:45Þ

It is taken into account in this expression that the drift velocity of the electron is
determined by the equivalent constant voltage, i.e., by the potential at the electron’s
entry point. Thus, in the process of interaction, the electron transfers the energy
Wi = W1 – W2. The electronic efficiency is defined as the ratio of the energy
transferred to the energy that the electron possessed at the moment of entering the
interaction space:

ge ¼
Wl

W1
¼ 1�W2

W1
¼ 1� x0

d
: ð8:46Þ

Efficiency increases with decreasing distance from the electron beam to the cold
cathode, but the tube gain also decreases, since the SWS interaction impedance
decreases with x0 decreasing tending to zero at x0! 0.

Voltage Ua determines the velocity of electrons, and this must be equal to the
phase velocity of the wave in the SWS. Replacing vc by vp in (8.45) and substituting
the result into (8.46), we find

Fig. 8.8 Rolled up TWTM.
C Cathode, CC cold cathode,
CE control electrode, Att
attenuator, Col collector
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ge ¼ 1� mc2

2eUa

vp

c

� �2
¼ 1� 25:6 � 104

Ua

1

n

� �2

;

where n = c/vp is the deceleration of the phase velocity of the working spatial
harmonic. As can be seen, with increasing deceleration, the tube efficiency also
increases. However, it is necessary to increase the magnetic induction, since

n ¼ c

vp
¼ c

vc
¼ cdB0

Ua

:

In practice it is not possible to fulfill the ideal conditions for the introduction of
electrons into the interaction space, and, therefore, they also produce rotational
motion in addition to translational motion. If the electron hits the SWS at the apex
of its cycloidal trajectory, its velocity is two times higher than the translational
velocity and the energy is four times higher. Accordingly, formula (8.46) must be
written in the form

ge ¼ 1� 4x0=d:

Different beam electrons get to the anode at different points of the trajectory, so
the electronic efficiency of the device must be determined by the formula

ge ¼ 1� ke
x0

d
;

where coefficient k takes values from 1 to 4. In practice, the total efficiency of the
TWTM is 40–60%. Table 8.1 shows the parameters of some TWTM.

From the table it follows that according to efficiency and bandwidth, the TWTM
competes favorably with O-type devices. The small supply voltage and dimensions
should also be added to the advantages of these devices.

The contradiction between the large gain and high efficiency can be eliminated
by changing the height of the interaction space. Usually the step change of this
parameter is used. The circuit of such a two-cascade TWTM amplifier is shown in
Fig. 8.9. The first section provides the amplification of the signal, since the flux
passes close enough to the SWS surface, which is matched at the collector end. The
second section, matched at the cathode end, is excited by the flux bunched in the
first section and provides high efficiency, since the beam enters it close to the cold
cathode. The two SWS sections are not connected to each other, so there is no

Table 8.1 Parameters of the high power TWTM

Device
type

Average
wave length
(cm)

Output
power
(kW)

Bandwidth
(%)

Gain
(dB)

Efficiency
(%)

Operation
mode

L-3913 3.75 1.5 20 23 30 Continuous

L-4215 15 8000 17 15 60 Pulsed
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danger of self-excitation in the device. Such a two-stage amplifier has a gain of
20 dB more than a conventionally designed TWTM with a localized absorber.

The dematron. In 1962, J.F. Hull and his colleagues invented an M-type device
which they called the “dematron” (Distributed Emission Magnetron Amplifier +
‘tron’). The dematron can be considered as a TWTM modification where the part of
the cold cathode length is covered by the emission surface. Usually, secondary
emission coatings are used for this. Unlike the TWTM, in dematrons there is no need
to support the fixed wave phase velocity in the SWS, since at the cathode there are
always the electrons emerging in the necessary phase of the field. Therefore,
dematrons have a wide instantaneous band of amplified frequencies. However, the
rate of wave increase in a dematron is lower than in a TWT and to obtain the required
amplification it is necessary to use a longer interaction space. When a signal is
applied to the input of the dematron, the “random” electrons in the interaction space
return to the cathode under the action of the signal field and expell the secondary
electrons out of it. If the signal is strong enough, the secondary emission coefficient
for most electrons will be larger than one, and an electron flux will appear in the
dematron, which will transfer its energy to the wave. The process of the flux forming
takes several seconds. When the input signal is turned off, the electron flux diffuses
over several seconds and the output power becomes equal to zero. Thus the dematron
can be controlled by the input signal, i.e., it can operate with a non-modulated power
supply which significantly simplifies the transmitter circuit.

Dematrons are used in radar and electronic warfare systems in transmitters with a
high pulse repetition frequency. In the decimeter band, the output power of
dematrons reaches 1 MW, the gain is 10–15 dB, the bandwidth is 10%, and the
efficiency is 40–60%.

8.3.2 The M-type Backward-Wave Oscillator

The M-type backward-wave oscillator was created by B. Epstein, in France, in
1952. Since the energy transfer in the SWS is carried out “backwards”, i.e. from the

Fig. 8.9 A two-cascade TWTM

8.3 M-type Devices with an Open Electron Beam 221



collector to the cathode, Epstein called his tube “the carsinotron” from the Greek
word “karcinox”—the crawfish that moves backward. Later, this name was
sometimes used also to denote O-type BWOs. According to its operating principles,
an M-type BWO does not differ from an O-type BWO. It also uses the SWS spatial
harmonic with negative dispersion. The linear theory of interaction described in
Sect. 8.3 is also valid for the BWOM but the presence of internal feedback makes it
possible to use this device as a self-oscillator. In contrast to a BWOO,
backward-wave oscillators with crossed fields have a higher efficiency, which is due
to the constancy of the drift velocity of electrons in the interaction space and the
more efficient mechanism of energy extraction, which includes both bunching and
sorting of electrons. Just like the TWTM, backward-wave oscillators are folded into
a ring to reduce the weight and dimensions of the magnetic system. The band of
electrical tuning of BWOM frequency is smaller than that for an analogous O-type
device, since the SWSs used in the BWOM have stronger dispersion. M-type
backward-wave oscillators have sufficiently large starting currents.

The BWOM scheme is shown in Fig. 8.10, and the parameters of some devices
are given in Table 8.2.

In order that the width of the generated signal spectrum is small, the operating
current of the device must be several times higher than the starting value, otherwise,
parasitic oscillation modes having other frequencies are excited in the BWOM in

Fig. 8.10 Scheme of an
M-type BWO

Table 8.2 Parameters of some BWOM

Device
type

Waveband
(GHz)

Output
power
(kW)

Anode
voltage
(kV)

Anode
current
(A)

Efficiency
(%)

Weight
(kg)

CMA
1241

0.8–1.06 0.9 6 0.6 25 14

L3724
A

2.5–3.55 0.23 5.2 0.35 43 7.3

CMA
1290

15.4–17.7 0.1 4.2 0.3 8 3.7
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addition to the operating one. However, with any mode, the noise of these devices
is much larger than for O-type generator devices.

8.4 M-type Devices with a Re-entrant Beam

8.4.1 The Multi-cavity Magnetron

M-type microwave electron devices have a long history. In 1921, A. Hall
(USA) published an article in which he described the mechanism for controlling the
anode current in the cylindrical diode with the aid of a magnetic field perpendicular
to the electric field. The magnetic field changes the direction of the movement of
electrons from the cathode to the anode and upon reaching the critical value of this
field, the electrons stop falling on the anode and return back to the cathode. The
anode current diminishes. Thus, Hall described the phenomenon of anode current
cutoff under constant magnetic field action. However, Hall did not aim to generate
high-frequency oscillations with the device.

Later, the split-anode magnetron was proposed which generated oscillations in the
decimeter and centimeter bands. However, the output power of these devices and their
efficiency remained low. The breakthrough appeared in 1939, when employees of the
LeningradResearch Institute-9 N.F.Alekseev andE.D.Malyarov created amulti-cavity
magnetron. In 1940, they published an article in which they described the multi-cavity
magnetron with water-cooling and an output power of 300 W at a wavelength of 9 cm.
Unfortunately, with the beginning of the war, this work was stopped.

Simultaneously, work on creating a powerful generator of centimeter waves was
being conducted in the UK. These works took on special importance since to
combat German night aviation attacks, it was necessary to create aircraft radars with
greater power and accuracy than existed at that time. In late 1939, success came
from H.A. Boot and J.T. Randall from Birmingham University, when they created a
multi-cavity magnetron capable of generating oscillations with the power of 10 kW
at a wavelength of 10 cm. This power was two orders of magnitude higher than that
of all the generators then available. In 1940, the British gave the test model of the
magnetron to the Bell company laboratory in the United States, where this device
was updated and its mass-production began. The use of the magnetron in aircraft,
ship and ground radars made a great contribution to the Allied victory in the Second
World War. No wonder the commander of the US Pacific forces during the war
General MacArthur said: “The atomic bomb ended the war but the radar won it.”
After the war, the magnetron relinquished its place in radar to other devices that
generated signals of better quality, but it continues to be used in simple radars, as
well as in microwave ovens and industrial heating units.

The multi-cavity magnetron has a very simple design. In contrast to the M-type
devices considered earlier, the multi-cavity magnetron (hereinafter simply “mag-
netron”) has a closed electrodynamics system and re-entrant electron flux, the
cathode (emitter) being placed in the interaction space. Essentially, the magnetron is
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a cylindrical diode placed in the magnetic field. The anode of this diode has a
complex shape, which ensures the interaction of the high-frequency electromag-
netic field with the electron flux.

The design of the multi-cavity magnetron is shown schematically in Fig. 8.11. It
includes a thermo-cathode 5 and anode block 1 made in the form of a massive
copper cylinder with cavities 2. The cavities play the role of resonators in which the
electromagnetic field is concentrated. The inductive loop 4 located in one of the
resonators and the coaxial line 3 serve to extract the high-frequency energy from
the device. The figure also shows the cathode arms isolated from the anode block.
The upper and lower covers that close the anode block ends and seal the magnetron
internal chamber as well as the magnetic system that creates the magnetic field
directed along the magnetron axis are not shown.

The static mode of the magnetron operation. Let’s consider the motion of
electrons in the magnetron in the absence of a high-frequency field. Usually, the
ratio of the anode radius ra to the cathode radius rcat is not too large, and in the first
approximation the cylindrical structure can be considered as flat with the distance
between the anode and cathode d = ra − rcat. In this case, we can use all the results
obtained in Sect. 8.1. We assume that electrons leave the cathode at zero velocities,
hence in crossed fields they move along cycloids with radius rc = vc/xc. If this
radius is less than d/2, the electrons do not reach the anode and return to the
cathode. At this, the anode current is equal to zero. The value of magnetic induction
corresponding to 2rc = d is called the cutoff inductance Bc and the anode current
termination at B > Bc is called the cutoff phenomenon. Since rc = vc/xc and
xc = eB/m we obtain the formula for critical induction

Bc ¼
1

d

ffiffiffiffiffiffiffiffiffiffiffiffiffi

2m

e
Ua

r

: ð8:47Þ

In a cylindrical magnetron, the electron trajectories have the form of a cardioid
and the critical value of the magnetic induction is specified by the formula

Bc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8mUa=e
p

rað1� r2cat=r
2
aÞ
: ð8:48Þ

Fig. 8.11 Magnetron design

224 8 M-Type Microwave Electron Devices



For ra/rcat � 1 this formula coincides with (8.47). It was proven that expressions
(8.47) and (8.48) are strict, in spite of the fact that the space charge was not taken
into account in their development.

Figure 8.12 shows the trajectories of electrons in the magnetron at various
values of magnetic field induction. The trajectory 1 corresponds to the absence of a
magnetic field. Electrons transit along straight lines from the cathode to the anode.
When a magnetic field appears, the electron trajectories deviate but they still reach
the anode (trajectories 2 and 3). Trajectory 4 corresponds to the critical value of
magnetic field induction. The electron touches the anode at the top of the curve.
Trajectory 5 corresponds to magnetic induction which is larger than the critical one.
The electrons do not enter the anode; the anode current is equal to zero. This is the
anode current cutoff mode.

Figure 8.13a shows the dependence of the magnetron anode current on magnetic
field induction, and Fig. 8.13b shows the dependence of the critical anode voltage
on critical induction, constructed from formula (8.48) (the critical-mode parabola).
This parabola separates the area where all the electrons emitted by the cathode get
to the anode from the cutoff area where the anode current is absent.

In the cutoff mode, in the absence of the high-frequency field, the electrons do
not get to the anode and form an electronic “hub” around the cathode. The outer
radius of this hub can be found from the balance of the electron’s kinetic and
potential energy at the hub boundary:

1

2
mr2x2

e ¼ eU1;

Fig. 8.12 Electron
trajectories in magnetron in
the static regime
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where xe is the electron angular velocity, and U1 is the potential at the linear
boundary. From here, after a series of intermediate calculations, we find the hub
radius:

rh ¼
rcat

ffiffiffi

4
p

1� 4mxe=ðenBÞ
: ð8:49Þ

The electrodynamics system of the magnetron is the periodic structure in
which slow waves can propagate (not taking into account the energy output). The
dispersive characteristic of this structure is determined by its configuration. In
magnetrons, a comb-type SWS with slots of various shapes is used. The most
common are slots of the following types: hole-and-slot (Fig. 8.14a), slit-type
(Fig. 8.14b), and vane-type (Fig. 8.14c). Figure 8.14d shows the rising-sun struc-
ture in which resonators of different sizes interchange. In such systems it is possible
to use different types of slots, for example hole-and-slot and slit-type ones. At
frequencies below 10 GHz, hole-and-slot or vane slots are most often used. At
higher frequencies, slit-type slots are used.

Each slot can be considered as a resonator. These resonators are coupled by
common magnetic and electric fields. Therefore, the traveling waves can propagate
in the magnetron electrodynamics system. A typical dispersive characteristic of
these waves is shown in Fig. 8.15.

The basic type of wave has direct dispersion, which is a characteristic of a
comb-type SWS. Since the SWS is closed, it forms a ring resonator in which the
resonances are observed when the integer number of wavelengths is laid on the ring
length. Assuming the ring length as the mean radius of the interaction space, this
condition is written in the form

Fig. 8.13 Dependence of magnetron anode current on magnetic field induction (a). Cutoff
parabola (b)
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NL ¼ nkg; n ¼ 0;	1;	2; . . .;

where L is the SWS period, and N is the number of periods. Introducing the phase
shift for the period u = 2pL/ kg the resonance condition can be written in the form

un ¼
2pn

N
; n ¼ 0;	1;	2; . . . ð8:50Þ

Oscillations occur in the same phase in all periods for n=0. These oscillations are
usually called “zero-type”. Oscillations in neighboring periods occur in
anti-phase for n = N/2, supposing even number of resonators. These oscillations are

Fig. 8.14 Types of
magnetron cavities

Fig. 8.15 Dispersion chart of
the SWS of a magnetron
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called “p-type” and it is this type that is used as the operation mode of oscillations
in the magnetron.

Therefore, in the magnetron oscillatory system there is always an even number
of periods. The structure of the p-type oscillation high-frequency field is shown in
Fig. 8.16. In the quasi-static approximation, we can assume that the given segment
of the anode block is positively charged and the neighboring segments are negative.

Separation of the frequencies of the operation mode and the mode closest to it
with respect to the oscillation frequency is of major importance for the stable
operation of the magnetron and is determined by formula

df ¼
fwork � f par

fwork

	

	

	

	

	

	

	

	

:

for the magnetron stable operation it is necessary that the separation of fre-
quencies between the operation mode of oscillation and the neighboring type is
sufficiently large (usually not less than 10%). In a conventional comb-type or
slot-and-hole resonators system, such separation cannot be obtained with the
number of periods N > 8 (Fig. 8.15, curve 1). This, in particular, was the cause of
the unstable operation of the first magnetrons.

In modern magnetrons, the necessary frequency separation is achieved in several
ways. Historically, the first method proposed back in 1941 was the use of metal
conductors (straps) connecting the segments of the anode unit to the next but one.
The straps can be located on one side or on both sides of the anode unit, and be
single or double. Figure 8.17 shows the anode unit with double bilateral straps. The
straps form the capacitance with the segment above which they pass, and the
inductance appears due to currents going along the strap.

These capacitances and inductances are connected in parallel with the equivalent
capacitance and inductance of the slot (cavity).

In the zero mode, all segments of the anode unit have the same potential, so the
current does not flow through the straps and the equivalent inductance of the straps
is equal to zero. The difference of the potentials between the strap and the segment
located below is equal to zero, so the equivalent capacity of the straps is equal to

Fig. 8.16 Structure of the
electro-magnetic field of p-
type oscillations
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zero. It follows that the frequency of zero-type oscillations with the introduction of
the straps is practically unchanged.

In the p-mode, the straps connect segments with the same potential, the current
does not flow through the straps, and their equivalent inductance is equal to zero.
However, the strap passes over segments that have the opposite potential sign, and a
capacitance arises between these segments and the strap, which is added to the
capacity of the slots. As a result, the resonant frequency of the p-mode decreases. In
other modes, both the capacitance and the inductance of the straps are included,
therefore their resonant frequencies can both increase and decrease. As a result, the
dispersive characteristic acquires the form shown in Fig. 8.15, curve 2. As can be
seen, the dispersion curve with the straps is negative near the p-mode, and the
separation of the p-mode frequency and the neighboring frequencies increases
significantly in comparison with the system without straps. Frequency separation
can reach up to 60% in short anode units with double two-sided straps. This value
decreases as the height of the anode unit increases. In addition, the straps introduce
additional losses into the electrodynamics system of the resonator, reducing its

Fig. 8.17 The magnetron
anode unit with double
bilateral straps
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Q-factor. The production of anode units with straps for frequencies of more than
10 GHz is associated with considerable technological difficulties due to the small
size of the straps.

Another method of separating frequencies is based on the use of slots of different
sizes or shapes—different-resonator anode units. The most widely used is the
design with slit-type slots, shown in Fig. 8.14d, which is called “the rising sun”.
The sum of the large and small resonator lengths in such a unit should be
approximately equal to half of the wavelength of the oscillations. In the dispersive
characteristic of such an SWS, a hop is observed, the frequency of the p-type
oscillations being located in the middle of this hop, thereby increasing frequency
separation. Figure 8.18 shows the dispersive characteristic of a different-resonator
unit containing 18 cavities.

The rising sun units are widely used in magnetrons operating at frequencies
above 10 GHz. Their disadvantage is the decrease of the high-frequency field
strength in the interaction space, since the maximum field shifts into the interior of
the large resonator. In addition, in the different-resonator unit, along with the
operation type, the zero-mode is excited, the intensity of which increases as the
ratio of the lengths of the large and small resonators increases. The reason for this is
that in the different-resonator unit in the p-mode, the current flows in the same
direction along the surface of all resonator segments (Fig. 8.19). The field of this
mode worsens the field structure of the operating p-mode, and reduces the effi-
ciency of the magnetron. The ratio of the lengths of the large and small resonators is
chosen within 1.8–2 and this ensures frequency separation up to 10%.

Figure 8.20 shows a magnetron anode unit with resonators of the hole-and-slot
type and double straps (a) and with the different-resonator unit with slit-type res-
onators (b).

Self-excitation conditions. The axial construction of the magnetron and the
cathode located in the interaction space complicate the mechanism of the interaction
of electrons with the wave in comparison with the TWTM and the BWOM. In
particular, since the constant electric field of the anode is non-uniform and
decreases from the cathode to the anode, the synchronism conditions cannot be
satisfied throughout the interaction space. Typically, the anode voltage is selected in

Fig. 8.18 Different-resonator
unit dispersive characteristic

230 8 M-Type Microwave Electron Devices



such a way that synchronism is ensured on the average radius of the interaction
space. The average phase velocity of the fundamental (zero) spatial harmonic:

vp ¼
ra þ rcat

2

x

n
;

where n is the number of the oscillation mode. Equating this velocity to the guiding
center velocity, we obtain

Ua ¼
xnðr2a � r2catÞ

2n
B: ð8:51Þ

This equation on the plane (B0, U0) defines the straight line on which the
conditions of synchronism are satisfied for the given mode of oscillations and

Fig. 8.19 Zero-mode excitation in the different-resonator unit

Fig. 8.20 Magnetron anode units with double straps (a) and rising sun type (b)
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magnetic induction. Below this straight line, the synchronism between the wave and
the motion of electrons is absent and self-excitation is impossible. Above this
straight line, the self-excitation of the device and the appearance of an anode current
are possible. Therefore, it is said that (8.51) defines the threshold line. The slope of
this straight line depends on the mode of oscillations. Figure 8.21a shows the
threshold lines for different modes in the 8-cavity magnetron and the cutoff para-
bola. Generation in a given mode is possible above the threshold line but below the
cutoff parabola. The smallest voltage for the given magnetic field is required to
excite the p-type of oscillations, so it excites first when the anode voltage pulse is
applied, and suppresses other types of oscillations.

A more accurate treatment of the threshold-line equation is based on an analysis
of the forces acting on the electron in the interaction space. These are the electric
force, the centrifugal force, and the magnetic force. The first two forces are directed
from the cathode to the anode and the third is directed from the anode to the cathode.
In order for the electron to reach the anode, it is necessary that the work done by the
electric and centrifugal forces is no less than the work done by the magnetic force.
Therefore, we obtain the Hartree equation for the threshold straight lines:

Ua ¼
xnðr2a � r2catÞ

2n
B� m

2e

xnra

n

� �2
; ð8:52Þ

which are called Hartree lines. The Hartree line for the p-type of oscillations is
shown in Fig. 8.21b. It touches the critical-mode parabola at the point

Umin ¼
mr2a
e

x2
N=2

N
; Bmin ¼

2mr2a
e

xn

nðr2a � r2catÞ
:

At the voltage Umin for electrons moving near the anode parallel to its surface,
synchronism conditions with the wave field are satisfied.

As can be seen, the Hartree lines lie below the threshold lines determined by the
approximate (8.51). The magnetron generation area lies between the Hartree line
and the cutoff parabola (shaded in Fig. 8.22).

Fig. 8.21 Threshold straight lines (a) and the Hartree line for p-type oscillations (b)
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To ensure synchronism in the entire interaction space, the constant electric field
should increase linearly from the cathode to the anode: E0 = 2pfnrB/n. However,
the actual field depends on the radius as E0 = A/r, as in the coaxial capacitor and it
does not satisfy the synchronism condition. The required distribution of the electric
field can be realized only by taking into account the high-frequency field, the radial
component of which increases exponentially while approaching the anode.

At the start of generation, the amplitude of the high-frequency field is equal to
zero, so the minimum anode voltage ensuring synchronism with the electrons on the
surface of the hub must be determined from the hub radius. Taking into account
(8.49), we obtain the expression

Uamin ¼
xn

n
Br2h ln

ra

rh
þ e

8m
B2r2h 1� r2cat

r2h

� �2

: ð8:53Þ

The dependence UaminðB0Þ is also shown in Fig. 8.21b (the curve 3). This curve
passes through the tangency point of parabola and the Hartree line and then lies
below this line. It can be concluded that the conditions for self-excitation are
facilitated by the hub space-charge action. In reality, self-excitation of a magnetron
occurs at points located between the Hartree line and curve 3. Equations (8.52) or
(8.53) determine the phase conditions for the self-excitation of the magnetron.

The amplitude conditions of self-excitation are determined by the equation

Ge þGl ¼ 0;

where Ge is the active component of the total electron conductivity Ye ¼
Ge þ jBe ¼ _Ii= _Um; Ii is the complex amplitude of the induced current, and Um is the
voltage amplitude in the equivalent oscillatory circuit. The amplitude of the induced
current can be calculated by the Shockley-Ramo theorem:

Fig. 8.22 Active component
of electron conductivity
versus anode voltage
amplitude
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_Ii ¼ nla

Z

ra

rh

Z

hr

hl

qð _E1uvu þ _E1rvrÞrdrdu; ð8:54Þ

where la is the length of the anode, and hl(r), hr(r) are the angles defining the left
and right boundaries of the spoke. The shape of the electron spoke boundaries

depends on the amplitude _Um, the anode voltage U0 and the induction of the
magnetic field B0.

Numerical simulation of interaction processes allows us to calculate the integral
(8.54) for the specified Um and find the electron conductivity. Typical dependences
of magnetron electron conductivity on voltage amplitude at different anode voltages
are shown in Fig. 8.22. Such non-monotonic dependences are typical for generators
with rigid self-excitation. The same figure shows that the straight line Gl= const.

As the anode voltage increases, self-excitation conditions are first satisfied at point
3. However, the voltage amplitude Um3 necessary for this is too large for coherent
oscillations to arise from the chaotic noise-like oscillations. With a further increase of
the anode voltage to Ua2 and Ua3 values, the threshold amplitude decreases to Um2,
Um1 values respectively. If the Um2 value is sufficiently small in order for such an
amplitude to appear in the magnetron due to noise or as a result of transient pro-
cesses, generation occurs at point 2. However, at this point oscillations are unstable,
since negative electronic conductivity increases at the accidental amplitude increase.
Therefore, the amplitude of oscillations increases until it reaches the value corre-
sponding to point 4. This point is stable and the oscillations continue in the stationary
mode with amplitude Um4. The larger amplitude of steady-state oscillations Um5

corresponds to an even larger value of the anode voltage Ua3. When the anode
voltage decreases, the oscillations skip at the point with amplitude Um3.

When the active part of electronic conductivity changes, its reactive part also
changes. This results in the change of frequency of the oscillations in accordance
with the equation

Be þBrðxÞ ¼ 0;

where Br is the reactive conductivity of the equivalent circuit. This phenomenon is
named the electron frequency shift. The shift of frequency is smaller when the
Q-factor of the magnetron resonator system is greater, but the increase of the
Q-factor results in a decrease in the efficiency of the magnetron.

Magnetron operation in the generation mode. In the stationary generation
mode, there are two main mechanisms that ensure the energy transfer from electrons
to the high-frequency field. These are the sorting and bunching of electrons, which
are described in Sect. 8.2. However, the cylindrical design of the magnetron and the
cathode location in the interaction space give these processes a number of new
features. Figure 8.23 shows the trajectories of harmful (A) and useful (B) electrons in
the fixed coordinate system. As can be seen, the harmful electron is removed from the
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interaction space on the first turn, while the useful electron manages to make several
revolutions around the guiding center before reaching the anode.

In the coordinate system rotating at angular velocity xs ¼ vp=ra the shape of the
spoke and the trajectories of electrons in it are shown in Fig. 8.24.

A magnetron still remains one of the most efficient sources of microwave
energy. To estimate the electronic efficiency of a magnetron we take into account
the potential energy which the electron possesses when leaving the cathode,
Wp = eUa (thermal velocities are not taken into account). At the moment of arriving
at the anode, its potential energy is equal to zero and the kinetic energy

Wc ¼ mv2=2, where v is the electron velocity at the moment of contact with the
anode. These velocities are different for different electrons. In the most unfavorable
case, the electron hits the anode at the apex of the cycloid where its velocity

Fig. 8.23 Trajectories of
electrons in the magnetron
interaction space

Fig. 8.24 Trajectories of
electrons in the spoke
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v ¼ 2vc ¼ 2E0=B:

Accordingly, its kinetic energy

Wc ¼ 2m
E0

B

� �2

¼ 2m
Ua

ðra � rcatÞB


 �2

:

The difference between these energies is the energy that the electron transfers to
the electromagnetic field. Hence the electronic efficiency

ge ¼
Wp �Wc

Wp

¼ 1�Wc

Wp

¼ 1� 2m

e

Ua

r2catB
2ð1� rÞ2

; ð8:55Þ

where r = rcat/ra is the ratio of the cathode radius to the anode radius. Introducing
the critical values of the anode voltage and magnetic induction using condition

ra � rcat ¼ 2rc ¼
2m

e

Uac

rcatB2
cð1� rÞ ;

the formula for electronic efficiency can be rewritten:

ge ¼ 1� Ua=Uc

ðB=BcÞ2
: ð8:56Þ

As can be seen, electronic efficiency is equal to zero for critical values of anode
voltage and induction, and increases with increasing magnetic induction, if at this the
anode voltage changes in accordance with the conditions for synchronism (8.52).

Substituting (8.51) into (8.55), we obtain

ge ¼ 1� m

e

xn

nB

1þ r

1� r

� �

: ð8:57Þ

From the obtained formula, it follows that electronic efficiency increases with
increasing magnetic induction. In addition, under otherwise equal conditions, the mag-
netron has the highest efficiency with p-type oscillations (n = N/2). The efficiency also
depends on the ratio of the cathode and the anode radii. It follows from (8.57) that this
ratio should be reduced, but at too small a value of r, it is impossible to provide
synchronism in the greater part of the interaction space. Usually the optimum value of r
is chosenwith the help of the “square rule”: for the optimal value of r, the cathode-anode
distance should be equal to half the slow wavelength. From this rule we obtain

ropt ¼ ð2n� pÞ=ð2nþ pÞ:

The recorded formulas only allow us to make a rather rough estimate of effi-
ciency. They do not take into account that not all electrons hit the anode at
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maximum velocity, and therefore they underestimate the result. On the other hand,
these formulas do not take into account the presence of harmful electrons that
overstates the result of the calculation. Since these two factors act in opposite
directions, they partly compensate each other, reducing the error in the calculations.

The analysis does not take into account the effect of the space charge. Although
in M-type devices this influence is not as important as in O-type devices, it is
necessary to take it into account when analyzing the operation of the devices in
detail. As shown above, a hub space-charge facilitates self-excitation conditions.
On the other hand, the space charge makes it difficult to form the spokes and
reduces the electronic efficiency of the magnetron

Figure 8.25 shows the dependence of electronic efficiency on magnetic induc-
tion for various types of oscillations, provided that the anode voltage varies in
accordance with the Hartree line (8.52). As can be seen, with an increase in
magnetic induction, the electron efficiency of the magnetron approaches 100%.

For the specified value of B0 the highest efficiency is achieved in the p-mode. In
real magnetrons, a “dip” in electron efficiency is observed (shown in dashed lines in
Fig. 8.25) near the cyclotron resonance frequency xc ¼ eB0=m. This dip is par-
ticularly noticeable in magnetrons with different-resonator anodes, and this is
explained by the excitation of parasitic zero-mode oscillations. From the expression
for cyclotron frequency, we obtain the induction value corresponding to the max-
imum “dip”:

Bc ¼ 1:2=k:

The value of induction is obtained in Teslas, if the wavelength is substituted in
centimeters. Magnetic induction in M-type devices is chosen, as a rule, to be less
than Bc.

The straps also worsen electronic efficiency, since the zero-type oscillation field
arises near the anode ends due to the straps. Therefore, the straps are usually
screened by placing them in slots at the ends of the anode unit.

Electronic efficiency of modern centimeter wavelength magnetrons reaches 70–
80% and can reach 90% in the decimeter wavelength. The efficiency of the oscil-
latory system (the circuit efficiency) depends on the ratio between its unloaded and
external Q-factors. The higher this ratio is, the higher the efficiency is. However, it
is difficult to obtain a high unloaded Q-factor, especially in the short-wave band,
and too small an external Q-factor worsens the stability of the generation frequency.
Typically, circuit efficiency is 70–90%.

Total magnetron efficiency is equal to the product of the electronic efficiency at
the circuit one varies from 80% in the decimeter band to 30% in the millimeter
wavelength band.

Magnetron characteristics. The magnetron volt-ampere characteristic (the
dependence of the anode voltage on the anode current for the fixed value of the
magnetic induction) is shown in Fig. 8.26. At an anode voltage less than the
minimum, a very small current flows in the magnetron associated with noise
oscillations. When the threshold voltage is exceeded, the anode current rises sharply
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due to the appearance of generation and then changes very rapidly with small
voltage changes. Therefore, to stabilize the operation mode, the magnetron should
be fed by a current source with high intrinsic resistance.

The same figure shows the dependence of the electronic efficiency and the
generation frequency on the anode current. As can be seen, there exists an optimum
value of anode current at which efficiency is maximal. This current value is used as
the operational current. The frequency of generation also depends on the anode
current (Fig. 8.26). As already noted, this phenomenon is called the electronic
frequency shift. At other values of magnetic induction, the current, efficiency, and
generation frequency curves are similar to those shown.

Constructing the volt-ampere characteristics corresponding to different B values
in the Ia, Ua plane and by drawing lines of constant output power and efficiency
values, we obtain the operation characteristics of the magnetron shown in
Fig. 8.27. These characteristics allow for the choosing of the operation mode of the
magnetron. The strong coupling of the oscillatory system of the magnetron with the
load results in the dependence of the frequency of oscillations and power on the

Fig. 8.25 Magnetron
electronic efficiency versus
magnetic induction

Fig. 8.26 Magnetron
current-voltage characteristic
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load parameters. These dependencies are customarily depicted on the circular chart
where the active and reactive parts of the load total conductivity are used as the
independent variables. The resulting set of graphs is shown in Fig. 8.28. It is called
the load characteristic of the magnetron (Rieke diagram). The dotted line in this
diagram shows lines of constant frequency and the bold solid curves show constant
power lines. As can be seen, the magnetron transmits maximum power to the
mismatched load.

Fig. 8.27 Magnetron
operation characteristics

Fig. 8.28 Magnetron Rieke
diagram
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When the reflection coefficient of the load changes, the generating frequency of
the magnetron changes. This phenomenon is called frequency pulling. The quan-
titative pulling is determined by the maximum frequency change when the phase of
the reflection coefficient changes by 360° with the module 0.2 (VSWR 1.5). The
circle |C| = 0.2 (kc = 1.5) and the tangent of the constant frequency lines to it are
put on this characteristic. Frequency pulling in this case is 10 MHz.

Magnetron designs. The section of a typical pulsed multi-cavity magnetron is
shown in Fig. 8.29. It consists of two main parts: the anode 1 and the cathode 2.
The design of the anode resonators was considered above. The length of the anode
is chosen with the following considerations: as length increases, the anode current
increases, and hence the device’s output power increases. However, with increasing
anode length, the risk of axially inhomogeneous oscillation modes excitation
occurs. In anodes with straps, frequency separation also deteriorates. Therefore, the
length of the anode should not exceed half of the wavelength, and in magnetrons
with straps it does not exceed (0.3–0.4)k.

As a rule, in pulse magnetrons, a heating oxide cathode is used. In magnetrons
with continuous operation (especially in magnetrons for consumer microwave

Fig. 8.29 Pulse magnetron
design

Fig. 8.30 Mechanism for
mechanical tuning of a
magnetron
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ovens), the readiness time of the device is of great importance, which is determined
mainly by the cathode heating rate. Therefore, in such magnetrons, a filamentary
cathode is used. In modern oven magnetrons, the readiness time does not exceed
3 s. It should be noted that the harmful electrons bombard and additionally heat the
cathode. To avoid the cathode overheating after the start of generation, the heating
voltage can be reduced or even completely turned off.

The cathode is under high negative voltage, and the anode is under ground
potential. The high-voltage inputs 4 serve to connect the source of the anode power
supply and heater power. An air cooling system in the form of fins 3 is connected to
the anode. In magnetrons with a large average power, a liquid cooling system is
used. The inductive loop 5 with a vacuum seal 6 serves for the energy output from
the magnetron.

The anode is closed above and below with metal covers (not shown in the
figure). The distance from the anode to the covers should be chosen on a com-
promise basis. A small distance results in the violation of the field axial homo-
geneity in the interaction space and if the distance is too large, there is the
probability of parasitic oscillations excitation in the space between the anode and
the covers. Usually, the distance from the covers to the anode is 0.1–0.2 of the
anode length.

For tuning generation frequency, the metal plungers can be introduced into
resonator cavities and moved by the special mechanism through the flexible vac-
uum dense membrane are used (Fig. 8.30). In this way, it is possible to obtain a
frequency tuning band of 5–15%.

The parameters of some magnetrons are given in Table 8.3. The MI-325 mag-
netron is designed to work in radar transmitters. MI-320 and MI-475 magnetrons
are designed for linear accelerators and feeding plasmatrons. Quasi-continuous
mode magnetrons, such as M-117 and M-170 are used for feeding industrial heating
units. The Samsung om75s magnetron is designed for use in consumer microwave
ovens.

Table 8.3 Parameters of some magnetrons

Type Frequency

(GHz)

Ppuls

(MW)

Pav

(kW)

Pulse

duration

(ls)

Anode

voltage

(kV)

Magnetic

system

Cooling Mass

(kg)

MI-325 15 0.2 – 0.18–0.3 15 Const.
magn.

Air 8.5

MI-320 1.9 10 10 5 50 Solenoid Liquid 70

MI-475 3 2 2.5 4 45 Const.

magn.

Liquid 70

M-117 2.45 – 5.25 – 7.2 Const.

magn.

Liquid/

air

5

M-170 0.915 – 100 – 12 Solenoid Liquid 65

Samsung

om75s

2.45 – 0.9 – 4.1 Const.

magn.

Air 0.75
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Figure 8.31 shows a pulse packed (i.e., mechanically connected to the magnetic
system) magnetron for a 25 kW radar (a), a magnetron for linear accelerators
feeding with a pulse power of 2 MWMI-475 (b) and a continuous mode magnetron
for a microwave oven (c) with a power of 700 W.

8.4.2 Other Types of Magnetron

D. Wilbur and P. Peters invented a mitron or a magnetron tuned by voltage in

the USA in 1949. The mitron design is shown in Fig. 8.32. Its interaction space is
formed by the interdigital structure 1 and the cold cathode 2. The filamentary

Fig. 8.31 Magnetron appearance
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cathode 3 and the conical control electrode 4 form the electron gun of the
Kaino-Taylor type that is outside the interaction space. The ceramic vacuum-tight
envelope 5 separates the vacuum part of the device from the atmosphere. The
interdigital structure is connected to the external toroidal resonator 6.

The entire structure is in the axial magnetic field created by magnets 8 and the
magnetic core 7. The coaxial line 9 and the coupling loop 10 serve the energy
output of the oscillations.

The device operates as follows. The positive with respect to the cathode potential
Ut is applied to the control electrode. Under the influence of the non-uniform
electric field of the control electrode and the axial magnetic field, the electrons
emitted by the cathode form a hollow electron beam, which is injected into the
interaction space. The interdigital structure containing an even number of pins is
under the potential Ua relative to the cold cathode, which is electrically connected
to the thermionic cathode. The mitron resonator is excited by the basic axially
symmetric type of oscillations. In the interaction space the pins connected the next
but one to the upper and lower resonator covers create the high-frequency field
corresponding to the p-type oscillations. The electron beam interacts with the field
of the structure, forming spokes, as in the conventional magnetron, and transfers
part of its potential energy to the field. This energy is transferred to the load with the
help of the coupling loop and the external transmission line.

The mitron resonator loaded Q-factor is sufficiently small (less than 10) so the
velocity of the rotation of electrons around the cold cathode mainly determines the
generation frequency:

fp ¼
N

2pðr2 � rcatÞ
E0

B
¼ NUa

2pðr2a � r2catÞB
:

As can be seen, the generation frequency for the specified induction B is pro-
portional to the anode voltage. Since the electron gun is brought out of the inter-
action space, the change of anode voltage does not in practice effect the anode
current, and electronic frequency tuning is carried out in the pure form without
significant changing of other device parameters.

Fig. 8.32 Mitron scheme
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The frequency tuning band is defined as the interval of the generated frequencies
when the anode voltage varies from minimum to maximum. The width of the
frequency band is characterized by the tuning ratio k—the ratio of the maximum
generated frequency fmax to the minimum fmin:

kf ¼ fmax=fmin:

Figure 8.33 shows the operation (a) and control (b) characteristics of the mitron.
It can be seen from the operating characteristics that the frequency is almost linearly
dependent on anode voltage. The deviation of the frequency response from the
linear pattern in broadband mitrons with frequency tuning within the octave band
(k = 2) does not exceed ±1% of the average frequency fav of the operation band.
For narrowband high-power mitrons this deviation appears to be somewhat larger.

The steepness of the electronic tuning is determined by the expression

Sf ¼ Df =DUa:

The steepness value for mitrons of different power levels can lie in the band 0.2–
10 MHz/V.

From the control characteristics (Fig. 8.33b), it can be seen that with an
increasing control electrode voltage, the anode current and the output power
increase. At very high Ut close to the anode voltage, the anode current falls, due to
the deposition of a part of the electrons on the control electrode. Accordingly, the
output power also decreases. With the control voltage increasing, the generation
frequency decreases slightly which is due to the increasing influence of the space
charge. Mitrons have a high efficiency value, which is determined by the “mag-
netron” mechanism for converting the energy of the power source into the energy of
the alternating field. The efficiency of high-power mitrons can reach 30–60%.

The coaxial magnetron was proposed by J. Feinstein (USA) in 1964. The
purpose of the invention was to increase the stability of the magnetron’s frequency,
which is subject to fluctuations due to load parameters changes (frequency pulling)

Fig. 8.33 Operation (a) and control (b) characteristics of the mitron
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and cathode current fluctuations (electronic frequency shift). With an unfavorable
combination of these factors, mode-skipping can be observed. The coaxial mag-
netron minimizes these phenomena due to the use of a stabilizing resonator. In
addition, a magnetron of this type makes it possible to use a large number of
cavities in the anode unit without worsening the separation of the mode of
oscillations.

The coaxial magnetron design is shown in Fig. 8.34. The cathode and the anode
with sector cavities form the interaction space. The resonators of the anode unit are
connected by means of slots to the stabilizing coaxial resonator.

The magnetron operates with p-type oscillations and coupling slits located at the
next-but-one ends of the sector resonators excite the azimuthally homogeneous
oscillations of the H011 type in the stabilizing resonator. The resonance frequency of
this device can be changed by means of a plug mechanically moved through the
vacuum-tight membrane—sylphon. The absorber suppresses oscillations that arise
in the anode unit and are not connected with the coaxial resonator. The energy
output occurs through the waveguide connected with a coaxial resonator through
the slot.

The high Q-factor of the coaxial resonator makes it possible to obtain good
frequency separation even with a large number of anode unit resonators. In reality,
the number of resonators can be increased by 6–8 times resulting in an increase of
the cathode area, an increase of anode current and an increase of output power.

In coaxial magnetrons, the noise power is reduced by 10–20 dB and the prob-
ability of missing pulses decreases 100 times compared with conventional devices.
The degree of frequency pulling decreases 3–5 times and the electronic frequency

Fig. 8.34 Scheme of a
coaxial magnetron
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shift decreases by an order of magnitude. Therefore, the coaxial magnetron can
operate with a more mismatched load. Its efficiency is 40–50%.

The inverted magnetron is used mainly in the millimeter wavelength band. As
its name indicates, the anode in this magnetron is located inside the cathode. The
inverted magnetron circuit is shown in Fig. 8.35. The inner surface of the cathode 1
has the emitting coating. The electrons emerging from the cathode enter the
high-frequency field created by the anode unit 2. Inside the anode unit, there is a
cylindrical resonator 3 connected to the resonators of the anode unit by slots 4. In the
anode, p-type oscillations are excited, so the coupling slots located in the resonators
with the same field direction excite axially symmetric oscillations of the H011-mode
in the cylindrical resonator. This mode of oscillations has a large Q-factor and
provides good frequency separation even with a large number of anode resonators.

The output of the energy of the oscillations is carried out through the holes 5 in
the end wall of the cylindrical resonator, which extends into the circular waveguide
6. The holes located at the maximum of the radial component of the cylindrical
resonator electric field excite the H01-mode in the waveguide 6. Ceramic disks are
usually sealed into the holes, so that they serve simultaneously as the vacuum
window. The plunger 7 serves for the frequency tuning of the magnetron.

The high Q-factor of oscillations in the cylindrical resonator makes it possible to
increase the number of resonators in the anode unit, thereby increasing the area of
the cathode. As a result, it is possible to reduce the current density at the cathode
and increase its lifetime.

The parameters of coaxial and inverted magnetrons are given in Table 8.4.

Fig. 8.35 Scheme of an inverted magnetron

Table 8.4 Parameters of coaxial and inverted coaxial magnetrons

Magnetron
type

Wave
length
(cm)

Number of
resonators

Ppuls
(MW)

Ua

(kV)
Ia
(A)

Efficiency
(%)

∆f/
f0
(%)

Frequency
shift (MHz/
A)

Coaxial 3 40 1.5 33 83 50 10 0.08

Inverted 0.8 120 0.1 23 22 25 6 0.5
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8.4.3 The Platinotron

In 1952, W. Brown from the American company Raytheon, developed a new
broadband amplifier with crossed fields, called the platinotron (from the word platy

—flat) in view of its flat amplitude-frequency response. The device was later called
an amplitron or simply an amplifier with crossed fields. Amplitrons have high
values of output power (up to 500 kW in pulse) and efficiency (70–80%) in
combination with low weight and small dimensions. Since the amplitron is the
amplifier, the signal at its output has much better characteristics than the signal of
the magnetron. Therefore, the amplitron is used in many modern radars and
communication systems. In particular, it was the amplitron that provided the
transmission of the television image from the Moon of the astronauts landing on its
surface in 1969–1972. Amplitrons have a relatively small gain (10–15 dB) and a
highly nonlinear amplitude response, which limits their use.

The scheme of the platinotron is shown in Fig. 8.36. The cathode 1 together with
the anode 2 form the interaction space. The lamellae of the anode unit are connected
in a next-but-one pattern by the straps 3. The straps, in turn, are connected to the
input and output of the tube.

Regarding the design, the amplitrons are close to cavity magnetrons (Fig. 8.36).
The cathode 1 emits the electrons into the interaction space formed by the cathode
and the anode 2. The anode contains slots-cavities, separated by lamellae. The
lamellae are connected next-but-one with the straps 3 which in turn are connected to

Fig. 8.36 Scheme of a
platinotron
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the input 4 and the output 5 of the device. A constant magnetic field is applied to the
amplitron in the axial direction.

The slow-wave structure. The main difference between the magnetron and the
amplitron is that the slow-wave structure in the amplitron is not closed. Therefore,
separate types of oscillations cannot exist in it as they can in the magnetron.

The condition of phase constancy during the transition from one lamella to the
neighboring lamella can be written in the form

xl=vp ¼ uþ pþ 2pp; p ¼ 0;	1;	2; . . .; ð8:58Þ

where l ¼ 2pra=N is the distance between the centers of the neighboring gaps; u is
the phase shift for the SWS period; and N is the number of SWS periods (number of
lamellae). In contrast to the magnetron, in the platinotron the number of lamellae is
odd, because one lamella falls on the SWS gap where the input and output couplers
are located.

From (8.58), we can find the phase velocity of the spatial harmonic in the SWS:

vp ¼
xl

pð2pþ 1Þþu
:

Obviously harmonic with the number p = −1 has the largest phase velocity in
absolute magnitude:

ðvpÞp¼�1 ¼
xl

p� u
:

The sign of the phase velocity indicates that this harmonic has negative dis-
persion. Therefore, the electron spokes must rotate towards to the motion of the
wave energy. The dispersive characteristic of the basic spatial harmonic is shown in
Fig. 8.37. In the magnetron, the direction of the spokes rotation is of no importance,
since there is the standing wave in the SWS which can be represented as the sum of
two waves traveling in opposite directions.

To transfer most of the energy to the high-frequency field, it is necessary that
after a complete revolution, the spoke gets into the same phase as the wave. To do
this, the turnover time of the spoke should be the integer number of the periods of
the oscillations with the smallest permissible deviation Dt:

s ¼ cT 	 Dt; c ¼ 1; 2; . . .

The turnover time is determined by the velocity of spoke rotation:

s ¼ 2pra
ðvpÞp¼�1

¼ N

x
ðp� uÞ:
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Equating the obtained expressions, we’ll find

u ¼ p 1� 2

N
n	 Dt

T

� �
 �

: ð8:59Þ

At Dt ¼ 0 we obtain a number of discrete values of the optimal phase shift:

uopt n ¼ pð1� 2n=NÞ:

However, these phase shift values are not as rigidly fixed as in the magnetron.
They allow deviations corresponding to the values of Dt�Dtmax, where Dtmax is the
maximum permissible deviation of the turnover time. It is natural to determine this
deviation on the basis that after one revolution the spoke does not return to the field
of another sign. Hence Dtmax\T=2.

Substituting this value into formula (8.59), we obtain the admissible values. The
admissible values correspond to permissible values of frequency, which are called
amplification zones. These zones are shown in Fig. 8.37. In total, the platinotron
has (N − 1)/2 amplification zones. The first zone is the zone corresponding to the
maximum value n = nmax = (N − 1)/2. In this zone, the rotation velocity of the
spokes and the anode voltage are minimal. However, in the second zone
(n = (N − 3)/2) a wider frequency band is provided due to the larger slope of the
dispersive characteristic. As a rule, this zone is used as the operation zone. Note that
the number n determines the number of spokes in the interaction space, as it also
does in the magnetron.

The amplitude response of the amplitron is shown in Fig. 8.38a. It is essentially
nonlinear. In the shaded region, the input power is insufficient to form the spokes

Fig. 8.37 Dispersion curve
of the SWS of an amplitron
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and the amplitron does not amplify the input signal, although significant noise
power is observed at the output. The amplitron gain is relatively small and does not
exceed 15 dB. It drops sharply as the power of the input signal increases. Since the
input power is an appreciable part of the output power, the efficiency of the
amplitron is determined by the so-called added power equal to the difference in the
output and input power:

g ¼ Pout � Pin

Po

where P0 is the supply power. The small gain is the amplitron’s significant dis-
advantage and in some cases it is necessary to use an amplifying chain of several
amplitrons. However, the high efficiency, reaching up to 60–80 in combination with
the wide bandwidth compensates this disadvantage.

Figure 8.38b shows the performance of the amplitron. It is limited by both small
and large currents. In the small currents region 1 the amplitron can self-excite on a
parasitic oscillations type.

The disruption of the gain and the transition to the mode of noise-like oscilla-
tions are in the region of high currents 2. In the operation area, lying between the
shaded sections, the anode current of the amplitron strongly depends on the voltage
and on the magnetic induction. With increasing induction, the efficiency of the
amplitron increases. The same graph shows lines of equal gain (dashed lines),
which decrease as the anode current increases.

Figure 8.39 shows the construction of a high-power amplitron. It uses a
bow-type SWS, consisting of copper tubes 1 connected to the anode through which
the cooling liquid is pumped. From the side of the cathode on these tubes, the
copper butt plates 2 are soldered to improve the structure of the field. Two rings of

Fig. 8.38 Amplitude (a) and operational (b) characteristics of an amplitron
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the straps 3 are located on the back side of the bows. The loops 6 and 8 are
connected to the input and output waveguides 5 and 9 are linked with the ends of
the straps. The waveguides are separated by the baffler strip 7.

Table 8.5 shows the parameters of some amplitrons.
If a high-Q resonator is connected to the input of the platinotron, feedback will

arise in it due to the wave reflected from the resonator at the resonant frequency,
and under the conditions of self-excitation it will turn into a generator. The fre-
quency of this generator is stabilized by the external resonator which can be made

Fig. 8.39 Power amplitron construction
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with a high-Q and can be thermally stabilized. Such platinotron generators are
called stabilotrons. Their output power and efficiency differ little from the param-
eters of the amplitrons on the basis of which these generators are designed.

Advancement Questions

1. Describe the interaction mechanism in M-type devices.
2. Describe the electron motion in the crossed fields. What determines the form of

its trajectory?
3. Describe the mechanism of the interaction of electrons with the traveling wave

field in M-type devices.
4. Write down the dispersion equation of M-type devices. What processes does it

describe?
5. Describe the operating principle and parameters of an M-type TWT.
6. What determines the gain of an M-type TWT?
7. Describe the operating principle and parameters of an M-type BWO (the

carcinotron).
8. Describe the circuits of an M-type TWT and BWO.
9. Describe the design and operation principle of a multi-cavity magnetron.

10. Describe the static operation mode of a magnetron. Explain what the
critical-mode parabola is.

11. Describe the properties of the magnetron oscillatory system. Why is the p-type
of oscillation chosen as the operating one?

12. What does it mean oscillation modes separation in the magnetron? In what
ways can the separation of the modes be improved? What are the disadvantages
of these methods?

13. Formulate the conditions for the self-excitation of a magnetron. What are
Hartree lines?

14. What factors determine the efficiency of a magnetron?
15. Specify the magnetron operation area in an “anode current-anode voltage”

graph. What is danger in going beyond the operation area?

Table 8.5 Parameters of some amplitrons

Amplitron

type

Frequency

(GHz)

Pulse

power

(MW)

Av.

power

(kW)

Frequency

band (%)

Gain

(dB)

Efficiency

(%)

Anode

voltage

(kV)

Anode

current

(A)

QKS 576 0.6 10 70 10 8 60 80 170

QKS 622 3 3 15 10 8 80 54 60

QKS 1243 10 0.5 0.5 5.3 13 50 37 26

QKS 1224 3 Cont.

mode

400 5 9 74 – –
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16. Describe the design and operation of a mitron.
17. Describe the design and operation of coaxial and inverted coaxial magnetrons.
18. Describe the design and operation of a platinotron.
19. What factors determine the gain of a platinotron?
20. Describe the design and operating principle of a stabilotron.
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Chapter 9

Gyro-resonant Devices

9.1 The Operating Principle of Gyro-resonant Devices

O-type and M-type electronic devices, as well as devices with quasi-static control

are referred to as so-called classical microwave devices. The electron beam in them

interacts either with the quasi-static field of the interelectrode gap, or with the slow

electromagnetic wave. It follows that the characteristic dimensions of the electro-

dynamic system (the length of the gap, the SWS period) should be less than the

wavelength. This condition limits the output power of the devices with high

working frequency. In gyro-resonant devices, the electron beam interacts with fast

electromagnetic waves. Since the field of the fast wave is not “retained” against the

EDS surface, its characteristic dimensions can be much larger than the wavelength

which makes it possible to substantially increase the output power of the device.

In 1958, Australian astrophysicist R.Q. Twiss was the first to point out the

possibility of the induced emission of non-equilibrium electron-oscillators at the

cyclotron frequency. In the following year, independently of Twiss, the work of A.

V. Gaponov-Grekhov and J. Schneider appeared in which the possibility of induced

radiation by the ensemble of electrons rotating in the magnetic field was proved. An

idea stated by A.V. Gaponov on the necessity to take into account the relativistic

effects when considering the interaction of rotating electrons with the electromag-

netic field was of particular importance. Later, these ideas resulted in the creation of

a whole class of devices capable of producing large powers at very high frequencies

—cyclotron resonance masers (CRM). A great contribution to the creation of these

devices was made by the staff of the Institute of Applied Physics at the Academy of

Sciences in the USSR in Gorky (now Nizhny Novgorod) under the supervision of

Academician A.V. Gaponov-Grekhov. In 1966, they were the first to create

high-power CRM generators, called “gyrotrons”.

A fundamental feature of the CRM, is the use of electron beams in which the

electrons move along spiral trajectories, performing both translational (along the
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device axis) and rotational motion. The generation and amplification of microwave

radiation in these devices are based on the induced emission of the ensemble of

nonlinear oscillators which are the rotating electrons. The name of the devices is

related to this feature of the energy conversion mechanism (from the Greek giros—

circular).

Since the rotation of electrons occurs in the plane almost perpendicular to the

direction of translational motion, they effectively interact with the transverse

components of the electric field. This makes it possible to use open resonators and

smooth wavegudes in devises with standing and travelling electromagnetics waves,

correspondingly. The linear dimensions of such systems can be of several wave-

lengths of the generated oscillations, and this provides a practical opportunity to

create high-power devices in the short-wave region of the microwave band. As an

example, Fig. 9.1 presents, at the same scale, the resonator of an O-type amplifying

klystron (on the left) and the open resonator of the gyrotron (on the right) for the

same wavelength k = 8 mm.

At present, there are the following main types of gyro-resonant devices:

• The gyrotron—a generator device with an electrodynamic system in the form of

a single open-type resonator1;

• The gyroklystron—an amplifying device with an electrodynamic system con-

taining two or more open-type resonators with drift spaces between them;

• Gyro-resonant traveling wave (gyro-TWT) and backward wave (gyro-BWO)

tubes—devices in which the electromagnetic field has the form of a traveling

wave (forward in the TWT, backward in the BWO);

• Gyro-resonant frequency multipliers.

9.2 Electron Beam Interaction with the High-Frequency

Electrical Field

9.2.1 Cyclotron Resonance

The processes of the interaction of the electron beam with the transverse electro-

magnetic field are common to all types of gyro-resonant devices. Therefore, let’s

consider them using the example of the interaction of electrons with the field of an

open resonator.

1In earlier publications concerning gyro-resonant devices, the device was called a “gyromonotron”

and the term “gyrotron” (“gyrotrons”) was used to designate the entire set of gyro-resonant

devices. Currently, this term is used primarily to designate one type of gyro-resonant device,

namely the single-resonator generator.
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Let’s consider an electron moving at a certain velocity in the homogeneous static

magnetic field B. The electron trajectory in such a field is generally known to be a

spiral (Fig. 9.2a). Motion along the spiral can be considered as the sum of the

rotational motion with velocity v? and the translational motion with velocity vk

where vk and v? are the velocity components parallel to vector B and perpendicular

to it respectively. Radius R of the circle along which the rotation occurs and time of

one revolution Tc and angular frequency xc of rotation are given by formulas

R ¼ mv?=ðeBÞ; ð9:1Þ

Tc ¼ 2pR=v? ¼ 2pm=ðeBÞ; ð9:2Þ

xc ¼ 2p=Tc ¼ eB=m: ð9:3Þ

An electron moves along magnetic field lines at distance kc ¼ Tcvk ¼

2pmvk=ðeBÞ during one revolution, which is called the cyclotron wavelength. In

terms of its geometric meaning, kc is the spiral trajectory step. If longitudinal

velocity vk ¼ 0, then the electron performs only rotational motion in the plane

perpendicular to the magnetic field lines along the circumference of the radius R.

Let’s suppose that in the area where the electron is moving, in addition to static

magnetic field B, electric field E ¼ Em cosxt exists that varies with time according

to the harmonic law, the force lines of which are perpendicular to the force lines of

the magnetic field. Field E is assumed to be sufficiently weak, so for a time equal to

several cyclotron periods Tc it does not appreciably perturb the trajectory of the

electron.

For simplicity, we assume that longitudinal electron velocity vk ¼ 0 and that it

moves clockwise along the circular orbit. We assume that within the orbit of the

electron, the electric field is homogeneous (Fig. 9.2b).

Let’s consider the interaction of an electron with the alternating electric field.

The electron at time t1 ¼ 0 is at point A on the trajectory. At this moment, the field

reaches the amplitude value and is directed as shown in Fig. 9.2. Electric force

F¼ �eE is directed against the direction of motion and produces a decelerating

effect on the electron. At time t2 ¼ Tc=2 this electron moves to point B on the

trajectory. If the rotation frequency of the electron and the field variation frequency

are equal over this time interval, then the field changes to the opposite direction, and

at point B the electron again experiences the deceleration action of the electric field.

Fig. 9.1 Comparison of open

and closed resonators
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At time t3 = Tc the electron moves to point A on the trajectory and again meets the

decelerating field, and so on.

Similarly, the electron being at initial time t1 = 0 at point B on the trajectory,

always “feels” the accelerating field and takes energy from it while moving along

the orbit. Obviously, if the equality of frequencies is not fulfilled, then the electrons

will either be accelerated or be decelerated by the electric field and the average

result over several periods will be equal to zero. Thus, the interaction with the

alternating electric field has resonant behavior and it is observed when the fre-

quency of the field variation x and the cyclotron frequency xc are equal. This

phenomenon is called cyclotron resonance.

By repeating the preceding reasoning, it is not difficult to show that the effective

interaction of rotating electrons with the transverse electric field is also observed in

the harmonics of the cyclotron frequency. The general cyclotron resonance con-

dition is written in the form x ¼ mxc, where m ¼ 1; 2; . . . is the harmonic number

of the cyclotron frequency.

9.2.2 Azimuthal Bunching

Figure 9.3a shows several trajectories of electrons moving in the transverse electric

field Eh and the dependence of this field on time (Fig. 9.3b). Figure 9.3c shows the

elementary area—the “cutting” of the electron beam cross section containing

the electron circular orbit and the force lines for time t1 = 0 when the electric field

component Eh reaches its maximum value. We assume that the electric field in the

cutting is almost homogeneous due to cutting’s small size. Let’s mark four char-

acteristic electrons in orbit: 1, 2, 3, 4. For electron 2, force F¼ �eEheh is directed

against its motion and, therefore, leads to its deceleration. Hence, the velocity of the

electron 2 decreases. For electron 4, force F coincides in direction with the velocity

vector and this electron accelerates at this moment of time. For electrons 1 and 3,

the electric field force is directed perpendicular to their trajectories and, in practice,

does not change their velocities.

Fig. 9.2 Electron motion in the transverse electrical field
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Let’s now consider the time t2 ¼ T=4: Since T = Tc then the electrons under

consideration at time t2 = T/4 will move by a quarter of a turn and will occupy the

positions shown in Fig. 9.3d. Since at this moment of time the field Eh reduces to

zero, the electrons do not experience the force action from this field.

At time t3 ¼ T=2 when the field Eh again reaches its maximum value, electrons

1, 2, 3, and 4 occupy the positions shown in Fig. 9.3e. In this case, electron 2 is

again subjected to deceleration and electron 4 is accelerated. At time t4 ¼ 3T=4
(Fig. 9.3f) the electric field reduces to zero and the electrons do not experience its

force action. At time t5 ¼ T the situation repeats.

Considering the interaction of electrons with the electric field during following

and other periods, we obtain analogous results. Thus, in the process of multiple

orbital rotation, some electrons are accelerated by the alternating electric field

(electron 4 and electrons in its vicinity), some electrons are decelerated (electron 2

and electrons in its vicinity), while some electrons (1 and 3 and electrons located in

their vicinity) do not change their velocity.

Fig. 9.3 Velocity modulation of electrons by the transverse electric field
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Consequently, during the interaction of electrons moving along circular trajec-

tories in the high-frequency electric field in cyclotron resonance conditions, velocity

modulation occurs.

The change in transverse electron velocities which occurs in the process of

interaction with the alternating field results in the change of their rotational motion

character. Since the circular orbit radius of the electron is proportional to velocity,

its variation leads to a corresponding change of orbit radius. The effect of the

cyclotron frequency xc changing due to the relativistic dependence of electron mass

on its linear velocity is more delicate, but very important in the explanation of the

interaction mechanism in gyrotrons. This effect, first described by A.V. Gaponov,

becomes noticeable at accelerating voltages of 20–50 kV, typical for high-power

gyro-resonant devices.

Such devices are often called weakly relativistic. From the expression of

cyclotron frequency (9.3), it follows that in the framework of classical physics, the

angular velocity of the rotation of the electron is determined only by the value of the

magnetic field. A different result is obtained when the dependence of the relativistic

mass on velocity is taken into account. In this case

xc ¼
eB

cm0

;

where m0 is the electron rest mass; and c ¼ ð1� v2=c2Þ�1=2
is the relativistic factor.

As the linear velocity of the particle increases, its mass grows and the angular

velocity of the rotational motion decreases.

As shown above, electrons 1 and 3 (and electrons in their vicinity) do not, in

practice, change their velocities when interacting with the field, and therefore they

move along trajectories close to the trajectories of the static case when the alter-

nating electric field is absent. In contrast, for electron 4, for which the linear orbital

velocity v? increases, orbit radius R increases and the angular velocity of the

rotational motion decreases. Therefore, this electron, in the process of motion, shifts

in the azimuthal direction towards electron 1 (Fig. 9.4).

The linear orbital velocity of electron 2 decreases and its angular velocity

increases, and it also shifts in the azimuthal direction toward electron 1, decreasing

the radius of its orbit at the same time.

Thus, near the azimuthal plane which rotates synchronously with electron 1, an

electronic group is gradually formed. This process is called azimuthal bunching.

The bunch forms around the electron, which does not change its velocity and gives

no energy to the field.

In order to transfer its energy to the field, the bunch must be in the deceleration

field. For this, it is necessary that the electron bunch shifts toward the azimuthal

plane in which it will undergo deceleration, i.e., to the plane in which electron 2

was located initially. This can be achieved if we depart from the exact cyclotron

resonance increasing slightly the angular velocity of electrons: x = xc (1 + e),

where e is a small quantity in comparison with 1. In the self-oscillators to which the
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gyrotron belongs, such a generation frequency is set automatically, since it is this

frequency at which self-excitation conditions are satisfied.

9.2.3 Equations of Electron Motion

In the derivation of the equations of motion, we confine ourselves to the case of the

thin hollow electron beam interacting with the high frequency electric field of the

H011 mode. The electromagnetic field of this mode has only one component of the

electric field Eh.

Let’s introduce the local system of cylindrical coordinates r;u; z the origin of

which we align with the center of the circular orbit along which the electrons move

before entering the zone of the alternating field. For the case under consideration,

the relativistic equations of the motion of electrons can be written in the following

form:

dpr

dt
¼ �e~Er � er _uðB0 þ ~BzÞþm

ðr _uÞ2

r
; ð9:4Þ

Fig. 9.4 Velocity

modulation of electrons and

azimuthal bunching
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dpu

dt
¼ �e~Eu þ e_rðB0 þ ~BzÞ � m_r _u; ð9:5Þ

dpz

dt
¼ 0; ð9:6Þ

where pr ¼ m_r, pu ¼ mr _u, pz ¼ m_z are the components of the electron pulse p ¼
mv (the dots denote the derivatives of the corresponding quantities with respect to

time); mðr _uÞ2=r is the centrifugal force; B0 is the static magnetic field induction

directed along the z axis; ~Bz is the axial component of the alternating magnetic field;

and ~Er; ~Eu are the components of the alternating electric field.

Let’s express these components of the electric field through the E0 component of

the resonator field. In accordance with the constructions in Fig. 9.5, we have

~Er ¼ Eh cosu ~Eu ¼ �Eh sinu

or

~Er ¼ Em cosu � cosxt; ~Eu ¼ �Em sinu � sinxt. With the account of the ear-

lier assumption about the smallness of the radius and the step of the electron orbit,

the amplitude of the electric field Em entering into these expressions can be

regarded as having a constant value.

Substituting expressions for ~Er and ~Eu in the original system of equations and

ignoring the z-component of the alternating magnetic field ~Bz in it, then taking into

account the smallness of the alternating magnetic field amplitude in comparison

with the induction of the static field B0, we obtain:

Fig. 9.5 For derivation of the

equations of electron motion
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dpr

dt
¼ �eEm cosu � cosxt � er _uB0 þmr _u2; ð9:7Þ

dpu

dt
¼ eEm sinu � cosxtþ e_rB0 þm_r _u; ð9:8Þ

dpz

dt
¼ 0: ð9:9Þ

In the absence of an alternating field, this system has the particular solution

based on the equality of the magnetic and centrifugal forces in (9.7):

er _uB0 ¼ mr _u2

This solution corresponds to the motion along the spiral trajectory characterized

by the following relations:

r ¼ const = r0; er _uB0 ¼ mr _u2; m_z ¼ const ¼ m_z0;

where index 0 denotes the initial values of the corresponding quantities.

The azimuthal velocity of the equilibrium motion is given by _u ¼ eB0=m ¼ xc.

9.2.4 Abridged Motion Equations

The equations that are obtained from the initial equations by averaging the rapidly

varying forces acting on the electrons from the side of the alternating field over

time, are commonly referred to as abridged equations.

Assuming the electric field frequency is close to the cyclotron resonance fre-

quency, i.e., x � xc ¼ _u we represent the time variation of the electron azimuthal

coordinate u in the following form:

u ¼ xct � wðtÞ; ð9:10Þ

where wðtÞ is a slowly varying function of time, such that its variation during the

field oscillation’s period or the cyclotron period is small.

Using (9.10), we can write

Em cosu � cosxt ¼ Em cosðxtþwÞ cosxt ¼ 0:5Em cosð2xtþwÞþ 0:5Em cosw;

Em sinu � cosxt ¼ Em sinðxtþwÞ � cosxt ¼ 0:5Em sinð2xtþwÞþ 0:5Em sinw:

Taking into account the expressions obtained, let’s rewrite the system of (9.7)–

(9.9) in the following form:
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dpr

dt
¼ �

1

2
Em cosð2xtþwÞ�

1

2
Em cosw� er _uB0 þmr _u2;

dpu

dt
¼

1

2
eEm sinð2xtþwÞþ

1

2
eEm sinwþ e_rB0 � m_r _u;

dpz

dt
¼ 0:

We select from the right-hand sides of the equations, the rapidly oscillating

components of forces with the argument 2xctþw, the sign of which changes twice

during the period of the alternating voltage. These components have little effect on

the motion of electrons, and the action of the alternating electric field is mainly

determined by terms containing the slowly varying function of time wðtÞ. This
feature allows us to omit rapidly oscillating components from the equations of

motion, equivalent to averaging the time-dependent terms over the period of the

alternating field.

As a result, we obtain the following system of simplified (abridged) equations:

dpr

dt
¼ �

1

2
Em cosw� er _uB0 þmr _u2;

dpu

dt
¼

1

2
eEm sinwþ e_rB0 � m_r _w;

dpz

dt
¼ 0:

The numerical integration of these motion equations makes it possible to analyze

the bunching process of azimuthal electrons that arises because of the alternating

field interaction, and to calculate the energy exchange between the electron beam

and the field.

Figure 9.6 shows the results of calculating the motion of electrons for several

different time moments reflecting the process of azimuthal bunching. The

Fig. 9.6 Azimuthal bunching of electrons
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calculation was carried out for xc=x ¼ 0:93 so the electron bunch formed around

electron 6 gradually shifts to the decelerating phase of the electric field.

9.2.5 Field and Electrons Interaction on Cyclotron

Frequency

The resonance interaction at the harmonics of cyclotron frequency is characterized

by the condition x � nxc, n ¼ 1; 2; . . .. The value m ¼ 1 corresponds to the pre-

viously considered case of the main cyclotron resonance x � xc.

Operation on the harmonics of cyclotron frequency allows us to reduce the value

of magnetic field induction required for the operation of the device, which is the

reason for the practical significance of such an operation mode. Indeed, from the

cyclotron resonance condition, it follows that xc � x=n and B ¼ mx=ðenÞ:
The operation modes at the second and third harmonics of the cyclotron fre-

quency is of practical use, since at higher harmonics, the electronic efficiency of the

device decreases.

9.3 The Gyrotron

9.3.1 The Design and Operating Principle of the Gyrotron

The design of the gyrotron is shown schematically in Fig. 9.7. It includes the

following basic parts and assemblies: the electron gun of the magnetron type,

consisting of the cathode electrode 1, the first and second anodes 2 and 3, the open

cavity 4, the transition 5 to the output waveguide 6 serving simultaneously as the

electron beam collector, the vacuum window 7 and the external waveguide 8. The

magnetic field generated by the main 9 and auxiliary 10 solenoids is used to form

the electron beam. The vacuum envelope of the gyrotron is formed by the metal

case of the device, the vacuum window and the ceramic insulators 11. A system of

liquid cooling 12 is provided for removing the heat generated in the resonator walls

and the output waveguide. A typical axial distribution of magnetic induction is

shown on the same figure.

The electron gun forms a hollow electron beam in which the electrons move

along spiral trajectories.

In gyrotrons, an open waveguide cavity is used in the form of an irregular

cylindrical waveguide segment narrowing at its ends (Fig. 9.8). The cavity mode

H011 is often used as the operation mode. Its eigen frequency is close to the critical

frequency of the corresponding wave mode of the cylindrical waveguide The figure

shows the distribution of the electric field in this resonator for several modes of

oscillations.
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When the cavity eigen frequency is close to the angular velocity of the rotational

motion of the electrons, conditions arise for such an interaction of the beam and the

field at which the generation of electromagnetic waves occurs and is maintained.

The electron beam that has passed through the resonator and has transmitted part

of the kinetic energy associated with the rotational motion to the resonator field

drops on the walls of the output waveguide. The energy of the electromagnetic field

is transferred through the output window to the external waveguide connecting the

device with the load.

In gyrotron-type devices, the electron-optical system should not only form the

electron beam of the certain configuration, but also provide the rotational motion of

the electrons. It is desirable that the energy of the rotational motion W? is sub-

stantially larger than the kinetic energy of the longitudinal motion Wk (usually

W?=Wk ¼ ðv?=vkÞ
2 ¼ 2�4). For this purpose, special electron guns of the mag-

netron type are used (see Appendix B).

9.3.2 Electronic Efficiency

There are two types of efficiency: transverse efficiency and total electronic effi-

ciency. We define transverse efficiency as the ratio of the energy W� transferred

from the electron beam to the resonator field in the time interval equal to or a

Fig. 9.7 Gyrotron design
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multiple of the cyclotron period Tc to the kinetic energy of the rotational motion

W?0 of the electrons entering the resonator in the same time interval:

ge? ¼
W�

W?0

:

On the basis of the energy conservation law, the value of W� is equal to the

difference of the kinetic energy at the cavity entrance W?0 and at its output W?:

W� ¼ W?0 �W?:

Taking this formula into account, we obtain

Fig. 9.8 Open resonator of a gyrotron
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ge? ¼ 1�W?=W?0:

The practical calculation of ge? is carried out by integrating the motion equa-

tions of N trial electrons which are initially uniformly distributed along the azi-

muthal coordinate.

The initial kinetic energy of these electrons is

W?0 ¼ N
mv2?0

2
;

or, since v?0n ¼ v?0 ¼ const,

W? ¼
X

N

n¼1

mv2?n

2
;

where v?0 is the initial velocity of the electrons.

The kinetic energy of the rotational motion of the electrons at the resonator

output is given by the formula

W? ¼
X

N

n¼1

mv2?n

2
;

where v?n are the velocities of electrons at the resonator output obtained as a result

of integrating the motion equations. Taking into account the formulas given above,

we obtain

ge? ¼ 1�
1

v2?0N

X

N

n¼1

v2?n

The value N�1
PN

n¼1 v
2
?n in this formula is an average square of the velocities of

electrons �v2? at the output of the resonator. Consequently,

ge? ¼ 1�
�v2?
v2?0

:

Numerical calculations show that for uniform distribution of the high frequency

electric field along the cavity axis, the maximum value of ge? is about 40%. By

choosing the optimal law of the electric field distribution along the resonator axis, it

is possible to achieve values exceeding 80%. The optimal distribution of the

high-frequency field is characterized by the slow increase of the field amplitude at

the beginning of the resonator, the faster increase of the field in the middle part of

the resonator and the sharp decrease of the field at its end. With such a distribution,

the optimal conditions for the interaction between the electron beam and the field
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are ensured. In the weak, slowly increasing field, electron velocity modulation and

dense azimuthal bunch formation occur. The large amplitude of the field in the

output part of the resonator provides effective energy extraction from the bunched

electron beam.

Total electronic efficiency is defined as the ratio of the energy W� transferred

from the electron beam to the resonator field, to the total kinetic energy of the

electrons at the resonator input W0:

ge ¼ W� =W0:

The value of W0 can be represented as the sum of the longitudinal and rotational

motion kinetic energies:

W0 ¼ W?0 þWk0:

Taking this into account, we obtain

ge ¼
ge?

1þWk0=W?0

:

Since we assume that at the cavity input all electrons have the same values of

longitudinal and transverse velocities, then

Wk0

W?0

¼
vk0

v?0

� �2

:

Consequently,

ge ¼ ge?
p2

1þ p2
;

where p ¼ v?0=vk0 is the ratio of transverse velocity to longitudinal velocity (pitch

factor).

From this formula, it follows that to obtain a high total electronic efficiency it is

necessary to use electron beams with a large pitch factor. In real devices, its value is

1.4–1.7. Further increase of the pitch factor is limited by the difficulty of the design

of the corresponding electron optical systems.

9.3.3 Total Efficiency and Output Power

The total efficiency of the gyrotron is defined as the ratio of the HF field power

delivered by the device to the output waveguide, to the supply power. As in other

types of electronic device, the total efficiency can be represented as the product of

electronic efficiency ge and circuit efficiency gr:
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g ¼ gegr:

Circuit efficiency can be expressed in terms of loaded Ql, external Qe and

intrinsic Q0 Q-factors of the cavity:

gr ¼ Ql=Qout ¼ 1� Ql=Q0:

Loaded Q-factor can, in turn, be expressed in terms of unloaded and externalt Q-

factors:

Ql ¼
QeQ0

Qe þQ0:

For an open waveguide-type resonator, the unloaded Q-factor is determined as

the ohmic Q-factor Qm which characterizes the energy losses in the resonator walls.

The external Q-factor is identified by the diffraction Q-factor of the cavity Qd ,

which characterizes the energy loss due to radiation. Since the radiated energy in

this case is directed to the output waveguide and represents the output energy of the

device, the diffraction Q-factor plays the role of the external Q-factor.

Thus, for a loaded Q-factor and resonator efficiency, we obtain the following

formulas:

Ql ¼
QdQm

Qd þQm

;

gr ¼ Ql=Qd ¼ 1� Ql=Qm:

Consider the open cavity formed by the cylindrical waveguide segment with H01

mode. Its ohmic Q-factor is calculated from the formula Qm ¼ Rr=d where Rr is the

cavity radius, and d is the skin depth defined by the formula d ¼ ð2=xlwl0rwÞ
1=2

in which rw and lw are the conductivity and the relative permeability of the cavity

walls.

The diffraction Q-factor of H011-type oscillations is expressed by formula Qd ¼

4pðLr=kÞ
2
a where k is the free space wavelength. Since kcf � k,

Qd ¼ 4pðLr=kcf Þ
2
a;

where Lr is the length of the operating part of the cavity, kcr is the critical wave-

length of the H01-type in the cylindrical waveguide forming the operating part of

the resonator; and a is the coefficient depending on the resonator configuration and

the geometry of the output window. In those cases when Qm significantly (in several

times) exceeds the diffraction Q-factor Qd , gr is close to one.

The output power is determined by the power of the electron beam and the value

of the total efficiency of the device:
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Pout ¼ P0g ¼ I0Ua2g;

where P0 and I0 are the power and the current of the electron beam; and Ua2 is the

potential of the second anode.

9.3.4 Gyrotron Starting Current

The starting or inrush current refers to the minimum value of the electron beam

current I0 at which the self-excitation of oscillations begins. At a current equal to

the starting current, the power given by the beam is equal to the power of the losses.

The analysis shows that the value of the starting current Ist expressed in amperes for

a gyrotron with an operation mode H011 is determined by the formula

Istart ¼
2:3kb2ke

2v2

ðQl � 10�3ÞLrGðlv� 1Þ
;

where

v ¼
1

2

1

l
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

l

� �2

þ 1

s
0

@

1

A; bk0 ¼
vk0

c
; l ¼ pp2

Lr

k
;

G ¼ 0:42J21 3:83
R0

Rr

� �

;

k is the wavelength of electromagnetic oscillations in the free space; Lr;Rr;Ql are

the length, radius and loaded Q-factor of the resonator; R0 is the average radius of

the electron beam; and J1ðxÞ is the first-order Bessel function of the first kind.

The value of ratio R0=Rr is chosen so that the beam passes through the zone of

maximum intensity of the high-frequency field. For H011 oscillations, the maximum

field occurs at a distance from the resonator axis equal to 0:48Rr. Assuming that

R0 ¼ 0:48Rr, we obtain G = 0.142.

9.3.5 Influence of the Spread of Electron Velocities

on Gyrotron Operation

Until now, when analyzing the processes in a gyrotron, it was assumed that the

electron optical system forms the electron beam with identical orbital and longi-

tudinal velocities for all electrons. However, the real electron beams have a spread

of velocities due to the following reasons:
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• The spread of initial (thermal) velocities;

• The roughness of the emitting cathode surfaces;

• The violation of the axial symmetry of the electron-optical system (for example,

due to the radial displacement of the cathode);

• Position spread due to the difference between the electric and magnetic fields for

electrons emerging from different points of the cathode;

• The spread occurring under the influence of the electron beam space-charge field.

It is customary to characterize the total velocity spread by the relative magnitude

of the orbital (oscillator) velocity spread:

dv? ¼
Dv?

v?0

;

where Dv? is the absolute value of the orbital velocity spread. In different beams,

the value dv? can reach several tens of percent. As the analysis shows, the main

contribution to the velocities spread gives beam space charge.

Velocity spread results in the deterioration of the electron beam and efficiency of

the HF field interaction, and in the decrease of the efficiency of the device. For

example, with a velocity spread equal to dv? ¼ 20%, the electronic efficiency value

decreases by about 30%. Velocity spread also results in the change of the starting

conditions and the starting current force.

9.3.6 Large-Orbit Gyrotrons

In devices called large-orbit gyrotrons, electrons move along spiral trajectories that

span the symmetry axis of the device. The radii of their orbits can be comparable

with the resonator radius and this explains their name.

There are two systems for the formation of such beams. The first of them

includes an electron gun of the Pierce type, and a magnetic system that creates the

homogeneous magnetic field B to accompany the electron beam and the magnetic

system called “kicker” (from English kick). The electron gun forms a thin electron

beam propagating along the axis of symmetry. The magnetic kicker system creates

two local transverse magnetic fields directed perpendicular to the system’s axis of

symmetry, located at a distance equal to half the cyclotron wave length. The first

transverse field deflects (and, more precisely, sharply rejects) the electron beam

from the symmetry axis. The beam begins to rotate along the circle whose center is

shifted relative to the symmetry axis by the radius of rotation. The second local

transverse field imparts an azimuthal impulse to the electrons and completes the

formation of the spiral electron beam rotating relative to the symmetry axis with the

cyclotron frequency xc.

The second system includes an electron gun that forms a hollow thin electron

beam and and a magnetic system with a magnetic field reversed in the region of the

gun. The electron beam passing through the reverse zone receives an azimuthal

272 9 Gyro-resonant Devices



impulse and transforms into a rotating spiral beam, which rotates with respect to the

symmetry axis of.

The interaction of such a beam with the resonator field, has the following

important feature. The electron beam excites rotating electromagnetic field Hmn1

and interacts effectively with it. The azimuthal index m is equal to the number of the

operation harmonic of the cyclotron frequency: m ¼ n ðx ¼ nxc; n ¼ 1; 2; . . .Þ:
This condition ensures the electronic selection of the oscillation types and makes

it possible to use harmonics with high numbers n ¼ 4; 5 as operation harmonics. At

the specified frequency of the generated electromagnetic waves x, the operation on

the cyclotron frequency harmonics makes it possible to reduce the value of the

cyclotron frequency xc ¼ x=n and, hence, to reduce the required value of the

magnetic field B ¼ ðm=eÞxc ¼ ðm=eÞðx=nÞ: The latter becomes especially neces-

sary in the development of gyrotrons at frequencies of f = 0.3–1 THz and higher.

Indeed, to generate electromagnetic waves with a frequency f = 1 THz (the

wavelength k = 0.3 mm) when operating at the basic harmonic of the cyclotron

frequency, the required value of magnetic induction appears to be equal to

B = 1.07/k = 1.07/0.03 = 35.6 T. To obtain a magnetic field with such a value of

magnetic induction in a sufficiently large volume, it is necessary to use solenoids

with pulsed power.

When the gyrotron operates at the 4th harmonic, the value of the required

magnetic induction is reduced to the acceptable figure of 9 T, and such a field can

already be realized with the help of superconducting magnets. However, the effi-

ciency of a gyrotron operating at the frequency of cyclotron harmonics decreases.

Gyrotrons with large orbits operating at the frequency of cyclotron harmonics

are considered promising for the generation of electromagnetic waves of the T-band

(f = 0.3–3 THz, k = 1–0.1 mm).

9.3.7 Parameters and Applications of Gyrotrons

For all their advantages, gyrotrons have a rather wide spectrum of oscillations and a

high noise level. Therefore, they are not used in practice in communication and

radiolocation systems where a high coherence of oscillations is required.

High-power gyrotrons are widely used in units for controlled thermonuclear

fusion such as the “tokamak”, and “stellarator” for plasma heating. The parameters

of such devices are: a band of operation frequencies of 40–170 GHz, output power

of up to 1 MW in an impulse lasting up to hundreds of microseconds with an

efficiency value of 40–50%.

Most high-power gyrotrons are equipped with converters of the operating res-

onator mode into a paraxial wave beam. The latter is output with the aid of the

mirror system through the diamond output window in a direction perpendicular to

the axis of the device.

Another area of gyrotron application is in technological processes, among which

are ceramics sintering, thin film modification, welding and coating. The typical
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parameters of this group of gyrotrons are a frequency of 28 GHz and an output

power of 10–30 kW in continuous mode.

Devices intended for the generation of electromagnetic waves with frequencies

of 0.3–1 THz and higher (wavelengths of 1–0.3 mm) with a relatively small output

power level constitute the third group of gyrotrons. These waves are used as a tool

for scientific research in physics, chemistry, biology, and medicine. Figure 9.9

shows a gyrotron developed at the Research Center of the University of Fuku

(Japan) as an example. It has the following parameters: an output power in the

continuous mode of 250 W at a frequency of 1 THz, an electron beam current of

200 mA, and an accelerating voltage of 30 kV.

9.4 Gyroklystrons

9.4.1 Gyroklystron Design

Gyroklystrons are amplifying gyro-resonant devices. The electrodynamics systems

of a gyroklystron include two or more resonators (multi-cavity gyroklystrons)

connected by drift tubes. Just as in conventional klystrons, the first resonator from

Fig. 9.9 The gyrotron

developed at the Research

Center of the University of

Fuku (Japan)
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the cathode is the input. Then, intermediate (idle) resonators follow with the last

one, being the output resonator. The purpose of the resonators is the same as in a

conventional klystron. The resonators, with the exception of the last, form the

cascade buncher. The last resonator takes power from the electron beam and

transfers it to the load. The simplest version of the gyroklystron is the double-cavity

device.

The construction of a gyroklystron differs from that of a gyrotron by the design

of the electrodynamic system. Figure 9.10 shows the design of a double-cavity

gyroklystron, which includes the following main components and assemblies: a

cathode 2 with an emitting belt 3, the first anode 1, the input resonator 4, the drift

tube 5, the output resonator 6, the collector 7, the output window 8, the section of

the external waveguide 9, the solenoid of the auxiliary magnetic field 10, and the

solenoid of the main magnetic field 11.

Both resonators and the drift tube are placed in the strong uniform magnetic field,

the induction vector of which is parallel to the axis of the device. Therefore, along

the entire electrodynamic system the motion of the electrons has the same character

as in the gyrotron. An external source excites the operational mode in the input

cavity. The electrons transiting the resonator interact with the electrical component

of its electromagnetic field. Usually, as in gyrotrons, Hmn1-modes are used as

operation ones. As a result of interacting with such a field, the transverse components

of the electron velocities change depending on their phase of entry into the resonator.

The total transverse velocity at the output from the resonator v? is equal to the sum of

the constant and the variable components v? ¼ v?0 þ~v?. This is the process of

velocity modulation which is the basic physical process in the input resonator.

A velocity-modulated electron beam enters the drift tube where azimuthal

bunching of electrons occurs. The length of the tube is optimized to obtain the

maximum values of such device parameters as gain and efficiency.

The bunched electron beam enters the output resonator and excites the H-type

electromagnetic field in it. The interaction of this field with the electrons ensures the

transformation of the rotational kinetic energy of the electrons into the energy of the

electromagnetic field.

To increase the gain and electronic efficiency of the device, multi-cavity gyro-

klystrons containing three or more resonators connected by drift tubes are used.

Fig. 9.10 Scheme of a

gyroklystron
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9.4.2 Azimuthal Bunching in Gyroklystrons

In a gyroklystron drift tube, there are no alternating fields and the motion of

electrons is determined by the external static magnetic field and by those velocities

that electrons possess at the entrance to the drift tube.

Let’s consider the process of azimuthal bunching in the kinematic approximation

neglecting the action of the space-charge field. At the entrance to the drift tube, the total

transverse velocity is equal to the sum of the constant and the variable components

v? ¼ v?0 þ~v?. In the small-signalmode (~v? � v?0) the variable velocity component

is the harmonic function of time and the azimuthal coordinate of the electrons entering

the drift tube h1. We assume that the transverse velocity variable component depends

on the azimuthal coordinate of the electrons entering the drift tube h1 by the law

~v? ¼ v?m sin h1; ð9:11Þ

where v?m is the variable velocity amplitude. The azimuthal velocities of the

electrons in the drift tube are given by

_h ¼ xc ¼
e

m
B0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
v2?
c2

�
v2z0

c2

s

; ð9:12Þ

where vz0 is the longitudinal velocity component, which is the same for all electrons

if the action of the space-charge field is not taken into account. v? is the total

transverse velocity: v? ¼ v?0 þ~v?.

Substituting (9.11) into (9.12), we obtain

_h ¼
e

m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
v2?0 þ 2v?0~v? þ~v2?

c2
�
v2z0

c2

s

:

Assuming that ~v? � v?0 and ~v? � vz0 and ignoring the square of the transverse

velocity variable component, then after the transformations, we obtain the following

expression for the azimuthal velocity:

_h ¼ xc0 1�
v?0~v?

ð1� v20=c
2Þc2

� �

;

where

xc0 ¼
e

m
B0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v20=c
2

q

v20 ¼ v2?0 þ v2z0

Using this formula we can calculate the angle h2 which determines the azimuthal

position of the electrons in some plane located at distance l from the entrance to the

drift tube:
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h2 ¼ h1 þ _hs; ð9:13Þ

where s ¼ l=vz0 is the electrons transit time from the entrance to the drift tube to the

considered plane. Consequently,

h2 ¼ h1 þ 1�
v?0~v?

1� v20=c
2

� �

l

vz0
;

or taking into account (9.13)

h2 ¼ h1 þ h0 �
xc0l

c2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v20=c
2

p

v?0

vz0
~v? sin h1;

where h0 ¼ xc0l=vz0 is the increment of the azimuth angle for unperturbed motion.

Introducing the notation

X ¼
xc0l

c2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v20=c
2

p

v?0

vz0
~v?;

we obtain

h2 ¼ h1 þ h0 � X sin h1:

This formula establishes the relationship between the azimuthal coordinates of

the electrons at the entrance to the drift tube and in some current plane of the drift

tube.

It can be seen that this relationship coincides in form with the expression

determining the process of longitudinal grouping in a conventional klystron:

xt2 ¼ xt1 þ h0 � X sinxt1;

where t1 is the time of an electron entering the klystron drift tube; t2 is the time of

some current plane passing; h0 ¼ x l=v0, is the unperturbed transit angle; and X is

the bunching parameter.

Analogous to the way it is done in theory with a conventional klystron, the

degree of azimuthal grouping in a gyroklystron can be analyzed by plotting the

graphical dependencies h2 ¼ f ðh1Þ at X ¼ Const as a parameter. We will consider

the electrons which are uniformly distributed at the beginning of the drift tube in the

interval of phases �p� h1 � p.

Figure 9.11 shows the dependences of the azimuthal phases h2 ¼ f ðh1Þ for four
values of the bunching parameter X ¼ 0; 1; 1:5; 1:84. In the absence of grouping

(X = 0), parameters h2 and h1 are proportional and the electrons which are initially

distributed evenly the phase intervals of �p� h1 � p are also uniformly distributed

in the phase intervals of h0 � p� h2 � p.
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At X 6¼ 0 the redistribution of electrons arriving at plane z take place. What is

fundamentally important, is the increase that occurs in the number of electrons in a

relatively narrow phase interval near the phase angle h0. Thus, during the drift, an

azimuthal bunching of electrons occurs. For example, the bunch has an azimuthal

extension of ∆h2 = 1.3 radians and contains about 2/3 of the charges initially

uniformly distributed in the angular interval equal to 2p if the value of the bunching

parameter X = 1.84.

To improve the bunching quality, cascade bunching can be used in multi-cavity

gyroklystrons, making it possible to obtain a more compact electronic bunch with a

large percentage of charge content.

The gyroklystron’s output resonator can be tuned to the basic frequency x ¼ xc

or to the harmonic of this frequency x ¼ xc. In the latter case, the klystron operates

in the frequency multiplication mode (the klystron—“gyro multiplier”).

The use of the frequency multiplication mode makes it possible to reduce the

required value of magnetic field induction by n times. The second and third har-

monics are usually used as operation harmonics, as the electronic efficiency of the

device decreases with increasing harmonic number.

9.4.3 Parameters and Applications of Gyroklystrons

Gyroklystrons have found application in high-precision radars, and at frequencies

of the order of 90–100 GHz in particular, where there is a region with small

absorption of electromagnetic waves by the Earth’s atmosphere (the so-called

Fig. 9.11 Gyroklystron

phase bunching diagram
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“transparency window”). High-power pulsed gyroklystrons are also used to feed

charged particle accelerators.

In Table 9.1, the parameters of high-power pulsed gyroklystrons operating in the

frequency multiplication mode are given. In such devices, the input resonator is

excited by a signal with a frequency equal to the cyclotron frequency determined by

the value of magnetic induction. The output and intermediate cascades are tuned to

one of the cyclotron frequency harmonics (usually the second or the third). This

mode allows a reduction in the required value of magnetic field induction.

9.5 The Gyro-TWT

9.5.1 Gyro-TWT Design

The design of a gyro-TWT is shown schematically in Fig. 9.12. In contrast to a

gyroklystron, the electrodynamic system of a gyro-TWT is the segment of the

regular cylindrical waveguide 4 in which a fast H-type wave is excited from the

external source through the energy input 3.

Interaction of the wave field and the beam in the cyclotron resonance mode

results in the modulation of the transverse velocity of the electrons, their azimuthal

bunching and eventually in the conversion of part of the kinetic energy of the beam

into field energy. The wave amplitude increases while moving toward the electron

collector 5. The energy output to the external waveguide is performed through the

vacuum window 6. The magnetic field is created by solenoids 1 and 2.

Table 9.1 The gyroklystron parameters

Parameters 3-cavity

gyroklystron

4-cavity

gyroklystron

Output power (MW) 7 1

Output signal frequency (GHz) 95 35

Input signal frequency (GHz) 45.5 17.5

Efficiency (%) 34 40

Gain (dB) 50 40

Accelerating voltage (kV) 500 82

Electron beam current (A) 45 67

Input resonator oscillation type H011 H011

Output and intermediate resonators oscillation

type

H021 H021

Input resonator operation harmonic 1 1

Output and intermediate resonators operation

harmonic

2 2

Magnetic field induction in the operation area (T) 2.9 0.6
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9.5.2 Features of Beam and Field Interaction

The fundamental feature of the gyrotron’s mechanism of the interaction of electrons

with the transverse fields of the electrodynamic systems, is that this interaction

occurs equally effectively with both standing waves of the resonator systems, and

with the traveling fast wave field of waveguide systems.

Let’s consider the interaction of electrons with the traveling wave field of the

H01 mode in a cylindrical waveguide. This wave has only one transverse compo-

nent of the electric field—Eh, which alternates in time and space according to the

law

Eh ¼ EmðrÞ cos xt �
x z

vp

� �

;

where EmðrÞ is the field amplitude depending on the radius; z is the longitudinal

coordinate along the waveguide axis; and vp is the phase velocity of the wave. The

transverse structure of the electric field coincides with the field structure of the

resonator system shown in Fig. 9.8. In the fixed plane z ¼ Const, for example,

z ¼ 0, the high-frequency field alternates in time according to the harmonic law

Eh ¼ EmðrÞ cosðxtÞ:

Let’s first consider the electron beam in which the electrons have only transverse

(rotational) velocities (v ¼ v?; vk ¼ 0) as in Sect. 9.2.2. The electric field of the

traveling wave, which acts on electrons rotating in the fixed plane, z ¼ Const,

alternates in time according to the harmonic law and for them it is indistinguishable

from the field of the standing wave. Consequently, the mechanism of the field

interaction with the electrons analyzed earlier in Sect. 9.2.2 is completely valid for

the case under consideration. When the cyclotron resonance condition x ¼ xc is

satisfied, the processes of velocity modulation and azimuthal bunching proceed in a

similar manner. The condition T ¼ Tc ensures phase synchronism, which consists

of the fact that the electron which performed the complete revolution “meets” the

same phase of the field again that it “saw” at the beginning of the revolution.

Fig. 9.12 Scheme of a

gyro-TWT
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Suppose now that the electron has a longitudinal velocity vk in addition to

transverse velocity v?. At the beginning of the revolution, the electron is in the

z ¼ 0 plane and “sees” the field in the phase

Eh ¼ EmðrÞ cosðxtÞ:

For the time interval Dt ¼ Tc, the electron will perform a complete revolution

and will move along the waveguide axis by distance z ¼ vkTc. The phase of the

wave which it will meet at the end of the revolution is determined by the formula:

Eh ¼ EmðrÞ cos xt0 þxTc � xTc

vk

vp

� �

:

In order for this phase to coincide with the initial phase and for the phase

synchronism condition to be satisfied, it is necessary that the equality

xTc�xTc

vk

vp
¼ 2p n; n ¼ 1; 2; . . .;

is ensured. From this, we find

Tc ¼
nT

1� vk=vp
ð9:14Þ

and

x ¼
nxc

1� vk=vp
: ð9:15Þ

Conditions (9.14), and (9.15) ensure synchronism of electrons moving along the

spiral phase with the high-frequency field and can be considered as the cyclotron reso-

nance condition in the case of the interaction of electrons with the traveling wave field.

The case n ¼ 1, x ¼ xc=ð1� vk=vpÞ corresponds to the fundamental cyclotron

resonance, i.e., the resonance at the cyclotron frequency first harmonic.

In a gyro-TWT with an electrodynamic system in the form of a smooth circular

waveguide, the waves of H11, H01, H21 modes are used as operating waves. The

parameters in the centimeter wavelength band are as follows: the output power in

the mode of microsecond pulses is tens of kilowatts, the efficiency is 20%, the gain

is 20–25 dB, and the operation frequency band is about 10%.

However, a gyro-TWT with a smooth waveguide has not been practically

applied due to the number of significant disadvantages: the inclination to

self-excitation, criticality to the spread of electron velocities, relatively low values

of gain, and the operation frequencies band.

A significant improvement in the parameters and performance is expected from

gyro-TWTs with an electrodynamic system in the form of a cylindrical waveguide
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with a helical (screw) corrugation of the inner surface. Such a system provides a

wider band of amplified frequencies, resistance to self-excitation, and less criticality

to the spread of electron velocities. Such a device is termed a gyro-TWT with a

helical waveguide. Table 9.2 gives the parameters of an experimental pulsed

gyro-TWT with a helical waveguide developed at the Institute of Applied Physics at

the Russian Academy of Sciences (RAS), under the guidance of S.V. Samsonov

(Fig. 9.13).

9.6 The Gyro-BWO

The experiments performed at the Institute of Applied Physics (IAP) of the RAS

(Nizhny Novgorod) show that waveguides with a helical inner corrugation make it

possible to create a gyro-BWO with an output power of hundreds of megawatts per

Table 9.2 Parameters of a gyro-TWT with a helical waveguide

Parameters Gyro-TWT of the

cm-band

Gyro-TWT of the

mm-band

Output power (MW) 1.1 0.18

Output signal frequency (GHz) 9.4 36

Efficiency (%) 29 26

Gain (dB) 50 40

Accelerating voltage (kV) 200 80

Electron beam current (A) 25 9

Frequency band (%) 21 9

Pulse width (ls) 0.12 12

Magnetic field induction in the operation

area (T)

0.34 1

Fig. 9.13 A Gyro TWT with a helical waveguide
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pulse (Table 9.3). These devices have a high efficiency and a sufficiently wide band

of smooth electronic frequency tuning. For example, at an accelerating voltage of

600 kV and a current of 4 kA, an output power of 600 MW is obtained. At this, a

change of generation frequency was registered, both within the pulse (the pulse was

not perfectly rectangular, the voltage in the impulse decreased from the beginning

of the impulse to its end) and from pulse to pulse. When the voltage changed from

600 kV at the beginning of the impulse, to 200 kV at its end, the frequency varied

smoothly from 10 to 9.5 GHz. One of these tubes is shown in Fig. 9.14.

Advancement Questions

1. Describe the history of the creation of gyro-resonant devices.

2. What relativistic effect is used in gyro-resonant devices?

3. Why do gyro-resonant devices have larger electrodynamic system dimensions

compared with O-type and M-type devices?

4. Describe the phenomenon of cyclotron resonance.

5. Describe the phenomenon of electron beam azimuthal bunching.

Table 9.3 Parameters of a gyro-BWO

Parameters Output characteristics

Center frequency, GHz 35 34.9 35.1 93.2 93.2 91.6

Gyro-frequency

harmonic

1 1 2 1 1 1

Output power, MW 750 200 260 300 100 2.5

Gain, dB 20 22 17 25 30 32

Instantaneous

bandwidth, GHz

0.24 0.6 0.035 0.4 0.92 0.33

Efficiency, % 24 33 18 26 30 25

Pulse width, ls 100 10 100 100 100 Cont. mode

Manufacturer IAP

RAS

NRL IAP

RAS

IAP

RAS

NRL/

CPI

GYCOM

(Russia)

Fig. 9.14 A gyro-BWO
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6. Describe the design and operating principle of a gyrotron.

7. What are the abridged motion equations? What processes do they describe?

8. Explain the mechanism of electron beam interaction with the high-frequency

field on cyclotron frequency harmonics.

9. What factors determine a gyrotron’s efficiency?

10. What factors determine a gyrotron’s starting current?

11. Explain the design and operating principle of a large-orbit gyrotron.

12. Describe the design and operating principle of s gyroklystron.

13. Describe the design and operating principle of a gyro-TWT.

14. Describe the design and operating principle of a gyro-BWO.
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Chapter 10

Relativistic Microwave Devices

10.1 General Characteristics of Relativistic

Microwave Devices

Relativistic microwave devices are a large group of generators and amplifiers of

microwave radiation in which the relativistic effects are noticeably manifested: the

dependence of the electron mass on energy as well as the normal and anomalous

Doppler effects. Conditionally, the devices in which the kinetic energy of electrons

is commensurable with their rest energy, i.e., in which the accelerating voltage is

200 kV or more (let’s recall that the rest energy of an electron is 511 keV) are

called relativistic.

Relativistic microwave devices are divided into two groups. The first consists of

classical devices (klystrons, klystrodes, TWTs, BWOs, and magnetrons) operating

at accelerating voltages of over 200 kV. The relativistic effects influence the

mechanism of interaction in these devices, which makes it necessary to modify the

interaction theory and their design. The second group consists of devices using

specific interaction mechanisms based on the relativistic effects. These devices

include free-electron lasers, gyrocons, magnicons, vircators and their modifications.

The article by Ginzburg (1947), in which the possibility of generating coherent

oscillations of microwave band wavelengths by rectilinearly moving relativistic

electron fluxes and relativistic Doppler oscillator fluxes was shown, heralded the

origins of relativistic microwave electronics. However, the real development of

relativistic electronics began in the late 1970s, when high-current electron accel-

erators were created.
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10.2 Classical Relativistic Devices

10.2.1 Relativistic Klystrons

The desire to increase the output power of klystrons resulted in the increase of the

accelerating voltage up to several hundred kilovolts. With such voltages, the effi-

ciency of velocity modulation decreases, since under the action of the

high-frequency voltage in the gap, the electron mass changes rather than its

velocity.

This effect requires the use of appropriate bunching designs, an electron gun, a

focusing system and a collector. In particular, with an unchanged number of res-

onators, and with increasing accelerating voltage, the gain of the device decreases.

It is difficult to realize guns with a hot cathode for accelerating voltages above

500 kV, therefore a high-current linear induction accelerator (LIA) is used as the

electron source. As an example, let’s show the parameters of the SL4 relativistic

klystron (Table 10.1) developed in the SLAC laboratory (USA).

As can be seen, this device is capable of producing power of 200 MW in short

impulses with a duration of 40 ns. The electron beam was injected into this klystron

from the LIA. In the SL4 klystron, a single-gap output resonator is used, which

results in a decrease of the output power pulse duration at power levels of more than

100 MW. This phenomenon is apparently connected with plasma formation in the

gap of the output resonator, and the use of multi-gap resonators is thought to allow

the elimination of this undesirable phenomenon. Information exists concerning a

relativistic klystron with an output power of 1 GW and a pulse duration of 15 ns.

The device operated with a high-current accelerator with an electron energy of

2 meV, and a current of 1 kA.

Further increases of the accelerating voltage make the classical bunching

mechanism ineffective, since all electrons move with practically identical velocities.

As an alternative, bunching in the rotating magnetic field (RMF) can be used

(Fig. 10.1). The bunching section consists of the resonator 1 modulating the

electron beam energy, the annular drift tube 2 located in the magnetic field, and the

output resonator 3.

The radius of the rotation of an electron in the magnetic field is determined by its

mass:

R ¼
m0

eB

ffiffiffiffiffiffiffiffiffiffiffiffiffi

c2 � 1
p

Table 10.1 Parameters of the SL4 klystron

Frequency

(GHz)

Output

power

(MW)

Gain

(dB)

Efficiency

(%)

Accelerating

voltage (kV)

Beam

current

(A)

Number

of

cavities

Device

length

(cm)

8.57 200 65 50 1000 750 6 98
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where c is the relativistic factor. Electrons with higher energy move along the larger

radius, and since the velocities of all electrons are approximately the same, this

electron spends more time per revolution, and, vice versa, an electron passing

through the modulating resonator at the moment of the decelerating field has less

energy and a smaller turning radius. As a result, it takes less time for a revolution.

Thus, electrons are grouped around the electron that has passed through the

modulating resonator at the moment of the transition of the voltage on it from

accelerating to decelerating.

The analysis shows that, as in the classical klystron, the amplitude of the n-th

harmonic of the convection current at the exit from the ring can be calculated from

the formula

Ii ¼ 2I0J1ðnXÞ;

where

X ¼ vh

is the bunching parameter,

v ¼ M
Um

2U0

cþ 1

2c2

� �1=2

is the parameter referring to the energy modulation coefficient, Um is the amplitude

of the voltage on the modulating resonator, U0 is the accelerating voltage, M is the

interaction coefficient, h ¼ 2pRbe is the transit angle in the rotating field, and

be ¼ x=ve is the electron propagation constant. The comparison of this bunching

mechanism with the classical mechanism shows that the ratio of the gap voltages

providing the same bunching factor for the two types of bunching is determined by

the formula

Urmf
m

Ukl
m

¼ c2 � 1;

i.e. the efficiency of the bunching in the RMF is increasing as the energy of the

electrons increases.

Fig. 10.1 Rotating magnetic

field buncher
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10.2.2 Relativistic TWTs and BWOs

As the accelerating voltage increases, the electron velocity approaches the velocity

of light and a slight slowing is required for electromagnetic wave for syncronism

with the electron beam. Such a slowing can be provided by the corrugated

waveguides with small corrugation depth or by waveguides with diaphragms. The

scheme of such a device developed at the Lebedev Physical Institute of the Russian

Academy of Sciences (LPI RAS) is shown in Fig. 10.2. The magnetron gun 1 forms

the electron beam 2 propagating in the magnetic field produced by the solenoid 3.

The output power is brought out through the vacuum window 4. The length of the

SWS section is 12 cm, the inner radius is 1.6 cm, and the depth of the corrugation

is 0.4 cm. The dispersion characteristic of this SWS is shown in Fig. 10.3 (curve 1).

The same graph shows the electron line 2x ¼ beve where ve is the velocity of the

electrons. The intersection of this line with the dispersive characteristic determines

the frequency at which synchronism is observed. Usually, the intersection point

(point of synchronism) in a relativistic TWT is selected near to the upper cutoff

frequency (frequency of the p-mode) so that the electron beam interacts with both the

forward and backward space harmonics. Therefore, such devices are called the rel-

ativistic TWT-BWO. The interaction with the backward wave provides the feedback

necessary for self-excitation of the device. Therefore, such tubes are used as gener-

ators. The parameters of some relativistic TWT-BWOs are given in Table 10.2.

The basic relationships for determining the parameters of the device can be

written as follows:

2

p

e

m0c2
c3RcI0 ¼ 1;

pLne

kc2
¼ 1:2;

c2
vp

c
� ne

� �

¼ 2:25ne:

Fig. 10.2 Scheme of a

relativistic TWT
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In these expressions, ne ¼ c=ve is the electron velocity deceleration, L is the

SWS length, and k is the radiation wavelength.

At present, large-scale studies on the creation of high-power millimeter wave

generators based on the Cherenkov effect are being carried out at the Institute of

Applied Physics at the Russian Academy of Sciences (IAP RAS) and at the Aragon

National Laboratory (USA). New technical solutions for the formation of short

electron packets (impulses) with durations in the region of several picoseconds and

a charge content of 10–50 nC are being used in these works.

The initial batching is carried out in a high-frequency photoinjector (Fig. 10.4).

The source of the electrons in the injector is the photocathode 1 which is irra-

diated by pulsed laser radiation of high intensity. The cathode is built in the cavity 2

excited from the external source. The laser impulse 3 irradiates the photocathode at

the time when the alternating electric field E near the cathode surface is accelerating

and reaching its amplitude value. The electrons emitted by the photocathode are

accelerated by this field and a short-time convective current impulse (the electronic

bunch) is formed in the photoinjector. The duration of the convection current

impulse can be controlled by varying the laser pulse duration. To limit the trans-

verse dimension of the electron bunch, the magnetic field which is created by the

solenoids located on both sides of the photoinjector is used.

Under the action of the accelerating alternating field and the magnetic field, the

electrons move in the direction of the output channel 5 inside the region bounded by

the line 4. The generated electron bunch is also accelerated in the linear accelerator,

and then passes through the system of quadrupole magnetic lenses which correct its

Fig. 10.3 Dispersive

characteristic of the

corrugated waveguide

Table 10.2 Parameters of a relativistic TWT-BWO

Designer F (GHz) Wave mode U0 (Kv) I0 (kA) s
н
(ns) P (MW) η (%)

LPI 9.7 E01 600 4 15 350 15

USA 10.3 E11 500 3 20 500 17

USA 10 E02 1400 10 1400 200 10
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transverse dimensions and phase characteristic before it is directed to the electro-

dynamic system. The latter is a cylindrical waveguide partially filled with the

dielectric. Passing through the channel in the dielectric, the convection current

impulse excites the Cherenkov radiation. The intensity of the radiation depends on

the magnitude of the charge that this impulse carries.

The Cherenkov generator developed at the Aragon National Laboratory has an

output power of 3.5 GW at a frequency of 7.8 GHz. The beam energy is 16 meV,

and the pulse width is 4 ps. The radius of the cylindrical waveguide is 11 mm, the

radius of the channel in the dielectric is 6 mm; the length of the channel is 100–

200 mm, and the dielectric materials are steatite with dielectric permittivity e = 5.8

and borosilicate glass e = 4.

IAP RAS (Russia) developed Cherenkov generators and amplifiers with output

power up to 2 GW at a frequency of 10 GHz, and 600 MW at a frequency of

30 GHz.

10.2.3 Relativistic Magnetrons

It is also possible to create relativistic magnetrons on the basis of high-current

accelerators. Since accelerators produce a current impulse of short duration (tens of

nanoseconds), it is required to ensure that the duration of the transient period is in

units of nanoseconds. In addition, when a high voltage is applied to the anode,

plasma is formed near the cathode and it is necessary to minimize its effect on the

operation mode of the magnetron. The setting time of the oscillations can be

reduced by lowering the Q-factor of the magnetron resonators. For this purpose, the

anode unit is not made of copper, but of materials with lower conductivity, for

example, stainless steel or invar.

Experiments have shown that the cathode plasma does not disrupt the mag-

netron’s operation until it completely covers the cathode–anode gap. The overlap

time is more than 100 ns.

Fig. 10.4 High-frequency

photoinjector of the

Cherenkov generator
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According to the synchronism conditions, the limiting electronic efficiency of a

relativistic magnetron can be estimated by the formula

ge ¼ 1�
2m0c

2

eU0

c2 � 1
� �

:

It follows from this formula that at U0 = 1 MV, an electron efficiency of about

70% can be obtained. The real efficiency of relativistic magnetrons is lower, since

they use a magnetic field with induction below the optimal value.

Figure 10.5 shows the design of a relativistic magnetron developed at the

Institute of Applied Physics at the USSR Academy of Sciences in the late 1970s. It

contains a graphite cold cathode 1, an anode 2 with 8 slot resonators, an irregular

waveguide segment 3, a vacuum window 4 and a solenoid 5. A feature of this

magnetron is the diffraction energy output which, in addition to the increasing

electrical strength, allows excitation of the operation wave mode in the output

waveguide (in this case, H41). For this purpose, the depth of the slots in the anode

unit decreases smoothly to zero toward the transition to the regular waveguide.

The magnetic system of relativistic magnetrons must provide the necessary value

of magnetic field induction which increases with increasing anode voltage. To obtain

the required induction, solenoids or superconducting magnets are usually used.

At the present time, the relativistic magnetron is the simplest and most reliable

device allowing the use of pulses at the gigawatt power level (Table 10.3).

Fig. 10.5 Relativistic magnetron
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Unfortunately, these devices cannot effectively operate at frequencies above

10 GHz because the dimensions of the anode unit become too small, causing

breakdowns and difficulties with heat removal.

Another type of relativistic magnetron is the MILO (Magnetically Insulated Line

Oscillator). It is basically a linear magnetron, see Fig. 10.6. The big difference

compared to an ordinary cylindrical magnetron is that the MILO does not require an

external magnetic field. The current itself generates an axial magnetic field that

prevents the electrons from short-circuiting the anode–cathode gap. To generate a

self-insulating magnetic field, an applied voltage of >500 kV is needed.

10.3 Free-Electron Lasers

10.3.1 Working Principle of Free-Electron Lasers

A free-electron laser (FEL) is an electronic device designed to amplify and generate

electromagnetic waves, mainly in the submillimeter and X-ray regions of the

Table 10.3 Parameters of relativistic magnetrons

Designer Number of

resonators

Wavelength

(cm)

Anode

voltage

(MV)

Output

power

(GW)

Pulse

width

(ns)

Efficiency

(%)

IAP RAS 8 3.3 0.57 0.5 20 15

Tomsk

Polytechnic

University (TPU)

6 10 1 10 30 43

CPI (Canada) 6 10 0.9 4.5 – 25

SLAC (USA) 6 10 0.36 1.7 20 36

Fig. 10.6 Scheme of the

MILO
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spectrum. A FEL working in the microwave band is often called a Free-Electron

Maser (FEM). The working principle of the FEL is based on the interaction of a

relativistic electron beam with a spatially periodic electric or magnetic field. In such

a field, electrons move along complex curvilinear trajectories, performing transla-

tional and periodic transverse motions.

In these devices, the kinetic energy of electrons is transferred to electromagnetic

wave energy due to their interaction with the transverse electric field component of

the wave, which propagates in the waveguide structure or in free space. This

process can be regarded as the forced oscillator radiation of an ensemble of elec-

tronic oscillators. Since the oscillators move in the longitudinal direction at

near-light speed, a strong Doppler effect is observed in the FEL, which greatly

increases the frequency of the radiation relative to the frequency of the electron

oscillations.

Periodic magnetic field action causes transverse periodic electron motion. Such

motion can also be achieved by means of counter propagating an electromagnetic

wave tagged as a “pump wave”. The frequency of this wave can be much lower

than the frequency of the generated electromagnetic wave.

FELs with a periodic magnetic field are sometimes called relativistic ubitrons,

since they use the principle of electron interaction with a wave field, first achieved

in a centimeter-band electronic device, called the ubitron.

10.3.2 The Ubitron—The Predecessor of the FEL

An ubitron (ubitron—Undulator Beam Interaction) is an amplifying electronic

device in which an electron beam interacts with a fast electromagnetic wave

propagating in a waveguide. The ubitron was first described by Phillips (USA) in

1960. Its design is represented schematically in Fig. 10.7. An electron gun 1,

creates and accelerates an electron beam. A waveguide system 3, with input 2 and

output waveguides 5, ensures the propagation of a fast wave. The magnetic system,

including permanent magnets 4, creates a periodic magnetic field distribution, and

is called an undulator or a wiggler. The electron collector 6, receives the electron

beam.

Figure 10.8 shows the undulator magnetic system formed by a number of

prismatic magnets. The arrows point in the magnetization direction of the prismatic

magnets. The function BxðxÞ in such an undulator is of a periodic nature and can be

approximated using the formula

Bx ¼ Bm sin
2p

b
z;

where b is the magnetic field period of the undulator; and Bm is the amplitude of the

magnetic field.
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The motion of electrons in the undulator field occurs along periodic trajectories,

as shown in Fig. 10.7. If we assume that the electron velocity component vy is much

smaller than the longitudinal velocity vz, then the following formulas can be

obtained for the velocity and displacement of electrons in the transverse direction:

vy ¼
e

m

Bmb
2

2pc
vz cos

2p

b
z; ð10:1Þ

y ¼
e

m

Bmb
2

4p2cvz
sin

2p

b
z; ð10:2Þ

where vz - avarage longitutional electron velocity, c is the relativistic factor.

The electromagnetic field with which the electron beam interacts has the form of

a traveling wave that propagates in a smooth waveguide with a phase velocity

vp[ c. The given ubitron uses a rectangular waveguide and H01 mode as the

working wave having a transverse component of electric field Ey. In this case, the

interaction of the beam electrons with the field occurs only because of the

Fig. 10.7 Scheme of Ubitron design

Fig. 10.8 An undulator
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transverse motion of the electrons. Thus, the ubitron belongs to the class of devices

with transverse interaction.

Transfer of the kinetic energy of an electron to field energy occurs only when the

interaction of the electrons and the field is ordered. In O-type travelling-wave tubes,

ordered interaction occurs due to the synchronous motion of electrons and the field

at approximate equality of electron velocity vez and phase wave velocity vp. (In

gyro-resonant devices, such an interaction occurs in the cyclotron resonance mode).

Since the electromagnetic wave propagates in the smooth waveguide with phase

velocity vp[ c, and velocity of the beam electrons vz\c, in the ubitron the syn-

chronism between the wave and the beam cannot occur in the exact meaning of this

term. At a phase velocity exceeding the beam velocity, vp[ vez, the wave slides

along the beam, ahead of its motion along the axis of the device. However, even in

this case, it is possible to find a wave and beam motion mode, where the interaction

between the field and the beam is ordered, and part of the beam’s electrons is

accelerated and part is decelerated.

This kind of interaction is ensured if in time Tb, while the electrons move a

distance equal to the period of undulator field b, the wave moves along the device’s

axis for a distance equal to

Dz ¼ vpTb ¼ bþ kg; ð10:3Þ

where kg is the wavelength (spatial period) of the HF electromagnetic field in the

waveguide.

We shall follow the motion of an electron that enters the regular part of the

undulator (plane z ¼ 0, Fig. 10.9) at time t0.

In accordance with formulas (10.1) and (10.2), the transverse coordinate of the

electron is y ¼ 0, and its transverse velocity vy is maximum, vy ¼ vm. We assume

that at this moment, the strength of the transverse field of the electromagnetic wave

reaches its amplitude value Ey ¼ Em (Fig. 10.9). The electron moves along the

modulator following a zigzag curve yðzÞ, the arrows on it show the direction and

relative values of the transverse velocity of the electron. At the point where the

electron enters the undulator, the transverse electric field has maximum value and

its direction coincides with the direction of the transverse velocity.

Hence, an electron experiences maximum deceleration in the electric field. The

electromagnetic wave shifts to the right at a speed greater than the speed of the

Fig. 10.9 Analysis of

electron beam motion in the

undulator
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moving electron, so the value of the transverse field acting on the electron gradually

decreases, but everywhere its direction coincides with the direction of the transverse

velocity. When the electron is at a distance from the entry point equal to a quarter of

the period of the undulator field ðz ¼ b=4Þ, the electromagnetic wave precedes it by

a distance equal to a quarter of the wavelength. At this moment, the field acting on

the electron is nullified and then changes direction.

Consequently, on the entire ascending part of the trajectory, up to plane z ¼ b=4,
the electron experiences deceleration. On the descending section of the trajectory,

the absolute value of the field increases, reaching a maximum on the z ¼ b=2 plane

and its direction coincides with the direction of the transverse velocity. Thus, on the

descending section of the trajectory, the electron again experiences deceleration.

Tracing the electron and field motion in section z ¼ b=2. . .b, it can be seen that here

again, the considered electron experiences deceleration and its transverse velocity

decreases.

We shall now consider the interaction between the electromagnetic field and the

electron entering the undulator later, when the field upon entrance assumes a

maximum negative value. We shall trace the electron and field motion during one

undulator period. Considering that the field moves ahead of the electron, it can be

established that throughout the entire undulator field period, the directions of the

field vectors and the transverse velocity are opposite. Consequently, the electron is

accelerated by the field, and its velocity increases.

Considering the motion of the electron entering the undulator in the intermediate

(zero) phase of the field, we find that the electron accelerates in certain parts of its

trajectory and decelerates in other parts. On average, for the period of the undulator

field, its velocity remains unchanged.

Thus, the analysis performed shows that the if condition (10.3) is satisfied, the

interaction between the beam and the field is of an ordered nature, in which, upon

moving along the undulator, part of the electrons increases its transverse velocity (is

accelerated), and part reduces it (is decelerated). Consequently, the condition

expressed by this formula can be regarded as a generalized condition of

synchronism.

The transverse velocity modulation of the electron beam, arising because of the

action of an alternating electric field, further leads to electron bunching. In the

observed case, the electron bunch is formed around the electron, which on average

does not change its velocity during the period of the undulator field. Gradually, both

electrons moving in front of it with a decreased velocity, and electrons moving

behind with an increased velocity, shift towards it.

The formation of such an electron bunch, however, does not lead to the effective

conversion of electron kinetic energy to field energy, since the electrons composing

the bunch, just like electron 2, will periodically accelerate and decelerate, eventu-

ally leading to a zero energy balance.

In order to effectively transfer energy from the electrons making up the bunch to

the alternating field, it is necessary for the bunch to gradually shift to the zone of

decelerating field. This is achieved by refusal of the exact synchronism mode

expressed by the formula (10.3).
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Assuming that Tb ¼ b=vz, we rewrite the synchronism condition as follows:

vz ¼ vpð1þ kg=bÞ
�1:

For effective energy exchange between the bunched beam and the field, it is

necessary for the beam velocity to be somewhat higher than the synchronous

velocity determined by this formula, i.e. vz[ vpð1þ kg=bÞ
�1
.

Ubitron prototypes had a pulse output power of 1.6 MW at a frequency of

16 GHz, and 150 kW at a frequency of 54 GHz, with an accelerating voltage of

150 and 70 kV respectively, and a beam current of 400 A. However, these devices

were abandoned since they had no advantages when compared to gyrotrons.

10.3.3 The FEL—Relativistic Ubitron-Self-Oscillator

The idea of using a relativistic electron beam and the Doppler effect to increase

radiation frequency was expressed in 1968 by Pantell and Soncini. The first device

using these phenomena and called the free-electron laser (FEL) was created in 1976

in Stanford. Later, the design and parameters of the FEL were quickly improved.

A scheme of the FEL device is shown in Fig. 10.10. It includes: an undulator

formed by a system of permanent magnets 3, an open Fabry-Perot resonator formed

by mirrors 2 and 4. Mirror 4 is translucent and part of the electromagnetic energy 5

stored in the resonator is radiated through it.

Electron beam 1 enters the undulator and exits it by special deflecting systems.

While moving through the undulator it interacts with the wave field of the open

resonator.

The resonator field forms a standing wave. Its boundaries are indicated in

Fig. 10.10 by dashed lines. The standing wave can be represented as the sum of two

traveling waves: direct (incident) and inverse, moving towards the electron beam.

The velocities of these waves are equal to the free space speed of light. At certain

values of electron beam velocity (energy), the distance between the mirrors and

other parameters of the FEL it will generate coherent radiation at a frequency that

Fig. 10.10 Scheme of the free-electron laser
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can be found from the synchronism condition of electron beam motion and a direct

electromagnetic wave determined by the above-mentioned formula (10.3).

We transform this formula, bearing in mind that in this case the direct wave

moves along the undulator axis at the speed of light vp ¼ c, and its spatial period is

equal to the wavelength in free space K ¼ k ¼ cT :

cðTb � TÞ ¼ b;

or, bearing in mind that b ¼ Tbvz, we find

2p

T
¼

2p

Tb

c

ðc� vpÞ
:

The value 2p=Tb is the angular frequency of electron beam oscillations in the

magnetic field of the undulator. We shall denote this frequency by symbol xb and

call it, in accordance with the adopted terminology, the “bounce frequency”

xb ¼ 2p=Tb. Considering that 2p=T ¼ x, the preceding formula can be rewritten

as follows

x ¼ xb

1

1� vz=c

or

x ¼ xb

1þ vz=c

1� ðvz=cÞ
2
¼ xbc

2ð1þ vz=cÞ: ð10:4Þ

This formula expresses the condition for electron and wave motion synchronism

and determines the frequency of the oscillations generated. At ultra-relativistic

electron velocities, it takes the following form x ¼ 2c2xb.

Two important practical consequences derive from the formula (10.4). First, it

implies that the frequency of the generated oscillations can be changed by changing

the velocity (energy) of the electrons, that is, electronic frequency tuning is pos-

sible. Secondly, for a given undulator period b, the frequency of the generated

oscillations will increase sharply when shifting to relativistic and ultra-relativistic

electron velocities.

Table 10.4 illustrates the last point. It shows frequency x, calculated by (10.4)

for b = 12 cm, which is equal to the ubitron undulator period described in

Sect. 10.3.2. The calculations show that the transition to relativistic electron

Table 10.4 Dependence of

FEL parameters on electron

energy

W (MeV) fb (GHz) c F (GHz) K (mm)

0.1 1.33 1.2 3 100

50 2.5 100 5 � 104 0.006

100 2.5 200 2 � 105 0.0015
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energies provides the possibility of generating electromagnetic waves from infrared

and visible portions of the spectrum without any reduction in the linear dimensions

of the main FEL parts.

10.3.4 Analysis of Radiation Processes in the FEL

The above expressions for the generated frequencies can be obtained directly, based

on the physical concepts of a radiating electron.

To analyze the radiation of electrons passing through the undulator, it is rea-

sonable to use a coordinate system moving along the undulator axis z together with

the electron at velocity vez. For brevity, we shall henceforth call this coordinate

system, the e-system. An observer in this coordinate system perceives the undulator

field as an incident electromagnetic wave field.

The components of this wave can be found by means of Lorentz transformations.

In the laboratory coordinate system (L-system), in which the undulator is at rest, the

field has only one component

Bx ¼ Bm sinð2pz=bÞ:

Applying the Lorentz transformation, we find that in a moving coordinate system

(e-system) the field will have both magnetic and electrical components:
и .x x y z xB B E v B′ ′= γ = γ

In the e-system, these fields vary in time at frequency x0
b defined by the fol-

lowing formula

x0
b ¼ 2pvz=b

0;

where b0 is the spatial period of the undulator field, calculated using Lorentz length

contraction: b0 ¼ b=c.
Considering that xb ¼ 2pvz=b, we obtain

x0
b ¼ 2pcvez=b

0 ¼ cxb:

Field E0
y, acting on the electrons that were initially at rest in the e-system, leads

to the buildup of their oscillations at frequency x0
b ¼ cxb. The oscillating electrons

create electromagnetic radiation at frequency x0 ¼ x0
b in the e-system. An observer

(receiver) in the L-system perceives its radiation as the radiation of a source moving

in relation to him. If the observer is located such that the radiation source is

approaching him at velocity vez, then according to the relativistic Doppler effect,

radiation frequency amounts to

x ¼ x0cð1þ vz=cÞ:
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Since x0¼ cxb, the expression for radiation frequency x is as follows

x ¼ xbc
2ð1þ vz=cÞ; ð10:5Þ

that corresponds to formula (10.4).

Thus, the motion of an electron in the undulator field results in its individual

(spontaneous) radiation at frequency x, the magnitude of which depends on the

velocity of the electron and the period of the undulator field.

If the FEL open resonator is tuned to frequency x, then radiation will accu-

mulate in it, and as a result a wave field is formed in the beam propagation zone. By

acting on the electrons in the beam, this field leads to their bunching (auto phasing)

and, as a result, to stimulated collective radiation at a frequency close to x.

Table 10.5 shows parameters of one of the FEL-self-oscillators.

10.3.5 FEL-Scattertron

The aforementioned electron radiation analysis shows that the effect of the undu-

lator field on electrons can be replaced by an equivalent electromagnetic pump

wave with relatively low frequency xp propagating towards the electron beam. If

the pump wave is linearly polarized and the electric field vector is parallel to the y-

axis, the effect of such a field on the electrons will be analogous to the effect of the

undulator field. Since the beam and the pump wave move towards each other, due

to the Doppler effect the frequency of the field oscillations in the e-system will be

Table 10.5 Parameters of an

FEL-self-oscillator
Electron beam

Beam energy (MeV) 43

Relativistic factor (c) 85

Pulse current (A) 1.3

Pulse duration (ps) 3

Spatial pulse length (mm) 1

Spatial pulse repetition period (mm) 25.4

Beam radius (mm) 0.25

Undulator

Undulator length (m) 5.3

Magnetic field period (cm) 3.3

Field amplitude (T) 0.23

Resonator and radiation parameters

Distance between mirrors (m) 12.7

Mirror curve radius (m) 7.5

Radiation wavelength (lm) 3.3

Radiation spot size (mm) 1.6
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x0 ¼ xpcð1þ vz=cÞ:

The action of the pump field leads to electron oscillation and radiation at the

same frequency x0. When this radiation is received in the laboratory system (L-

system) it will have the frequency

x ¼ xpc
2ð1þ vz=cÞ:

It should be noted that another explanation can be given for the process of

electron emission arising under the action of the pump wave. The emission can be

regarded as Compton scattering of the pump wave on moving electrons. Thus,

FELs, in which the pump wave is used instead of an undulator, are called scat-

tertrons (from “scatter”).

Usually FELs with a pumping electromagnetic wave are used in a two-section

laser, as shown in Fig. 10.11.

The laser includes the following elements and assemblies: an electron gun 1, an

acceleration system 2, two laser sections 3 and 4, mirrors of the open resonator 5

and 6, a deceleration system 7 and an electron collector 8.

The laser section 4, containing the undulator, is used to generate primary elec-

tromagnetic radiation at frequency xp ¼ xbc
2ð1þ vz=cÞ. This radiation is used as a

pump wave in laser section 3, which ensures the generation of output radiation

(signal radiation) at frequency

x2 ¼ x1c
2ð1þ vz=cÞ

2 ¼ xbc
4ð1þ vz=cÞ

3: ð10:6Þ

The deceleration system and the electron collector ensure energy recovery and

electron capture from the used electron beam.

It can be deduced from formula (10.6) that a two-section FEL actually enables

generation of radiation ranging from infrared to visible portions of the spectrum at

lower electron beam energies (velocities) than a single-section FEL.

10.3.6 High-Current FEL

High-current FELs are designed to generate high-power electromagnetic waves in

the millimeter and submillimeter wavelength bands. One type of FEL represents a

Fig. 10.11 Free-electron

laser with electromagnetic

wave pumping
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combination of a backward-wave tube and a FEL using a common electron beam.

The FEL device, schematically shown in Fig. 10.12, includes the following units

and elements: an electron gun 1, a FEL cavity section 2, an electrodynamic

backward wave system 3 and an output window 4.

The Center for the Study of terahertz emissions and technologies at the

University of California in Santa Barbara (USA) has three FELs with different

parameters. The parameters of a millimeter band FEL are given as an example:

• electron energy—up to 6 meV;

• beam current—2 A;

• type of accelerator—electrostatic;

• radiation wavelength—2.5 mm–338 µm;

• output power—1–15 kW;

• pulse duration—1–6 µs.

The appearance of this FEL is shown in Fig. 10.13.

10.3.7 X-Ray Free-Electron Laser

X-rays are electromagnetic radiation with a wavelength of k = 10–10−3 nm. The

creation of high-power coherent X-ray radiation sources enables the study of

complex biomolecular and material structures at the atomic level, the dynamics of

molecule formation during chemical reactions, as well as the creation of new

materials and nanostructures. Ultrashort pulses of coherent X-ray radiation allow us

to literally see the stages of molecular and atomic processes in materials and

biomolecules.

Free-electron lasers can be the source of such radiation. Initially, the develop-

ment of lasers for this wavelength range faced two specific problems. It turned out

that the classical version of a laser—a generator with an open resonator formed by

mirrors—is not suitable in this case, since the radiation is of a penetrating type and

it is impossible to create a resonator—an effective energy store. The laser amplifier

requires a coherent input signal to operate. Since there is no source of coherent

radiation in this wavelength range, this option turned out to be impractical.

Modern lasers developed for the generation of coherent X-ray radiation (X-ray

lasers) use an idea expressed 30 years ago by Russian scientists from the Budker

Fig. 10.12 High-current FEL
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Institute of Nuclear Physics in the Siberian Branch of the Russian Academy of

Sciences (BINP SB RAS). According to this idea, free-electron lasers with long

undulators can be excited and switched to coherent radiation mode due to primary

spontaneous emission of electrons. This idea found experimental and theoretical

confirmation.

In accordance with modern concepts, self-excitation of the FEL occurs as fol-

lows. It is assumed that the FEL is tuned to generate X-rays of a certain wavelength.

Spontaneous emission of electrons occurs at the initial portion of the undulator,

caused by their motion along curvilinear trajectories. The radiation is directed along

the undulator axis and is concentrated in a small solid angle. Since the length of the

packet is much larger than the wavelength of the radiation, and the charge is

uniformly distributed along its length, the total radiation of the electrons forming

the packet is initially incoherent and has low intensity. Radiation propagates along

the undulator at a speed exceeding the longitudinal velocity of the electrons and

outruns electrons moving along curvilinear trajectories. As a result of this effect,

Fig. 10.13 The University of

California FEL
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further motion of electrons occurs both under the influence of the magnetic field of

the undulator and the field of spontaneous emission.

The key moment determining the nature of the interaction of electrons with the

field is the coincidence of the spontaneous emission frequency determined by (10.5)

and the frequency ensuring the synchronism of electron motion and the field (10.4).

With this type of motion, part of the electrons forming the bunch accelerates and

another part decelerates, whereby the electrons become velocity modulated (or mass

modulated for an electron velocity close to the speed of light).

Such a modulation ultimately leads to the bunching of electrons and the for-

mation of electron groups (micro-packets) with an axial extension that is substan-

tially smaller than the wavelength of spontaneous emission. Therefore, the radiation

of electrons forming a micro-packet occurs synchronously, coherently, and has high

intensity.

The micro-packet formation process takes a finite time and is realized over a

large number of undulator periods. Therefore, FELs using the principle of

self-excitation, have long undulators with a large number of periods.

One of the first X-ray FELs was built at the BINP. This complex setup consists

of an electron gun, an accelerator-recuperator, an undulator, an optical system

including an open resonator, a radiation output channel, a radiation distribution

system for user stations and a FEL parameter monitoring system. The open res-

onator circuit of this device is shown in Fig. 10.14. Some parameters of the first

stage FEL are listed in Table 10.6 and a general view of this installation is shown in

Fig. 10.15.

The introduction of the second and third stages allowed an increase in the

average radiation power to 10 kW and enabled the supply of three FELs with

different parameters from one accelerator.

Fig. 10.14 Scheme of the Novosibirsk FEL open resonator

Table 10.6 FEL parameters

Beam energy (MeV) 12

Repetition rate (MHz) 11.75

Average current (mA) 20

Average laser emission power (W) 400

Wavelength range (µm) 120–235

Relative spectrum width (%) 0.3
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Another FEL example is the European X-ray laser XFEL, being built in Germany

with the participation of several European countries. The laser is a complex engi-

neering structure, located in an underground tunnel 3.5 km long. It includes the

following main assemblies: a photoinjector, a linear electron accelerator, an undu-

lator, an open resonator and an energy recuperation system for the spent electron

beam. It began to work in September 2017, and the cost of the project amounts to

1.23 billion euros. Figure 10.16 shows the device in the tunnel where it is located.

Photoemission occurs by irradiating the photocathode with short pulses of an

optical laser. The pulse duration is a few dozen femtoseconds (1 femtosec-

ond = 10−15 s). The pulse is synchronized with the alternating field of the resonator

and is applied when the electric field near the photocathode surface is accelerating

and reaches its maximum value. Electrons accelerated by the field form a pulse

(packet) of electron current, which enters the accelerator.

The photo-injector is a three-dimensional microwave resonator in which a

photocathode is embedded. The resonator is excited from an external microwave

source and an alternating electric field, used to accelerate the electrons emitted by

the photocathode, forms within.

A Linear accelerator is formed by a system of resonators separated by transit

tubes. The resonators are excited by external microwave radiation sources—pow-

erful pulsed klystrons.

The European X-ray laser XFEL uses superconducting resonators made of

niobium and cooled to a temperature of 4.2 K. The use of superconducting res-

onators allows a sharp reduction in the resonators’ power supply. The length of the

accelerator section of the XFEL is about 1.7 km.

Fig. 10.15 General view of the Novosibirsk FEL
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The electron pulse (packet) accelerates while passing through the gaps of the

resonators under the influence of an alternating field and its velocity and energy

increase to the values necessary for the generation of X-rays.

The XFEL undulator consists of permanent magnets and works in the

self-excitation mode due to the initial spontaneous emission of electrons. The length

of the undulator is about 200 m. The undulator is placed between the open res-

onator mirrors. The undulator parameters make it possible to obtain powerful

coherent X-ray radiation with a wavelength of up to 0.1 nm. The main parameters

of the XFEL are given in Table 10.7. It is assumed that the brightness of the X-ray

pulse will be 109 times greater than that of existing sources. This will allow us to

Fig. 10.16 The XFEL

Table 10.7 XFEL

Parameters
Parameters Value

Electron energy (GeV) Up to 17.5

Radiation wavelength (nm) 0.06–6

Pulse duration (fs) 100

Pulsed radiation power (GW) 120

Average radiation power (W) 300–800

Pulsed radiation brightnessa 5 � 1033

Average radiation brightness 1.6 � 1025

aBrightness in terms of the number of photons per second on

1 mm2 in solid angle 1 mrad2 in the frequency band 0.1% from

the central frequency

306 10 Relativistic Microwave Devices



study new effects of the interaction of hard X-rays with matter, the structure of

organic and inorganic molecules and to conduct other experimental studies.

The Free-electron laser is perhaps today’s ideal tool for nanotechnology. It is

able to record the processes that occur in the nano-world, at the atomic level.

10.4 Vircators

10.4.1 Virtual Cathode Effect

Let us consider a virtual cathode when an electron beam is injected into a cylin-

drical metal channel. We assume that length of the channel l greatly exceeds its

radius a, l � a. The ends of the channel are considered to be closed by

electron-permeable grids. We assume that transverse motion of electrons in the

channel is frozen by a strong longitudinal magnetic field. As the channel is filled

with the electron beam, the potential inside the channel decreases due to the action

of the beam space charge. Gradually, over a time interval approximately equal to

twice transit time of the electrons, a stationary potential distribution with a mini-

mum in the middle channel plane is established. The electron beam passes through

the channel and is deposited on the collector. The decrease in potential in the

channel depends on the value of the injected current, increasing proportionally with

current value. When an injection current becomes equal to some space charge

limiting current, the minimum of the potential on the channel axis abruptly drops to

zero and its position shifts toward the inlet end of the channel. The transit of the

electron beam through the channel is broken, part of the electrons are reflected and

moves to the inlet end of the channel. Such a state is known as a “virtual cathode”

in the channel with the electron beam.

In the case when the injection current exceeds the limiting (critical) value from

the beginning, the virtual cathode formation pattern is substantially different. When

the channel is filled with electrons, the potential in the near-axis region of the

channel falls to zero and become negative even before that part of the electrons

reaches the outlet end of the channel. The potential minimum is located near the

inlet end of the channel and its value varies periodically in time. A dynamic virtual

cathode mode appears in the channel. Normal electron beam flow through the

channel is broken, part of the beam electrons is reflected from the potential mini-

mum and moves in the opposite direction towards the inlet end of the channel.

To estimate the value of the limiting (critical) current Icr in a cylindrical channel

(under condition l � a) the following approximate formulas can be used:

For beams with relativistic velocities v � c the Bogdankevich-Rukhadze inter-

polation formula is valid:

Icr ¼
17:103ðc2=3a � 1Þ3=2

G
;
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where ca is the relativistic factor calculated for the accelerating voltage Ua,

ca ¼ 1þ 1:96� 10�6Ua; G ¼ 1þ 2 ln ðb=aÞ, a is the channel radius, and b is the

electron beam radius.

For beams with low velocities v � c:

Icr ¼ 32:4Kðb=aÞU3=2
a ;

where Kðb=aÞ is the coefficient depending on the ratio of the radii of the electron

beam b and the channel a (Table 10.8).

It is important to note that the virtual cathode mode can arise when an electron

beam is injected not only into a cylindrical channel, but also into a metal cavity of

different configuration.

The virtual cathode phenomenon is used in devices designed to generate elec-

tromagnetic waves in the microwave band, called vircators.

10.4.2 Types and Parameters of Vircators

There are two groups of vircators. Powerful impulse relativistic vircators with an

electron beam power in pulses reaching tens and hundreds of megawatts, and

vircators with a moderate electron beam power, using low accelerating voltages and

comparatively small currents.

Relativistic vircators.

There are experimental and measured data to indicate the existence of two

mechanisms for the generation of microwave radiation. One of them is related to the

oscillations of electrons reflected from the virtual cathode in the virtual cathode–

anode–cathode space of the electron gun. This type of oscillations is analogous to

the oscillations of electrons in a triode with a large positive potential of control grid

(Barkhausen-Kurz oscillations). Another mechanism of oscillations is due to the

vibrations of the virtual cathode.

Vircators, using the first generation mechanism, are sometimes called “triodes with

a virtual cathode”, and those based on the second mechanism are called “reditrons”.

In triode with a virtual cathode type of vircators (Fig. 10.17), the electrons

emitted by the cathode 1 accelerate in the cathode–anode electrode space of the

electron gun 2 and enter the cavity 4 through the hole into anode 3 covered with a

grid.

If the electron beam current exceeds the space charge limiting current, a dynamic

virtual cathode 5 is formed in the cavity of the resonator. Part of the beam electrons

Table 10.8 Value of

coefficient K
b/a 0.8 0.6 0.4 0.2

K 0.5 0.33 0.22 0.15
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is reflected from the virtual cathode region and while passing through the anode

electrode hole, it enters the anode–cathode gap. Moving in the deceleration field,

the electrons lose velocity, turn back and enter the cavity of the resonator through

the anode hole once more, where they can be reflected again from the virtual

cathode. Thus, the motion of the reflected electrons is of an oscillatory nature.

When the E-mode oscillation frequency of the resonator is close to the frequency

of electron oscillations, oscillations are excited in the resonator.

The energy effect of electron interaction with the alternating resonator field

depends on the transient phase. If the electrons entering the resonator meet the field

in the decelerating phase, they transfer part of their energy to the field, decelerate

and turn back. When returning, depending on the transient phase, transient time and

the resonator oscillation period, they can again transfer their energy to the resonator

field.

The electrons that first enter the resonator in the accelerating phase of the

alternating field increase their kinetic energy. They can overcome the potential

barrier created by the virtual cathode and drop out of the interaction process,

leaving the resonator.

Among the electrons reflected from the virtual cathode, there are electrons

accelerated by the alternating field the kinetic energy of which is sufficient to

overcome the difference in cathode–anode potentials of the gun and to land on the

cathode. Such electrons also drop out of the interaction with the alternating field.

Thus, in a triode with a virtual cathode, there is a mechanism of selection (sorting)

of electrons, that ensures the removal of electrons taking energy from the alter-

nating field.

Analysis shows that along with the selection mechanism, there is an electron

bunching process around favorable phase electrons, that transfer their energy to the

field. These two processes ensure the conversion of the electron beam energy into

electromagnetic oscillations energy and the generation of microwave radiation. The

latter exits the resonator through diffraction window 6 into outlet waveguide 7. The

parameters of the Tomsk Polytechnic University vircator (Table 10.9) can be used

as an example to illustrate the possibilities of this type of vircator.

In reditron type of vircators (Fig. 10.18, references on this figure have the same

values as in Fig. 10.17), the electrons reflected from the virtual cathode do not enter

the cathode–anode gap of the device. For this purpose, a long-distance channel is

Fig. 10.17 A triode with a

virtual cathode
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used. The reflected electrons are deposited on the walls of this channel. Upon

energy exchange with the alternating field of the resonator, only electrons coming

through the channel from the electron gun are involved. An Output power of

250 MW was obtained for such a vircator with the following electrical parameter

values: accelerating voltage 800 kV, pulse current 30 kA, pulse duration 80 ns, and

energy conversion efficiency 1%.

Vircators generate powerful microwave radiation in a wide frequency range and

make electronic frequency tuning possible. The disadvantages of the devices are

low efficiency, instability of frequency and output power level within the pulse, as

well as from one pulse to another.

In order to overcome these shortcomings, several devices were proposed, with a

more complex electrodynamic system. These include, in particular, a vircator with a

pre-modulated electron beam, called a vircator-klystron (Fig. 10.19).

In addition to a main resonator 4 with virtual cathode 5, the electrodynamic

system of this device includes an additional resonator 3, which is connected to the

main resonator via the coupling gap. Frequency tuning in the electrodynamic

system occurs with the help of plungers 8, one of them serving to change the

resonator coupling degrees.

When resonators are tuned to frequencies close to the oscillation frequency of

the virtual cathode, an alternating voltage appears at resonator gap 3 to

pre-modulate the electron beam. Calculations and experiments show that the effi-

ciency of pre-modulated vircators increases to 10%. Also, frequency stability along

the pulse, and from one pulse to another is improving. With a pulse duration of

25 ns, an output power of 1 GW in the decimeter wavelength band was obtained.

Table 10.9 Parameters of

the triode type of vircators
Accelerating voltage (kV) 600

Pulse current (A) 20

Pulse duration (ns)

Emission power (MW) 500

Duration of emission pulse (ns) 80

Emission frequency (GHz) 3

Energy conversion efficiency (ECE) (%) 5

Fig. 10.18 Scheme of a

reditron
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10.4.3 Low-Voltage Vircators

Low-voltage vircators can serve as noise-like signal generators with different power

levels in a wide band of centimeter and millimeter wavelengths. Such generators

can be used in electronic warfare and radar systems, communication systems based

on chaotic signals, industrial process units and medicine.

Unlike relativistic vircators, these devices operate at low current values and

accelerating voltages, both in pulsed and continuous modes.

To reduce the space charge limiting current value, in the cavity where the virtual

cathode is formed, an additional electrode (for example, a grid or an annular

electrode) is introduced, and its adjustable potential is lower than the potential of

the cavity shell. Such an electrode reduces the potential in the cavity space and

leads to an additional electron deceleration, thus contributing to the formation of a

virtual cathode for a lower electron beam current value. In addition, by regulating

the potential of this electrode, it is possible to change the amplitude and frequency

band of chaotic oscillations, from narrowband, close to single-frequency, to chaotic

bands with a bandwidth of the order of an octave. The low-power vircators of this

group operate with accelerating voltages not exceeding several kilovolts and cur-

rents not exceeding one ampere.

10.5 Gyrocons and Magnicons

A gyrocon is a relativistic electronic device with circular electron beam scanning.

This device was proposed by Academician Budker in 1967. Figure 10.20 shows the

schemes of two gyrocone types.

An electron gun 1 creates an electron flow that is injected into a cylindrical

resonator 2 excited by external source 3. TM110 mode with rotating electromagnetic

field is excited in resonator.

Fig. 10.19 Vircator with a

premodulated electron beam
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This field has a transverse magnetic field maximum and a longitudinal electric

field node on the resonator axis. Electrons passing through the resonator get an

impulse directed from the axis of the resonator under the action of the magnetic

field. Impulse direction varies in accordance with the change in azimuthal orien-

tation of the magnetic induction lines. Electrons deflected at angle a0 pass through

the electrostatic deflection system 4, where their trajectories are corrected and

become parallel to the axis of the device. The electron beam formed in this way

rotates continuously in the azimuthal direction.

In the first device (Fig. 10.20a), electrons transfer through the outlet resonator

parallel to the axis, exciting a rotating field of TM110 type and transfer their energy,

which is output from the resonator into load 6. A ring gap is made for the flow of

electrons in the resonator cavities. After interaction, electrons drop into the collector

7. Compensating magnets 8 serve to preserve the rectilinear motion of electrons in

the resonator.

In the second gyrocone type (Fig. 10.20b), before entering the resonator, the

electron beam is deflected by 90°. The output resonator 6 is formed from a

waveguide folded into a ring. Ring gaps are cut in the wide walls for the electron

beam to pass through.

The point of entrance of the beam into the resonator moves along the annular

gap with angular velocity _h, numerically equal to the circular oscillation field

frequency of the inlet resonator: _h ¼ x. The electron beam excites a traveling wave

of TE10 type in the resonator. Interacting with the electric field of this wave, it

transmits part of its kinetic energy to the resonator field and enters the collector 7.

Energy exits the resonator through waveguide 6.

A fundamental feature of gyrocones is the absence of electron velocity modu-

lation by absolute value and subsequent bunching. The electron current entering the

Fig. 10.20 Gyrocones schemes a—with an axial beam, b—with an radial beam
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annular gap of the output resonator remains constant and does not depend on the

azimuthal position of the beam. In this case, energy transmission from the electron

beam to the resonator field is possible because the electron entry point into the

resonator moves synchronously with the displacement of its maximum decelerating

phase and all the electrons crossing the resonator experience only the braking effect

of this field. Such a mechanism for converting the kinetic energy of the electron

beam into the energy of an alternating field makes it possible to expect the elec-

tronic efficiency to tend to 100%. The parameters of gyrocones developed at the

BINP and at the Los Alamos National Laboratory in the USA (LANL) are listed in

Table 10.10.

Theoretical and experimental studies of gyrocones have revealed a number of

inherent limitations that prevent the advancement of these devices into the short-

wave region. These include overheating and breakdown of resonators due to a

reduction in their dimensions, the complexity of passing a long beam through

narrow slots without magnetic support and the associated limitations of perveance

and beam current.

These restrictions were mostly reduced in a device invented under the leadership

of Academician Budker at the INP in 1982 and called a magnicon.

Figure 10.21 shows a scheme of the first magnicone. The device works as

follows: an electron gun creates an electron beam that enters the input cavity excited

by an input signal. Oscillations are induced in the resonator in the form of a wave

traveling along the azimuth. Transverse electric field deflects the electron beam

from the device axis. The passive resonator coupled to the input cavity enhances

this deflection. The input and passive resonators are in a longitudinal magnetic field,

which causes the electrons to move along spiral trajectories. The induction value of

the magnetic field is chosen such that the frequency of electron rotation (gyro-

magnetic frequency) coincides with the input signal frequency.

The “twisted” electron flow enters the output resonator and induces an oscilla-

tion with a field that rotates in azimuth with signal frequency x. The oscillation

phase is automatically set in such a way that the electrons give up their rotational

kinetic energy to the resonator field. Resonator energy is transferred to the load and

the spent electrons hit the collector.

Table 10.10 Parameters of gyrocones

Parameter Gyrocone

FIRST Cont. Imp. Imp. Imp. LANL

Developer INP INP INP INP LANL

Operational frequency (MHz) 430 182 430 7000 450

Power (MW) 0.6 0.4 65 60 0.15

Pulse duration (µs) 20 – 10 0.7 50

Voltage (kW’) 320 240 1600 1200 82

Efficiency (%) 65 60 75 26 23

Gain (dB) 7 17 26 60 –
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Due to the magnetic field, the electron beam does not spread out sideways and

retains a small radius. The output resonator can be long, since electron and res-

onator field interaction remains synchronous for a long time. As a result, the electric

field strength and enegy losses in the resonator decrease. These magnicone features

make it possible to significantly increase their operating frequency while main-

taining high output power and efficiency. As an example, Table 10.11 shows the

parameters of a 3-cm band magnicone developed at the National Naval Research

Laboratory (USA), to supply the accelerator. This device is shown in Fig. 10.22.

This magnicone operates on the second harmonic of the input frequency.

Fig. 10.21 Scheme of a

magnicone

Table 10.11 Parameters of the NRL magnicon

Operational frequency (GHz) 11.424

Output power (MW) 66

Efficiency (%) 63

Pulse duration (µs) 1

Repetition frequency (Hz) 10

Gain coefficient (dB) 62

Accelerating voltage (kV) 500

Beam current (A) 210

Beam diameter (mm) 1.5

314 10 Relativistic Microwave Devices



Advancement Questions

1. Describe the design features of relativistic klystrons.

2. Describe the electron grouping process in a rotary magnetic field.

3. Describe the structure and working principle of a relativistic BWT-TWT.

4. Describe a relativistic Cherenkov generator, its working principle and

parameters.

5. Describe the structure and working principle of a relativistic magnetron.

6. Describe the working principle of a free-electron laser.

7. Describe the structure and working principle of a ubitron.

8. Formulate the synchronism conditions in the ubitron.

Fig. 10.22 Magnicone at the US Naval Research
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9. Describe the structure and working principle of the FEL.

10. What factors determine the frequency of FEL radiation?

11. Describe the structure and working principle of the scattertron FEL.

12. Describe the design features of a high-current FEL.

13. Describe the design and working principle of an X-ray FEL.

14. Describe the phenomenon of a virtual cathode. Under what conditions does it

arise?

15. Describe the structure and working principle of the triode type relativistic

vircator.

16. Describe the structure and working principle of the reditrone vircator.

17. Describe the structure and working principle of the gyrocone. What kind of

oscillation is used in the scanning resonators of these devices?

18. Why do gyrocones not work at frequencies above 10 GHz?

19. Describe the structure and working principle of the magnicone. What role does

the longitudinal magnetic field play in these devices?
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Part III

Semiconductor Microwave Devices



Chapter 11

Key Functional Elements

of Semiconductor Microwave Devices

11.1 Elements of the Electronic Band Structure

Before considering the processes in semiconductor devices, we shall remind the

reader some solid-state physics concepts. Electrons in a solid have different ener-

gies. Since electrons are attracted by positively charged lattice ions, their energy in

a solid is less than the energy of electrons at rest in vacuum, which is generally

assumed to be zero. With such a choice of reference point, the energy of electrons in

a solid is negative.

The probability that a state with energy W is occupied by an electron is deter-

mined by the quantum function of the Fermi-Dirac distribution

f ðW ; TÞ ¼
1

eðW�WFÞ=ðkTÞ þ 1
; ð11:1Þ

where T is the lattice temperature; and WF is the Fermi energy (level). It is also

called the chemical potential.

It follows from expression (11.1) that at any temperature, the probability that the

Fermi energy level to be occupied is 1=2 and the maximum energy of an electron in

a metal at absolute zero temperature is equal to the Fermi energy. Quantum systems

described by the Fermi-Dirac function are called degenerate.

At sufficiently high energies W �WF � kT the unit in the denominator (11.1)

can be ignored. Then

f ðW ; TÞ � eWF=ðkTÞe�W=ðkTÞ: ð11:2Þ

Function (11.2) is known as a classical distribution function, or the Boltzmann

function. The graphs of the quantum and classical distribution functions for the

Fermi energy W ¼ �2 eV and temperature 1000 K are shown in Fig. 11.1. It can

be noted that at an energy equal to the Fermi energy, these functions differ by a
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factor of two, however, at an energy of 0:75WF , there is practically no difference

between them.

The thermodynamic electron work function U from the solid-state is equal to the

work required to transfer the electron from the Fermi level to level W0 ¼ 0 (in

vacuum), therefore

U ¼ �WF : ð11:3Þ

According to the band theory, electrons in a solid-state can only have certain

energy values located inside the so-called energy bands. Each electron pair in such

a band occupies a separate energy level in accordance with the Pauli principle. The

number of these levels in each band is finite. If all levels in a given band are

occupied, the electrons in that band cannot move on macroscopic distances, since

they cannot change their velocity and energy. Therefore, only the electrons in the

partially filled bands contribute to the conduction current. In this case, if the band is

almost filled, the displacement of the vacant position in the electron sheath is

equivalent to the displacement of a positively charged particle (hole) in the opposite

direction. Therefore, in solid bodies, there are two types of charge carriers: electrons

and holes.

A rough approximation shows two energy bands (or zones) in the solid—the

lower band (valence) and the upper - conduction band (Fig. 11.2). The electron

energy in this diagram increases from the bottom up and the energy of the holes is

from the top down. At absolute zero, the valence band is completely filled and the

conduction band is not filled (empty). As temperature rises, free electrons appear in

the conduction band, and holes appear in the valence band. As a result, an electric

current can flow in the material. In a number of materials, the valence band and the

conduction band intersect. In such a unified band, there are always free energy

levels and the material conducts electric current at any temperature. Such materials

are called conductors. These include, for example, all metals.

In other materials, the valence band and the conduction band are seperated a gap—

the forbidden band (bandgap). In pure (intrinsic) semiconductors and dielectrics, the

Fig. 11.1 Fermi-Dirac and

Boltzmann distribution

functions
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Fermi level is in the middle of the forbidden band (Fig. 11.2). In order to pass into

the conduction band, the electrons need to have energy not less than the width of

the forbidden band. Therefore, at low temperatures, such materials have a high

resistivity. Depending on the width of the band gap, they are called dielectrics or

semiconductors. The difference between these materials is purely quantitative. If the

width of the forbidden band is less than 2–3 eV, the material is called a semi-

conductor, otherwise it is a dielectric. Recently, semiconductor electronics has been

using materials with a wider band gap (up to 5.5 eV ), which are called wide-band

semiconductors.

The concentration of free charge carriers in the valence band, and in the con-

duction band of the semiconductor are given by the following formulas:

n ¼ 2
2pm�

ekT

h2

� �3=2

exp �
Wc �WF

kT

� �

; ð11:4Þ

p ¼ 2
2pm�

pkT

h2

� �3=2

exp �
WF �WV

kT

� �

: ð11:5Þ

In these formulas, m�
e ; m

�
p are the effective mass of electrons and holes,

respectively, h is the Planck constant, Wc; WV are the energies of the conduction

band bottom and the valence band top respectively (Fig. 11.1).

Since in an intrinsic semiconductor, each electron passing from the valence to

the conduction band due to thermal excitation (generation), leaves a hole behind

itself, the electron and hole concentrations in the intrinsic semiconductor are equal.

It follows that the Fermi level of an intrinsic semiconductor lies approximately in

the middle between the bottom of the conduction band and the top of the valence

band.

The concentrations of electrons and holes satisfy the following condition

Fig. 11.2 Band diagrams of

a metal and a semiconductor
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np ¼ n2i ¼ NcNVe
�Wg=ðkTÞ;

where Nc; NV are the effective densities of states in the conduction band and the

valence band respectively. The greater the width of the forbidden band and the

lower the temperature, the lower the carrier concentration will be. At room tem-

perature, electron and hole concentrations are small, hence, an intrinsic semicon-

ductor has a low conductivity at this temperature.

Semiconductor doping with various impurities changes their band diagram and

the position of the Fermi level. There are donor impurities in which atoms have an

“extra” electron that is easily detached from the neutral atom (ionizing it) and

acceptor impurities having a vacancy (absence of an electron). The electrons of the

impurity atoms are located at additional energy levels within the forbidden band.

The donor levels are located closer to the bottom of the conduction band, while the

acceptor levels are closer to the top of the valence band.

If the distance from the impurity level to the bottom (top) of the nearest

band DW is greater than kT, the level is called deep. At working temperature T, it is

weakly ionized and almost does not change the carrier concentration in the corre-

sponding band. If DW\kT , the impurity level is called shallow. At working

temperature, it is almost completely ionized, and as a result, the carrier concen-

tration in the semiconductor increases and becomes weakly temperature dependent.

Impurities that form shallow levels are actually the ones used in semiconductor

electronics. The volume of semiconductor device production with this material

largely depends on the possibility of creating shallow impurity levels in it and the

degree of technological development for their implementation.

In a semiconductor doped with a donor impurity (n-type semiconductor), the

concentration of electrons in the conduction band is approximately equal to the

concentration of donor atoms: nn0 ¼ Nd þ pn0 and much higher than the concen-

tration of holes in the valence band pn0 . Electrons in this case are called the majority

carriers and the holes are minority. The Fermi level in this semiconductor is shifted

to the bottom of the conduction band.

In a semiconductor with an acceptor impurity (p-type semiconductor), the

majority charge carriers are holes and their concentration pp0 ¼ Na þ np0 , where Na

is the concentration of acceptor impurity. The concentration of electrons np0 is

much less than the concentration of holes. These carriers in the p-semiconductor are

minority carriers. The Fermi level is shifted to the top of the valence band.

Along with the processes of carrier generation (formation of electron-hole pairs),

the inverse process, that is the recombination of carriers, also occurs in the semi-

conductor, and as a result, the free electron and hole disappear. Recombination

causes the excess concentration of minority carriers created at a certain instant of

time to decrease and tend to equilibrium as the generation and recombination

processes counterbalance each other. The recombination process is defined by the

lifetime of excess minority carriers se;h, for which their concentration de-

creases by a factor of e.
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The characteristic length of the region, where recombination occurs, is deter-

mined by diffusion and is defined by the following expression

L0e;h �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

De;hse;h
p

;

where D is the diffusion coefficient. Value L0e;h is called the diffusion length.

11.2 Semiconductor Materials for Microwave Electronics

11.2.1 Common Semiconductor Materials

The parameters and application field of a semiconductor device are largely deter-

mined by the semiconductor material used for the device’s structure. A wide variety

of semiconductor materials is used in modern semiconductor electronics, but only

some of them are used in microwave devices (Table 11.1). Figure 11.3 compares

field-velocity characteristics of commonly used materials.

Silicon (Si) is traditionally used in semiconductor diodes and transistors of

relatively low power and with relatively low limiting frequencies (up to 10 GHz).

Group V elements are used as donor impurities to silicon: phosphorus (P), arsenic

(As), and antimony (Sb).

Group III elements are used as acceptor impurities: gallium (Ga), indium (In),

aluminum (Al), and boron (B). The most commonly used are phosphorus and

Table 11.1 The main parameters of some semiconductor materials

Item

No.

Material parameter Unit of

measurement

Material

Si C

(Diamond)

4H-SiC GaAs GaN InP

1. Width of the

bandgap, Wg

eV 1.12 5.45 3.26 1.42 3.4 1.34

2. Critical field

strength, Ec

kV=cm 300 10,000 2200 400 3000 350

3. Electron mobility at

300 K, le

cm2=ðVsÞ 1500 480 900 8500 1000 5000

4. Hole mobility at

300 K, lp

cm2=ðVsÞ 600 1600 – 400 200 200

5. Saturation velocity,

ve � 10
�5

m=s 1.0 1.5 1.5 1 2 2.2

6. Heat conductivity, k W=ðmKÞ 1.5 22 4.9 0.5 1.5 0.68

7. Relative dielectric

permeability

- 11.9 5.5 10.1 12.5 9.5 12.4

8. Maximal work

temperature, Tmax

�C 100 500 300 150 400 100
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boron. Production technology of these devices is well-established and silicon itself

is the cheapest semiconductor. Therefore, the use of silicon devices and microcir-

cuits is more appropriate, if technically possible.

Gallium arsenide (GaAs) is today the most widely used material for manufac-

turing microwave diodes and transistors, although such devices cost more than

silicon ones. Silicon (Si) is often used as a donor impurity, while zinc (Zn) and

tellurium (Te) are used as acceptors. However, the relatively small width of the

forbidden band does not allow the creation of high power devices made of GaAs.

Wide-band GaN and SiC semiconductors are rapidly gaining a leading position in

microwave semiconductor electronics. The high saturation velocity in these mate-

rials allows the creation of transistors with a limiting frequency of up to 100 GHz.

High heat conduction combined with high breakdown strength of the electric field,

especially of silicon carbide, opens the way to the creation of devices with an output

power of up to several hundred watts in a frequency range of up to 10 GHz.

Silicon (Si) as a donor impurity and magnesium (Mg) as an acceptor impurity

are used for the doping of gallium nitride. Nitrogen and phosphorus are used as

donor impurities for silicon carbide, while boron, aluminum, gallium and vanadium

are used as acceptors. We note that electrons in GaN have a negative differential

mobility, so this material can be used to create Gunn diodes. However, the tech-

nology of producing devices based on gallium nitride and silicon carbide is not

sufficiently developed yet.

The unique properties of diamond allow the creation of powerful high-frequency

transistors based on this material. Boron is used as an acceptor impurity for dia-

mond. Conductivity of n-type is obtained by introducing boron, but an impurity

level lies deep and carrier mobility is very small because of a large number of

defects in the crystal lattice. The best results have been obtained recently with the

doping of diamond by sulfur. The technology of growing single-crystal diamond

substrates and creating necessary structures on them is still not well established and

is very expensive.

Fig. 11.3 Field-velocity

characteristics of

semiconductor materials

324 11 Key Functional Elements of Semiconductor Microwave Devices



Indium phosphide shows the highest saturation velocity (Fig. 11.3), therefore it

is considered as a promising material for the creation of devices in the millimeter

and submillimeter bands. To form n-type conductivity, the material is doped with

selenium, tellurium, silicon, germanium or tin The best results were obtained with

silicon doping. Acceptor impurities are zinc and cadmium. The relatively small

forbidden band width of indium phosphide prevents the creation of powerful

microwave devices based on it.

Figure 11.4 shows a diagram in terms of output power and frequency: (P–f-

diagram), demonstrating which materials are used to create devices of the appro-

priate band and power. Specific types of devices based on these materials are

discussed in Chap. 14.

11.2.2 Graphene as a Semiconductor

for the Microwave Band

Graphene—an allotropic form of carbon has good potential to be used in micro-

wave electron devices. Graphene is a mono-atomic layer of carbon atoms, forming

a hexagonal structure (Fig. 11.5). It was first observed in an electron microscope in

1962, but intense study of its properties only began after its rediscovery in 2004 by

A. Geim and K. Novoselov at the University of Manchester. As a 2D structure,

graphene has very unusual properties. It is 100 times stronger than steel and is a

perfect thermal conductor. A single graphene sheet is not stable and has a tendency

to wrap into a sphere. So graphene sheets have to be placed on a substrate, which

changes graphene’s properties. The most suitable substrate is SiC.

Graphene is a semiconductor with zero forbidden zone. Graphene’s energy

diagram has conduction and valence zones, which touch at six points, where the

Fig. 11.4 Application fields

for various semiconductor

materials
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density of states is zero, but there is no band gap (see Fig. 11.6). The graphene

sheet thus displays semi-metallic properties.

Figure 11.6 illustrates the structure of graphene energy zones. At low energy, the

motion of electrons is described by the massless Dirac equation. Hence, the electron

dispersion relation has the form

W ¼ �hvF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2x þ k2y

q

:

This equation is similar to the equation for a photon, but instead of light velocity

c here stands Fermi velocity (vF � 106 ¼ c=300 in graphene).

As a result, graphene has a high electron mobility of more than 15,000 cm2/

(V s) at room temperature and high saturation velocity compared with commonly

Fig. 11.5 Atomic structure of graphene

Fig. 11.6 Energy diagram of graphene
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used semiconductors (Fig. 11.7). Mobility of the holes has the same order of value.

Notice the value of threshold electric field, which is of the same order as in GaAs

and smaller than in GaN and SiC. Graphene electrons can travel micrometer dis-

tances without scattering, even at room temperature. These features make the use of

graphene in terahertz electron devices very perspective. However, the absence of

the band-gap makes it impossible to build typical FETs on graphene (low on/off

ratio). Moreover, it is difficult to dope graphene and make contacts. Nevertheless,

these difficulties were overcome and graphene transistors were constructed.

There are several methods to obtain a band gap in graphene. They include the

use of narrow graphene ribbons (nanoribbons, GNR), substrates and bilayer gra-

phene structures. Energy zones of GNR depend on their edge structure. Zig-zag

structure (Fig. 11.8a) has no band-gap, while armchair orientation can be metallic

or semiconducting depending on the GNR width (Fig. 11.8b). In order to have a

Fig. 11.7 Field-velocity curves for graphene compared with other materials

Fig. 11.8 GNR edge structures. a Zig-zag, b armchair
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sufficiently wide band gap, very thin GNR should be used (about several lattice

constants).

All methods can provide a band gap of up to 250 meV, which is sufficient for

designing MOSFET transistors. However, all of them lower electron mobility and

need very complicated technology for implementation. Nanoribbons, for example,

suffer from edge lattice disorder and bilayer structures need a strong electric bias

field between layers.

Recently other 2D-materials were discovered, for example, phosphorene (the 2D

form of black phosphorus) and transient metal dihalcogenides, such as MoS2, WS2,

MoSe2 and others. Their physical properties show great potential for

high-performance transistors. Fields of preferable applications of these materials are

shown on Fig. 11.9. We can see that graphene devices can be used in analog RF

frequency circuits only, due to their small on/off ratio, but the mobility of high

charge carriers make them optimal for microwave and terahertz applications.

Properties of graphene microwave transistors are briefly described in Chap. 14.

11.3 Functional Elements of Microwave Semiconductor

Devices (MSD)

11.3.1 Features of the MSD Functional Scheme

It is noted in Sect. 5.3 that any electronic device contain certain functional ele-

ments: a charged particle emitter, a flow control device, an energy extracting system

from the CP flux, a collector of “spent” particles, an electron-optical system, a

cooling system and some others. In most vacuum devices, each of these functional

elements is an independent structural assembly.

Many of these systems are absent or combined in semiconductor devices. In

particular, there is no electron-optical system, since the charge carrier electric field

is largely compensated by the fixed ion field of the crystal lattice and the distance to

Fig. 11.9 Fields of 2D material applications
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which the charge carriers move is usually much smaller than the transverse

dimensions of the charged particle flux. In addition, it is difficult to distinguish the

elements of the control system and the elements of the power extraction system in

semiconductor devices. As a rule, they are integrated in one space, which is called

the gap, or the interaction space of the charge flow and the field.

The main functional element of the device is a semiconductor layer, or a

boundary (barrier) between layers. This can be a homogeneous semiconductor

layer, a metal-semiconductor contact, a p-n junction (homo- or heterostructural) or

an ohmic contact. It is important to note that essentially the properties of these

elements depend not only on the type of material used, the level of doping and the

thickness of the layer, but also to a large extent on the applied electric field. This

property is actually used to obtain a useful effect.

11.3.2 Uniformly Doped Semiconductors

Under the action of an electric field, electrons and holes move, thus creating a

conduction current. The density of this current is given by the following

J ¼ �Je þ Jh ¼ enve þ epvp ¼ e nle þ pleð ÞE; ð11:6Þ

where le; lp are the mobility of electrons and holes. Formula (11.6) expresses

Ohm’s law, which is obviously valid in semiconductors, if we assume that mobility

is independent of the value of the electric field. In fact, formula (11.6) is valid only

in comparatively weak fields and in samples, which dimensions are large in com-

parison with the Debye length and the mean free path of the charge carriers. In

addition, a homogeneous distribution of the electric field strength is assumed along

the length of the sample.

In strong fields, the linear dependence of the carrier drift velocity on the electric

field strength is disrupted (see Chap. 2). In most semiconductors, as the electric

field strength increases, the carrier velocity tends to the limit, called the saturation

velocity. Accordingly, the resistivity of the sample, defined as the ratio of the

voltage on the field sample to the current, increases as field strength rises. The

differential resistance of the sample is often used Rd ¼ dU=dI, which tends to zero

as the voltage of the sample increases.

In many semiconducting materials of the AIIIBV group, electron negative dif-

ferential mobility (NDM) is observed for a certain range of electric field strengths:

electron velocity decreases with increasing field strength. If a uniform distribution

of field and carrier density is maintained along the sample length, the volt-ampere

characteristic will follow the velocity-field one and the sample will exhibit negative

dynamic resistance. Note that materials with holes NDDM are not known.

However, a homogeneous distribution of field and density is unstable with

NDM. The Gunn effect is observed in such samples and is considered in more detail

in Chap. 13.
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If the length of the sample is less than the mean free path of the carriers, the latter

move in such a sample without collisions and their velocity is determined by

Newton’s laws. In a strong field, carriers can acquire a velocity several times larger

than the saturation velocity. This effect is called overshooting (super-speed). It is

used in modern microwave transistors (see Fig. 2.8 and Chap. 14).

In thin samples (less than 100 nm), carriers can move freely only in two

directions. So-called two-dimensional electron gas (2DEG) occurs. The probability

of carrier scattering on phonons and structural defects decreases, leading to an

increase in mobility. Actually, an electron mobility of 35 � 106 cm2=ðV sÞ was

obtained from the 2DEG heterostructure formed in AlGaAs/GaAs that exceeds the

mobility in a bulk sample by 4000 times.

11.3.3 Metal-Semiconductor Contact Properties

Figure 11.10a shows band diagrams of metal and n-type semiconductor before their

contact. The Fermi levels in the metal and semiconductor are denoted by FM and

FS, and work function by UM and US respectively. The energies corresponding to

the bottom of the conduction band and the top of the valence band in the semi-

conductor are denoted byWc andWv, and the energy corresponding to the top of the

conduction band in the metal is Wm ¼ Fm. When the materials are in electrical

contact, electrons from the material with a lower work function start diffusing to the

material with a larger work function. Diffusion occurs because the energy levels in

the material with the lower work function lying near the Fermi level are mainly

occupied, while in the other material, the levels with the same energy are basically

free. As a result, one material becomes positively charged and the other - negatively

charged. A potential difference and a corresponding electric field strength are

formed between them. This electric field causes the charge carriers to move (drift)

in a direction opposite to the direction of their motion under the action of diffusion.

A stationary state arises when dynamic equilibrium is established, as the drift

and diffusion currents are equal in absolute value.

Fig. 11.10 Band diagrams of a metal-semiconductor contact
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As a result, a space charge q forms in the semiconductor near the contact with

the metal. The voltage on this contact layer in the steady state is called the contact

potential difference (CPD) uk ¼ WM �Wsð Þ=e. The term built-in potential is often

used in English sources and it is denoted as Ubin.

In a metal, due to its high conductivity, the electric field is concentrated in a very

narrow contact layer with a width less than the lattice period. In the remaining

volume of the metal, there is no electric field and the potential of this volume is

constant. Therefore, the energy bands in the metal are not deformed and the entire

electric field is concentrated in a semiconductor.

Unlike a metal, a semiconductor has a significantly lower conductivity and any

electric field can penetrate it to a greater depth. Near the metal-semiconductor

contact point, the energy bands of the semiconductor are bent, since �@u=@x ¼
q=e and q 6¼ 0. The energy bands are curved downwards, if Us[UM , and

upwards, if Us[UM (Fig. 11.10b, c).

The electric field in the contact layer changes the concentration of the charge

carriers, which in turn leads to a change in the conductivity of the layer. The layer

enriched in main charge carriers is called enriched. It has an increased conductivity,

so it is also called anti-blocking. A layer depleted of main charge carriers is called

depleted. It has a lower conductivity, for which it is called blocking. Inversion layers

can also appear, in which the type of conductivity changes as a result of strong

curvature of the bands. Such layers are formed through a contact with heavily doped

regions when the electric field in the depletion layer proves to be strong enough to

inject the carriers of the opposite sign near the depletion layer. The conditions for the

formation of enriched, depletion and inversion layers are indicated in Table 11.2.

Early studies of metal-semiconductor contacts have shown that the CPD is only

slightly dependent on the choice of metal. This fact is explained by the surface

states near the contact point. The density of these states can be so great that the

curvature of the bands in the semiconductor caused by them is much greater than

the curvature of the bands due to the difference in work functions. Modern tech-

nologies for creating metal-semiconductor contacts can significantly reduce the

density of surface states.

In this case, the theory presented above turns out to be valid.

In practice, the depletion layer is most often used. It was called the Schottky barrier

in honor of the German scientist Walter Schottky, who investigated it in 1939.

The law of variation of potential inside an n-type semiconductor is determined

by the concentration of free electrons nðxÞ and the concentration of donors NdðxÞ.
This is true for an n-type semiconductor, in which the influence of the acceptor

Table 11.2 Occurrence conditions of various types of pre-contact layers

Type of

semiconductor

Enriched layer Depletion layer Inversion layer

Electron FM[Fs;UM\Us FM\Fs;UM[Us FM\Fs;UM �Us þDW

Hole FM\Fs;UM[Us FM[Fs;UM\Us FM\Fs;UM �Us � DW

Note DW—Some additional energy
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impurity and the charge of the holes can be neglected. The one-dimensional Poisson

equation for homogeneous doping with donors Nd ¼ const has the form

dEx

dx
¼ �

e Nd � nðxÞ½ 	

e
;

where nðxÞ ¼ n0 exp �euðxÞ=kT½ 	 � Nd exp �euðxÞ=ðkTÞ½ 	 is the concentration of

free carriers, provided that their energy is subject to the Boltzmann distribution,

uðxÞ is the potential in x cross section. Thus, to calculate the field, the potential and

the charge, it is necessary to solve the following equation

dEx

dx
¼ �

eNd 1� expð�euðxÞ=ðkTÞÞ½ 	

e
;

for the following boundary conditions: uð0Þ ¼ uk � U;uð1Þ ¼ 0. Here U is the

external voltage against the barrier.

When the voltage on the barrier significantly overcomes thermal potential

U[ kT=e, the expressions for the field and the potential take the following form:

EðxÞj j ¼ �
eNd

e
ðx� xÞ ¼ Emax þ

eNd

e
x;

uðxÞ ¼ �
eNd

e
xx�

1

2
x2

� �

� uj:
ð11:7Þ

In these expressions w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e uj � Umð Þ= eNdð Þ
p

is the width of the depletion

layer.

Formula (11.7) makes it possible to determine the plane in which the field is

zero, that is, the surface charge of electrons on the metal is completely compensated

by the positive charge of the donors. A more rigorous solution takes into account

the change in the width of the depletion layer due to the thermal energy of the

mobile carriers. Using the concept of thermal potential, the expression for the width

of the depletion layer takes the form

w ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eðuk � U � 3kT=ð2eÞ

eNd

s

: ð11:8Þ

In this expression, term 3kT=ð2eÞ determines the equivalent thermal blurring of the

channel boundary. In practice, expression (11.8) simplifies, taking 3kT=ð2eÞ � kT=e.
When the contact potential difference is compensated by an applied voltage, this

formula corresponds to the expression for the Debye length (see Appendix A)

w ¼ LD ¼

ffiffiffiffiffiffiffiffiffiffi

3ekT

e2Nd

r

:
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We define the current through the barrier, using the expressions obtained. Under

thermodynamic equilibrium and U = 0, the current from the metal to the semi-

conductor is equal to the current from the semiconductor to the metal and both are

determined by the Richardson-Deshman formula, namely

Js ¼ Jms ¼ �Jsm ¼ AT2 expð�euk=ðkTÞÞ:

If external voltage U[ 0 is applied to the barrier, the current density from the

semiconductor exceeds the current density from the metal. For U\0, on the

contrary, the current density from the semiconductor is less than the current density

from the metal. The resultant current density is given by

J ¼ Jms � Jsm ¼ AT2
e e

�
euk
kTe 1� e

eU
kTe

� �

¼ Js 1� e
eU
kTe

� �

; ð11:9Þ

where A ¼ emk2=ð2ph3Þ ¼ 120:4A= cm2 K2
� �

is the Richardson constant. Value Js

determines the thermionic current through the barrier, also called the saturation

current.

The positive (direct) branch of the volt-ampere characteristic of such a contact on a

linear scale (for a contact potential difference uk ¼ 0:7V) is shown in Fig. 11.8a.

A sharp exponential increase in the current near uk , described by a function of the

form 
 e40 U�ukð Þ [see formula (11.9)], prevents the analysis of the volt-ampere

characteristic over a wide range of voltage variations. Therefore, in practice, the volt–

ampere characteristics are plotted on a logarithmic scale, as shown in Fig. 11.11b.

The current through the Schottky barrier with reverse bias, according to (11.9), is

practically independent of the applied voltage. However, with significant reverse

voltages, a sharp increase in current is possible due to avalanche breakdown. The

breakdown voltage value depends on many factors, in particular, the width of the

forbidden band, the level of doping and the temperature. Naturally, structures based

on wide-band semiconductors of SiC, GaN, and diamond (C) demonstrate the best

resistance to breakdown (Table 11.1). The breakdown limits the amplitude of the

operating voltages used and the permissible power of the device respectively. In the

microwave band, avalanche breakdown is used to inject charged bunches in an

Avalanche Transit-Time diode (IMPATT diode). Chapter 13 examines the features

of such a breakdown.

When AC voltage is applied to the Schottky barrier, due to the passage of

electrons through the barrier, a capacitive current is added due to the capacity of the

depletion layer. As the frequency rises, the role of this capacity increases. We note

that in the considered metal-semiconductor junction, only charges of one type

(electrons) participate in the current flow.

To calculate depletion layer capacity Cb we shall use definition Cb ¼ dQ=dU
and the formula for layer depletion charge:

Q ¼ eNdwS ¼ S
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eeNd uk � U � kT=eð Þ
p

:
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Differentiating this expression, we obtain

Cb ¼ S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eeNd

2ðuk � U � kT=eÞ

s

¼
eS

w
: ð11:10Þ

The voltage-capacitance characteristic of the Schottky barrier in coordinates

Cb=C0 ¼ f U=ukð Þ is shown in Fig. 11.12, where C0 is the capacity at zero bias

voltage. This characteristic is discussed in more detail in Chap. 12.

Using expression (11.10), we find

1

C2
b

¼
2 uk � U � kT=eð Þ

eeNd

:

and define the derivative of this expression for the voltage applied to the barrier:

Fig. 11.11 Volt-ampere

characteristic for direct bias

voltage: a linear scale;

b logarithmic scale
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d 1=C2
b

� �

dU
¼ �

2

eeNd

;

from which it is easy to obtain an expression for the semiconductor doping level:

Nd ¼ �
2

ee

1

d 1=C2
b

� �

=dU
:

This formula is widely used for the experimental determination of semicon-

ductor structure parameters.

In practice, the presented ideal characteristics are influenced by many factors:

imperfection of metal- semiconductor contact, surface states, and resistance of the

semiconductor neutral region, etc. However, parametric optimization of the

experimentally measured volt-ampere and voltage-capacitance characteristics

allows determination of the equivalent parameters of the semiconductor structure,

such as Nd;uk and «parasite» resistances, which are very important in improving

the accuracy of the physical, topological and circuit simulation of devices.

11.3.4 Properties of the p-n Junction

An electron-hole, or p-n junction is the contact of two semiconductors with dif-

ferent types of conductivity. If both parts have the same forbidden band width, then

the electron-hole junction is called a homogeneous p-n junction, or simply a p-n

Fig. 11.12 Voltage-capacitance characteristic
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junction. If, on the other hand, contact is made between semiconductors with

different bandgaps, then it is called a heterojunction. It is important to note that the

boundary between semiconductors is realized in the volume of the material, where

there is no effect of surface states and surface defects (yields of dislocations, surface

vacancies, etc.) on the properties of the resulting transition. Technically, this contact

is easier fabricate than a metal-semiconductor contact. This circumstance caused the

historically earlier development of bipolar devices in comparison with field devices.

Even the first field-effect transistor was created with a control p-n junction, and not

with a Schottky barrier.

Let us consider the basic properties of p-n junctions and the features of their

application in the microwave band (it is assumed that the theory of p-n junctions is

known to the reader). Figure 11.13 shows the distribution of the charge, the electric

field strength, and the band diagram for a homogeneous p-n junction. When a

junction occurs, electrons move from the n-region to the p-region where they are

Fig. 11.13 Distribution of

the charge, the electric field,

and the band diagram of a p-n

junction
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less concentrated, under the action of diffusion, and the holes, on the contrary, move

from the p-region to the n-region. As a result, an uncompensated positive charge of

donor ions appears in the n-region and a negative charge of the acceptors is in the p-

region (Fig. 11.13a). An electric field arises between these charges (Fig. 11.13b),

that prevents further diffusion of charge carriers. Thermodynamic equilibrium

occurs when the drift current under the action of the electric field is equal in

magnitude to the diffusion current. As a result, a depletion layer of mobile carriers

and a potential barrier appear near the physical (metallurgical) p-n junction.

The considered potential barrier formation process is analogous to the barrier for-

mation process between a metal and a semiconductor. However, we note that in the

processes of current transfer in the p-n junction, charges of two signs and two types

are involved: majority and minority. If the potential barrier prevents transfer of the

majority charge carriers in the p- and n-regions from one region to another, then it

facilitates the transfer of minority carriers.

Therefore, there are minority carriers (both electrons and holes) in the depletion

layer.

If an external voltage is applied to the junction, a current flows through it. The

voltage is of blocking or inverse type if a plus sign is on the n-region and a minus

sign is on the p-region, and of opening or direct type if the polarity of the voltage

source is reversed. Under the influence of external voltage U, the width of the

depletion layer changes:

w ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e uk � Uð Þ Nd þNað Þ

eNdNa

s

; ð11:11Þ

where Na;Nd are the concentrations of acceptor and donor impurities (it is assumed

that they are completely ionized); and uk is the contact potential difference between

p- and n-regions. At a sufficiently high reverse voltage, only the minority carrier

current flows through the junction with a density determined by carrier diffusion to

the boundary of the barrier:

Js ¼ e
pn0
sp

Lp þ
np0

sn
Ln

� �

; ð11:12Þ

where pn0 ; np0 are the concentrations of minority carriers (holes in the n-region and

electrons in the p-region); sn; sp are the lifetime of non-basic carriers; and Lp; Ln are
the diffusion lengths of charge carriers (holes in the n-region and electrons in the p-

region). Value Js is called density of diffusion heat current, or saturation current

density. It follows from (11.12) that the reverse current through the barrier does not

depend on the applied voltage.

Upon direct bias, the current of the majority carriers is added to the saturation

current, with opposite directions. The resulting volt-ampere characteristic of an

ideal p-n junction is as follows
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J ¼ Js e
e U�ukð Þ

kT � 1

� �

: ð11:13Þ

Figure 11.14a shows the initial section of the volt-ampere characteristic, con-

structed according to formula (11.13). This dependence in logarithmic scale for

current and direct bias (upper curve) and reverse bias (lower curve) is shown on

Fig. 11.14b. The contact difference in potentials is considered to be 0.5 V, the satu-

ration current is 0.1 mA. For clarity of the current value on the negative branch the

characteristics are multiplied by 10. Real volt-ampere characteristics differ by a

smaller slope of the positive branch due to the influence of p- and n-region resistance.

This resistance leads to the fact that at large positive voltages upon the junction, the

characteristic changes from exponential to linear. With even greater voltages, heating

of the junction by the flowing current is developed, as a result of which the active

resistance of the junction decreases and the current begins to grow faster. Then a

thermal breakdown occurs and the junction is destroyed. At large reverse voltages,

charge carriers in the depletion layer acquire sufficient energy to ionize the atoms of

the crystal lattice. The electrons knocked out of these atoms in turn ionize another

atoms, and an avalanche break occurs, characterized by a sharp increase in current.

Fig. 11.14 Volt-ampere

characteristics of a p-n

junction
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If we do not limit the growth of this current by external resistance, then a thermal

breakdown occurs. Details of these processes are discussed in Chap. 13.

Since the depletion layer has a high resistance, it can be regarded as an insulator

located between two plates: p- and n-layers, on which there are charges created by

stationary ions, as well as mobile charges that have passed the barrier. The capacitance

of such a capacitor, caused by stationary charges, is called the barrier capacitance.

It depends on the thickness of the insulator (depletion layer), which, in turn,

depends on the applied voltage:

CbðUÞ ¼
eS

wðUÞ
:

Depending on the doping profile of the semiconductor near the junction, func-

tion wðUÞ may have different forms. Respectively, the voltage-capacitance char-

acteristic has different forms.

The so-called diffusion capacity, caused by the accumulation of free carriers that

have crossed the barrier, is added to p-n junction to the barrier capacitance. These

charges are concentrated on the boundaries of the depletion layer: positive charge of

the holes is in the n-region and negative charge of the electrons is in the p-region.

The spatial localization of these charges is determined by the corresponding dif-

fusion length and the charge density—by the flowing current. When the current is

increased (at a forward bias voltage), the concentration of these charges increases.

The ratio of the change in the charge to voltage increment of the mobile carriers is

called the diffusion capacitance. It is added to the barrier capacitance, forming the

full capacity of the p-n junction. Assuming that the distribution of free charge

carriers with respect to energies is determined by the Boltzmann formula, for the

diffusion capacitance we obtain the following expression

Cd ¼
e2

2kT
Lnnp0 þ Lppn0
� �

eeU=ðkTÞ: ð11:14Þ

The dependences of the barrier and diffusion capacitances of a p-n junction on

the voltage across it are shown in Fig. 11.15. It can be observed that only the barrier

capacitance exists with reverse voltages at the junction, while for a forward bias the

contribution of the diffusion capacitance to the total capacitance of the junction can

be significant.

In modern microwave devices, p-n junctions have different functional roles. In

particular, in bipolar n-p-n transistors, the emitter-base junction injects electrons

into the base, and holes from the base to the emitter. To characterize the properties

of such a junction, emitter efficiency factor c, defined as the ratio of the electron

current to the total current through the junction, is introduced:

c ¼ In= In þ Ip
� �

: ð11:15Þ

To ensure a predominant fraction of electrons in the total current, it is necessary

to use an asymmetric n-p junction in which nn � pp and, respectively, Nd � Na. In

this case, the emitter efficiency factor is close to one.
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When the concentration of doping impurity increases both in the p- and n-

regions to the level 1019�1020 cm�3, the thickness of the depletion layer, according

to (11.11), decreases to values of the order of 10 nm. This gives rise to a non-zero

probability of electron tunneling through the potential barrier. The inertia of this

process is very small (less than 1 ps), and that makes it possible to apply this effect

even in the terahertz range (see Chap. 13).

Heterojunctions are formed between semiconductors with different electrical

properties: dielectric constant e, width of the forbidden band DW and work function

U U2. To obtain a heterojunction close to ideal, it is necessary to select semicon-

ductor pairs with the same type of crystal lattice, and the lattice constants should

differ by not more than 0.5%. In addition, semiconductors should have similar

coefficients of temperature expansion, so that while the temperature changes there is

no strong mechanical stress.

Heterojunctions can be isotype (both semiconductors have the same type of

conductivity) and anisotype (n-p and p-n junctions). Depending on the ratio of the

thermodynamic work functions and the width of the forbidden band, these junctions

can be either rectifying or ohmic.

Figure 11.16a shows band diagrams of two semiconductors before contact is

formed between them. Semiconductor 1 is narrow-bandgap and, as the position of

Fermi level F1 indicates, it has p-type conductivity.

Semiconductor 2 of the n-type has a wider forbidden band. The electron affinity

for the first semiconductor is greater than for the second semiconductor v1[ v2ð Þ.
When contact is formed, the Fermi levels in both semiconductors are equalized

(Fig. 11.16b). As a result, diffusion and carrier drift begin, a layer of space charge

of length L is formed, on which contact potential difference uk arises. There arises

also discontinuity of the conduction band DWc ¼ v1 � v2 and discontinuity of the

valence band DWv ¼ Wv2 �Wv1 � DWc.

Materials forming a heterojunction can be chosen such that the potential barrier

in the valence band is greater than in the conduction band. This limits the current of

Fig. 11.15 Voltage-capacitance characteristics of a p-n junction
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minority carriers from the second material to the first, thereby allowing bipolar

transistor parameters to be improved. Details of hetero-structural bipolar transistors

are discussed in Chap. 14.

11.3.5 Ohmic Contact

Ohmic contact means a metal-semiconductor contact which has the properties of

ordinary resistance, that is, obeying Ohm’s law. The volt-ampere characteristic of

such a contact is linear. In order not to affect the basic functions of the device, its

resistance should be much less than the resistance of other elements of the semi-

conductor structure. The ohmic contact is an integral part of any semiconductor

device. In order for a metal-semiconductor contact to have ohmic contact proper-

ties, any potential barrier between a metal and a semiconductor should be absent.

To ensure that there is no barrier between the semiconductor and the metal, it is

possible to select pairs with a small difference in the work function. Unfortunately,

it is difficult to find such materials. In addition, they must meet the stringent

technological requirements for possible alloying and the formation of stable com-

pounds. To solve this problem, in practice, we use a heavily doped N þ
d (degenerate)

layer. It provides an additional component to the thermionic current-tunneling. With

increased doping, the energy barrier for electrons does not in practice change and

barrier thickness w, according to (11.8), decreases, creating conditions for tunnel-

ing. The density of the tunneling current is given by

Fig. 11.16 The band diagram of a heterojunction
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Jt ¼ A exp �2L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2m�e uk � Uð Þ=�h2
q

� �

;

where m* is the effective mass of electron carriers; and A is the constant. Length of

the depletion layer w is determined by formula (11.8) and decreases with increasing

donor concentration (doping level). Respectively, the density of the tunnel current

increases. To obtain an appreciable tunneling current density, the donor concen-

tration should be 1019 cm�3 and over.

Thus, to create a good ohmic contact, it is necessary to select a pair with

minimum contact potential difference uk and increase the doping level of the

additional layer N þ
d . A band diagram of this contact is shown in Fig. 11.17.

The figure shows the distribution of electron energy in two modes: without bias

(Fig. 11.17a) and with a direct bias (Fig. 11.17b). The tunneling effect is observed

for both forward and reverse bias voltages, since the barrier length varies slightly.

This causes a linear current dependence (Ohm’s law) through the contact even at

low voltages.

The greatest difficulty is the creation of such contacts for wide-band semicon-

ductors. As an example, we shall mention some metal-semiconductor pairs used in

practice. Au–Zn (99:1) or Au–Si (94:6) is used for GaAs, and a combination of Al–

In is used for gallium nitride, GaN. In this case, the doping level of the additional

semiconductor layer is ð1�3Þ � 1019 cm�3. Technologically, the process of

obtaining the ohmic contact is to create a highly-doped layer by diffusion (or ion

implantation), to which the desired metal is then deposited. The choice of this metal

is based on the required mechanical and chemical properties of the contact.

Fig. 11.17 Band diagrams of

ohmic contact
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11.4 Classification of Microwave Semiconductor Devices

The physical processes and functional elements described in this chapter are used to

create various microwave semiconductor devices (MSD). These devices constitute a

significant part of a large family of modern microwave electronic devices. Not a

single microwave radio-electronic system is used without them nowadays.

Currently, the MSD class includes devices with very different purposes and

structures. A simplified scheme for classifying these devices is shown in Fig. 11.18.

As observed, MSDs are divided into three large families: diodes, transistors and

functional electronic devices.

In turn, microwave semiconductor diodes are divided into diodes with positive

and negative dynamic resistance. The first group serves to convert signals and

control their passage in the microwave circuit and the second group generate and

amplify microwave oscillations. Devices with positive dynamic resistance are

discussed in Chap. 12 and those with negative dynamic resistance are considered in

Chap. 13.

Microwave transistors are also divided into two large groups—field and bipolar.

The devices included in these groups are discussed in detail in Chap. 14.

Functional electronic (FE) devices are the most diverse in terms of structure,

principle of operation and the materials used. They include delay lines, phase

shifters, attenuators, modulators and other devices on acoustic and spin waves, and

Fig. 11.18 Classification of microwave semiconductor devices
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electro-acoustic effects, etc. Along with semiconductors, FE devices use ferro-

electrics, ferrimagnets, superconductors and artificial media such as ferroids,

superconductors, metamaterials, and photonic crystals. Radiophotonics has recently

been developing rapidly and is implemented in devices that use electro-optical

phenomena in a solid. Functional electronic devices are not considered in this

textbook.

Advancement Questions

1. List the main types of semiconductor devices with positive dynamic resistance.

2. Draw a band diagram of the Schottky barrier at different bias voltages. What

charge carriers are involved in the current transfer across the barrier?

3. What charges are in the depletion layer? Which current components pass

through the depletion layer when the microwave voltage is applied to the

barrier?

4. Draw the volt-ampere curve of the Schottky barrier with logarithmic and linear

scales for the current. What is the complexity of representing the volt-ampere

characteristic on a linear scale?

5. What are the parameters connected by the voltage-capacitance characteristic?

Can it describe the doping profile? With what accuracy?

6. What is the difference between the Schottky barrier and the barrier formed

through the contact of n- and p-type semiconductors?

7. What is the difference between barrier and diffusion capacitances?

8. What is the ohmic contact? What is its function in the device?
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Chapter 12

Diodes with Positive Dynamic Resistance

12.1 Detector Diodes

12.1.1 Designation and Design of Detector Diodes

The functional purpose of detector diodes (DD) is a conversion of weak microwave
signals 10−9–10−2 W in to a direct current or a low-frequency envelope of signal.
The detector diode performs the function of an AC rectifier operating in the
microwave band.

The design and technology of detector diodes have undergone great changes,
ranging from simple pin contacts with a semiconductor crystal (1935, “crystal
detectors”) to modern planar structures based on gallium arsenide. However, these
devices still work based on the properties of the Schottky barrier (see Chap. 11).

Figure 12.1 shows designs of modern detector devices. The point diode
(Fig. 12.1a) consists of a polycrystalline p-type silicon piece 1 contacting with
a tungsten spring wire sharpened at the end 2. The silicon sample and the spring are
soldered to electrodes 3 and 4, which in turn are welded to a ceramic case 5.

The sharp end of the spring is welded to the semiconductor by current pulse
passing. The Schottky barrier with a small area (unit lm2) is formed at the welding
point that results in a small junction capacity and relatively high resistance Rs. The
non-ideality coefficient of the volt-ampere characteristic of a point diode is
n ’ (3–4), this indicates a significant number of defects in the crystal structure, and
impurities in it.

These shortcomings are absent in an epitaxial structures (Fig. 12.1b). An
example of such Schottky Barrier Diodes (SBD) is a gallium arsenide
mesa-structure. Metallization 1, deposited on a single crystal of gallium arsenide by
vacuum evaporation, forms a Schottky barrier close to ideal, with an n-type epi-
taxial film 2. A highly doped n+ substrate 3 has low resistance Rs. Therefore,
despite a greater capacitance compared to a point diode, this SBD has higher critical
frequency values and a lower noise level. Figure 12.1c shows a diode with a planar
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design used in integrated circuits. The barrier is formed at the contact point of the
metal electrode with n-type semiconductor. Covering contacts by gold ensures the
working stability of such devices in time.

The diode structures need to be protected against mechanical damage due to
their micron sizes. Therefore, they are placed in special housing (case). The main
element of such cases is high-quality radio transparent ceramic that is soldered with
metal electrodes. The case shape is usually chosen with the convenience of being
included in a microwave transmission line or a resonant system in mind. For
convenience of use, the shape and dimensions of the cases are specified.
Figure 12.2 shows some types of cases used. In hybrid and monolithic integrated
circuits, chip diodes with smaller parasitic parameter values are used.

The inertia of the diode structures is determined by two factors: the time of the
transition of an electron through the active region (depletion layer) and the time for
recharging of barrier capacitance, taking into account “parasitic” resistances of the
structure and of the case. To calculate the limiting frequency, we shall consider the
equivalent circuit of the device shown in Fig. 12.3, reflecting the role of individual
elements of the device structure.

Fig. 12.1 Main types of diode design

Fig. 12.2 Types of detector
diode cases
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The properties of the barrier are described by nonlinear elements Cj(Ub) and
Rj(Ub). They correspond to the capacitance and resistance of the Schottky barrier,
determined by the volt-ampere and voltage-capacitance characteristics of the diode
(see Sect. 11.3). Resistance Rs is equal to the sum of the neutral part of semicon-
ductor resistance and the contact resistance. Parameters Ls and Ccorp—«cold» case
reactivity—are the contact inductance and the case capacitance.

Let us determine the limiting frequency at which the conductivitys of such a
device is equal for opposite polarities of applied voltage. Let’s idealize the situation,
neglecting the inductance of the contacts and the capacitance of the case. With a
positive voltage polarity, there is no potential barrier on the junction and the current
through the diode is limited only by resistance Rs. When the polarity is reversed, the
properties of the diode are mainly determined by reactive conductivity ixCj. From
the condition that the current amplitudes are equal in both half-periods, we obtain

Rs ¼ 1=ðxCjÞ

The frequency at which this equality is satisfied is called the cutoff frequency and
is calculated using the formula

xc ¼ 1=ðRsCjÞ: ð12:1Þ

It should be noted that barrier capacitance Cj(Ub) depends on the applied bias
voltage, and causes the dependency of the diode cutoff frequency on its operating
mode.

Parasitic reactivities Ls and Ccorp significantly reduce the diode’s frequency
range and change the parameters of the devices. The housing capacitance Ccorp

shunts the diode structure and inductance reduces the useful signal (voltage)
applied to the actual barrier.

From the expression for the cutoff frequency, it follows that in order to obtain a
high-frequency device, Rs and Cj should be reduced. We can determine how to
choose the topological parameters of the structure to fulfill this requirement.
Resistance Rs for a neutral region of the semiconductor structure is given by:
Rs ¼ ql=S ¼ l=ðeNdl0SÞ. In this formula, S is the contact area, l0 is the low-field

Fig. 12.3 The equivalent
circuit of the device
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mobility, and l is the thickness of the neutral region (base) of the semiconductor. To
determine the capacitance, we use the formula for flat capacitors Cj ¼ eS=w. As a
result, we obtain an expression for the cutoff frequency:

xc ¼
eNdl0w

el
¼ el0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eeUNd

p

el
¼ l0

l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e3Nd

e
U

r

: ð12:2Þ

It follows from the expression obtained, that under the assumed conditions, the
cutoff frequency does not depend on the area of contact. Preference in choosing
materials for DD should be given to semiconductors with high electron mobility
l0 in weak fields and with a high level of doping Nd. The materials most used in
DD are gallium arsenide with l0 * 8500 cm2/(V s) and indium phosphide with
l0 * 5000 cm2/(V s)

We note that mobility decreases with an increasing doping level. According to
the empirical formula, for gallium arsenide

l0 ¼
0:85

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þNd10�23
p :

Substituting this formula in (12.2), we obtain

xc ¼
0:85

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þNd10�23
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e3Nd

e
U

r

:

The expression obtained shows that the increase in the cutoff frequency due to an
increase in the level of doping is limited by decreasing of mobility. This effect
determines optimum value of the doping. In practice, the level of doping for dif-
ferent materials varies within 1–5 � 1017 cm−3. The typical contact area is of the
order of 20–100 µm2. The cutoff frequency for such devices is 100–500 GHz.

The presented estimates of the cutoff frequency are incomplete if we do not take
into account the transit time s (the transit angle h = xs) of the electrons through the
depletion region. The effect of finite transit time can be analyzed using the simple
expression s � w=vs. The validity of this calculation is based on the fact that in
detector diodes, even at voltages of a fraction of a volt at the depletion zone, the
electric field strength is above critical, i.e. more than 10 kV/cm for GaAs. So,
electrons velocity is about vs*105 m/s. It follows from (11.6) that the value of w is

0.1 lm for a reverse voltage of 0.5 V. Then s ¼ 10�12 s. Naturally, for diodes
operating at frequencies in the order of 1000 GHz, transition time significantly
affects the operation of such a device.

When analyzing the operating mode of DD, it is important to take into account
the probability of avalanche breakdown at reverse voltages. From the previous
example, it follows that the field strength at a reverse bias of 0.5 V is 50 kV/cm.
The breakdown voltage of the semiconductors used lies within the range 150–
300 kV/cm (see Table 11.1). Thus, the detector diode is a structure sensitive to both
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direct and reverse voltages. To avoid breakdown with an irreversible change in
structure due to static electricity during installation, storage and operation, the diode
is placed in a lead capsule or packed in aluminum foil after manufacture. The
breakthrough can also be caused by a high power signal. Therefore, it is necessary
to protect the diodes from their action.

12.1.2 Static and Dynamic Characteristics

To analyze the operation of the detector diode in the microwave band, it is not
enough to know the parameters of the equivalent circuit and the cutoff frequency. In
particular, a static volt-ampere characteristic is used to determine the dynamic
parameters of the device. This is explained by the fact that the inertia of the current
flow is very small and current follows voltage, according to the volt-ampere
characteristics.

The base of the DD is the Schottky barrier. Its volt-ampere characteristic is
described by (11.9). However, this formula should include the dependence of
current on parasitic resistance Rs and take into account the imperfection of a real
metal-semiconductor contact. Then expression (11.9) takes the form

IdðUdÞ ¼ AT2Se�
euk
kTe 1� e�

eðUd�IdRsÞ
nkTe

h i

ð12:3Þ

According to this expression, the current through the diode at external voltage
Ud is equal to the current through the Schottky barrier with applied voltage
Ud − IdRs. In addition, the imperfection of the barrier is taken into account by
including the coefficient of non-ideality n into the formula. The coefficient of
non-ideality n = 1.1–1.5 for Schottky diodes and n = 1.5–2 for point diodes.
Usually, an approximate formula is used to describe the volt-ampere characteristic

I ¼ Is e
eU
nkT � 1

� �

ð12:4Þ

where Is ¼ AT2Seeuk=ðkTÞ is the thermal current of the diode (saturation current).
This formula has sufficient accuracy if Rs � Rj, i.e. for rather small direct voltages
on the diode. At T = 300 K, expression (12.4) is transformed to

I � Is e
40U
n � 1

� �

ð12:5Þ

The volt-ampere characteristic of real diode structures is similar to the theoretical
dependence for SB, especially in the region of voltages less than the contact
potential difference, but there are also several important differences. Figure 12.4
shows the volt-ampere characteristic of a gallium arsenide diode in the range of
direct voltages of 0–1 V. Scale for current is logarithmic. The curve can be divided
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into a number of characteristic areas: linear section 2, which maps the exponential
growth of current (as in an ideal barrier), as well as nonlinear sections 1 and 3. The
deviation from the ideal characteristic in the region of low voltages (of order of
0.2uk) is due to leakage currents through the surface, therefore, it is called the
leakage current region. In region 3, an increase in current through the diode leads
to an increase in the fraction of the voltage on resistance Rs in comparison with the
fraction on the barrier. As a result, the characteristic deviates from exponential law,
and at sufficiently high voltages, becomes linear.

Approximation of real characteristics by dependence (12.3) makes it possible to
determine parameters such as contact potential, the non-ideality coefficient, and
parasitic resistance.

Naturally, in order to determine these parameters, experimental points that are
most sensitive to the desired parameter are chosen. So, uk and n are defined in the
voltage range of section 2, determined by coordinates U1, I1 and U2, I2, while Rs is
in section 3.

12.1.3 Dynamic Parameters

The dynamic parameters of DD include: current and tangential sensitivities, noise
ratio, maximum dissipated power, and diode impedance.

A typical equivalent scheme of a detector is shown on Fig. 12.5a. A signal
source throw the mathing transformer deliver signal to the detector diode (DD).
High frequency current component goes throw the capicitor CL while constant
(rectified) comonent flowes throw the resistor RI. Voltage formed on this resistor by
the current makes up a useful signal.

Figure 12.5b shows implementation of this circuit in microwave range. The wire
pin serves as a signal sours, and DD is connected in series with it. In order to close
circuit for rectified current an inductor connects central wire and screen of the
coaxial line. There is no need in such inductor if loop serves as a signal soursce (see
Fig.12.5c). A loop connects inner and outer wires of the coaxial line.

Fig. 12.4 Determination of
diode parameters from
volt-ampere characteristic
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Usually, detection circuits in the microwave band are supplemented by matching
circuits that reduce the power reflection from the diode. This ensures that sensitivity
remains constant within the operating frequency range.

Current Sensitivity

Figure 12.6 graphically represents one of the possible modes of operation of the
diode. Output direct current I0, due to direct bias Ubias > 0, changes by DI0 when
applying microwave voltage Um sinðxtÞ, due to the nonlinearity of the volt-ampere
characteristics of the diode, as shown in Fig. 12.6.

The efficiency of converting microwave power into rectified current is estimated
by current sensitivity b. Its value is equal to the ratio of the rectified current
increment DI0 to the value of supplied microwave power Pf:

b ¼ DI

Pf

¼ If � I0

Pf

;

where I0 = I(U0) is the current determined by a constant bias; and If is the diode
current when a high-frequency signal and bias are applied to it.

Suppose that the voltage across the diode has constant and alternating compo-
nents, the latter changes in harmonic order and its amplitude is much smaller than
the constant component:

U ¼ U0 þUm cos ðxtÞ; and Um � U0:

The current through the diode is determined by its volt-ampere characteristic
(12.4):

I ¼ IsðeeU=ðnkTÞ � 1Þ ¼ IsðebU � 1Þ;

where b = e/(nkT).

Fig. 12.5 Connection
circuits of the detector diode
in a microwave line:
a detection circuit; b,
c coaxial detector heads
design
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Expanding the exponent in the Taylor series around U0 and truncating the series
to the first three terms of the expansion, we obtain

I � I0 þ I 0Um cosxtþ 1

2
I 00U2

m cos2 xt

¼ I0 þ I 0Um cosxtþ 1

4
I 00U2

m þ 1

4
I 00U2

m cos 2xt:

Resistance of the diode to an alternating current with signal frequencyx is given by

Rf ¼
Um

Im
¼ Um

I 0Um

¼ 1

I 0
:

The change in the constant component of the current under the action of
microwave power is given by

DI ¼ 1

4
I 00U2

m:

As can be seen, for weak signals, any detector (with an arbitrary form of
volt-ampere characteristic) is quadratic, that is, the change in the constant component
of the detector current is proportional to the square of the alternating voltage.

High-frequency signal power dissipated by a diode:

Pf ¼
1

2
U2

m=Rf :

Hence the current sensitivity

b ¼ DI

Pf

¼ 1

2

I 00

I 0
:

For volt-ampere characteristic of form (12.4)

Fig. 12.6 Determination of
current sensitivity
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b ¼ 1

2
b ¼ e

2nkT
¼ 20

n
ðmA=mWÞ: ð12:6Þ

Thus, the maximum current sensitivity of the diode is limited to 20 A/W.
Taking into account the parasitic elements of the diode circuit in accordance with

the equivalent circuit in Fig. 12.3 leads to the following formula:

b ¼ 20

n 1þRs=Rj

� �2
1þðx=xcÞ2

� � ;

which assumes an ideal match between the detector and the signal source.
The essential difference between the resistance of the diode and the wave

resistance of the transmission lines necessitates the use of special matching circuits
at the input of the detector sections. The sensitivity measured upon mismatch differs
from the maximum for a given diode, in accordance with the formula

bm ¼ bmaxð1� Cdj j2Þ;

where |Гd| is the modulus of the diode reflection factor.
Figure 12.7a represents a typical Smith diagram for one example of a diode. An

impedance hodograph of the diode in the frequency range 1–6 GHz is shown.
Knowledge of the diode’s resistance makes it possible to calculate the parameters of
the matching circuits to obtain maximum sensitivity. As an example, Fig. 12.7b
shows the manufacturer’s proposed matching circuit, performed on the microstrip
line (MSL) segments. Such a circuit makes it possible to provide a standing wave
ratio VSWR of 1.2–1.4 in the frequency range under consideration. The parameters
of the matching elements: substrate—thickness is 0.5 mm, dielectric permeability
er = 4; MSL1—the width of the strip is 0.45 mm, and the length is 4.1 mm; MSL2
—the width of the strip is 0.2 mm, and the length is 4.1 mm.

Fig. 12.7 Detector diode hodograph and a version of a matching circuit
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Tangential Sensitivity, Noise Ratio

The ability to indicate a weak signal is limited by the self-noise of the detector
diode used. The spectral density of the diode noise is subject to the distribution law
presented in Sect. 2.5. In the low frequency region up to 105 Hz, flicker noise
prevails in the device. Thus, the closer the modulation frequency is to the flicker
noise cutoff frequency, the greater the sensitivity that can be obtained from the
diode. In any case, an embedded and applied external electric field causes the
difference of its noise characteristics from the noise of an equivalent diode resis-
tance at the operating point. Usually this difference is characterized by the noise

ratio. It determines how many times the average square of diode noise voltage

U2
nd

� �

exceeds the average square of noise voltage U2
nRd

D E

of resistance Rd ¼
1=ð@Id=@UdÞ i.e.

nnoise ¼ U2
nd

� �

= U2
nRd

D E

:

To observe the microwave signal envelope against the background of self-noise,
it is necessary to send a signal from the detector to a narrow-band amplifier with a
low noise factor. Figure 12.8 shows such a circuit: a low-noise amplifier LFA is
attached to the detector section. LFA output signal is observed on an oscilloscope.
This allows a visual observation of the modulating signal on the screen (the
so-called “video signal”). If there is no signal on the screen, diode noise is observed
(Fig. 12.8, left oscillogram). A signal with a carrier frequency modulated by rect-
angular pulses causes the appearance of the image shown in Fig. 12.8 (middle
oscillogram).

At certain signal power it is possible to achieve an image in which the upper
level of noise pulsations without a microwave signal coincides with the lower level

Fig. 12.8 Determining tangential sensitivity: a measurement circuit; b oscillograms at different
power levels
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in the presence of a signal (Fig. 12.8, right oscillogram). The power at which such a
picture is observed is known as the tangential sensitivity Ptg (TSS).

It is customary to measure this power relative to 1 mW. In this case, tangential
sensitivity is expressed in dBm:

TSS ¼ 10 lg
Ptg

1 mW

	 


; ðdBmÞ:

It should be noted that TSS is not a strictly objective characteristic of the diode,
since it is influenced by amplifier noise and subjectivity in estimating the coinci-
dence of noise levels on the oscilloscope screen. However, in practice, this parameter
has found wide application, since it reflects with sufficient accuracy the main
functional purpose of the detector—detection of low-power signals. The typical
value of tangential sensitivity in the decimeter band can be −60 to −80 dBm.

The heating of detector diodes limits the permissible maximum power supplied
to the diode. It is called the burnout power. Usually, on the detector sections or
device inputs, where the diode is used, the maximum power value is indicated.
Typical values are 0.5–5 mW.

12.1.4 Circuit Application

In microwave devices, detector diodes are mounted in so-called detector heads, where
the matching elements and connectors are integrated for connection to the typical
microwave path: coaxial, microstrip, waveguide, etc. In hybrid IC diode is mounted
on a printed circuit board on which the matching and connecting elements are located.

Figure 12.9a shows an example of the equivalent circuit of such an IC and the
topology (Fig. 12.9b) of the device. The circuit parameters are given for the
SMS7630 diode. The circuit provides a standing wave ratio (SWR) of the order of

Fig. 12.9 a Equivalent
circuit; b device topology
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1.2 in the range 1–18 GHz. In comparison with the circuits shown in Figs. 12.6 and
12.7, this circuit contains additional elements that ensure isolation of the bias
supply circuits, the microwave part and the output LPF chain. To do this, filters are
applied made from distributed and lumped elements. A quarter-wave line segment
at the input is used to transform the short circuit into an open circuit. This ensures
the matching of input TL and the diode. The same segment connected to the other
contact of the diode provides an open circuit condition at the output contact of the
diode and the absence of the RF signal passage into the bias supply circuits.

Currently, the application field of detector diodes is expanding due to their use in
wireless transmission systems. They receive microwave energy and convert it into
direct current energy, similar to the work of solar cells. A large number of diodes
forms a receiving antenna, called a rectifying antenna (or a rectenna). In such an
application, small noises are secondary and energy conversions efficiency
(ECE) and resistance to high-power are of primary concerns.

12.2 Mixer Diodes

12.2.1 Functional Designation and Usage Principle

of the Mixer Diode

The nonlinearity of the diode volt-ampere characteristic can be used not only for
obtaining DC signals or low-frequency envelopes, but also for transforming the
signal to another carrier frequency. To do this, an unmodulated signal with fre-
quency xlo is added on the diode, in addition to the useful signal with frequency xs.
An additional generator with frequency xlo is called a heterodyne (from Greek
“hetero”—other, and “dyn”—force) or local oscillator (LO).

Diodes converting signals from one frequency to another are called mixer diodes

(MD).
Let us consider the “mixing” of signals of different frequencies on a nonlinear

element and determine the specific requirements for diodes used in this circuits. For
the analysis, we use the power series expansion of the volt-ampere characteristic of
the diode, truncating it to the first three terms of the expansion:

id ¼ a0 þ a1Ud þ a2U
2
d þ a3U

3
d þ � � �

¼ a0 þ a1 Us sinðxStÞþUlo sinðxlotÞð Þ
þ a2 Us sinðxStÞþUlo sinðxlotÞð Þ2 þ � � � ;

ð12:7Þ

where Us sin sinðxStÞ is the “useful” signal; Ulo sin sinðxStÞ is the harmonic local
oscillator signal; and a0, a1, …, an are the coefficients of expansion, dependent on
the form of the volt-ampere characteristics.

We confine ourselves to a small-signal analysis, omitting all the terms of the
series, except for the first three. As seen from (12.7), the first two terms do not
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change the spectrum of the signals. New combinational frequencies occur due to
the quadratic term (and to higher order terms):

½a2ðUs sinðxstÞþUlo sinðxlotÞ�2

¼ a2U
2
s sin

2ðxstÞþ 2a2UsUlo sinðxstÞ sinðxlotÞþ a2U
2
lo sin

2ðxlotÞ

¼ 1

2
a2U

2
s þ

1

2
a2U

2
lo �

1

2
a2U

2
s cosð2xstÞ �

1

2
a2U

2
lo cosð2xlotÞþ

þ a2UsUlo cosðxs � xloÞtþ a2UsUlo cosðxs þxloÞt

ð12:8Þ

This expression shows that the quadratic term not only determines the harmonic
components with frequencies 2xs and 2xlo, but also components with frequencies
xs � xlo. The amplitude of these combination components a2UsUlo depends on the
expansion coefficient a2 and is proportional to the product of the amplitude of the
“useful” signal and the local oscillator signal amplitude. Thus, the “useful” signal
can be converted to one of the combination frequencies. We talk of intermodula-
tion, i.e. the transfer of modulation from one frequency to another. In the
approximation considered, only the quadratic term in the expansion of the
volt-ampere characteristic was taken into account. So it is second order inter-

modulation. It is not difficult to show that preserving in the series higher order terms
leads to appearence in the output signal spectrum combination frequencies
nxlo � mxs, where n and m are the whole numbers 0;�1;�2; . . .. The sum of the
numbers n and m characterizes the order of intermodulation. Figure 12.10 shows
the second-order intermodulation frequency spectrum. In addition to the original
frequencies, there are signals of difference and total frequencies x� ¼ xlo � xs, as
well as second harmonics of the signal and the local oscillator 2xs and 2xlo. The
appearance of the second harmonic of the signal is interpreted as an increase in the
nonlinear distortion of the signal. To reduce this undesirable effect, the amplitude of
the signal should be small in comparison with the bias voltage.

Usually, the local oscillator frequency is chosen to be higher than the signal
frequency, and the difference frequency, called the intermediate frequency xi ¼
xlo � xs is chosen for further use.

Since the amplitude of the intermediate frequency signal is directly proportional
to the amplitude of the local oscillator signal, in order to increase the conversion
efficiency it is necessary to increase the power of the local oscillator.

Fig. 12.10 The simplest
spectrum of mixers
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Analysis of expression (12.8) shows that the combinational frequencies arise due to
the component containing the multiplication of signals 2a2UsUlo sin ðxstÞ sin ðxlotÞ.
This explains the use of the multiplication sign 	 to denote mixers on block
diagrams.

An important role in the mixer operation is played by the so-called image
frequency xim ¼ xlo þxi (Fig. 12.10). If an interference signal at the image fre-
quency is present at the input of the device, then its combination with the local
oscillator signal also generates an intermediate frequency signal. The second LO
harmonics can also serve as a source of the image frequency, since

2xlo � xi ¼ 2xlo � xlo þxs ¼ xlo þxs ¼ xim

An even more complicated picture arises when there is an interference with a
large amplitude in the input signal. In Fig. 12.11, this interference is represented by
additional signal Un sinðxntÞ. It can be represented as a signal from an additional
heterodyne. In this mode, additional combinational frequencies arise that compli-
cate the spectral composition. The increase in signal power also significantly
changes the spectral composition at the output. This is explained by the faster
growth of the amplitude of higher order terms than the quadratic term.
Intermodulation components appear of a higher order than the second. To defuse
the spectrum, filters and balanced compensation circuits to dump the local oscillator
harmonics and its noise are used.

The main difference between the operation modes of the mixer diode and the
detector diode is the large forward and reverse voltages due to the large amplitude
of the LO signal. Thus, for reliable operation of diodes in mixer circuits, it is
necessary to increase the breakdown voltage of the diode and increase its tolerance
to heating by a high current. Nevertheless, the requirements of low inertia should be
preserved. The fulfillment of these requirements is possible when using semicon-
ductor structures with a lower level of doping than in DD.

Fig. 12.11 Analysis of mixer
operation
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Typically, gallium arsenide is used as the structure material as having higher
breakdown field strength (250 kV/cm) than silicon (100 kV/cm) and higher
low-field mobility.

Figure 12.12 shows a structure of the mixer diode. The cross-shaped structure of
the metal electrode forming the Schottky barrier provides a reduction in the junction
capacity in comparison with the circle and improves the mechanical properties of
the connection with the semiconductor structure. The concentration of the impurity
in the low-doped n-region does not exceed 1017 cm−3. The concentration of the
impurity in the п

+-region is usually of the order of 1019–1020 cm−3.

12.2.2 Mixer Diode Schemes

Figure 12.13 shows the circuit of the simplest mixer. In it, signals from antenna A
and from the local oscillator arrive at the mixer diode. A constant bias from source
Ubias is also applied to the diode. A bandpass filter BPF (preselector) allows tuning
to the signal with the desired frequency. The local oscillator signal is fed to the MD
through a directional coupler. The bias to the diode is fed through a low-pass filter

Fig. 12.12 Form of a mixer
diode

Fig. 12.13 The simplest
microwave band mixer circuit
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formed by components CF, L2. The intermediate frequency signal is fed to an
intermediate frequency amplifier (IF amplifier) via inductance L1 to prevent the
passage of the high-frequency components of the spectrum to the amplifier input. In
order to match the diode to the microwave path, a moving plunger Pl is used.

To compensate the amplitude noise of the local oscillator, different balanced
circuits are used. Figure 12.14 shows a widely used two-diode balanced mixer
(BM) circuit with a 3 dB waveguide directional coupler (Riblet coupler). It consists
of two diodes, D1 and D2, included in the output coupler ports, to which a signal at
frequency xs with power Ps and a local oscillator signal at frequency xlo with
power Plo are fed through a Riblet coupler. Let the initial phases of these oscilla-
tions be equal to zero. Then due to the phase shift of the signals in the output arms
of the Riblet coupler at p/2 we get:

• on diode D1, the voltage is composed of the components

u1s ¼ Us cosðxstÞþUlo cosðxlotþ p=2Þ;

• on diode D2:

u2s ¼ Us cosðxstþ p=2ÞþUlo cosðxlotÞ:

The diodes are connected in parallel with opposite polarities, so the current
difference flows through the load R0 with intermediate frequency xi ¼ xlo � xs.
At full circuit symmetry, the resulting current is

ii ¼ i1i � i2i ¼ Ii ðcos½ðxst � p=2� xlot� � cos½xst � ðxlot � p=2Þ�f g
¼ 2Ii sinðxs � xloÞt:

Useful signal currents are combined in the load in-phase.
Let us represent the amplitude noise of the local oscillator acting in the signal

band xs and in the image band channel xim as the side bands of the amplitude
modulation oscillations with carrier xlo, i.e. unlo ¼ Un cosððxlo þximÞt � unÞ,
where un is the phase change of the noise signal. Reception of local oscillator noise
in the signal band on the counter-switched diodes gives noise current:
ins ¼ i1ns � i2ns. Following the previous analysis, we obtain mutual compensation
of the local oscillator noise in the load.

Fig. 12.14 Balance mixer
circuit
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Due to the inevitable difference in the diode parameters of the real BM, the local
oscillator noise is suppressed by 15–30 dB. In practice, pairs of diodes are selected
for BM.

12.3 p-i-n Diodes

12.3.1 Structure, Principle of Operation and Equivalent

Circuit of the p-i-n Diode

Resistance of detector and mixer diodes strongly depends on the applied voltage.
The low power levels of such diodes severely restrict their use.

For switching powerful signals, special structures have been developed, called
p-i-n diodes. They are also known as control diodes.

It follows from the name that the structure of these diodes contains p and n lay-
ers of a semiconductor with an undoped i-region placed between them. Naturally,
the inertia of such a device sharply increases due to the influence of a number of
factors, in particular, the transit time of carriers, diffusion capacity, and carrier
recombination time in the i-region. Such a device can be used as a rectifier at low
frequencies, but cannot be used as a detector of weak microwave signals. The
volt-ampere characteristic of such a diode in comparison with a typical p-n diode or
SBD has a positive branch shifted towards higher voltages. The presence of the i-

region reduces the electric field intensity in the base and provides an increase in the
breakdown voltages.

For effective switching of microwave signals, the diode must have minimum
impedance under positive control voltage (forward direction) and maximum
impedance negative control voltage (reverse direction). The second condition is
equivalent to reducing the capacity of the device, which can be provided not only
by reducing the area of the electrodes (as in DD and DM), but also by increasing the
distance between them. An extended (from 10 to 400 lm) i-region reduces the
barrier capacity of the device.

Consider a typical p-i-n diode, with a structure as shown in Fig. 12.15. The
structure is a semiconductor (most often Si), which has two heavily doped regions of
p+ and n+ types (1018 cm−3), and the i-region (base) between them. The resistivity
of this region is 103–104 Xcm. On the outer sides of the p+ and n+ regions, ohmic
contacts are deposited. The area of the active diode part is in the range 10−1–1 mm2.

Let us analyze the operation of the device when it is exposed to a small
microwave signal and a rectangular pulse of the control voltage. Suppose that the
diode is connected to the microwave transmission line in parallel. Figure 12.16a
shows the variation of control voltage U, the shape of the current through the diode
I and the microwave voltage Umicro on the diode as functions of time. At the initial
moment, the diode is biased in the reverse direction with voltage Urev, the current
through the diode is small, and is equal to the saturation current Is. Alternating
voltage across the diode Um is determined by the level of incident power and the
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shunting action of the diode capacitance. In this mode, it is maximum, and the
resistance of the diode is large. When the polarity of the control voltage is chan-
ged to forward direction, charge carriers are injected into the high-resistance i-

region from p
+ and n

+ regions, forming electron-hole plasma.
The filling time of the i-region with mobile carriers sd � wi=2vs. As the i-region

is filled, the current through the diode increases and the resistance drops. The time
interval of this process is determined by the value of sd and shunt capacitance
(Fig. 12.16a). This time interval is called turn-on time son. The current reaches a
maximum value Idir, and resistance becomes minimal. The microwave voltage on
the diode Um drops almost to zero (the electromagnetic wave is reflected from the
diode). When the polarity of the control voltage is reversed, the number of mobile
charge carriers does not change instantly. Therefore, just after switching, reverse
current Irev is equal in amplitude to direct polarity current Idir. Further, the process
of extracting charge carriers from the base ðs1Þ and their recombination ðsn;pÞ starts.

Fig. 12.15 Structure of the
p-i-n diode

Fig. 12.16 Analysis of the switching process in the diode: a transient processes in the diode;
b typical resistance change
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The current through the diode decreases slowly. When no free carrier is left in the
base, the resistance of the diode increases sharply and the current through it will
decrease to the value Is. Time srec � son þ sn;p from the moment of switching to the
moment when the reverse current reaches the steady-state value Is is called recovery
time. Microwave voltage Umicro reaches its maximum value again. The diode stops
shunting the transmission line, and a signal with minimal attenuation passes
through it again. Thus, the switching of the microwave signal occurs with a delay
relative to the moment of switching the bias voltage.

Let us estimate the resistance of the diode quantitatively under forward bias,
assuming that the main contribution is provided by the resistance of the i-region.
Figure 12.17 shows the distribution of the mobile charge carrier concentration with a
positive control voltage polarity at a high injection level from the p+ and n+ regions.

The lifetime of electrons and holes is much longer than the transite time of the i-
region. The middle part of the structure, filled with electrons and holes, has low
resistance and has no large voltage drop. This corresponds to the condition when
injected carrier concentrations are equal, i.e. ni = pi, as shown in Fig. 12.17. The
concentration of minority carriers in the p+ and n+ regions pn and np is small, due to
the short time of charge recombination in the volume of heavily doped regions.
Under these assumptions, the total charge of the mobile carriers in the i-region is
equal to the current multiplied by the recombination time of these carriers s in this
region, i.e. Q ¼ I � sn;p. Then the resistance of the i-region is calculated by the
formula for the resistance of the sample at the specified conductivity
r ¼ 1=qðniln þ pilpÞ, base length wi and its area S:

Riþ ¼ wi

eðniln þ pilpÞS
� wi

ðQ=ViÞðln þ lpÞS
¼ w2

i

ðln þ lpÞQ
¼ w2

i

ðln þ lpÞIsn;p
ð12:9Þ

where Vi is the volume of the i-region; S is the contact area; ni, pi is the concen-
tration of injected electrons and holes; and µn,p is their mobilities.

It follows from (12.9), that the resistance of the i-region does not depend on the area
of contact. In practice, recombination on the lateral surface of the i-region reduces the

Fig. 12.17 Distribution of
concentration of mobile
carriers upon forward bias
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effective lifetime of carriers sn;p, complicating the simple dependence obtained, but
the general trend remains. As an example, Fig. 12.16b shows the experimental
dependence of the resistance on the flowing current for one of the p-i-n diodes.

Formula (12.9) does not fully describe the impedance of the diode when
exposed to a microwave signal. The equivalent circuit of the p-i-n diode also
includes barrier capacitance Ci � eS=wi, parasitic series contact resistance Rs, and
case capacitance Cp, as well as contact inductance Ls (Fig. 12.18), where equivalent
circuits of the diode biased in forward and backward directions are shown.

A sharp change in the resistance, depending on the control voltage, led to the use
of p-i-n diodes in switchers, modulators, controlled attenuators, and phase shifters.
In these circuits, both sequential and parallel diode connections in the microwave
line are used. Some circuits are shown in Fig. 12.19. In these circuits: Cb is the
blocking capacity, L1, L2 are the inductors playing the role of a low-pass filter, Rlim

is the limiting resistance, and K1 is the key in control circuit.
When control voltage U is applied with forward polarity in the series connection

circuit (Fig. 12.19a), diode D is equivalent to a small resistance (short circuit)
connecting two ends of one of the transmission line wires. This ensures that the Um

signal is transmitted without significant reflection loss. At reverse bias, the diode
has a small capacitance Ci, equivalent to a large resistance (idle stroke) and leads to
reflection of the signal from the diode.

For a parallel connection circuit of the diode, the picture is reversed: with forward
bias, the diode shorts the transmission line, causing practically complete reflection of
the signal. With reverse bias, the diode is equivalent to a large resistance, which does
not practically affect the propagation of the signal in the transmission line.

The quantitative assessment of switching quality is determined by two main
parameters: transmission loss and isolation. Transmission loss L is the ratio of the
power transmitted through switch Pout to incident power Pin, in the transmission
mode, expressed in decibels. In such a way, L = −10lgPout/Pin.

Isolation A is characterized by the ratio logarithm of the power passing through
the switch to the incident power in reflection mode, i.e. A = −10lgPout/Pin. In

Fig. 12.18 Design and equivalent circuits of the p-i-n diode
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modern switch circuits, it is possible to obtain a transmission loss of less than
0.5 dB and isolation of more than 30 dB at a frequency of 2,400 MHz.

Carriers injection in the i-region increases during positive phase of high
amplitude microwave signal. These carriers do not have time to fully recombine
during the negative phase of the signal. Hence the number of charge carriers in the
i-region increases from period to period while the region is completely filled.
Naturally, the resistance of the i-region decreases in this case. The greater the
incident power, the greater the microwave voltage at the diode and the higher the
injection level, and the greater the charge of mobile carriers in the i-region, leading
to a decrease in the resistance of the diode.

This property of p-i-n diodes is used when creating limiters and controllable
attenuators. Figure 12.20 shows diode connection circuits in a waveguide and
typical amplitude characteristic of the limiter. It is important to note that the
reduction in signal power at the output of the device occurs due to reflection from
the diode and only a small part is scattered inside diode. This allows switching

Fig. 12.19 Diode installed in
microwave line

Fig. 12.20 Limiter circuit operation: a diode in waveguide; b amplitude characteristic
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signals with a power exceeding 1 kW in continuous mode in the decimeter range.
However, the nonlinearity of the diode leads to undesirable intermodulation dis-
tortions in the switched signal with increasing power.

12.3.2 Peculiarities of the Use of p-i-n Diodes in Circuits

Switchers

Consider the simplest circuits of switchers, phase shifters and limiters. Switchers
are the most important elements of the transmitter-receiver paths of any radio
electronic system. Low power losses in transmission mode, high isolation with
locking mode, and low nonlinear distortions are required from switchers.

As an example, Fig. 12.21 shows the topology of a two-channel switcher SPDT
(Single Pole Double Throw) using four diodes D1–D4. In this circuit, the micro-
wave signal coming from port 1 falls into port 2 or 3, depending on the polarity of
the control voltage applied to the diodes from sources UA and UB. When for-
ward voltages are applied to D1 and D2 and reverse voltages to D3 и D4, the signal
moves to port 3. With reverse polarity it moves to port 2. The length of the
microstrip lines, which determines the diode places with respect to the input
T-branch, is selected from the condition of identical phases of the signals arriving at
the diodes and of ensuring small losses. Blocking capacitors exclude the closure of
the control circuits through the conductors of the microstrip path.

It should be noted that with the development of MEMS (Micro Electro Mechanic
Systems), switches with p-i-n diodes have now got decent competition in the form
of MEMS switches. Such devices function as ordinary mechanical keys in the
low-frequency range. Their parameters in the low-frequency portion of the
microwave band exceed the parameters of p-i-n diodes, especially in terms of
dynamic range of use, distortion and introduced loss. However, the lifetime and
stability of MEMS are worse than in p-i-n diodes.

Fig. 12.21 Two-channel
switch circuit
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Phase-Shifters

With the development of the phased array antenna technique (PAA) and the
improvement of the measurement technique, it became necessary to create fast-
controlled phase shifters. For this purpose, p-i-n diodes in particular are used, providing
a discrete change in the phase of the transmitted signal (digital phase shifters). Usually
such a change is achieved by changing the distance traveled by the wave.

An example of a phase shifter using p-i-n diodes is shown in Fig. 12.22. The
device consists of sections of transmission lines and stubs of various electrical lengths.
Six diodes play the role of commutating keys, determining the way the wave travels.
The state of these keys is determined by control signals supplied from sources A,
B and C. A table of control voltages providing a phase change with a certain step
(“discrete”) is shown in Fig. 12.22. At level 1 the diode is open, at level 0 it is closed.
Inductances L1 exclude the passage of the microwave signal into the control circuits.
Blocking capacitors C1 provide isolation between the elements by direct current,
without introducing losses into the transmitted microwave signal. If a single level
exists on all control inputs (A, B, and C) the signal will pass along the shortest path.
The resulting phase incursion of the wave is considered to be zero, since the phase
difference, and not its absolute value, is important for the operation of the device. In
the case of a zero level at all control inputs, the signal travels the longest path along all
stubs, providing the maximum phase incursion in comparison with the smallest path.
With different signals on the diodes, the path difference and the phase incursion will be
between these limit values. The number and dimensions of the arc-wise elements are
selected so as to provide a phase incursion multiple to the phase incursion in a smaller
element. This phase incursion is called discrete. In this circuit, it amounts to 22.5°.

Limiters and Attenuators

In the operation of these devices, the nonlinearity of the diode at large values of the
supplied microwave power is used. The simplest circuit of a limiter with auto-bias
is shown in Fig. 12.23. In addition, a Schottky barrier diode is used along with a
p-i-n diode, and a SBD detects part of the transmitted signal power and provides a

Fig. 12.22 Circuit of the discrete phase shifter and table of control signals with resulting phase
incursion
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forward bias to the limiting diode. This connection circuit allows a reduction of the
threshold power of operation of such a device and its inertia. In it, the SBD acts as a
device that reacts quickly to the supplied microwave signal of the device, providing
a forward bias to the limiting diode.

For operation at a high power level, a block of diodes with different i-region
widths are used. They are connected one after other, as shown in Fig. 12.24a. In
general, the duration of the front of the input signal (Fig. 12.24b) should not be less
than the response time of the most powerful diode in the circuit. In such a limiter,
at the initial moment, a diode with a smallest thickness in the i-region of 5 lm,
having a small inertia, is triggered. After that, the diode with average thickness of
20 lm is switched, and finally, at an increased power level, a “slow” high-power
diode with a thickness of 100 lm are triggered.

12.4 Varactor Diodes

12.4.1 Structure, Equivalent Circuit and Applications

of Varactor Diodes

A varactor diode (VD) is a diode, specially designed to use the dependence of its
reactance on an applied voltage. Diodes with a Schottky barrier (see Sect. 12.1) or

Fig. 12.23 Limiter circuit
with auto-bias

Fig. 12.24 High power level
limiter: a connection circuit;
b time diagram
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p–n junctions (see Sect. 12.2), in which the capacitance depends on the applied
voltage, can be used as a structure that realizes this nonlinearity. Varactor diodes are
used for electrical frequency tuning, in frequency multipliers, parametric amplifiers
and other facilities. In transceivers, these diodes are used, first of all, as
frequency-tunable oscillators (VCO, a voltage-controlled oscillator) and tunable
filters.

12.4.2 Varactor Structures

One of the most common structures used for varactor diodes is shown in Fig. 12.25.
This is a metha-structure (from the English “metha,” meaning a flat-top mountain)
consisting of n+ substrate 5, with an n-type epitaxial film 4 growing on it. By
diffusion, a p-layer 2 is formed in this film. Between the n- and p-regions, a depletion
layer 3 is found. Ohmic contacts 1 are deposited on the p-layer and substrate.
A Schottky barrier can also be used in varactor diodes.

The form of voltage–capacity characteristic C = f(U) of these structures depends
on the doping profile (see Chap. 11). In the general case, the distribution of dopants
near the metallurgical boundary is described by the functionNdðxÞ � NaðxÞ
Bxm,
where m is the coefficient determining the doping profile. Coordinate x is directed
from the donor region to the acceptor region starting from the metallurgical junction
plane.

For m = 0 the level of doping on different sides of the metallurgical boundary
does not depend on the coordinate. Such a junction is called “abrupt.” At m � 1, the
level of doping varies linearly. In this case, the junction is called “gradient.” For
m < 0, the degree of doping increases when approaching the metallurgical junction.
Such a junction is called “hyper abrupt.” The doping profiles for these three cases
are shown in Fig. 12.26.

The difference in the doping profiles causes a difference in dependencies C ¼
f ðUÞ Solving the Poisson equation for the depletion layer in the general case, we
obtain:

C ¼ C0 1� Ubias

uk

	 
� 1
mþ 2

; ð12:10Þ

Fig. 12.25 Structure of the
varactor diode
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where C0 ¼ S
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eeNAND

2 NA þNDð Þuk

q

is the diode capacity at zero bias voltage. For m = 0, the

formula coincides with the previously obtained expression for SBD.
Figure 12.27 shows the dependence of the capacitance on the applied voltage for

the three typical barriers under consideration. The graphs are normalized to the
same capacitance C0. It follows from the graphs that diodes with a gradient junction
have the weakest dependence of capacitance on voltage, the hyper abrupt junction,
in contrast, causes the highest value of derivative @Cb=@U:

Varactor diodes are characterized by the following parameters: capacity at zero
voltage C0; overlap factor K ¼ Co=Cmin, where Cmin is the capacitance of the diode
with maximum allowable reverse voltage; sensitivity ðDC=CÞ=ðDU=UbiasÞ; and
steepness DC/DU. A decrease Cmindue to the increase (in absolute value) of the bias
voltage is limited by the avalanche breakdown of the depletion layer. In this con-
nection, the value of permissible reverse voltage Urev max is specified for diodes. For
different types of diodes, this value varies from 5 to 50 V. Overlap factors vary from
1.5 for an abrupt junction to 3 for a hyper abrupt junction.

Figure 12.28 shows real doping profiles, the use of which are most appropriate.
Donor profile 2, in the accepted terminology, corresponds to an abrupt barrier, and
profile 1 corresponds to a hyper abrupt barrier. For better understanding, Fig. 12.28(b)

Fig. 12.26 Varieties of
doping profiles of p-n
junctions

Fig. 12.27 Voltage-capacitance characteristics at different doping
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shows characteristic ND xð Þ�NA xð Þ for a hyper abrupt junction. To the right of the
junction boundary (y � 0:4lm), the donor concentration decreases sharply.

An equivalent circuit is used to describe the RF properties of the varactor diode
with reverse bias voltage (Fig. 12.29). This circuit is similar to the circuits for
detector, mixer, and p-i-n diodes (see, for example, Fig. 12.4). The nonlinear
properties of the device are represented by capacitance C(U).

Parasitic resistance Rs determines the noise produced by the diode in parametric
amplification circuits. In addition, this resistance reduces the efficiency of frequency
multipliers. To quantify the effect of these parameters, the Q-factor and the cut-off

frequency fc are used. The Q-factor is determined by the ratio of the reactive energy
stored in capacitance C(U), to the power dissipated in resistance Rs.

Analysis of the circuit in Fig. 12.29 shows that the Q-factor calculation can be
reduced to the calculation of the ratio of resistances under consideration, i.e.:

Q ¼ 1=ixC0

Rs

�

�

�

�

�

�

�

�

¼ 1

2pfRsC0
¼ fc

f
ð12:11Þ

where fc ¼ 1=ð2pRsC0Þ is the cut-off frequency, analogous to the critical frequency
of the DD. According to (12.11), an increase in the quality factor is achieved by
reducing Rs and C. One of the ways to increase Q and critical frequency is to use
structures based on gallium arsenide. They have Rs values much lower than silicon
structures due to a higher mobility of electrons.

Fig. 12.28 Examples of real doping profiles for varactor diode

Fig. 12.29 Equivalent circuit
of the varactor diode
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12.4.3 Heterostructure Barrier Varactor (HBV diode)

Apart from the varactor structure shown in Fig. 12.15 there also exists heterostructure
barrier diodes (HBVs). The HBV is a semiconductor device which shows a variable
capacitance with voltage bias, similar to a varactor diode. Unlike the usual varactor, it
has an anti-symmetric current–voltage characteristic and symmetric capacitance–
voltage dependence, as shown in Fig. 12.30. The device was invented by Erik
Kollberg together with Anders Rydberg in 1989 at Chalmers University of
Technology.

The inset of the figure shows the circuit schematic symbol for an HBV. From the
symbol, one can conclude that the HBV consists of two, back to back connected
diodes (such as Schottky diodes for instance) with opposite forward directions. The
gap in the middle of the diode symbol represents the inherent capacitance of the
device.

The electrical characteristics of an HBV are realized by separating two layers of
a semiconductor material (1) with a layer of another semiconductor material (2) as
shown in Fig. 12.31. The band gap of material (2) should be larger than for material

Fig. 12.30 Typical IÐV and
CÐV characteristics of the
HBV diode

Fig. 12.31 Typical structure
of the HBV diode with 3
barriers
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(1), resulting in a series of barrier to carriers travelling through layers (1)-(2)-(1).
Layer (1) is usually n-doped which means that the majority of carriers in this device
are electrons. At different bias voltages the carriers are redistributed and the dis-
tance between the carriers on each side of the barrier (2) is different. As a conse-
quence the HBV has electrical properties resembling a parallel plate capacitor, with
a voltage dependent gap d.

12.4.4 Applications of Varactor Diodes

Electrical Tuning of Resonance Frequency

A change of capacitance due to an applied bias voltage is used in schemes for the
electrical tuning of resonance frequency, as well as in special switchers with low
losses. Fig. 12.32 shows an equivalent scheme of an oscillatory circuit with a VD.

The resonance frequency of the oscillatory circuit x0 ¼ 1
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L0ðC0 þCÞ
p

changes

due to a change in the varactor capacitance C(Ubias), which in turn depends on the
control voltage. A large capacitor Cb divides bias and microwave circuits.

A generator circuit varactor frequency tuning is shown in Fig. 12.33. The
generator uses two coupled cavities made from waveguide sections. One of the
cavities includes a generation diode, and the other—a VD. Resonators are coupled
by a waveguide window O1. The balance of phases and amplitudes of the entire

Fig. 12.32 Inclusion of a
varactor diode into the
oscillatory circuit

Fig. 12.33 Generator circuit
with varactor frequency
tuning
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device determines the generator frequency. When the control voltage on the VD
changes, the generation frequency also changes.

The use of a VD as a switch is based on the significant difference in the reactive
conductivity of the diode under negative and small positive bias voltages. Such
switchers differ from the switchers on p-i-n diodes with small active losses, and
hence small noise insertions into the switched signal.

In addition, they have higher speeds. The drawbacks of these switches include
difficulty matching the varactor to the transmission line over a wide frequency
range, and the small values of the switched power.

Frequency Multiplication

Unlike varistors (DD, MD), in which the nonlinearity of the active nonlinear

resistance is used to convert the signal spectrum, in varactors a nonlinear reac-

tance is used. The essential difference between these nonlinear devices lies in the
level of dissipation (absorption) of power of the acting signal. Varactors have power
losses significantly lower than varistors, since varactors operate at a reverse bias
voltage with small active currents.

Consider the simplest frequency multiplier circuit (a harmonic generator) on a
VD. Consider an element that provides the third harmonic (frequency tripler). The
equivalent circuit of this device is shown in Fig. 12.34. Signal with frequency
x1—Ux1 ¼ Um1Sinðx1tÞ is fed through a VD, through band-pass filter BPF1. In
addition, a bias voltage is applied to the diode (not shown in Fig. 12.34). The filter
BPF3 is connected in parallel to the diode. This filter is tuned on the third harmonic
3x1of the input signal and selects the third harmonic on the load Z3.

However, the operation of the multiplier cannot be performed without connecting
an “idle” circuit tuned to the second harmonic (elements Z2 and BPF2). Then
necessity of inclusion of an “idle” circuit follows from the law of energy conser-
vation. This effect is considered in more detail in Sects. 12.4.5 and 12.4.6.

Let us analyze the operation of the circuit with the algorithm used to study
varistor properties. We expand the voltage–capacitance characteristic in a power
series in the vicinity of constant bias U0 and find the response of the diode to the
action of a microwave signal Ux1 ¼ Um1Sinðx1tÞ. We limit ourselves to a
low-signal approximation, i.e., Um1 � U0j j.

Using (12.10) and expanding it in a power series to a second-order term, we
obtain:

Fig. 12.34 Equivalent circuit
of the frequency multiplier
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C Uð Þ ¼ C U0ð Þ 1þ a1Ux1 þ
1

2
a2U

2
x1

	 


where

C U0ð Þ ¼ C0 1� U0

uk

	 
� 1
cþ 2

; a1 ¼
1

cþ 2

uk � U0
; a2 ¼

1
cþ 2

1
cþ 2 þ 1

� �

uk � U0ð Þ2

Let us determine the spectrum of the current flowing through the diode for an
abrupt junction m = 0:

i tð Þ � x1C U0ð ÞUm1 1þ 1=8a2U
2
m1

� �

sin x1tð Þþ a1=2U
2
m1 sin 2x1tð Þþ a2=8U

2
m1 sin 3x1tð Þ

� �

ð12:12Þ

The presence of harmonics in the current spectrum leads to a rising voltage on
the elements of the circuit both on the second and third harmonics. Moreover, the
presence of a branch tuned to the second harmonic ensures the occurrence of an
appropriate voltage on the diode, which is added to the voltage of the first harmonic
and generates an additional signal at a combinational frequency (particularly, on the
third harmonic). The conversion coefficient for such a device can be quite large,
since all the power supplied by the first harmonic (assuming ideal capacitance of the
diode and the filters, as well as the absence of losses in the idle circuit) is converted
to higher harmonic powers:

P1 xð Þ ¼ P2 þP3;

where Pi is the power delivered on i-th harmonic.
Naturally, in real circuits there are always losses, which reduce the conversion

factorg ¼ P3 3xð Þ=P1 xð Þ. Therefore, even with an optimally tuned idle circuit, in
practice, it does not exceed 60–80%.

Since capacitance C(U0) depends on the voltage, the conversion coefficient
depend on voltage also. This is manifested in the dependence of the conversion
factor on both the bias voltage (with constant input power) and the input power (at
constant bias). Both dependencies have a maximum, observed when the bias
voltage and the amplitude of the microwave signal are equal.

At present, it is possible to obtain power up to 100 lW at a frequency of 1 THz
based on varactor multipliers.

Currently, circuits with oppositely connected varactors are used to construct
multipliers in the millimeter and sub-millimeter bands, which do not require the
supply of a constant bias. The voltage–capacitance characteristic of such a com-
pound is symmetrical with respect to zero bias voltage. In the output spectrum of a
such a multiplier there are only odd harmonics of the input signal: 3fs; 5fs; 7fs.
These features make it possible to eliminate the idle circuit and the bias circuits,
something which greatly simplifies the construction of multipliers. For this purpose,
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special hetero-barrier varactors (referred to as HBVs) are created (see Sect. 12.3).
The main application for HBV diodes is generating extremely high-frequency
signals from lower frequency inputs.

Only odd harmonics are generated, since even harmonics are cancelled due to
the symmetric nature of the nonlinearity. Also, by using this inherent symmetry of
the device, it can operate without DC biasing. This represents an advantage over the
Schottky diode which has to be biased.

Figure 12.35 shows an example of quasi-optical tripler which has a simple
mechanical construction— a quartz substrate with printed slotted antenna with
mounted arrays of HBVs. A high-pass filter with a cut-off frequency of about3f1
prevents passing the input signal into the antenna. The signal with the 3f1is radiated
by an alumina lens antenna.

This type of frequency multiplication is demonstrated by triplers at 100 GHz
through 282 GHz, and up to 450 GHz, and also as quintuplets (5� multiplication)
at 175 GHz. Signals generated at these frequencies (100 GHz to 3 THz) have
applications in diverse areas such as radioastronomy, security imaging, biological
and medical imaging and high-speed wireless communications.

12.4.5 Manley-Rowe Relations

Let us analyze the operation of the varactor from the general energy positions. To
do this, consider the power balance in a circuit with an ideal nonlinear reactivity
subjected by two harmonic voltages with frequencies fs and fp. In addition, we
design an electrodynamics system such that it has an active resistance component at
some combinational frequency fc, for example, fc ¼ fs þ fp. The functional diagram
of such a device is shown in Fig. 12.36

Fig. 12.35 A 141 GHz integrated quasi-optical slot antenna tripler
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We write the power balance for such a circuit as:

Ps þPp þPc ¼ 0; ð12:13Þ

where Pðs;p;cÞ is the average power for the period:

P ¼ 1

T

Z

T

0

u � i dt ¼ f �W ;

whereW is the energy accumulate over the period. Applying these expressions from
(12.13), we obtain

fsWs þ fpWp þ fcWc ¼ 0 ð12:14Þ

We rewrite (12.14) representing the combinational frequency as fc ¼ mfs þ nfp,
where m and n are the whole numbers:

fcWs þ fpWp þ mfs þ nfp
� �

Wc ¼ 0;

or

fs Ws þmWcð Þþ fpðWp þ nWcÞ ¼ 0: ð12:15Þ

Taking into account the arbitrariness of the frequency choice in (12.15),
the equation is satisfied under the condition that each of the terms is equal to zero,
i.e.:

Ws þmWc ¼ 0
Wp þ nWc ¼ 0

 �

: ð12:16Þ

Equation (12.16), when considering (12.14), is rewritten:

Fig. 12.36 For the analysis of nonlinear capacitance operation
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Ps

fs
þ mPc

mfs þ nfp
¼ 0;

Pp

fp
þ nPc

mfs þ nfp
¼ 0:

ð12:17Þ

Given the arbitrary of choice m and n, we rewrite (12.17) as:

P

1

m¼1

P

1

n¼�1

mPm;n

mfs þ nfp
¼ 0;

P

1

m¼�1

P

1

n¼1

nPm;n

mfs þ nfp
¼ 0:

ð12:18Þ

Equation (12.18) represents the Manley–Rowe relations for circuits with non-
linear ideal reactivity, relating reflect the law of conservation of energy in circuits.
These two mathematical relationships have the following important properties:

• They are independent of the particular shape of the voltage–capacitance or
current–inductance curves for a nonlinear capacitance or nonlinear inductance,
respectively.

• The power levels of the various sources are irrelevant.
• The external circuitry connected to the nonlinear reactance does not affect how

the power is distributed to the harmonic frequencies.

Let us apply (12.18) to analyze the energy relations in the multiplier and the
parametric amplifier. In the multiplier there is one signal with frequency fs, and
combinational frequency fc ¼ mfs. Setting n = 0, we obtain:

Ps

fs
þ mPc

mfs
¼ 0

from which Pc ¼ �Ps, i.e., the efficiency of transformation equals 100%.

12.4.6 Parametric Amplifier

Let us consider a more general case, when the diode is fed by two harmonic signals
instead of one. Such a scheme is called a parametric amplifier (PA). We can see an
analogy arises here with the operation of a mixer using the nonlinearity of the volt–
ampere characteristics arises.

L.I. Mandelstam and N.D. Papaleksi discovered the principle of parametric
amplification. Signal amplification in PA is carried out due to the energy of an
external source (a so-called pump oscillator), which periodically changes the
capacitance (or inductance) of the nonlinear reactive element that is included in its
composition. Thus, a PA converts the power of a pump oscillator to the power of
the output signal, i.e. it realizes an RF–RF energy conversion instead of a DC to RF
energy conversion which happens in other devices.

The main advantage of such amplifiers is their low noise due to their small
dissipation energy in the parasitic resistance Rs of the varactor. Since the 1950s,

378 12 Diodes with Positive Dynamic Resistance



PAs, along with quantum amplifiers, have become one of the main components of
radio telescopes. The noise temperature of which, cooled by parametric amplifiers is
10–20 K, with gains of the gain is 20–80 dB.

These PAs were traditionally grouped into two types: phase-incoherent

upconverting and negative-resistance parametric amplifier (in the case of a
downconverting frequency). Nowadays they are categorized as: phase-coherent
degenerate negative-resistance PAs (when fs ¼ fp � fs or fp ¼ 2fs) and nondegen-

erate negative-resistance PAs (when fs 6¼ fp � fs).
In phase-incoherent upconverting PAs a signal with a fixed frequency fp from a

pump generator mixes with an RF small-signal source at a frequency fs, to produce
an upconverted output fp þ fs with a gain that can be predicted by the Manley–Rowe
relations.

In this variant m ¼ 1and n ¼ 1, so (12.18) can be rewritten as:

Ps

fs
þ Pc

fs þ fp
¼ 0

Pp

fp
þ Pc

fs þ fp
¼ 0

( )

;

where Pc ¼ �Ps � Pp;
with the gain coefficient being:

K ¼ Pc

�Psð Þ ¼
fc

fs
¼ fs þ fp

fs
[ 1:

Using such kinds of amplifiers is limited by the impossibility of achieving large
gain factors: ðfp þ fsÞ=fs. It is difficult to design and manufacture wide-band circuits
with only three resonances on frequencies fs; fp and ðfp þ fsÞ. Parametric amplifiers
of this type are called stable boost converters.

If we assume m ¼ 1and n ¼ �1 then (12.17) can be rewritten as:

Ps

fs
þ Pc

fs � fp
¼ 0 ;

Pp

fp
þ �Pc

fs � fp
¼ 0

or

Ps

fs
¼ Pc

fp � fs
;

Pp

fp
¼ � Pc

fp � fs
;

As can be seen from the first equality, powers Ps and Pcare positive (>0), since
the power consumed by the load Pc[ 0. This means that a portion of the output of
the pump generator is supplied to the signal circuit and compensates the loss of
power, i.e., in the amplifier exists the regeneration frequency of the signal. From
these equations it is impossible to find the gain, because Ps includes not only the
power consumed by the load, but part of the power generated by regeneration.
However, writing the first equation in the form Pc ¼ Psðfc=fsÞ, it can be argued that
the increase will be larger when the ratio fc=fs becomes larger. Amplifiers of this
type are unstable in operation, since the signal circuit is supplied power even in the
absence of a signal, which under certain conditions can lead to self-excitation.
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When fs ¼ fp � fs or fp ¼ 2fs and fc ¼ fp � fs ¼ fs we have phase-coherent

degenerate negative-resistance PAs. If the condition is satisfied strictly, the circuit
is provided with one reinforced oscillation, the amplitude is equal to the sum of the
oscillations at the signal frequency and pump frequency. This mode of operation is
called synchronous operation. As we have shown, this operation depends on the
phase relations of the oscillations of the pump and signal.

In real conditions it is impossible to perform such a synchronization condition.
Therefore, the single-circuit regenerative amplifier always operates in an asyn-
chronous mode, when: fc � fs ¼ df 6¼ 0. The value of phase misbalance dxt

becomes a function of time, since it gains a random additive. Insertion resistance
also becomes a random function of time, and as a result there are random changes in
amplification. This represents a serious drawback to these kinds of amplifiers.

Parametric amplifiers are used in frequency ranges from hundreds of megahertz
to tens of gigahertz. They have a relatively narrow bandwidth of 1–3% and a low
noise factor (NF) due to the low level of dissipation energy in the parasitic series
resistors Rs in a varactor. To minimize NF the first stage of an amplifier is usually
put in a Dewar vessel containing liquid nitrogen, N2.

Consider, as an example, the typical functional scheme of a two-stage PA in
Fig. 12.37. The input of the PA signal is fed through circulator C1, then passed
through the resonator and the low-pass filter that filters the signal, with the pumping
frequency of the signal being transmitted to the resonator containing VD1. Operating

Fig. 12.37 Parametric amplifier
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point VD1 is set using a DC voltage source (Ub1). On the other hand in a resonant
system the voltage supplied from the generator pump is passed through a regulating
attenuator A1. Transformers of impedance Tr1 and Tr2 are connected to allow
adjustments of the PA in terms of its frequency band. All input components are
placed in a Dewar vessel. The second stage is organized in the same manner, but
without cryogenic cooling: the noise factor NF of the system determined mainly by
the first stage.

Another simple example of a double-balanced phase-coherent degenerate PA is
illustrated in Fig. 12.38 (printed board) and its electrical scheme given in Fig. 12.39.

Fig. 12.38 Printed board of a
double-balanced
phase-coherent degenerate
parametric amplifier

Fig. 12.39 The electrical
scheme of the PA shown in
Fig. 12.38
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The component “Balun” in there figures means balanced–unbalanced trans-
former, which converts the electrical signal from a balanced one to an unbal-
anced one and vice versa. The working (source) frequency of such an amplifier
is 1 GHz.

Advancement Questions

1. List the main types of semiconductor devices with positive dynamic resistance.
2. Draw a band diagram of the Schottky barrier for different bias voltages. Which

charge carriers participate in current transport through the barrier?
3. What charges are in the depletion layer? Which current components pass

through the depletion layer when the microwave voltage is applied to the
barrier?

4. Draw the VAC of the Schottky barrier with logarithmic and linear current
scales.

5. What dependence does the voltage-capacitance characteristic depict? Can it be
used to define the doping profile?

6. With what accuracy?
7. What is the difference between the Schottky barrier and the barrier formed

through semiconductor contact of n-type and p-type?
8. What is the difference between barrier and diffusion capacity?
9. What are the parameters of the detector diode VAC? What is its difference from

the VAC of an ideal Schottky barrier?
10. What dynamic parameters characterize DD? What is the cutoff frequency?
11. How does the DD turn on in the microwave transmission line? What is the

detector section?
12. What is the difference between a mixer diode and a detector diode?
13. What is the reason for the spectrum change in a mixer diode?
14. What is a heterodyne and why is it needed in a mixer?
15. Draw the spectrum of the mixer with second order intermodulation. What

combinational frequencies can occur in this case?
16. Draw the simplest mixer circuit.
17. What is the structure of a p-i-n diode? Compare the speed of DD and a p-i-

n diode.
18. How do the lifetime of the charge carriers and the transient time of the i-region

affect the inertial properties of the device? Can a p-i-n diode be used as a
rectifier?

19. What parameters are used to describe the RF properties of switches?
20. How do the limiter and attenuator work in a p-i-n diode?
21. Draw a phase shifter circuit with a discrete phase change level of 90°.
22. How does the doping profile affect the shape of the VCC of the varactor diode?

382 12 Diodes with Positive Dynamic Resistance



23. Why are varactor diodes not used to convert signal frequency in the input
circuits of receivers?

24. Explain the peculiarities of a VD operating in frequency-tuning circuits.
25. Analyze how a frequency multiplier operates using Manley-Rowe relations.
26. Analyze the operation of the parametric amplifier using Manley-Rowe

relations.
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Chapter 13

Diodes with Negative Dynamic Resistance

13.1 General Characteristics of Diodes with Negative

Dynamic Resistance

Microwave radio electronic systems use as devices that convert the signal spectrum

and switch direction of microwave signals propagation (see Chap. 12), as well as

devices that provide amplification and generation of microwave oscillations (active

devices). In low-frequency technology, the conversion and switching of signals are

provided by diodes, and amplification and generation are provided by transistors.

However, in the 1960s, there were no transistors capable of operating in the

microwave band due to technological limitations. Practice, however, required the

creation of active devices meeting the requirements of microminiaturization, high

cutoff frequencies, and small supply voltages, etc. The cumulated experience of

creating vacuum devices with dynamic control was not useful, since bunching

methods used in vacuum devices cannot be used in solids. During the period of

microwave oscillations, charge carriers undergo a large number of scattering events,

«forgetting» about the initial pulse. The efforts of researchers and developers were

aimed at finding new physical mechanisms for controlling convection current and

for energy extraction in the microwave band. A number of such physical effects

were discovered to the middle of the 1960s. The tunnel effect, avalanche breakdown

and inter valley carrier transport were the most important of them. These physical

effects formed the basis for the creation of diode structures able to amplify and

generate microwave oscillations: tunnel diodes (TD), avalanche transit-time diodes

(IMPATT DIODE), Gunn diodes, and injection transit time diodes. In most cases,

such devices have a positive differential resistance (with the exception of TD),

determined by the static volt-ampere characteristic and a negative dynamic resis-

tance in the microwave band. Therefore, this class of devices was called devices

with negative dynamic resistance (NDR).
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Figure 13.1 shows a typical static volt-ampere characteristic of a diode and a

graphical definition of static Rstat ¼ U0=I0 and differential resistance Rdiff ¼ tga ¼
u=i at the selected operating point. The differential resistance together with the

“cold” capacitance adequately describe the behavior of the device in the steady

mode.

When an alternating signal u ¼ Um sinxt is applied to a diode, it is necessary to

take into account the ratio of the acting voltage period and the time parameters

characterizing the motion of the carriers in the sample. These include: the charge

carrier lifetime, the carrier transit time through the diode structure, and the

Maxwellian relaxation time, etc. (see Appendix A). If the signal period is com-

parable with the carrier transit time in the device, the phase of the induced current

shifts substantially relative to the phase of the applied voltage (see Sect. 4.2). Under

certain conditions, this phase can be greater than p=2, being equivalent to the

appearance of a negative real resistance component in the total complex resistance

of the diode. This component is called the negative dynamic resistance. In

Fig. 13.1, this is indicated by a straight line with a negative slope. Such a linear

representation is valid only for a small-signal approximation, i.e. for Um � U0. If

the amplitude of the alternating voltage increases, then the waveform of the current

becomes substantially more complicated.

Diodes with negative resistance can be used in amplifiers and generators. These

devices unite flow control function and the function of energy extraction in the

same spatial gap. Because such a device has only one port, it is impossible to

separate the input and output circuits. As a result, in the microwave band, such

devices can be used as reflective amplifiers or generators.

It should be noted that, despite significant progress in improving the parameters

of such diodes, the development of microwave transistors has substantially limited

the field of application of diodes with NDR.

The detailed description of the operation features of these devices in this book is

based on an analysis of the general principles used to obtain negative resistance in

semiconductor diode structures with further application of theoretical results to

Fig. 13.1 Static and dynamic

characteristics of the diode

386 13 Diodes with Negative Dynamic Resistance



specific devices. First, we shall analyze the general principles to obtain negative

dynamic resistance in small-signal approximation.

Furthermore, when considering specific devices, the above principles and design

formulas are used. Nonlinear analysis, as an example, is considered only for an

avalanche transit diode, most often used in powerful generators.

13.2 Analysis of Semiconductor Sample Dynamic

Resistance

To analyze the energy aspects of the flow interaction of charged particles with a

field in semiconductors, we use the results of one-dimensional small-signal wave

carrier analysis in these materials (see Sect. 3.3). Consider a sample (Fig. 13.2) of

length L in which the left edge is called the cathode, and the right edge is called the

anode. We assume that voltage

U ¼ U0 þUm sinxt

is applied between the cathode and the anode.

Let’s assume that a solution was found for the static components of field E0,

charge density qn0 and drift velocity v0 in the structure under consideration. We

also assume that their values do not depend on the coordinate and do not take into

account diffusion. According to the calculations of Sect. 3.3 for D ¼ 0, one wave of

charge inhomogeneity propagates in the semiconductor with a velocity equal to the

drift velocity v0. The attenuation constant of this wave depends on the sign of the

differential frequency of Maxwellian relaxation xm.

en ¼ _nme
�jC ¼ _nmð0Þe

aze�jbz; ð13:1Þ

where C ¼ b�ja ¼ x=v0 � jxm=v0; axm=v0; b ¼ x=v0:

Fig. 13.2 Longitudinal cross section of a semiconductor sample
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We determine equivalent resistance Z and specific equivalent resistance Zs ¼
_Um= _Jm for the sample, linking variable density of the current flow xm and sample

voltage U ¼
R L
0

_EmðzÞdz. We shall use index s for specific values.

Z ¼ _Um= _JmS
� �

¼ Zs=S ¼ Rs=Sþ jXs=S; ð13:2Þ

where S is the sample area.

Let us define the couple between total current density _Jm and alternating electric

field in the structure. We find the field by substituting (13.1) in the right-hand side

of the Poisson equation for the variable charge component:

@eE
@z

¼
e

e
_nme

�jC:

On the left boundary of the sample alternating electric field, _Emð0Þ may exist.

Then

_EmðzÞ ¼ �
e _nmð0Þv0
e xm þ ixð Þ

e�jCz � 1
� �

þ _Emð0Þ; ð13:3Þ

where _nmð0Þ is the complex charge amplitude on the cathode.

Let us write the expression for the variable component of the total current

density, using (3.3):

_Jm ¼ e _nmv0 þ en0ld _EmðzÞþ jxe _EmðzÞ; ð13:4Þ

where ld _EmðzÞ is the charge variable velocity component.

We transform (13.3) by expressing the components _nmð0Þ and _Emð0Þ in terms of

the density of the total current flowing through the sample. We denote the con-

ductivity of the cathode contact rc. Current density jm and field _Emð0Þ at the contact
are related by Ohm’s law

_Jm ¼ rc þ jxeð Þ _Emð0Þ: ð13:5Þ

According to (13.4), the current density at z = 0 is written as follows:

_Jm ¼ e _nmð0Þv0 þ en0ld _Emð0Þþ jxe _Emð0Þ: ð13:6Þ

The current injected from the cathode with density ji is defined through alter-

nating charge density _nmð0Þ or contact conductivity rc, i.e.

_Ji ¼ e _nmð0Þv0 ¼ rc _Emð0Þ:
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Using (13.5) and (13.6), we form (13.3) as follows

_EmðzÞ ¼
Jm exp �jCzð Þ

rc þ jxe
þ

Jm

e xm þ jxð Þ
�
Jm exp �jCzð Þ

e xm þ jxð Þ
: ð13:7Þ

Using (13.7) and the expression for voltage _Um ¼
R L
0

_EmðzÞdz, we obtain

Zs ¼
ð�jCÞ�1

1� expð�jCLÞ½ �

rc þ jxe
þ

L

e xm þ jxð Þ
þ

ð�jCÞ�1
1� expð�jCLÞ½ �

e xm þ jxð Þ
:

ð13:8Þ

As can be seen, the resistance has reactive and active components, depending on

the properties of contact rc, and properties of semiconductor bulk xm, as well as the

length of the sample L (transit angle H ¼ xz=v0).
Before using (13.8) to calculate the resistance of real semiconductor structures,

we will analyze the energy balance of the interaction of the field with charged

particles using the relations.

According to (4.5), the real part of the specific power in the interaction P of

charge carriers with a time-varying field is generally given by

P ¼
1

2
Re

ZL

0

_Jm E
�

m dz

0
@

1
A; ð13:9Þ

where P is the real part of the power of interaction; and df is the conjugate value of

the complex amplitude of the alternating electric field. Let us set current phase _Jm to

zero, i.e. _Jm ¼ Jm:
We rewrite (13.9) considering the assumptions:

P ¼
1

2
Jm

ZL

0

Re E
�

mðzÞ
� �

dz ¼
1

2
Jm

ZL

0

Re _EmðzÞ
� �

dz: ð13:10Þ

Formula (13.10) shows that the sign of the specific interaction power P is

determined by the integral of the real part of field amplitude _EmðzÞ along coordinate

z. Possible dependences of Reð _EmÞ on the transit angle obtained using (13.3) are

shown in Fig. 13.3. From a physical point of view, the change in the sign of

Reð _EmðzÞÞ reflects the fact that charges moving through the sample fall into the

accelerating or decelerating phase of the field. The acceleration and deceleration

phases alternate with period T ¼ 2p=x. During this time, the charges travel dis-

tance l ¼ v0T . The initial phase shift between the current density and the field is

determined by the boundary condition at the left edge of the sample. IntegralR L
0
Reð _EmðzÞÞdz is proportional to the area bounded by the abscissa and the curve
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Reð _EmðzÞÞ. The region above the abscissa axis characterizes the positive power of

the interaction, when the energy from the field is transferred to the electron, and the

area under the axis corresponds to the deceleration of the charge carrier, i.e., the

transfer of the kinetic energy of the charge to the alternating field. Figure 13.3

shows four distributions of Reð _EmðzÞÞ for various differential frequencies of

Maxwellian relaxation and various boundary conditions at the cathode. Curve 1

corresponds to xm ¼ 0, when the charge inhomogeneity is constant, field
_Emð0Þ ¼ 0. Dependency 2—xm[ 0, charge inhomogeneity decreases, _Emð0Þ ¼ 0.

Distribution 3—xm\0, charge inhomogeneity increases, _Emð0Þ ¼ 0. For option 4

—xm ¼ 0, charge inhomogeneity is constant, Reð _Emð0ÞÞ 6¼ 0. Curves 1, 2 and 3

correspond to the cathode contact with infinite conductivity rc ! 1, following

expression (13.5). Such a contact is called ohmic. In the virtual cathode region of

vacuum devices, the same condition is fulfilled: Emð0Þ ¼ 0. Dependence 4 in

Fig. 13.3 corresponds to the presence of an alternating field at the cathode

Reð _Emð0ÞÞ 6¼ 0. Such a contact is non-ohmic, or barrier.

A qualitative interaction analysis of the field and charges in semiconductors

makes it possible to draw a number of important conclusions:

• for samples with ohmic cathode contact Emð0Þ ¼ 0 and a positive or equal to

zero value xm � 0 it is impossible to obtain negative interaction power at any

transit angle;

• for samples with ohmic cathode contact Emð0Þ ¼ 0 and negative relaxation

frequency xm � 0 it is possible to obtain power P < 0 with maximum (modulus)

at transit angle H ¼ xL=v0 ¼ 2p or at a multiple of this value;

• for samples with non-ohmic (barrier) cathode contact Reð _Emð0ÞÞ 6¼ 0 and dif-

ferential frequency of relaxation equal to zero xm ¼ 0, it is possible to obtain

P < 0. An optimum is observed for transit angles H ¼ 2p�Hi. Value Hi

determines the phase difference between the current and the field on the cathode.

Fig. 13.3 Distribution of the real electric field component E from the transit angle for different

values: 1—xm ¼ 0; 2—xm[ 0; 3—xm\0; 4—xm ¼ 0, ReðEmð0Þ 6¼ 0Þ
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Analysis (13.8) allows us to draw some general conclusions about possible ways

of obtaining negative dynamic resistance. The first term in formula (13.8) charac-

terizes the effect of conditions on cathode contact rc þ ixe combined with the effect

of the transit angle and the properties of the semiconductor represented by factor

1� expð�iCLÞð Þ. For ohmic contact, this term is zero. The second term reflects the

influence of semiconductor bulk properties: length L, dielectric constant e and

differential frequency of the Maxwellian relaxation xm. The third term reflects the

effect of the transit angle and the properties of semiconductor bulk: e, xm.

Particularly, for rc þ ixeð Þ ¼ e xm þ ixð Þ, that is, in the case of matching (equal)

contact conductivity and sample conductivity

Rs ¼ Re
L

e xm þ ixð Þ

� �
¼

L

e x2
m þx2

� �xm: ð13:11Þ

Formula (13.11) is valid for some region L allocated in the infinite sample.

Condition rc þ ixeð Þ ¼ e xm þ ixð Þ is naturally met there. Such an idealized

sample with xm\0 ensures R < 0 for any transit angle, that is, at any frequency

and for any sample length L.

If the conductivity is infinite: rc ! 1 (ohmic contact), the value of Rs is

expressed by the formula

Rs ¼ Re
L

e xm þ ixð Þ
þ

ð�iCÞ�1
1� expð�iCLÞ½ �

e xm þ ixð Þ

 !
: ð13:12Þ

For xm ¼ 0

Rs ¼
L

2ev0

sin2 H=2ð Þ

H=2ð Þ2
; ð13:13Þ

where H ¼ xL=v0 is the transit angle.

Formula (13.13) shows that for ohmic cathode contact in a sample with xm ¼ 0,

the dynamic resistance for any transit angle is positive—Rs � 0.

Let us formulate this proposition in another way: amplification or generation of

microwave oscillations in a sample with ohmic contact and xm ¼ 0 is impossible.

If xm\0, then to calculate the active part of the resistance it is necessary to use

formula (13.12). An analysis of this formula shows that for some transit angles it is

possible to obtain negative resistance.

If the contact is non-ohmic Reð _Emð0ÞÞ 6¼ 0, then the possibility of obtaining

negative resistance expands. We rewrite (13.8), grouping the first and third terms.

For xm ¼ 0 we obtain

Z ¼
L

ixe
þ

Ji

Jm
ðxCÞ�1 1� expð�iHÞ

H

� �
S�1;
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where C ¼ e=L is the sample capacity per unit of the cross-sectional area. The ratio

Ji

Jm
¼ Mi exp �iHið Þ; ð13:14Þ

where Hi is the phase shift of injected JiS and full JmS; Mi is the ratio of their

amplitudes (the injection coefficient). Parameter Hi is called the injection delay

angle. Let us express the ratio of these currents through the corresponding

conductivities:

Ji

Jm
¼

rc

rc þ ixe
: ð13:15Þ

It follows from (13.15) that for an ohmic contact with xc ! 1, injection

coefficient Mi ¼ 1, and injection delay angle Hi ¼ 0. For a barrier contact, values

Mi and Hi are calculated according to (13.15). Taking into account (13.14), the

expression for Zs takes the following form

Zs ¼
1

ixC
þMiðxCÞ

�1
exp �iHið Þ

1� expð�iHÞ

H
: ð13:16Þ

So we have (13.17)

Rs ¼
L2

2ev0
Mi

sin Hi þH=2ð Þ sinðH=2Þ

ðH=2Þ2
: ð13:17Þ

Analyzing (13.17), we note that in the absence of injection delay (Hi ¼ 0),

active resistance is always greater than or equal to zero for structures with xm = 0.

For delay angle Hi 6¼ 0 negative resistance Rs < 0 is observed in some range of the

transit angles. Figure 13.4 shows dependencies ReðZ=RnormÞ from the transit angle

at four values of injection delay angle:

Hi ¼ 0; Hi ¼
p

2
; Hi ¼

p

4
; Hi ¼ p:

Rnorm ¼ L2=2ev0S is chosen as normalizing resistance. Injection delay can

occur due to various physical effects. The most well-known are the effects of

avalanche multiplication, and the injection of charge carriers through the Schottky

barrier.

The issues under consideration are important for understanding physical phe-

nomena in semiconductor structures, and their differences and similarities in

comparison with processes in vacuum devices.

Let us analyze the possibility of obtaining negative resistance by constructing a

diagram of currents and voltages for a semiconductor sample. A similar diagram for

a triode is presented in Sect. 5.2.
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We write down the basic relations connecting the currents and the voltage on the

sample, then we construct a diagram. The total current _Im has two components:

induced current Ii and capacitive current _Ic, i.e.

_Im ¼ _Ii þ _Ic: ð13:18Þ

Sample voltage _Um relates to capacitive current _Ic as follows

Ic ¼ C
d _Um

dt
¼ ixC _Um; ð13:19Þ

where C is the “cold” sample capacity, defined by the formula for a flat capacitor

C ¼ eS=L.

Total current _Im in any sample cross-section is constant and consists of con-

vection current _Ik zð Þ and capacitive current _IcqðzÞ, linked to charge transfer, i.e.

_Im ¼ _IkðzÞþ _IcqðzÞ ¼ _Iinj þ _Icqð0Þ; ð13:20Þ

where _Iinj is the injection current, and _Icqð0Þ ¼ ixe _Emð0ÞS is the capacitive current

on the cathode. Induced current, according to the Shockley-Ramo theorem, is

average in the gap convection current _IkðzÞ:

_Iind ¼ L�1

ZL

0

_IkðzÞdz: ð13:21Þ

Fig. 13.4 Dependence of

active resistance of the sample

on transit angle for different

injection delay angles
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If the velocity of charge carriers in the gap does not change, then in any section

z current IkðzÞ lags behind injection current _Iinj at angle xz=v0, i.e.

_Ik ¼ _Iinj exp �ixz=m0ð Þ. Then:

Iind ¼ L�1

ZL

0

_Iinj expð�ixz=v0Þdz ¼ _Iinj
sinðH=2Þ

H=2
expð�iH=2Þ; ð13:22Þ

i.e. the induced current lags behind the injected current by angle H/2 and is

sinðH=2Þ=ðH=2Þ times less. This expression corresponds to the expression for the

interaction coefficient M obtained for carrier motion in the vacuum gap.

We use the above expressions to plot the current and voltage diagrams of the

sample. First we consider a sample with zero frequency of Maxwellian relaxation

xm = 0 and an ohmic cathode contact, when _Em 0ð Þ ¼ 0 and _Iinj ¼ _Im, according to

(13.20). This corresponds to the absence of the injection delay in the cathode, i.e.

Hi ¼ 0. For the sake of certainty, we set the transit angle to H ¼ 3p=2.
The drawing of diagram in polar coordinates (Fig. 13.5a) begins with the vector

of total current _Im. We assume that Im has a zero initial phase. It represented by a

radius vector along the real axis. According to (13.20), and the absence of injection

delay, we draw vector _Ii parallel to Im (the dashed line). Convection current _Ik

within different sections of z is represented by the radius vector equal to _Im
�� ��e�iHz of

the transit angle Hz from 0 to H ¼ 3p=2. Then induced current _Iind , according to

(13.22), is represented by a radius vector having a phase of H ¼ �3p=4.

Connecting the ends of vectors _Iind and _Im, according to (13.18), we get current _Ic.

Voltage _Um, by expression (13.19), lags current _Ic by p=2. As a result, we see that

the shift between voltage _Um and current _Im is less than p=2, indicating positive real

resistance component Re(Z) > 0 and negative reactivity. For angles H[ 2p, the

construction is repeated, but with a smaller magnitude of induced current, according

to (13.22).

Fig. 13.5 Current and voltage diagram for a sample
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Analysis of Fig. 13.5a shows that if the injection delay is provided, averaging

the convection current produces an induced current in the second quadrant,

resulting in a phase shift between the current _Im and voltage _Um greater than p=2.
Then the actual part of the sample impedance is less than zero, that is, the sample

can be used to amplify or generate oscillations. Figure 13.5b shows the diagram for

a sample with non-ohmic contact H ¼ 7p=4 and transit angle Hi ¼ 3p=4. It is seen

from the figure that voltage _Um is shifted relative to current _Im by an angle greater

than [ p=2.
This graphical analytic method is easily extended to structures with negative

Maxwellian relaxation frequency xm < 0. The increase in convection current _IkðzÞ
contributes more to the resultant induced current from the regions closer to the

anode. This leads to displacement of the induced current into the second quadrant

and, accordingly, to a shift between current _Im and voltage _Um by an angle greater

than p=2, even with an ohmic cathode contact.

13.3 Ways to Obtain an Alternating Convection Current

in a Diode Structure

In the previous paragraph, the important roles of carrier injection delay, transit

effects, and semiconductor properties in obtaining negative resistance was shown.

In this paragraph we will analyze semiconductor structures in which these mech-

anisms can be realized. First of all, let us consider structures in which the charge

inhomogeneities do not increase with drift, that is, xm = 0. This mode of operation

is realized at high static field strengths, i.e. E0 > Eth.

One way to achieve injection delay is to use a barrier contact for which

Em 0ð Þ 6¼ 0. This property is possessed by the metal-semiconductor barrier (the

Schottky barrier) biased in the reverse direction. Its equivalent circuit is a parallel

connection of conductivity Gj and capacitance Cj (Fig. 13.6). Conductivity Gj

determines the level of injection of charge carriers into the bulk of a semiconductor.

Figure 13.6 presents an equivalent circuit for the connection of such a barrier

with a semiconductor bulk. The relation between the density of the injected and

total currents is written as follows:

Fig. 13.6 Equivalent circuit

for connecting a barrier

contact and a semiconductor
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Ji

Jm
¼

Gj

Gj þ ixCj

¼
Gjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

G2
j þx2C2

j

q exp �iarctg
xCj

Gj

� �
; ð13:23Þ

where Gi ¼ rc; and Cj ¼ e=L are the specific barrier parameters (for S = 1).

Comparing (13.23) and (13.14), we write the expressions for the injection

coefficient Mi and injection phase Hi:

Mi ¼ Gj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

j þx2C2
j

q
; ð13:24Þ

Hi ¼ arctg xCj=Gj

� �
: ð13:25Þ

It can be seen from (13.25) that the inverse Schottky barrier provides the

maximum injection delay angle Hi ¼ p=2 under condition xCj � Gj, but in this

case Mi ! 0, i.e. the amplitude of the injected current is small. The increase in the

injection ratio to the maximum is achieved under condition Gj � xCj, thenMi ! 1

and Hi ¼ 0, corresponding to the ohmic contact. To obtain a barrier contact with a

significant level of injection, we choose a compromise version: xCj = Gj. Then

Hi ¼ p=4 and Mi = 0.707.

The injection delay can also be achieved with ohmic contact. For this, the

semiconductor sample is made from two dissimilar parts 1 and 2, as shown in

Fig. 13.7. The first region on its right-hand boundary provides the necessary

injection delay for region 2.

The properties of regions that ensure the injection delay and ultimately the

negative real part of the impedance can be find using expression (13.16).

For the first region with ohmic contact, the expression takes the form

Re Z1 ¼
M1

xC1

sin2ðH=2Þ

ðH=2Þ2
; ð13:26Þ

where H1 ¼ xL1=v01 is the transit angle of carriers in the first region; M1 is the

injection coefficient; and C1 ¼ e1S1=L1 is the capacity of the first region.

Fig. 13.7 Circuit for

ensuring injection delay when

contacting two dissimilar

samples
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For the second region

Re Z2 ¼
M2

xC2

sin xL1=v01 þH2=2ð Þ sin H2=2ð Þ

H2=2ð Þ2
; ð13:27Þ

where H2 ¼ xL2=v02 is the transit angle of carriers in the second region; and

C2 ¼ e2S2=L2 is the capacity of the second region.

For the structure under consideration, on the left boundary of region 1 with

ohmic contact M1 = 1 and for region 2, under condition xm2 = 0, the injection

coefficient is the same, i.e. M2 = 1. For the transit angle of the first region

H1 ¼ p=2, the total resistance of the sample is written in the form

Re Z ¼ Re Z1 þ Z2ð Þ ¼
2

pxC1

1þ
p

2

C1

C2

sinH2

H2

� �
: ð13:28Þ

For a transit angle in the second region p\H2\2p and C1 � C2, the real part

of the impedance takes negative values, that is, the structure represented in

Fig. 13.7 has amplifying properties. Condition C1 � C2 can be met by selecting

materials for the first and second regions. In particular, if the dielectric constant of

the first region material e1 is significantly greater than the dielectric constant of the

material of the second region e1 � e2, the required condition will be satisfied.

Another, more hypothetical way, is to select materials with different drift velocities:

v01 � v02. In practice, it is difficult to provide such a condition, since the saturation

velocities of materials differ by no more than 2.5 times. The third option, which is

the most simple to implement, is to use regions of different cross sections, with

S1 � S2. Strengthening properties of such heterostructures are manifested with a

certain choice of material thickness and operating frequency. Such structures are

called layered structures.

Figure 13.8 shows possible options for structures that provide negative dynamic

resistance. The structure shown in Fig. 13.8a consists of layers with different values

of e. At the edges of the structure, there are ohmic contacts. The transit angle in

each region is p radians. Distribution of the real field component Re _Em zð Þ is pre-
sented below.

The structures shown in Fig. 13.8b, c have length-varying cross-section S. This

variation can be step-wise (Fig. 13.8b) or smooth (Fig. 13.8c). Connecting the

structures of Fig. 13.8c with their lateral surfaces in the limit, we obtain a cylin-

drical construction (Fig. 13.8d). The injecting surface (cathode) in this construction

is the outer cylinder. Figure 13.8e shows a planar-type semiconductor structure,

where the increase of capacitance in the injector region of device C1 is achieved by

introducing an additional metal electrode. This electrode is not supplied with an

electrical potential, that is, it is a diode. If a control signal is applied on the

additional electrode, the structure becomes a field-effect transistor.

The structure shown in Fig. 13.8a also refers to a layered structure. In practice, it

is almost impossible to make such a structure. It is practically impossible to find
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materials consistent with a crystal lattice constant, but with different values of e and

v0. However, layered structures can be realized in a homogeneous semiconductor

with an inhomogeneous distribution of static field E0. In this case, regions (layers)

with various differential mobility values ld arise. The previously obtained formulas

for calculating dynamic resistance are also suitable for use in this case. This

approach is used in the determination of small-signal equivalent parameters of

semiconductor diodes. Figure 13.9 shows, as an example, the distribution of field

E0 in a certain device. To find the layers with different values ld , an idealized

field-velocity characteristic of the material is shown in the right-hand side of the

figure. Setting lines for constant field strength Eth and Es it is easy to differentiate

layers 1, 2 and 3, for which differential mobility will differ: l1d[ 0, l2d\0 and

l3d ¼ 0.

To calculate the equivalent resistance of such structures, one can use expression

(13.8) for individual layers, “stitching” the layers according to coefficient Mi and

injection delay angle Hi, as in a two-layered structure (see formula 13.28). Another

example of this approach in calculating the equivalent resistance of a real device is

presented in the next section.

Fig. 13.9 Obtaining a

layered structure of a

homogeneous material with a

varying field strength

Fig. 13.8 Structures that realize negative dynamic resistance
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13.4 IMPATT Diodes

13.4.1 Structure and Operation Principle of the IMPATT

Diode

W.T. Read (Bell labs) propose a diode with a multi-layer structure as a microwave

oscillator in 1958. This structure was called a Reed diode or IMPATT (Impact

Avalanche and transit Time) diode. A.S. Tager (Istok JSC) observed microwave

oscillations in diodes under avalanche breakdown conditions in 1959. Since then,

Reed diodes have become one of the most widely used microwave generators.

Consider the principle of the IMPATT diode using the structure proposed by W.

Read (Fig. 13.10a). It contains a p+–n junction, a region of intrinsic conductivity (i-

region), and high-doped contact regions. The distribution of the static field in such a

structure with positive potential U0 on region n+ is shown in Fig. 13.10b.

A characteristic feature of this distribution is the localization of a high field strength

in a narrow region of the backward shifted p+–n junction. Figure 13.10b shows an

option where the external voltage provides a complete depletion of the n-region,

and in the i-region the field is larger than the saturation field Es. As voltage U0

increases, the electric field strength in region la reaches the critical (breakdown)

value Ebd, sufficient for the occurrence of avalanche breakdown. This area is called

the avalanche zone. Electrons emerging from the avalanche zone drift under the

action of an electric field in the n- and i-regions until an anode is reached. The

length of the region, where the drift occurs at a constant velocity, is called the drift

space and in Fig. 13.10b it is defined as ld.

Let us consider the phenomena in the avalanche zone. Suppose that, along with

bias voltage U0, a harmonic alternating voltage acts on the diode, that is,

Fig. 13.10 Read diode.

a Device structure;

b distribution of electric field

strength
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u = U0 + umsin xt, where um � U0. We also assume that the constant bias creates

an electric field in the avalanche zone, close to breakdown: E0 	 Ebd. The

dependence of the voltage on time is shown in Fig. 13.11. From the moment of

time t = t1 the field intensity in the avalanche zone becomes greater than the

threshold value and the current through the transition begins to increase. The rate of

current growth is determined by the difference E − Ebd and is maximum at moment

t = t2. Then, the current growth rate decreases and becomes zero at time t 	 t3
(Fig. 13.11). After this, the total voltage becomes less than the threshold value, and

the convection current in the avalanche zone begins to decrease. At time t = t4 the

current becomes zero.

Thus, the maximum convection current for the ensemble of electrons emerging

from the avalanche zone lags behind the maximum voltage by an angle of order

p=2, that is, the avalanche zone behaves as an inductance. In other words, the

avalanche zone provides a delay in the injection of the charge carriers, necessary to

obtain a negative dynamic resistance. This fact corresponds to the waveform of

induced current ii ii (Fig. 13.11).

In the avalanche zone, both electrons and holes are generated. Holes, moving to

the left, recombine on the cathode contact and, in practice, do not induce current in

the external circuit. The electrons, moving to the right, pass through the drift space,

interacting with an alternating field in this region. The static field in this region is

larger than Es—saturation field, which corresponds to the zero Maxwellian

Fig. 13.11 Time

dependencies of voltage and

currents in IMPATT
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relaxation frequency. Since the maximum current and field intensity in the ava-

lanche zone are shifted by an angle p=2 (Fig. 13.11), the electron bunch center

enters the drift space at the time when the high-frequency field changes from

accelerating to decelerating. If the length of the drift space is chosen such that the

transit angle of the electrons is equal to p, the bunch moves for a time t 	 T=2 in

the deceleration phase of the alternating field, transferring to it a fraction of its

kinetic energy. Since in the accelerating half-period, the number of electrons

moving in the drift space is less than in the decelerating half-period, the energy

balance is in favor of the alternating electromagnetic field, and therefore the

structure has a negative dynamic resistance.

13.4.2 Analysis of the Processes in the Avalanche Zone.

Equivalent Resistance

The general approach to the current transport processes in the IMPATT diode using

the conservation equations (see Sect. 2.3) and the Poisson equation is too complex

to obtain a general solution. We introduce a number of simplifying assumptions that

will enable us to obtain an analytic solution for the avalanche zone. Consider the

avalanche zone with length la (Fig. 13.12). We assume that @=@x ¼ @=@y ¼ 0

(one-dimensional model). Diffusion and thermal generation upon recombination are

absent. Also Dn = D0 = 0, Gheat = 0 (this assumption is justified because of the

presence of a strong electric field in the zone and a high rate of impact ionization).

The impact ionization coefficients for electrons and holes are: an = ap = a; the

velocities of electrons and holes are equal to the saturation values, which, in turn,

are equal to each other; vn = vns, vp = vps and vns = vps = v0.

Fig. 13.12 Positive

directions of currents, velocity

and field strength in the

avalanche zone
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We choose positive directions of current densities, field strengths and velocities

in such a way that Jn = –Jnez, Jp = –Jpez; v = v0ez; E = –Eez, where ez is the unit

vector of axis z (Fig. 13.12).

Under these assumptions, the continuity equation (2.10) and the Poisson equa-

tion (2.8) are reduced to the following forms:

1

v0

@Jn
@t

þ
@Jn
@z

¼ a Jn þ Jp
� �

; ð13:29Þ

1

v0

@Jp
@t

þ
@Jp
@z

¼ a Jn þ Jp
� �

; ð13:30Þ

ev0
@E

@z
¼ Jn � Jp: ð13:31Þ

Define

Jn þ Jp ¼ J; Jn � Jp ¼ K ð13:32Þ

Adding and subtracting (13.29) and (13.30), we obtain:

1=v0
@J

@t
þ

@K

@z
¼ 2aJ; ð13:33Þ

1=v0
@K

@t
þ

@J

@z
¼ 0; ð13:34Þ

ev0
@E

@z
¼ K: ð13:35Þ

The current emerging from the left border of the avalanche zone consists purely

of holes, and the current from the right boundary is purely electronic, so the

boundary conditions for the resulting system of equations have the form

J ¼ Jp; K ¼ �J; x ¼ �la=2; J ¼ Jn; x ¼ �la=2: ð13:36Þ

We introduce the small-signal approximation, i.e. assume that all the unknown

quantities can be represented as a sum of a constant and a variable of the

components:

J ¼ J0 þ eJ ; K ¼ K0 þ eK ; E ¼ E0 þ eE: ð13:37Þ

The variable components are much smaller in magnitude than the constants:

eJ � J0; eK � K0; eE � E0:
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This approximation makes it possible to represent the ionization coefficient aðEÞ
as an expansion in a Taylor series in the vicinity of E0, confining ourselves to the

first two terms of the expansion:

aðEÞ ¼ aðE0Þþ da=dEð ÞeE þ 0:5 d2a=dE2
� �eE2 þ 
 
 
 	 a0 þ a00

eE ; ð13:38Þ

where a0 ¼ aðE0Þ; a00 ¼ da=dEð ÞE0:
Equations (13.33)–(13.35) must obviously be satisfied separately for constant

and variable components. Substituting (13.38) in (13.33), we obtain two systems of

equations: for constant components:

@K0=@z ¼ 2a0J0; ð13:39Þ

@J0=@z ¼ 0; ð13:40Þ

ev0
@E0

@z
¼ K0

and for variable components:

1=v0
@eJ
@t

þ
@ eK
@z

¼ 2a0eJ þ 2a00
eEJ0; ð13:41Þ

1=v0
@ eK
@t

þ
@eJ
@z

¼ 0; ð13:42Þ

ev0
@eE
@z

¼ eK : ð13:43Þ

Integrating (13.39) in the range from −la/2 to la/2 considering (13.40), we obtain

2J0 ¼ 2J0

Zla=2

�la=2

a0dz

or

Zla=2

�la=2

a0dz ¼ 1: ð13:44Þ

Thus, the steady-state mode is possible only if the avalanche breakdown con-

dition is fully satisfied.

The density of the total current consists of convection current density J and

displacement current density Jc ¼ �e@eE=@t. According to the law of total current
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@eJm
@z

¼
@eJ
@z

� e
@2eE
@z@t

¼
@eJ
@z

�
@eq
@z

¼ 0

If space charge eq is not taken into account, it is easy to obtain @eJ=@z. This
approximation allows us to integrate (13.41) with respect to the coordinate:

la

v0

@eJ
@t

þ 2eJ ¼ 2eJ
Zla=2

�la=2

a0dzþ 2J0

Zla=2

�la=2

a00e
eEdz: ð13:45Þ

We define

Zla=2

�la=2

a00
eEdz ¼ a00e

Zla=2

�la=2

eEdz ¼ a00eeua; ð13:46Þ

where a00e is the affective value of the ionization coefficient derivative, obtained by

averaging over the avalanche zone; and eua is the alternating voltage of the ava-

lanche zone. Substituting (13.44) and (13.46) in (13.45) and multiplying both sides

of this equation by the cross-sectional area of the avalanche zone, we obtain

@eI
@t

¼
2I0a

0
0e

sa
eua; ð13:47Þ

where sa ¼ la=v0 is the carrier transit time through the avalanche zone.

It is well known that the relation between the current and the voltage on

inductance L is determined by expression u ¼ L @I=@tð Þ. Comparing this expression

with (13.47), we see that equivalent inductance can be assigned to the avalanche

zone:

La ¼
sa

2I0a
0
0e

: ð13:48Þ

Let us consider the effect of space charge on processes in the avalanche zone.

Suppose that at the initial moment of time, the distribution of concentrations of field

and carriers in the zone is uniform. At some instant of time, the electric field in a

thin layer inside the zone increases (for example, due to fluctuations). An increase

in the field will cause an increase in the generation rate, creating an excess con-

centration of holes and electrons in the layer (Fig. 13.13a). Under the influence of

the electric field, the holes move to the left and the electrons move to the right, and

the concentration distribution of carriers takes the form shown in Fig. 13.13b.

Between the excess charges there is an electric field directed toward the external

field. That leads to the electric field weakening and a decrease in the generation rate

(Fig. 13.13c).
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Due to the drift of carriers, regions with insufficient concentration of holes and

electrons move in the avalanche zone (Fig. 13.13d). Between them there is an

electric field directed in the same direction as the external field, leading to an

increase in the field and the generation rate, etc. Thus, auto-oscillations arise in the

avalanche zone.

A detail analysis taking into account changing of the convection current

lengthwise of avalanche zone leads to the following expression for the total con-

ductivity of the avalanche zone:

Ya ¼ ixCa þ ixLa � Rað Þ�1; ð13:49Þ

where Ca ¼ eS=la is the capacity of cross-section s; La ¼ sa 3I0a
0
0e

� ��1
is the

avalanche zone inductivity; and Ra ¼ 5ðI0a
0
0eÞ

�1
is the active zone resistance.

Thus, the avalanche zone can be represented in the form of an oscillatory circuit,

the inductance of which is one and a half times smaller than that calculated from the

formula (13.48), obtained from the approximate theory. At some ratio of values, the

sign of the active conductivity component can be negative. Thus, the avalanche

zone can serve as a source of microwave energy. This is possible at frequencies

close to avalanche frequency xa ¼ ðLaCaÞ
�1=2 ¼ ð3J0U0a

0
0e=eÞ

1=2
. This frequency

does not depend on the width of the avalanche zone. It increases with an increase in

current density J0 and a
0
0e in the sample and both of these quantities, in turn, depend

on the bias voltage, making it possible to perform an electrical tuning of the

avalanche frequency within a wide range.

However, to obtain the frequency xa lying in the microwave band, very large

values of current density in the diode (about 103 A/cm2) are required. Such con-

ditions can be created, for example, in the p–i–n diode with sufficiently large

reverse voltages. In the narrow avalanche zone, as, for example, in Read diodes, the

oscillation properties of the avalanche are not practically manifested. Diodes that

use oscillations in the avalanche zone to generate or amplify microwave oscillations

are called the Misawa diodes, named after the Japanese scientist who first predicted

the existence of such oscillations and found them experimentally.

Fig. 13.13 Oscillations of

charge carrier concentration

and field strength in the

avalanche zone
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13.4.3 Small-Signal Impedance of the IMPATT Diode

The impedance of the diode consists of three components: avalanche zone impe-

dance Za, drift space impedance Zd, and parasitic contact resistance Rs, i.e.

Z ¼ Za þ Zd þRs: ð13:50Þ

The equivalent scheme of the avalanche zone in the linear approximation con-

sists of avalanche inductance La and avalanche zone capacity Ca. Hence, according

to (13.49), for Ra = 0

Za ¼
1

ixCa þ ixLað Þ�1
¼

ixLa

1� ðx=xaÞ
2

The avalanche zone is represented in the form of a parallel connection of

capacity Ca and inductance La and it allows calculation of the ratio between injected

current Iinj (current through La) and total current Im (current through La and Ca):

Iinj

Im
¼

ixLað Þ�1

ixCa þðixLaÞ
�1

h i ¼ 1

1� ðx=xaÞ
2

Substituting this expression in (13.16) and using (13.50), we obtain

Z ¼ Rs þ
l2d

v0eS 1� x2=x2
a

� � 1� cosH

H2
þ

1

ixCd

1�
sinH

H
þ

ðsinHÞ=Hþ la=ld
1� x2=x2

a


 �

where H is the transit angle in the drift space; and Cd ¼ eS=ld is its capacity. From
the expression obtained, it can be seen that the active diode resistance can be

negative when xa > x and with correct transit angle H. Figure 13.14 shows the

dependence of the active and reactive components of diode resistance, normalized

to resistance value R0: R0 ¼ la=ldð Þ= I0a
0
0e

� �
.

Maximum absolute negative resistance is observed at H ¼ p. It is proportional

to the constant current component of the diode I0 and the derivative of the ion-

ization coefficient with respect to the electric field strength a00e.

Fig. 13.14 Dependences of

Read diode impedance on the

transit angle in the drift space
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13.4.4 Nonlinear Operating Mode of the IMPATT Diode

The aforementioned analysis in 13.11 did not take into account the influence of the

space charge of bunches emerging from the avalanche zone. This influence is

significant for large amplitudes of voltage and current in the diode. Consider

changes in the electric field due to a bunch of electrons q emerging from the

avalanche zone (Fig. 13.15). The field of the bunch is summed with the external

field to the right and is subtracted with to the left, and as a result, field strength in

the avalanche zone Eleft decreases. This leads to premature termination of current

growth (Fig. 13.15). The phase shift between the injection current and the total

current at the entrance to the drift space becomes smaller than p by some angle u.

Hence, negative conductivity of the diode decreases. To the right of the bunch,

space-charge field Eright grows as the bunch approaches the anode. At large current

amplitudes, the field near anode can become more than the breakdown field and

collision ionization will occur. The emerging holes move to the cathode in the

accelerating HF field, taking energy from it, leading to a decrease in the negative

conductivity of the diode. This undesirable effect makes it necessary to reduce the

voltage and current amplitude on the diode, i.e. its output power and efficiency. The

main difficulty in analyzing the operation of the IMPATT diode in the large signal

mode is to solve nonlinear equations (13.33)–(13.35) describing processes in the

avalanche zone. An exact solution of these equations is possible only by numerical

methods. The result of the solution is the dependence of the convection current

waveform upon escape from the avalanche zone, on the parameters of the zone and

on the amplitude of the voltage on it.

Let us consider a number of approximations that allow us to obtain an analytic

solution qualitatively consistent with the results of more accurate calculations.

Integrating (13.33), under the assumption that current density J is independent of

the coordinate and taking into account boundary conditions (13.36), we obtain

sa

2

d

dt
ðlnJÞ ¼

Za=2

�a=2

adz� 1: ð13:51Þ

Fig. 13.15 Influence of

space charge on the waveform

of the field in the avalanche

zone
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The dependence of the ionization coefficient on the electric field strength is

expressed by the formula

a ¼ A exp �ðb=EthÞ½ �m;

where A, b, m are parameters defined by the semiconductor material and the type of

carriers. We approximate this dependence a on E near the point a0 = a(E0), using

the power function

a ¼ a0ðE=E0Þ
n

The value of exponent n for silicon is six.

For an abrupt p+–n− junction, the field varies linearly from maximum value Ea

for z = −la/2 to minimum Ed for z = la/2 (space charge is not taken into account).

Obviously,

@E=@z ¼ � Ea � Edð Þ=la:

We use this expression and find an expression for the integral of
R la=2
�la=2

adz with

the following condition Ed � Ea:

Zla=2

�la=2

adz ¼

ZEd

Ea

a
dz

dE
dE ¼

a0la

Ea � Ed

Ea

E0

� �nþ 1

�
Ed

E0

� �nþ 1
" #

	
Ea

Ea0

� �nþ 1

:

ð13:52Þ

Value Ea0 is related to value E0, which is not known in advance. Taking into

account, however, breakdown conditions (13.44), one can note that Ea0 is the

maximum field in the avalanche zone under steady-state breakdown conditions.

Using (13.52), we rewrite (13.51):

dðln JÞ=dt ¼ 2 ðEa=Ea0Þ
nþ 1 � 1

h i
=sa; ð13:53Þ

where sa ¼ la=v0 is the transit time in the avalanche zone. The field strength in the

avalanche zone can be represented as a sum of three components:

Ea ¼ Ea0 � Ec þEm sinxt: ð13:54Þ

The first component is the field establishing under the action of a constant

voltage applied to the diode. The third component is the field establishing under the

action of an alternating voltage across the diode. Field Ec is caused by the voltage

establishing due to the flow of the rectified current through the diode.

Substituting (13.54) in (13.53), expanding the resulting expressions by the

binomial formula and discarding terms of the third and higher orders of smallness,

we obtain the small signal approximation (Ec � Ea)
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@

@t
ðln JÞ ¼

2ðnþ 1Þ

sa
�

Ec

Ea0

þ
Em

Ea0

sinxtþ
p

2

Em

Ea0

� �2

sin2 xt

" #

In order to prevent the current logarithm growing linearly with time, the first

term and the constant component of the third term on the right-hand side of the

equation must cancel out, that is:

Ec

Ea0

¼
p

4

Em

Ea0

� �2

Taking this equality into account, and neglecting the terms containing the second

and higher voltage harmonics, we obtain

@

@t
ðln JÞ ¼

2ðnþ 1Þ

sa

Em

Ea0

sinxt

from which

JðtÞ ¼ Jm expð�X cosxtÞ; ð13:55Þ

where X ¼ 2ðnþ 1Þ
Ha

Em=Ea0 is the dimensionless field intensity amplitude in the

avalanche zone; and Jm is the integration constant, defined below. Using the

well-known relation for modified Bessel functions, we rewrite expression (13.55) in

the form

JðtÞ ¼ Jm I0ðXÞþ 2
X1

k¼1

ð�1ÞkIkðXÞ cosðkxtÞ

" #

From this expression, it follows that the constant component of the current

density is J0 = JmI0(X). Thus,

JðtÞ ¼ J0 1þ
2

I0ðXÞ

X1

K¼1

ð�1ÞKIKðXÞ cosðkxtÞ

" #
: ð13:56Þ

Formulas (13.55) and (13.56) determine the form and spectral composition of

the bunch emerging from the avalanche zone. The form of the bunch for different

values of X is shown in Fig. 13.16.

It is obvious that as the electric field strength amplitude increases, the bunch

contracts and its limit form tends to the d-function. In accordance with (13.55), the

first harmonic of the convection current density entering the drift space can be

written in the form
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J1 ¼ 2J0
I1ðXÞ

I0ðXÞ
cosxt:

In fact, the maximum value of the current is not achieved at time xt ¼ p, as

follows from the written expression, but at an earlier point in time. Indeed, it

follows from (13.53) that the maximum current is reached when Ea = Ea0, that is, at

the time when Emsin xt1 = Ec. Such that xt1 ¼ p� d, where d ¼ arcsin p
4
Em

Ea0

� �
:

Consequently, the expression for the first harmonic amplitude of the avalanche

current density must be written in the form

J1 ¼ �2J0cðXÞ expðidÞ;

where cðXÞ ¼ I1ðXÞ=I0ðXÞ is the ratio of the first kind of modified Bessel functions

of the first and zero orders (Fig. 13.17). Multiplying J1 by the area of the diode and

setting the result in expression (13.22), we obtain the first harmonic amplitude of

the induced current:

I1ind ¼ �2I0MdcðXÞ expðidÞ expð�iH=2Þ;

where Md ¼ sinðH=2Þ= H=2ð Þ is the interaction coefficient in the drift space; and I0
is the constant component of the current through the diode. To determine power

P ¼ 1=2Re Um I
�

m

� �
delivered by the diode, it is necessary to take into account

phase shift p=2 between field and current. Thus,

P ¼ �UmI0McðXÞ cosð�dþH=2� p=2Þ:

Fig. 13.16 Form of the

bunch of electrons coming out

of the avalanche zone: 1—

X = 0.5; 2—X = 1.5; 1—

X = 5
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We can see from the expression obtained that the optimal transit angle in the

drift space Hopt = pþ 2d depends on the amplitude of the voltage across the diode.

As the amplitude increases, the optimal transit angle increases, leading to a decrease

in the interaction coefficient.

Assuming the transit angle in the drift space to be equal to p, that is, optimal for

small amplitudes of the voltage across the diode, we obtain

P ¼ �0:64UmI0cðXÞ cos d:

The negative power sign indicates that the diode transmits high-frequency

electromagnetic energy to the load. The efficiency of the device is given as:

g ¼
Pj j

U0I0
¼ 0:64

Um

U0

cðXÞ cos d: ð13:57Þ

Since ratios Em/Ea0 = Um/U0, the device’s efficiency is obviously determined

by the ratio of the voltage amplitude across the diode to the constant bias voltage.

Efficiency also increases with a decrease in the transit angle in the avalanche

zone. The dependence of efficiency, calculated by formula (13.57), on ratio

Um/U0 for different transit angles Ha is shown in Fig. 13.18. Obviously, the

smaller Ha, the higher the maximum device efficiency and the lower the ratio of

Um/U0, at which it is reached. The maximum diode efficiency can be estimated by

assuming that in this case X � 1 and the form of the convection current bunch is

close to the d-function. Such bunches create an induced current in the form of a

meander with an equal pulse and pause duration (at transit angle H ¼ p). For this

current waveform, the ratio of the first harmonic amplitude to the constant com-

ponent is Im1=I0 ¼ 4=p. If we set d ¼ 0, the shift of the induced current relative to

the voltage is 180°. Then

Fig. 13.17 Dependence

graph c(X)

13.4 IMPATT Diodes 411



P ¼
1

2
Um I

�

m ¼ �
2

p
UmI0

from which

g ¼
2

p

Um

U0

The maximum value of ratio Um/U0 is limited on the one hand, by the possibility

of impact ionization in the drift space, and on the other hand, by a decrease in the

field, which causes a decrease in the drift velocity of the carriers below the satu-

ration value. Thus, we have two conditions:

E0 ¼ Edm �Ebd; E0 � Edm �Es

For a silicon diode Ebd 	 200 kV/cm, Es 	 10 kV/cm, the maximum ratio Edm/

E0 can be close to one, and then gmax 	 2=p ¼ 0:64, considerably exceeding the

results obtained with formula (13.57), since in this case the phase shift is not

considered between the current and the voltage arising at large values of Um/U0. In

addition, due to the space charge effect, ratio Um/U0 usually does not exceed 0.5–

0.7 giving a gmax value of 30–35%. In practice, the maximum oscillator and

amplifier efficiency in IMPATT diodes does not exceed 15–20%.

13.4.5 IMPATT Diodes Operating in Trapped Plasma

Transit Mode (TRAPATT)

The operation mode of a Reed diode, considered in the previous section, supposed

no impact ionization in the drift space. This mode was called transit, or IMPATT

mode (according to the first letters of the English words IMPact Avalanche Transit

Fig. 13.18 Dependence of

the IMPATT diode ECE on

voltage amplitude when:

1—Ha ¼ 0:1; 2—Ha ¼ 0:5;
3—Ha ¼ 0:9
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Time). In 1964, another mode of Reed diode operation was discovered, charac-

terized by significantly higher efficiency, which was called the plasma-trapping

mode, or TRAPATT (TRApped Plasma Avalanche Transit Time). For this opera-

tion mode, the non-sinusoidal form of the voltage across the diode in the form of a

sequence of short pulses is typical, as shown in Fig. 13.19. Under the action of

these pulses, dense bunches of electrons emerge from the avalanche zone. The field

between the bunch and the cathode decreases, and in the region between the bunch

and the anode, the field increases to values greater than the breakdown value.

Impact ionization occurs in the maximum field region near the bunch that leads to a

further increase in the field to the right of this region, etc. This leads to the

appearance of an impact ionization wave that runs through the drift space at high

speed leaving behind it an electron-hole plasma of high concentration. Such plasma

has very high conductivity, causing a sharp decrease in the voltage across the diode

after the wave passes. The voltage remains low while the current is large during the

whole plasma resolution time, which is determined mainly by the external circuit.

After plasma dissipation, current decreases sharply, diode resistance is restored, and

the voltage in it sharply increases, leading to a new impact ionization wave. The

idealized waveforms of voltage and current through the diode are shown in

Fig. 13.19.

Fig. 13.19 Idealized voltage

and current waveforms

through the IMPATT diode in

the TRAPATT mode
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Since very weak current flows through a diode at high voltage, and large current

flows at low voltage, device efficiency can be very large.

The process of impact ionization wave propagation can be analyzed qualitatively

in the following example. Consider structure p+–p−–n–n+, under reverse voltage. If

the n-region is completely depleted of electrons, then the structure has a

near-triangular electric field distribution (Fig. 13.20).

We apply to the structure current step I0 (I = 0, t < 0; I = I0, t � 0). Since in

the p−-region there are no current carriers, displacement current Ic ¼ eS@E=@t
flows, i.e., the field strength increases with time. If at moment t = 0, field depen-

dency is expressed as E(z, 0) = Em − qNdz/e, then at an arbitrary moment of time t,

this dependence takes the form

Eðz; tÞ ¼ Em � qNdz=eþ Ict=ðeSÞ

From this expression, it follows that the point at which E = Em = Ebd, shifts along

the z axis at a velocity of ma ¼ dz=dt ¼ IcNd=ðqSÞ. At high current density, va is

considerably (10 times or more) greater than the saturation velocity vs. The diode

field has to drop from values exceeding breakdown intensity Ebd to very small values

after the impact ionization wave passes. To achieve this, it is apparently required that

created charge Q ¼ eEbdS is absorbed during approximately half of the oscillation

period T. Hence, I0T/2 = Q, where I0 is the current in the external circuit. This

determines the necessary current density through the diode: J0 � 2eEbdf , where f is

the oscillation frequency. Substituting the values of e and Ebd for silicon in the

expression (e ¼ 11:7e0, Ebd 	 2� 105 V/cm), we obtain J0 � 10−6f, which for a

frequency of 1 GHz gives a maximum current density of 1000 A/cm2. The rapid

growth of current density through the diode with increasing frequency limits the use

of the TRAPATT mode at frequencies greater than 10–20 GHz.

The waveform of the voltage across the diode shown in Fig. 13.19 is idealized. In

reality, a non-sinusoidal voltage waveform is obtained by creating a load for the diode

Fig. 13.20 Calculating the

current density in IMPATT

diodes in the TRAPATT

mode
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at several harmonics of transit frequency. So, if we take the first and second harmonics,

as well as the constant bias, we can obtain the voltage waveform shown in Fig. 13.21.

Note that the amplitude of the second harmonic in this case exceeds the amplitude

of the first. Hence, it is necessary to design a corresponding oscillation system.

An impact ionization wave is produced when a large voltage peak passes

through the sample, causing a current pulse, the duration of which can be sub-

stantially longer than the transit time. A small voltage pulse with a rather high

amplitude can provide diode operation in the usual transit-time mode. The duration

of the current induced by this pulse is determined by the transit time. Usually the

frequency of the second harmonic is chosen as equal to the transit-time frequency.

The diode first starts to work in the transit-time mode at twice the frequency, but

after the amplitude of the second harmonic reaches a certain value, it goes into the

plasma-trapping mode. The quantitative analysis of the TRAPATT mode, in view

of its significant nonlinearity, is possible only with the help of computers.

13.4.6 IMPATT Diode Structure and Design

The IMPATT diode structure, proposed by Read and considered in the previous

sections, is not the only possible structure. Its advantage is the narrow avalanche

zone, which increases the efficiency of the device. At the same time, the negative

Fig. 13.21 Waveforms of the

IMPATT diode voltage and

current in the TRAPATT

mode: 1—first voltage

harmonic; 2—second

harmonic; 3—resulting

voltage
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resistance for this structure is observed only in a narrow region near transit-time

frequency ftt � v0=ld . Therefore, in addition to the Read structure, we also use

structures like p−–n–n+, with a field distribution shown in Fig. 13.20. The ava-

lanche zone in such a structure (when operating in the TRAPATT mode) is wider

than that of the Read structure. This leads to a time spread for electrons to exit the

avalanche zone.

Consequently, the maximum on the dependence curve for negative resistance on

the transit angle is blurred, and the diode becomes capable of operating over a wide

frequency range, albeit with lower efficiency. The dependence on frequency of

active IMPATT diode conductivity with different structures is shown in Fig. 13.22.

Transit time and maximum current for these structures are the same. Recently,

double-drift structures of type p
−

–p–n–n
+ (Fig. 13.23a) have appeared, they use

both electrons and holes. Such a structure can be represented as a serial connection

of two diodes with a common avalanche zone, which allows double the output

power due to increasing diode voltage. In addition, the efficiency increases, since

one avalanche zone falls on two drift spaces. It is advisable to apply such diodes in

the millimeter band as the drift space and diode voltage are very small.

When designing powerful devices, the problem of heat removal becomes

especially important. The greatest heat dissipation in the IMPATT diode occurs in

Fig. 13.23 IMPATT diode

structures: a double-drift;

b with a Schottky barrier

Fig. 13.22 Dependence of

conductivity on frequency for

different structures: 1—p
—
p–

i–n+; 2—p—n–n+; 3—p—i–n+
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the avalanche zone, where the electric field strength is maximal. Therefore, it is

important to reduce the heat path from this zone to the heat sink element. From this

point of view, diodes with a Schottky barrier are promising. In the case of reverse

mounting, the avalanche zone directly contacts the heat sink (Fig. 13.23b).

Maximum continuous power is obtained with such diodes. We note, in conclusion,

that all the above structures allow an inversion, that is, a replacement of p-regions

by n-regions and vice versa.

Structurally, IMPATT diodes are, as a rule, in the form of a mesa-structure. The

necessary doping profile is created through epitaxial growth, diffusion or ion

implantation. Silicon is the material used for powerful IMPATT diodes in the

centimeter band. Gallium arsenide is used in millimeter-wave devices. At the

highest frequencies, single-drift silicon IMPATT diodes are used, since silicon

allows the narrowest drift regions to be obtained. In order to protect it from the

external environment, the semiconductor crystal is placed in a standardized case.

Chip diodes are also used. The active region configuration of a typical IMPATT

diode is shown in Fig. 13.24a. Epitaxial n-layer 3 is grown on the substrate 2. Then,

p+-layer 4 is formed by diffusion from the surface. After thermal contact 1 is

applied, a film is etched to obtain a mesa-structure and is soldered to pin 5.

Figure 13.24b shows a design of a powerful GaAs IMPATT diode with a

Schottky barrier. The diode contains four mesa-structures, mounted on a common

copper gold-plated heat sink. The basis for the manufacture of the diode is a film

with a doping profile, shown in Fig. 13.25a. Layers of Pt, Ti and Au, forming the

Schottky barrier, are successively applied to the surface of the film through vacuum

evaporation. To the gold layer of this junction, a gilded heat sink is welded through

thermal compression. A metal anodic contact is applied to the other side of the film

using the photolithography method, and the remaining part of the film is etched,

leaving only the mesa-structures.

The selected doping profile ensures a rapid field decrease in the depletion layer

of the Schottky barrier, reducing the length of the avalanche zone and the voltage

drop across it. The distribution of the electric field in the diode is shown in

Fig. 13.25b.

Fig. 13.24 Configuration of the active IMPATT diode region: a mesa-structure; b location of

mesa-structures on the heat sink
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Such a construction and doping profile dissipate heat much better than a single

mesa-structure of equal area. Diodes of this design provide an output power of more

than 10 W in a continuous mode with an efficiency of 22% at a frequency of

5 GHz. Diamond heat sinks are used nowadays in powerful IMPATT diodes.

At present, IMPATT diode oscillators are the most powerful and high-frequency

solid-state generators operating in a continuous mode. The maximum oscillation

frequency for industrially produced diodes is 300 GHz with an output power of

10 mW.

13.4.7 Structure and Parameters of IMPATT Diode

Oscillators

Using IMPATT diodes as a one-port network with negative resistance, it is possible

to build various microwave devices: generators, amplifiers, and converters, etc. The

most widely used are IMPATT diode oscillators.

IMPATT diode amplifiers are used much less due to their comparatively large

intrinsic noise caused by the stochastic nature of the avalanche process.

The construction of a typical IMPATT diode oscillator operating in centimeters

band on a transit mode with electrical frequency tuning is shown in Fig. 13.26. The

cylindrical cavity 1 and the IMPATT diode case 2 form a re-entrant resonator with

Fig. 13.25 Distribution of

impurity concentration

(a) and field strength (b) in

the epitaxial layer of a diode

with a Schottky barrier
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the semiconductor diode body in the gap. Slots couple the diode cavity with output

waveguide 3 and cavity 4 with a varactor diode 5 adjusting the oscillation frequency.

The coupling degree of the IMPATT diode cavity with the varactor and the load is

regulated by means of screws 6. The diode DC supply circuits are made on coaxial

transmission lines 7 with low impedance. This design limits the infiltration of

microwave power through the terminals. The diode in the generator operates in a

continuous mode, transmitting power in the order of 10 mW with 5–10% efficiency.

Figure 13.27 shows the microstrip structure of the Reed diode oscillator oper-

ating in TRAPATT mode. A silicon chip diode 1 with a diameter of 120 lm and a

p+–n–n+ structure is fixed on a gilded copper base 2 to which an alumina ceramic

substrate 3 of 0.5 mm thickness is attached. The upper terminal of the diode is

connected to a segment of stripline 4 with a wave impedance of 30 X and a length

Fig. 13.26 Waveguide

structure of an IMPATT diode

oscillator operating in the

transit mode

Fig. 13.27 Microstrip design

of an IMPATT diode

oscillator operating in the

TRAPATT mode
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of approximately k=2, with a gold wire 25 lm in diameter, where k is the wave-

length of the generated oscillations. Thus, the segment is a resonator tuned to the

first, second and higher harmonics of the operating frequency. A low-pass filter 5,

with a cutoff frequency lying between the frequencies of the first and second

harmonics, connects the resonator 4 to the output of the generator 6. Thus, the filter

only allows fundamental frequency oscillations to the output, providing a resonator

with high Q factor at harmonics and correspondingly increasing their amplitude.

The input filter impedance is selected to provide phase relations between the

amplitudes of the harmonic voltages necessary to form a voltage pulse on the diode.

Capacity 7, inductance 8 and a mounted separation capacitor 9 serve to supply

voltage to the diode. Such an oscillator generates a power of 40 W with an effi-

ciency of more than 30% at a frequency of 2–3 GHz when fed by pulses of 0.5 ls

with a duty factor of 1000. The current density through the diode is 8000 A/cm2.

Instead of a low-pass filter in the generator, a bandpass filter tuned to the second

harmonic can be used. In this case, the oscillation frequency will be two times

larger (4–6 GHz), since the filter allocates the second harmonic of the fundamental

frequency, however, the power and efficiency of the oscillator decrease.

13.5 Injection-and-Transit-Time Diodes

Consider a semiconductor with a n+–p–n+ structure shown in Fig. 13.28. At a

specified voltage polarity, the left (emitter) junction is shifted in the forward

direction, and the right (collector) junction is in backward. There will be two

Fig. 13.28 The structure of

the injection-and-transit-time

diode (a) and the distribution

of the electric field strength

(b) within
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depletion layers in the structure at low voltages U: near the left electrode due to

contact potential difference uk, and at the right electrode due to uk and U. Increasing

voltageU on the collector leads to an expansion of the depletion region in the p-layer

at the right electrode. At voltage U1, the width of the depletion layer is w1, and for

U2 > U1 the width of the layer increases, i.e. w2 > w1. Such a change in the width of

the depletion layer is shown in Fig. 13.28. At some voltage Ucr a complete depletion

of the p-layer will occur, and the depletion regions of the left and right electrodes

unite. This situation is called the p-layer puncture. A further increase in the voltage

will lead to a decrease in the barrier for the charges at the left electrode and to an

injection of carriers from the emitter. If, with bias voltage Ucr, a small alternating

voltage is applied, an alternating emitted current will emerge, which will lag behind

the voltage, as shown in Sect. 13.3. Unlike IMPATT diodes, the injection delay

angle will be smaller, but according to expression (13.17) at some transit angles,

negative dynamic resistance can be obtained.

Such diodes have low output power, since they operate at small alternating

voltage amplitudes. On the other hand, the absence of avalanche stochastic pro-

cesses causes lower noise in comparison with IMPATT diodes. Such devices are

called BARITT diodes (BARrier Injection Transit Time). The maximum negative

conductivity of these diodes is observed at transit angles H close to 3p/2. At the

present time, these diodes are not in production (Sect. 13.6).

13.6 Transferred Electron Devices

13.6.1 The Gunn Effect. The Running High-Field Domain

History of transferred elecron devices began in 1961 when B.K. Ridley and

T.B. Watkins pubished a paper where they predicted existance of negative differ-

ential resistance in some semiconductors. C. Hilsum showd in 1962 that GaAs and

its alloys have neccessary zone structure for this effect. J.B. Gunn in 1963 observed

current instabilities in GaAs and InP samples under high electric field. H. Kroemer

explained these instabilities by effect Ridley and Wotkins theory.

The general principles of amplification and generation of oscillations in the

semiconductor structures considered in Sect. 13.2, indicate the possibility of

obtaining a negative dynamic resistance in semiconductors, with a region of neg-

ative differential mobility on the field-velocity characteristic µd < 0. AIIIBV

semiconductors such as GaAs, InP, GaN, etc. possess this property. The conduction

band of these materials consists of several valleys, the electrons in which have

different effective masses (and, correspondingly, different mobilities). This situation

is shown schematically in Fig. 13.29. It shows the dependence of energy W on

wave number k along the crystallographic axis [111] for GaAs. It can be considered

as the dispersion characteristic of the de Broglie wave of an electron as it passes

through a crystal lattice. The curvature of the level is proportional to the group
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velocity of the wave, that is, the velocity of the electron. The energy gap D between

the valleys is 0.36 eV. The difference in the population of the valleys n2/n1 is

determined by the energy of the electrons kTe and this gap:

n2=n1 ¼ R expð�D=kTeÞ; ð13:58Þ

where R is the ratio of the state density in the valleys (for GaAs it is 50). If an

external “heating” field E0 is applied, then the electron temperature rises, according

to the equation of conservation of energy flux (2.4.8), which in the simplest case

takes the form

qvE 	
3

2

kðTe � T0Þ

se Teð Þ
: ð13:59Þ

In expression (13.59), velocity v corresponds to the average carrier velocity in

two valleys, that is,

v ¼
n1l1 þ n2l2
n1 þ n2

E: ð13:60Þ

Using expressions (13.58)–(13.60), we can analyze and calculate the field

velocity characteristic, given the value of the energy relaxation time seðTeÞ. An
increase in the field strength causes an increase in the electron temperature Te. This

leads to an increase in the fraction of electrons passing into the upper valley and a

decrease in the average speed of carriers. This decrease will be especially sharp in

fields above a certain critical Eth. It follows from the calculations that the critical

(threshold) field for GaAs is Eth = 3.4 kV/cm. With a further increase in the field,

the velocity will tend to the value of l2E, since there will be many more electrons in

the upper valley than in the lower one. Figure 13.30 shows the calculated curves for

Fig. 13.29 Energy graph of

the conduction band for GaAs
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the two variants: without taking into account the dependence of mobility on elec-

tron temperature l2(Te) (dashed line) and taking it into account (solid line). In

strong fields, the theory predicts a velocity increase (dotted curve), but in reality its

saturation (solid curve) is observed. Negative differential mobility is observed in the

range of 4–10 kV/cm. The ratio of maximum velocity vmax to saturation velocity vs
amounts to 1.5–2. The processes of inter-valley transfer of charge carriers not only

significantly affects the shape of the field velocity characteristic, but also field

dependence of another kinetic coefficient—diffusion coefficient De. Near the critical

field, this dependence has a pronounced maximum, as shown in the experimental

dependence in Fig. 13.31. Knowing function De(Te) is very important in deter-

mining the static distribution of the field and the operating mode of the device.

B.K. Ridley and T.B. Watkins predicted the described effect in 1961. J.B. Gunn

(Bell laboratories) discovered the effect in 1962. Very soon, diodes based on this

effect were realized. They were called Gunn diodes (GD) or transferred electron

diodes (TED).

The considered mechanism for intervalley carrier transition makes it possible to

explain the so-called Gunn effect. This effect consists in the appearance of periodic

Fig. 13.30 Field velocity

characteristic

Fig. 13.31 The Experimental

dependence of the diffusion

coefficient on the field for

GaAs
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current pulses in the semiconductor structure of pulses with negative differential

mobility. Conditions for the occurrence of pulses are as follows:

• the applied voltage must exceed a critical value Uth 	 EthL;

• doping level Nd and the length of the active part L must exceed a certain critical

value NdL > (NdL)cr = 2 � 1011 cm−3.

The structure of the diode is shown in Fig. 13.32, and time dependence of the

diode current is shown in Fig. 13.33. The pulse repetition period is well approxi-

mated by the expression: T = L/vs. Thus, by changing the length of the device L, it

is easy to obtain the desired oscillation frequency. For example, a frequency of

10 GHz is generated with device length of 10 lm. Let us qualitatively analyze the

described process, using the field-velocity characteristic (Fig. 13.30). Suppose that

the doping level is homogeneous along the length of the sample. This is necessary

in order to obtain a homogeneous static electric field in the range of applied

voltages from 0 to Uth. At these voltage values, the current is proportional to the

voltage according to expression

I ¼ eNdvðEÞSd ¼ eNdvðU0=LÞSd: ð13:61Þ

It is obvious that the shape of the initial volt-ampere characteristic section

repeats the shape of the corresponding section of the field-velocity characteristic.

Fig. 13.32 Structure of a

Gunn diode a and field

distribution b at a voltage less

than critical

Fig. 13.33 Current

waveform in a Gunn diode in

the domain mode
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The maximum value of the current in this mode will be equal to Imax ¼ eNdvmaxSd
(Fig. 13.33).

An increase in voltage above Uth leads to an increase in the field strength

E > Eth. It can be assumed that the field will be at maximum value in a narrow

region containing a small doping inhomogeneity. This assumption is based on the

fact that in the cathode region there is an ohmic contact Me–n+ to the n-region. In

its vicinity, the level of doping varies greatly. For certainty, suppose that this

inhomogeneity (“seed”) is in the cathode part of the structure.

The field-velocity characteristic and field distribution at coordinate z are com-

bined on one graph (Fig. 13.34). This allows us to determine the limits of chang-

ing of physical parameters. As soon as the field in some area exceeds the critical

value, the velocity of the carriers in this region becomes less than the velocity of

carriers to the right and left of it, leading to an increase in electron concentration on

the left and electrons shifting to the right relative to the coordinate of the maximum

field. As a result, a double charge layer arises in the inhomogeneity region, called

the high-field domain (Fig. 13.35). In the center of this domain, the intensity of the

electric field increases. We note an important circumstance: the escape of electrons

from the domain front violates the quasi-electroneutrality condition: the positive

charge of the donors is not compensated by the negative electron charge. The

density of the positive charge in the front of the domain will be qNd. Any field

increase in the domain region leads to a further drop in electron velocity in the

central region of the domain, and hence to an increase in the accumulation of

charges on the left and the departure of electrons from the left.

As a result, the domain field increases. The field outside the domain will drop,

since the common integral of the field respective to the coordinate remains constant

and equal to the applied voltage U0. This will lead to a decrease in the velocity of

electrons to the right and left of the domain, and consequently to a decrease in the

current through the diode. The domain grows until the electron velocities in all parts

of the domain are equal. Furthermore, the form of the domain does not change.

Fig. 13.34 The process of forming a running domain
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After reaching the anode, the domain disappears, the field in the sample

increases and the whole process and situation repeats. This causes periodic oscil-

lations of the current (Fig. 13.33). It should be noted that diffusion significantly

affects the process of charge entry into the anode. Significant gradients in the

distribution of charges in the domain increase the role of diffusion fluxes, which for

certain parameters of the diode structure Nd, L lead to the emergence of dynamic

equilibrium, when the growth of the domain ceases and it “sticks” to the anode.

There are no periodic pulsations of current in this case. This mode is known as the

anode static domain mode.

13.6.2 Distribution of Static Field in the Gunn Diode

In order to thoroughly consider the described processes, it is necessary to solve the

system of particles, momentum and energy flux conservation equations for given

values of momentum and energy relaxation time constants, together with the Poisson

equation (see Chap. 2). Let us analyze the general results of such a simulation, taking

into account the nonlinear dependencies of the mobility l(E) and the diffusion

coefficient D(E) on the field. First of all, we note that the joint solution of the Poisson

equation and the equation for the current density yields three typical solutions for the

field distribution in the structure. Two of them are stable, and the third is unstable.

First—static distribution with the maximum field at the anode (anodic static domain),

second—near the cathode (cathodic static domain) and third—the running domain.

These distributions are shown in Fig. 13.36. The specific form of field distribution

Fig. 13.35 Distribution of

field, velocity and charge in

domain region
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depends on the boundary conditions at the cathode and anode, the length of the

sample, the doping profile and the applied voltage. It is also necessary to take into

account changes in the sample temperature due to the flow of current through it.

These parameters affect not only the process of domain formation, but also external

characteristics, in particular, the volt-ampere characteristics of the diode.

Figure 13.37 shows the possible static volt-ampere characteristics of a Gunn

diode operating in different modes. The difference in dependencies 3 and 4 is

determined by the nature of static field distribution in the device: 3 corresponds to

the anode static domain, and 4 corresponds to the cathode static domain. The mode

of a running domain (or domains) is most likely near the threshold voltage. This is

manifested in stochastic oscillations of the current. On the graph, this mode is

marked with number 5. The initial section of all characteristics is the same and its

form is determined by the initial branch of the field velocity characteristics, as

follows from expression (13.61). Mode 1 with a running domain is manifested in a

characteristic current step at a voltage greater than the critical value U�Uth.

Fig. 13.36 Field distribution

for a running domain mode

(1), anodic static domain

mode (2) and cathodic static

domain mode (3)

Fig. 13.37 Volt-ampere

characteristics of the Gunn

diode in different modes: 1—

with a running domain; 2—

considering structure heating;

3, 4—static domain in the

pulse mode; 5—unstable

region
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Domain formation leads to a decrease in the field outside the domain, and hence to a

drop in the current. With a further increase in voltage, the current remains constant,

since the field outside the domain remains at the level of the saturation field Es

(Fig. 13.34). Such a situation is observed in the pulsed operating mode, when the

heating of the diode can be ignored. In the continuous mode, structure heating leads

to a decrease in current due to a decrease in the saturation rate vs. This leads to a

falling section on the volt-ampere characteristic (line 2). However, this section with

negative differential resistance cannot be used in the microwave band, since it is

caused by slow heating processes in the structure.

When the theory and practice of devices with intervalley transfer was first

developed, attention was mainly placed on the domain mode. However, obtaining

stable operating modes for such devices caused great technological difficulties. In

particular, high process sensitivity to the parameters of the “seed” and its location in

the cathode region was revealed. In addition, the rate of domain growth is signif-

icantly affected by the external circuit resistance, which limits the current. These

effects significantly complicated the domain mode application. As a result, struc-

tures with a stable static field distribution, i.e., with cathodic and anodic static

domains, have been used in microwave generators and amplifiers. On an alternating

signal, such structures exhibit negative dynamic resistance in a certain frequency

range. To calculate the equivalent diode resistance, depending on the material

properties and the mode parameters, the general expressions obtained in Sect. 13.2,

and particularly expression (13.8), are used. The diode in this calculation has a

layered structure, similar to that shown in Fig. 13.9.

Gunn diodes and IMPATT diodes are used as amplifiers and generators. An

important feature of Gunn diodes in comparison with IMPATT diodes is a low level

of phase noise. This is due to the fact that the diode is made of a homogeneous

material. Its principle of operation is based on processes occurring within, rather

than on the surface or any boundary. There are no stochastic processes of avalanche

formation, and there is no shot noise, since there are no barriers, etc. In general, this

leads to a low level of flicker noise. Using such devices in the generator circuits

provides low phase noise. However, the output power level of Gunn diode gen-

erators is lower than that of the IMPATT diode generator. The modern level of

design makes it possible to obtain an output power of about 1 mW at a frequency of

100 GHz. The use of gallium nitride as a material provides a significant increase in

output power (by an order of magnitude) and maximum working frequency.

At present, GDs are mostly used in heterodynes and low-power tunable oscillators.

13.7 Tunnel Diode

13.7.1 Structure and Operating Principle

Historically, the first semiconductor device with negative dynamic resistance to be

invented was the tunnel diode (TD). In 1958, Japanese researcher L. Esaki dis-

covered on a static volt-ampere characteristic of a germanium diode, a region in
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which the current decreases with increasing applied voltage. For the development of

the theory of this phenomenon and its experimental detection, Esaki was awarded

the Nobel Prize in Physics in 1973.

Figure 13.38 shows the voltage-current characteristic for a diode structure p++–n++

with doping levels of the donor and acceptor regions of 1019–1020 cm−3. The neg-

ative slope of the curve is explained by the quantum tunneling of electrons through a

narrow potential barrier. At the mentioned doping levels, the thickness of the

depletion layer (see formula 11.3.3) is 10–50 nm. At such distances, the probability

of tunneling through the barrier increases. Figure 13.39 shows the band diagram of

the contact in question, p++–n++. The dashed line shows the Fermi level F. Usually

the degeneracy level (the “depth” of the Fermi level in the corresponding band) qUn

and qUp is in the order of several kT units. The band diagram (Fig. 13.39) corre-

sponds to the zero voltage on the structure and to the absence of current in the diode.

When the forward bias is applied to the p++-region, there is a shift in the levels at

which electrons from the conduction band of the n-semiconductor are at the same

energy level with empty states in the p-semiconductor. In this case, a tunnel current

arises that increases with increasing overlapping of the levels. The dependence of this

current on the voltage is shown by the small dotted line in Fig. 13.38.

The current reaches a maximum value Imax when the bottom of the conductivity

band of the n-region and the Fermi level of the p-region coincide. A further increase

in the voltage leads to a decrease in the band overlap and a decrease in the current to

the value Imin. Hence, negative differential resistance is observed. If the voltage is

increased further, then the “ordinary” diffusion over barrier current, marked on the

volt-ampere characteristic by a large dotted line, will pass through the structure.

These two trends in the current change determine the resulting voltage-current

characteristic, shown in Fig. 13.38 by a solid line. With a decrease in the doping

level, the “hump” with forward bias becomes invisible, and the current increase

Fig. 13.38 Volt-ampere

characteristic of a tunnel

diode
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with reverse voltage is preserved. A device with this characteristic is called a

reversed tunnel diode. It does not have an NDR region. It is used in detector and

mixing devices.

The type of volt-ampere characteristic will not change at high frequencies, since

the tunneling process is very quick (10−13 s). Such a property allows implementing

devices in the microwave band, including the terahertz frequency range. The

presence of negative differential resistance (NDR) allows the use of tunnel diodes in

generators and reflective amplifiers.

With a lack of real competition in the 1960s from other devices, the TD was the

main active component in the construction of micro miniature receivers of micro-

wave radio-electronic systems. The optimism of the developers regarding the

application of TDs was not only associated with the simplicity of the device design,

but also with the establishment of the manufacturing technology, which ensured the

high reliability of the device and its low cost. However, the difficulty of matching

the diode to the output line, the low level of output power and competition from

IMPATT diodes, Gunn diodes, and subsequently transistors, limited the scope of

the TD. Currently, such diodes are used to create low-power generators in the

terahertz frequency range.

13.7.2 Equivalent Circuit. Features of Use in the Microwave

Band

It is convenient to analyze the high-frequency characteristics of TD using its

equivalent circuit. It is similar to that of a detector diode (Fig. 12.4) and is shown in

Fig. 13.40.

The constant bias voltage provides a mode with NDR: R ¼ ð@I=@UÞ�1
\0. The

structure itself is represented by a parallel connection of the negative resistance

R and the barrier capacitance Cj. Parasitic parameters of the structure are presented

by series contacts resistor Rs and inductance Ls. The velocity of carrier tunneling

across the barrier, through charge (discharge) of reactive elements Cj, Ls determines

Fig. 13.39 Band structure of

a tunnel diode
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the device’s speed of operation. For real structures based on GaAs, the maximum

oscillation frequency in such devices reaches 200–300 GHz.

Let us analyze the operation of TDs in microwave schemes, using a

voltage-current characteristic and an equivalent circuit. The main parameter of the

diode is the ratio Imax/Imin and the voltage range in which NDR is observed. In

existing diodes, the current ratio can be 3–4, and the NDR voltage range can be

0.2–0.3 V. The value Imax affects the rate of capacitance Cj charging and the sat-

uration power. In real structures, it is possible to obtain a current density of 104 A/

cm2, which provides 30 lW saturation power in the centimeter waveband. Low

saturation power and a narrow range of input voltages dictate a small dynamic

range of amplifiers built on the TD.

As an example, Fig. 13.41 shows a reflective amplifier circuit on a centimeter

band TD. In the circuit, circulator C decouple input and output of the amplifier. The

matching transformer MTr provides the resonance conditions at the operating fre-

quency and allows the changing of the HF voltage on the tunnel diode. The bias

circuit with a filter system based on lumped (L1f, L2f, C2f, R1, R2) and distributed

Fig. 13.40 Equivalent TD

circuit

Fig. 13.41 Reflective

amplifier circuit on a TD
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elements (k0=8 and k0=4) provides the necessary DC bias voltage and limits the

loss of HF signal.

Despite the fact that a lot of attention was given by the TD developers, they did

not find proper recognition. Theoretically, they promised to become low-noise

amplifiers, simple and cheap generators. However, due to the low saturation power,

those optimistic forecasts were not realized. This disadvantage can be tolerated in

many applications, however the TD has had many competitors, such as parametric

amplifiers and multipliers on varactor diodes, transistor amplifiers and generators.

The area where practical interest remains in the TD, is the creation of

terahertz-band low-power generators.

13.7.3 Resonance Tunnel Diode (RTD)

With the development of molecular beam epitaxy technology, it was possible to

fabricate nanoscale heterostructures with a regulated thickness and height of energy

barriers. If we fabricate a heterostructure with two thin 2–10 nm barriers separated

by a narrow region of width 5–10 nm, then NDR is observed in it at certain bias

voltages, as in a tunnel diode. The mentioned semiconductor structure was called a

resonance tunnel diode (RTD).

Consider the mechanism of NDR formation in such a structure. Figure 13.42

schematically shows the conduction band bottom profile of the structure with two

barriers separated by a region of length L. These barriers form a quantum “well”

between them. Tunneling of electrons in such a structure can be regarded as the

passage of the electron wave function W through the resonating element in the form

of two barriers. In the quantum “well” the allowed energy states of the electrons

correspond to the resonance of the wave function, that is,

2L ¼ ðn� ub=2pÞk; ð13:62Þ

Fig. 13.42 Double barrier

and quantum well of a

resonance tunnel diode
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where n is a whole number, 1, 2, 3 …, L is the length of the well; ub is the effective

reflection phase of the wave function from the barrier; and k is the wavelength of

the electron wave function. Tunneling of electrons through such a structure is likely

if their energy outside the barriers corresponds to the energy of the allowed levels

between the barriers.

In such a structure, the voltage-current characteristic has a falling section, like

the current-voltage characteristic of a tunnel diode. We can explain this phe-

nomenon by considering the representation of different diode bias modes and

corresponding shifts in the conduction band, as shown in Fig. 13.43. With zero bias

on the diode (Ub = 0) there is no current, which corresponds to the initial point of

the volt-ampere characteristic. As bias voltage increases, the energy of the electrons

increases, but it is insufficient to overcome the barrier. However, it partially cor-

responds to the allowed levels in the potential well. If these levels coincide

Ubias = UImax, tunnel current Imax passes through the structure. Further bias increase

till the Ubias = UImin point leads to a fall in tunnel current to Imin due to electron

energy “discrepancies” and allowed levels in the “well”. In the ideal case, the

current must fall to zero. However, the presence of the above-barrier current

component and the non-ideality of the structure lead to finite values of Imin. An

increase in the bias voltage above the point Ubias = UImin leads to an increase in the

role of the above-barrier emission and current increases with rising voltage.

An important advantage of such a structure over an ordinary tunnel diode is the

ability to purposefully change the structure’s parameters to obtain the required

diode properties. In particular, by varying the height of the barriers and the

thickness of the quantum “well”, it is possible to increase the ratio Imax/Imin and

lower resistance.

As an example, Fig. 13.44a shows the energy profile of a heterostructure with

NDR. The contact regions within are made of indium arsenide and the inner regions

are made of gallium and aluminum antimonide. Similar structures are also made

with solid solutions of AlGaAs.

Having completed ohmic contacts in this structure, we obtain a resonance tunnel

diode shown in Fig. 13.44b. It should be noted that the left (emitter) part has a

significantly higher level of doping than the right one—the collector. Figure 13.44c

shows the change in energy level of the bottom of the conduction band in the NDR

region.

Fig. 13.43 Obtaining NDR

in a structure with two

barriers

13.7 Tunnel Diode 433



The experimental static volt-ampere characteristic of such a structure with an

active-region diameter of 50 lm and a current density 103 A/cm2 is shown in

Fig. 13.45. The achieved ratio of maximum current to minimum is 3.8, and the

NDR region exists in the bias voltage range of 0.35–0.55 V. Such a diode makes it

possible to obtain a power of 20 lW at a frequency of 443 GHz. The construction

of a microwave generator with an output power of 10 lW at a frequency of

1.3 THz is shown in Fig. 13.46 (a—circuit, b—appearance).

The main advantage of such devices is the simplicity of their production and the

low cost of radio-electronic systems created on their basis, in particular, high-speed

wireless networks for general use.

Fig. 13.44 Energy graph (a), diode structure (b), and operation circuit (c)
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Advancement Questions

1. Which devices belong to the class of devices with negative dynamic resistance?

What is the difference between differential and dynamic resistance?

2. Analyze the methods of obtaining a negative dynamic resistance for structures

with different values of differential Maxwellian relaxation frequency, at dif-

ferent transit angles and with different boundary conditions.

3. How do charge carriers transmit energy to the microwave field if their drift

velocity is constant?

4. Draw constructive options to obtain a negative dynamic resistance in semi-

conductor structures.

5. How does the IMPATT diode structure provide a location for the avalanche

zone?

6. Is it possible to “force” not only electrons, but also holes to work in IMPATT

diodes?

Fig. 13.45 Real volt-ampere

characteristic of a resonance

tunnel diode

Fig. 13.46 Generator circuit on the slotted line (a), generator structure (b)
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7. How do you calculate low-signal resistance in IMPATT diodes?

8. How does the space charge of a bunch affect the distribution of a static field in a

nonlinear mode of operation?

9. What is the TRAPATT mode in the IMPATT diode? What are the requirements

for load?

10. What is the difference in structure, principle of operation and parameters

between the IMPATT diode and the BARITT diode?

11. Give an example of building a tunable oscillator on an IMPATT diode.

12. What is the Gunn effect?

13. What modes of field distribution exist in Gunn diodes? Describe the running

domain mode.

14. Draw and explain the static volt-ampere characteristic of a Gunn diode.

15. How to calculate the low-signal impedance of a Gunn diode?

16. Draw an amplifier circuit on a GD.

17. What is the difference in the structure and operating principle of a conventional

and a resonance TD?

18. Is there a difference between the differential and dynamic resistances of a TD?

19. What are the frequency range limits of a RTD?

20. Compare the limit parameters of devices with negative dynamic resistance in

terms of frequency-power parameters.
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Chapter 14

Microwave Transistors

14.1 Field Effect Transistors

14.1.1 Structure of the Schottky Field Effect Transistor

A Schottky field effect transistor (MESFET) is a unique device, the idea of which

was expressed in 1920, i.e., much earlier than the bipolar device, and it was

manufactured for the first time much later than the bipolar device. The technology

of that time did not allow the creation of a contact with a low density of surface

states. These states shielded the gate from the channel, greatly reducing the con-

trollability of the transistor. The first field-effect transistor only appeared in 1953.

GaAs was used as the main material. The high carrier, low-field mobility of this

material made it possible to obtain small parasitic resistances. Decreasing the length

of the gate significantly reduced the drift time in the device. This led to a significant

increase in speed in comparison with silicon bipolar devices on Si.

A MESFET contains a semiconductor body, an emitter of charged particles

(source) and a collector (drain) (see Fig. 14.1). Metal contacts placed on the

semiconductor surface form a Schottky barriers with the body. The height h of the

depletion regions under the gate depends on the voltage gate-source. Carriers can

move from source to drain in the region between depletion regions (channel). The

width of this region 2a and consequently its resistance depends on h. By changing

gate voltage, we can change channel resistance and drain current.

MESFET can be considered as a conventional vacuum triode, working in a

semiconductor medium. The source in such a device plays the role of a cathode, the

gate plays the role of a grid and the drain plays the role of an anode. Figure 14.1

shows a longitudinal section of a symmetrical field-effect transistor implemented on

an n-type semiconductor.

Comparing the grid in the triode and the gate in the field effect transistor, it

should be noted that unlike the triode, motion under the gate takes a significant part

of the total time of carrier motion in the active region of the transistor.
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In the vacuum triode, transit time via the grid itself is negligibly small compared

to the transit times in gaps: cathode-grid and grid-anode. At present, semiconductor

devices with a gate length of <0.1 lm are already being created. The transport of

carriers in such devices becomes practically ballistic (collisionless), which

emphasizes the generality of the physical phenomena in the MESFET and triode,

and not just their analogy.

On the other hand, MESFET can be compared to a resistor in which resistance is

controlled by an electric field with a direction normal to the direction of current

flow. For transistors with a gate length of more than 0.5–1 lm, such an analogy is

closer in nature than a comparison with a vacuum triode.

The noticeable length of the gate leads to shielding of the source from the drain

potential, which causes significant differences in characteristics compared with a

vacuum triode. Let’s consider the simplest example of these differences in a

symmetric MESFET in Fig. 14.1. Let us make some important remarks on the

design of the device and the features of current transfer:

• Source and drain have ohmic contacts. Hence, they are indistinguishable from

the point of view of obtaining the electron flux. In such a design, unlike in a

triode, when the polarity of the applied voltages is reversed, the device will

retain the properties inherent in MESFET;

• At the metal-semiconductor boundary, a depletion layer (DL) is formed. The

width of this layer is determined by the potential difference between the current

channel (CC) and the gate, according to the expression (11.7). The flow of

current causes a change in the potential along the length of the channel, which

leads to a change in the width of the depletion region.

The transistor shown in Fig. 14.1 has not been produced due to technological

difficulties in its manufacture and integration into the case. Figure 14.2 shows the

design of a planar MESFET, widely used in practice. It introduces two additional

layers: a semi-insulating substrate and a buffer layer. In the substrate, current

practically does not flow due to its high resistance. It limits the current channel from

Fig. 14.1 Symmetrical

construction of a MESFET
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below. Letter A denotes the height of the current channel, and letter Z denotes gate

width. To exclude the migration of impure atoms from the substrate to the current

channel, a thin buffer layer of low-doped GaAs is introduced into the structure.

Typical doping levels and dimensions are shown in the figure. Figure 14.3a shows

the topology of the transistor, and Fig. 14.3b shows a powerful transistor that

consists of several low-power transistors connected in parallel. On the top of the

photo there are four drain pads. Wide light platforms at the bottom are source

contacts, and small elliptical ones are gate contacts. The periphery of the photo

shows dimensions in lm. Note that even when a large number of transistors are

connected (Fig. 14.3b), the total width of the gates is only 1.13 mm. Thin gold

conductors connect contact areas of the device to the external pins of a special case.

It allows easy plugging of the transistor into a microstrip line. Such a design

increases the parasitic reactive parameters of the device as a whole and narrows its

frequency range of operation. A limited set of similar case structures is used as

shown in Fig. 14.4, with a millimeter scale in the corner of the image.

Fig. 14.2 Cross section of a typical microwave transistor

Fig. 14.3 MESFET topology: a low-power transistor; b powerful transistor
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In microwave integrated circuits, the problem of plugging a transistor in a circuit

is simplified; the parasitic parameters of contacts are reduced. This extends the

frequency range of circuit operation.

14.1.2 Static Characteristics of Schottky Field Effect

Transistors

The dependence of the drain current Id on source-gate voltage Ugs at constant drain

voltage Uds, i.e. Id ¼ f ðUgsÞ, is called the input characteristic. The dependence of

the drain current Id on drain-source voltage Uds at constant gate voltage Ugs, i.e.

Id ¼ f ðUdsÞ, is called the output characteristic. When constructing these depen-

dencies, we use the similarity of this device to the resistor in which resistance (cross

section) is changed by an electric field applied to a gate. To calculate the depen-

dence, we use formula (11.7) to calculate the thickness of the Schottky barrier

depletion layer h:

hðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

2eDU

eNd

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eðUchðxÞþuk � UgÞ
eNd

s

; ð14:1Þ

where UchðxÞ is the potential at point x of the current channel; and uk is the contact

potential difference. In formula (14.1), there is no term associated with the thermal

expansion of the channel. This means that the process of heating up the carriers due

to the field is omitted from this consideration. In this approximation, the boundary

between the depletion layer and the current channel is sharp.

The potential difference DU ¼ UchðxÞþuk � Ug, which ensures the condition

for a complete channel overlap, is called the full overlap voltage Up (also named

“pinch-of” voltage). From (14.1) for hðxÞ ¼ A it follows that

Up ¼
1

2e
eNdA

2: ð14:2Þ

With closed channels, the current is zero, meaning that UchðxÞ ¼ 0. Then the

gate voltage, at which the channel will be blocked, is determined from the

expression

Fig. 14.4 Centimeter band transistor cases: the unit of the attached rulers is 1 mm (manufacturer

—«Mitsubishi»)
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Uip ¼ �Ugp þuk ð14:3Þ

where Ugp is the external overlap voltage at the gate.

It should be noted that for a small thickness of channel A, the voltage Ugp,

calculated by formula (14.2), can be less than uk . Then the external voltage of the

overlap Ugp � 0. This mode is used in field-effect transistors operating in digital

electronic circuits.

Potential distribution in the channel UchðxÞ depends on the flowing current Id ,

hence in expression (14.1) this voltage should be changed to

UchðxÞ ¼ Uds � IdRxd

where Rxd is the channel resistance from point x to the drain.

We write down the drain current, using the expression for current

Id ¼ qvS � eNdvðA� hÞZ, where S ¼ ðA� hÞZ is the cross-sectional area of the

channel and Z is the width of the gate. Substituting the relations obtained above, we

arrive at the following:

Id ¼ eNdvðEchðxÞÞ A�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eðUds � IdRxd þuk � UgÞ
eNd

s

 !

Z ð14:4Þ

The solution of this transcendental equation for specific approximations is given

in the next chapters. We shall analyze the qualitatively possible form of the solu-

tion, using a number of assumptions. First, we find a typical shape of output

characteristic for a structure without a gate. In this case, we obtain a two-electrode

arsenide-gallium structure with ohmic contacts, that is, we have a Gunn diode. For

small voltages, the volt-ampere characteristic of such a device is described by linear

dependency, specific to resistors, and when the critical field is reached, current

saturation occurs (Fig. 13.6.9). Such a characteristic is shown in Fig. 14.5 and

defined as number 1. If a metal electrode is deposited on the side surface of such a

double-electrode structure, the cross-section of the current channel will be reduced

due to the formation of a depletion layer. This depleted layer (DL) is formed by the

Fig. 14.5 Set of SFET

output characteristics and DL

form at current saturation

14.1 Field Effect Transistors 441



contact potential uk of the semiconductor and the metal. A reduction of cross

section causes a decrease in the saturation current, as shown in the curve 2.

Increasing the gate-source voltage increases the width of the depletion layer h,

and hence the height of the current channel a ¼ A� h (curves 3 and 4 in Fig. 14.5).

The dependencies shown in Fig. 14.5 are typical for devices with a gate length of

more than 1–2 µm.

Current saturation in the transistor is caused not only by the Gunn effect, but also

by the internal negative current feedback. An increase in the drain current raises the

voltage drop across the channel, which causes the current channel to narrow [see

formula (14.4)]. This effect causes a decrease in the current increment. As a result,

the output characteristics of the transistor have a small slope in the saturation

region.

In this sense, a MESFET differs from a triode in having a significant slope of

anode characteristic. At the same time, the anode characteristics of the pentode are

very similar in shape to the output characteristics of the field-effect transistor. In the

pentode, the introduction of additional grids reduces the influence of the anode

voltage on the field at the cathode, and hence on the anode current. The transistor

has one gate, but its length does not allow the drain field to strongly deflect through

a narrow current channel. Reducing the length of the gate will cause an increase in

the slope of the characteristics in the saturation region.

Figure 14.6 shows an experimentally derived MESFET characteristic with a gate

length of 0.25 lm. The shape of experimental dependencies differs from the

dependencies shown in Fig. 14.5. First of all, this concerns the slope of the output

characteristics in the current saturation region.

The input characteristic of the transistor is shown in Fig. 14.7. When external

voltage Ugp is equal to the full overlap voltage, drain current is equal to zero:

Id ¼ 0. As the voltage across the gate increases, the source current and the drain

current increase respectively, reaching a maximum at a positive voltage in the order

of uk. A further increase in voltage leads to a decrease in the drain current. This is

caused by the branching of a part of the source current to the gate. This corresponds

Fig. 14.6 Experimental

SFET volt-ampere

characteristics with a gate

length of 0.25 µm
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to the current distribution in the triode, when a positive potential is applied to the

grid. In fact, the gate current does not appear at voltage Ug ¼ uk , but at

Ug ¼ uk þ IsRs;

where Rs is the “parasite” resistance of the resistive source-gate region. Under this

condition, the depletion layer disappears at the gate point closest to the source. As

the voltage on the gate increases, the gate area to which part of the source current is

moving increases and the depletion region shifts toward the drain.

14.1.3 Small-Signal Parameters and Equivalent MESFET

Circuit

The static characteristics considered above do not give a complete idea of transistor

behavior with an alternating signal, especially in cases when the voltage period is

commensurable with carrier transit time under the gate. Additional difficulties in

describing the processes arise if the operating mode of the device is nonlinear.

However, with the help of static characteristics, it is possible to accurately

describe the behavior of the transistor in low frequency band. In this case, lumped

equivalent circuits can be used, the parameters of which are determined from the

static characteristics. Small device dimensions, in comparison with the signal

wavelength, small transit angle explain the legitimacy of using lumped elements to

describe the behavior of the transistor in the microwave range.

Let’s determine the response of the transistor to the effect of small deviations of

supply voltages. Initially static voltages Ug0, Usd0 are applied to the electrodes,

causing drain current Id0. Voltage increments at the electrodes DUgs, DUsd can be

Fig. 14.7 Input characteristic

of the transistor
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expressed through the differential parameters of the transistor. For this we use the

small-signal (linear) approximation, that is, we set DUgs � uk;DUsd � Usd0. Then

current increment

DId ¼
@Id
@Ugs

DUgs þ
@Id
@Usd

DUsd; ð14:5Þ

where @Id=@Ugs ¼ G is parameter characterizing the slope of the input character-

istic. It is called transconductance; @Id=@Usd ¼ Gds is the parameter characterizing

the slope of the output characteristic for given static values Ug0, Uds0. It is called

output admittance.

Suppose that alternating signals Ugm sinxt and Usd sinxt are added to the static

voltages Ug0, Usd0. We assume that Ugm � uk and Usdm � Ud0. Then, to find the

precise response of the device, it is necessary to take into account the relationship

between the voltage period T ¼ 2p=x and transit time. Using a complex repre-

sentation of quantities, we rewrite (14.5):

_Idm ¼ _G _Ugsm þ _Gd
_Usdm; ð14:6Þ

where _G, _Gd are the complex parameters of the device, which at low frequencies are

equal to the previously introduced differential parameters.

Figure 14.8a shows the electrical circuit satisfying (14.6). It consists of an ideal

current generator _G _Ugsm; controlled by the input voltage Ugsm, and the output

conductivity _Gd . This is the simplest equivalent circuit of the transistor. Such a

circuit does not reflect the charge exchange of the depletion layer capacitance when

the polarity of the alternating voltage is changed.

We introduce additional parameters into the equivalent circuit that take these

processes into account. To do this, we write down the change in the depletion layer

charge through the voltage increment at the electrodes:

DQ ¼ @Q=@UgsDUgs þ @Q=@UgdDUgd

or

DQ ¼ CgsDUgs þCgdDUgd ð14:7Þ

Fig. 14.8 Small-signal equivalent circuit of a field effect transistor
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where Cgs ¼ @Q=@Ugs is the differential source-drain capacitance; and Cgd ¼
@Q=@Ugd is the differential gate-drain capacitance.

When these capacities are introduced into an equivalent circuit (Fig. 14.8a), the

latter is converted to the form shown in Fig. 14.8b. Capacity Cgs is often called the

input capacitance and Cgd is the feedback capacitance. Note an important detail.

When writing (14.7), a differential gate-drain capacitance is used, rather than the

source-drain capacitance expected by analogy with (14.5). This is due to the fact

that when the voltage on the drain changes, the boundary of the depletion layer

changes predominantly near the gate end, facing the drain contact. This is due to the

weak deflection of the drain potential in the narrow subgate region of the transistor.

The change in the depletion layer charge in the region between the gate and the

drain is mainly determined by the gate-drain voltage difference.

The equivalent circuit (Fig. 14.8) characterizes the properties of the transistor

itself. The practice of using such a circuit has shown that to describe the HF

properties of the device it is necessary to introduce in the circuit an additional

resistance channel Ri, which is inserted in series with capacitance Cgs. This

capacitance is charged through it. We use voltage on the capacitance Cgs as voltage

on the current source, not full voltage Ugs.

Using this circuit, we determine at what frequency the current gain will be equal

to one. This parameter is called the boundary frequency fb. Suppose there is no

feedback, Cgd ¼ 0 and the output conductivity is zero Input current

_Iinm ¼ ixCgs
_Ugsm. Assuming that _Iinm

�

�

�

� ¼ _Ioutm
�

�

�

� we obtain

fb ¼
G

2p � Cgs

ð14:8Þ

It is necessary to add to this circuit external “parasitic” elements that determine

the influence of passive areas of the structure and its connections to the case.

Figure 14.9 shows these elements and their relations to the topology of the

transistor.

Fig. 14.9 Structure of a transistor with “parasite” elements
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Resistances of ohmics contact and parts of the neutral semiconductor from the

contact to the depletion layer are denoted by Rs and Rd. Resistance Rg is the ohmic

resistance of the gate metallization. At high frequencies, when calculating Rg, it is

necessary to take into account the skin effect. Inductances Lg, Ls, Ld are defined by

the dimensions and shape of the contacting conductors.

Finally, the equivalent circuit takes the form shown in Fig. 14.10. Elements of

the circuit reflect the properties of the physical processes of current transfer and,

accordingly, can be calculated using physic-topologic models. On the other hand,

the parameters of this circuit can be measured experimentally. Part of the param-

eters is measured on direct current. The greatest difficulty is defining channel

resistance Ri and output resistance Rds = 1/Gds. When using the circuit in the upper

part of the operating frequency range, the numerical values of the circuit elements

are corrected by parametric optimization methods, using measured scattering

parameters (see Fig. 14.10) as the goal function. Similar equivalent circuits are

successfully used for nonlinear analysis. The dependence of the parameters on the

applied voltage can be expressed analytically or approximated using the mea-

surement results.

In the high-frequency region, it is important to take into account the time delay

between the voltage and the response. To do this, we introduce a complex

transconductivity _G which can be written in the form _G ¼ gme
�ixs where s is the

characteristic delay (transit) time. An approximate estimate of s is given by the

formula

s� Lg=vs;

where vs is the saturation rate.

The circuit can be supplemented with elements related to unaccounted physical

aspects of current transfer. Figure 14.11 shows the equivalent circuit of the

TriQuint TGF2023-2-01 transistor with Rdg and Rgs elements, which improve the

accuracy of the description of the device characteristics. This transistor is made of

GaN on a SiC substrate, has a total gate width 1.2 mm, a working frequency range

Fig. 14.10 Equivalent circuit

of a field effect transistor
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of 0–18 GHz, an output power of 6 W at a frequency of 3 GHz, and a chip size of

0.82 � 0.66 � 0.1 mm. Table 14.1 contains the parameters of the equivalent cir-

cuit and their dependence on the drain current Ids. Some parameters, as expected,

depend little on drain current, but capacitance Cgs, transition conductivity G and

output resistance Rds vary significantly.

The small-signal equivalent circuit considered describes the parameters in a wide

frequency range, but does not reflect the presence of negative current feedback. In

addition, the formal introduction of two capacitances, Cgs and Cgd , does not give a

clear boundary of the depletion layer regions corresponding to these capacitances.

Introducing resistance Ri to the circuit is well interpreted from a physical point of

view, but there are difficulties with its calculation. Use of physical topological

models for the direct calculation of quantities _G, _Gds and Cgs, Cgd according to

Fig. 14.11 Transistor TGF2023-2-01: a topology; b equivalent circuit

Table 14.1 Equivalent

circuit parameters of transistor

TGF2023-2-01

Voltage on drain U = 28 V

Parameter Value Unit

Ids 25 62.5 125 mA

Rg 0.57 0.58 0.64 X

Rs 0.03 0.03 0.04 X

Rd 1.46 1.51 1.06 X

gm 0.152 0.249 0.289 Sym

Cgs 1.619 1.831 1.903 pF

Ri 0.07 0.07 0.12 X

Cds 0.282 0.273 0.303 pF

Rds 242 166 134 X

Cgd 0.056 0.052 0.052 pF

s 3.38 3.320 3.010 Ps

Ls 0.014 0.014 0.009 nH

Lg 0.034 0.034 0.060 nH

Ld 0.004 0.008 0.0004 nH

Rgs 336 307 154 kX

Rgd 1380 1360 421 kX
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(14.5) and (14.7) for given voltage increments, does not give the correct value of Ri.

The value of this parameter should be found with the help of additional numerical

experiments.

The circuit shown in Fig. 14.12b is partially free from these disadvantages. The

topology of the circuit resembles the structure of the transistor in Fig. 14.12a.

Resistance R1 corresponds to the resistance of the input part of the current channel.

It preserves internal negative current feedback even at constant current. Resistance

R2 corresponds to the resistance of the output part of the current channel. Usually,

R2 	 R1. The influence (feedback) of the drain voltage on the control voltage Uc

occurs through resistance R2. Capacity C reflects the properties of the charge of the

entire depletion layer. We call this circuit a T-circuit.

Equations like (14.5)–(14.7) for the T-circuit are written as follows:

Id ¼ GUc þ
Usd

R1 þR2

¼ GðUgs � UchÞþ
Usd

R1 þR2

Here, the value of the “acting” voltage in the channel Uch is entered and is

determined by the expression

Uch ¼
Usd

R1 þR2

R1

Then

Id ¼ GUgs þ
Usd

R1 þR2

ð1� GR1Þ

The current increment is written as follows:

DId ¼ GDUgs þ
ð1� GR1Þ
R1 þR2

DUsd

Capacity C is determined by the ratio of the increment of the entire DL charge

DQOC to the voltage increment DUc, i.e.,

Fig. 14.12 New equivalent circuit of FET
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C ¼ DQoc=DUc

Calculations and investigations have shown that at low frequencies including

zero frequency, a more accurate description is given by a T-circuit. It is especially

convenient to use this circuit when calculating transistor noises, which will be

explained in Sect. 14.7.

A universal way of describing the linear operating mode of a transistor, as an

element of themicrowave circuit, is to use scattering parameters—s-parameters.With

this description, the transistor is represented by a two-port network with an unknown

internal structure (black box). Such a representation is called a formal model.

The description of transistors with s-parameters became possible with the

development of measurement techniques and with the help of automated vector

network analyzers (VNA). The high accuracy and rapidity of measurements make it

possible to use s-parameters as a universal tool in the development of microwave

devices.

s-parameters determine the relations between the normalized incident wave a,

and reflected wave b, at the input and output ports of the transistor:

_b1
_b2

�

�

�

�

�

�

�

�

¼ _s11 _s12
_s21 _s22

�

�

�

�

�

�

�

�

_a1
_a2

�

�

�

�

�

�

�

�

Scattering parameters have a simple physical sense. Parameter _s11 ¼ _b1= _a1 is the

reflection coefficient from the input for matched output ð _a2 ¼ 0Þ. Parameter _s22 ¼
_b2= _a2 is the reflection coefficient from the output for matched input ð _a1 ¼ 0Þ.
Parameter _s21 ¼ _b2= _a1 is the transmission coefficient from input to output for

matched output ða2 ¼ 0Þ. Parameter _s12 ¼ _b1= _a2 is the transmission coefficient

from output to input (feedback) with matched input ð _a1 ¼ 0Þ.
The scattering parameters are measured in a regular transmission line with wave

impedance Z0 (usually 50 X) relative to the selected reference planes, as shown in

Fig. 14.13.

In modern practice, transistor manufacturers, together with the suppliers of

devices, provide developers with the dependence of s-parameters on frequency.

These characteristics are usually represented in the form of hodographs on a Smith

Fig. 14.13 Reference planes

for measuring scattering

parameters
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chart (Fig. 14.14). It should be noted that only the reflection coefficients _s11 and _s22
can be displayed directly on the chart. However, due to capacitive input and output

impedances of the transistor, often the hodographs of these quantities are only in

one-half of the diagram. Hence, the second part of the diagram can be used to

represent the coefficients _s21 and _s12 in a polar coordinate system with a convenient

scale to represent the moduli of these essentially different quantities.

14.1.4 Modelling of Field Effect Transistors

To describe the properties transistors, we use a number of physico-topological

models. These models make it possible to calculate parameters of equivalent cir-

cuits using the device topology and material properties. In addition, they allow

analysis of the features of current transfer in the structure. The information obtained

in this case is important for further improvement of devices and the circuits based

on them. This is especially true in the high frequency band, where the physical

picture of the processes in the device becomes more complicated.

The Shockley model was widely used for a long time, from the creation of the

field effect transistor, up to the creation of a transistor with a gate length of 1–2 lm.

The model gave a good level of accuracy for the description of volt-ampere

characteristics and satisfactory accuracy when calculating the parameters of a

small-signal equivalent circuit despite a number of obvious rough approximations.

Considering the wide distribution of this model, we describe its main provisions,

and estimate the limits of its application.

Fig. 14.14 Representation of

scattering parameters on a

Smith chart
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The Shockley Model

This model describes the behavior of the transistor subgate region. The topology of

the region is shown in Fig. 14.15. The substrate of the transistor is supposed to be

insulating.

The basic approximations are as follows.

Assumption 1 The model uses the local field approximation (LFA), when the drift

velocity at the given point is determined by the electric field strength at the same

point: vðr; tÞ ¼ l0Eðr; tÞ. Moreover, it is assumed that mobility µ0 does not depend

on the field intensity E. This approximation is not quite correct, but its use allowed

the obtaining of analytical solutions describing properties of transistors with

acceptable accuracy.

Assumption 2 The diffusion coefficient is zero: DðEÞ ¼ 0. This means that there is

no Debye “blurring” of the boundary between the current channel and the depletion

layer.

Assumption 3 Approximation of the “gradient” channel, when the length of the

gate is much greater than the thickness of the current channel, i.e. Lg=A 	 1. This

model is often called the smooth channel model.

We find the expression for the drain current Id as a function of voltages on the

electrodes Id ¼ f ðUg;Ud; Lg; ZÞ for a uniformly doped current channel, that is,

Nd ¼ const:
To find the drain current, it is necessary to know the velocity of carriers in the

current channel and the width of this channel. To find these quantities, we first of all

determine the distribution of the electric field intensity using the Poisson equation:

divE ¼ q=e: ð14:9Þ

If the boundary between the current channel (CC) and the depletion layer (DL) is

sharp (Assumption 2), then the carriers move tangentially to this boundary. In this

case, the force acting on the charge is F ¼ eExex þ eEyey. For the smooth channel

ðLg=A 	 1Þ we can put Ey � 0. The static charges of the DL and the opposite

Fig. 14.15 Shockley model
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charges on the gate create a field normal to the metallic surface of the gate, i.e., Eyey
(Fig. 14.15). Under these conditions, we write (14.9) separately for DL

dEy

dy
¼ eNd

e
; ð14:10Þ

and for CC

dEx

dx
¼ e Nd � nð Þ

e
: ð14:11Þ

First we solve (14.10) for the following boundary conditions:

Eyjy¼h ¼ 0;Uy¼0 ¼ Ug;Ug¼h ¼ UchðxÞ. Let’s suppose that the field Ey does not

penetrate into the gate material, since the gate is made of metal with high con-

ductivity. Figure 14.16 shows the distribution of charge in the gate material and in

the DL. For metal, the thickness of the layer of negative charges d tends to zero.

The total charge in the metal is equal in absolute value to the total charge of

positive donors in the depletion layer.

Solving expression (14.10) for the given boundary conditions gives

UchðxÞþuk � Ug ¼
eNd

2e
ðy� hðxÞÞ2; ð14:12Þ

where hðxÞ is the height of the DL. In this expression, the left part UchðxÞþuk �
Ug is the voltage acting between the gate and the considered point of the channel.

The full overlap voltage Up, of the channel with height h ¼ A, according to

(14.12), is defined by the following equation

UP ¼ 1

2

eNd

e
A2 ð14:13Þ

Value Ugp ¼ Up � uk is called the external overlap voltage.

Fig. 14.16 Distribution of charges near the gate
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Using the results obtained, we find the expression for the drain current:

Id ¼ envðA� hÞZ ¼ eNdl0ExðA� hÞZ
¼ eNdl0 �@Uch=@xð ÞðA� hÞZ

¼ eNdl0 �@Uch=@hð Þ @h
@x

ðA� hÞZ:

In this expression, derivative @Uch=@x is expressed through derivative @Uch=@h
and @h=@x.

Using (14.12), we get

@Uch=@h ¼ h
eNd

e
:

Finally, the expression for the drain current takes the form

Iddx ¼ e2N2
dlZðA� hÞhdh:

We integrate this expression along the length of the device. Coordinate x varies

from 0 to Lg, whereby the depletion layer changes from a certain value hs on the

source side to a value hd on the drain side:

Id

Z

Lg

0

dx ¼ � e2N2
d

e
l0Z

Z

hd

hs

hðA� hÞdh:

We rewrite the resulting expression in terms of dimensionless quantities.

Normalization of linear dimensions hs and hd is logically realized to the height of

channel A, voltage—to overlap voltage Up, current Id—to value

IP ¼ eNd l0Up=Lg
� �

AZ.

Defining

s ¼ hs=A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Us � Ug þuk

� �

=Up

q

; p ¼ hd=A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ud � Ug þuk

� �

=Up

q

;

we obtain

Id ¼ Ip p2 � s2
� �

� 2

3
p3 � s3
� �

� �

ð14:14Þ

Parameter s determines the degree of overlapping of the channel at source. On

the other hand, this is the normalized potential of the source. p is the degree of

overlap on the drain and the normalized potential of the drain.
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The voltage drop across the transistor in accordance with the accepted notations

is expressed by the expression

Uds ¼ Up p2 � s2
� �

: ð14:15Þ

Using (14.14), we show graphically the dependence of the normalized current on

the normalized voltages s and p, i.e., Id ¼ f ðs; pÞ. Figure 14.17 shows a set of such

characteristics, where s is a parameter. It should be noted that physically interpreted

results correspond to inequalities 0
 s
 1 and 0
 p
 1. From the analysis of the

obtained expression, it follows that if we obtain the dependence Id ¼ f ð0; pÞ, then
dependence Id ¼ f ðs1; pÞ for other values of s is obtained by a simple displacement

of the original Id ¼ f ð0; pÞ along the abscissa by the value s1.

The obtained set represents the initial branch of voltage-current characteristic in

the normalized form not considering current saturation, i.e., p
 1. The experiment

shows that when the voltage on the drain increases, the current remains practically

unchanged even for p[ 1. In order to know the volt-ampere characteristic for any

voltage, another assumption is introduced into the Shockley model. If the nor-

malized potential p[ 1, then the current value is assumed to be equal to the current

for p ¼ 1. This approximation corresponds to the dashed lines in Fig. 14.17.

Current calculations for the smooth channel model are in good agreement with

the results of the voltage-current characteristic measurements for gate lengths

Lg[ 2 lm. The existing differences are manifested in the slope of the character-

istics in the saturation region: the experimental dependences have a small slope,

calculated dependences don’t.

In spite of the satisfactorily matched, measured, and calculated characteristics,

the physical picture of the current transfer process cannot be considered acceptable.

In the Shockley model, maximum current is observed when the current channel is

completely overlapped at the drain end. If the channel is blocked in at least one

section, current cannot flow. A formal explanation of the possibility for current flow

in this case is the possibility of an infinite increase in velocity when the channel is

Fig. 14.17 Calculated

volt-ampere characteristic on

the Shockley model
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narrowed due to an increase in the “pulling” field and the direct proportionality of

the velocity and the field v ¼ l0E. Then the product of an infinitely small thickness

of the current channel with an infinitely high velocity, will give a finite value of the

current.

For gates with a length of 1–0.5 lm or less, the discrepancy of the measured and

calculated values has become unacceptably large. To obtain an acceptable corre-

spondence between the experiment and the theory, a simple and intuitive model was

developed, called the model of two regions.

The Model of Two Regions

The main difference of this model from the smooth channel model is the piecewise

linear approximation of the field-velocity characteristic, as shown in Fig. 14.18. In

the first section, the velocity and the field are proportional: v ¼ lE, and in the

second, the velocity is constant and equal to the saturation value: v ¼ vs. This

approximation reflects the typical field-velocity characteristic (see Chaps. 2 and 4).

As in the Shockley model, the two regions model assumes a local coupling

between the velocity and the field, i.e., the local field approximation is applied.

Consider only the intrinsic transistor, without parasite elements. Figure 14.19

shows the topology of the region under consideration, the field-velocity charac-

teristic (FVC), and the supposed distribution of electric field EðxÞ. The coordinate

xth, where the field EðxthÞ ¼ Eth, divides the subgate region of the transistor into

two regions: the input region 1 with length Lg1, where the drift velocity of carriers

and the field are connected linearly v ¼ l0E, as in the Shockley model, and the

output area 2 with length Lg2, where the velocity of carriers is constant and equal to

the saturation value v ¼ vs. Such an approach involves the analysis of current

transfer in the first region using the Shockley model with a gate length of the

transistor Lg1.

In the second region Lg2 it is assumed that the height of the current channel is

constant in order to maintain a constant current. The model parameters are

Fig. 14.18 Piecewise linear

approximation of the FVC
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determined by “stitching” the solutions for both regions. The current at the interface

must be continuous, and the voltage drop at the first region ULg1 when added to the

voltage of the second region ULg2 must be equal to the applied voltage between the

source and the drain, i.e.

ULg1 þULg2 ¼ Uds: ð14:16Þ

The voltage drop across region 1, according to the smooth channel model

(14.15), will be written as

ULg1 ¼ Up p2 � s2
� �

;

where p is an unknown quantity. The voltage drop in region 2 is determined from

the analytical solution of the Poisson equation for the region:

ULg2 ffi Up cos
py

2A
sh

Lg2

2A
: ð14:17Þ

Total voltage across the transistor

Uds ffi Up p2 � s2
� �

þUp cos
py

2A
sh

Lg2

2A
: ð14:18Þ

Currents in both parts of the transistor must be equal. Then, using (14.14) and

writing current in region 2 as

Id ¼ eNdv3AZð1� pÞ ¼ Imaxð1� pÞ:

we obtain an equation connecting the unknown quantities:

Imaxð1� pÞ ¼ Ip Lg1
� �

� p2 � s2 � 2=3 p3 � s3
� �� �

; ð14:19Þ

Fig. 14.19 The two regions model
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where Imax ¼ eNdvsAZ is the maximum possible current through the structure.

Solving the system of (14.18) and (14.19) with respect to unknown quantities

p and Lg1, we obtain the dependence of the drain current Id on voltages Uds and Ugs

i.e. the input and output characteristics of the transistor. The model puts no

restrictions on the values of the applied voltages. The current calculation algorithm

makes it easy to take into account the influence of the source and drain parasite

resistances, adding to the voltage drop on the internal regions Uds the voltage drops

on Rs and Rd:

UdsR ¼ IdRs þUds þ IdRd;

where UdsR is the external voltage on the transistor.

This equation is included in the (14.18) and (14.19) system and they are jointly

solved using the method of successive approximations.

From the dependences obtained, it is possible to determine the differential

parameters of the transistor, in particular for the transconductivity:

G ¼ Ip=Up p2 � s2
� �

The correspondence between the calculated and measured values of current and

transconductivity for transistors with gate lengths up to 1 lm is much better than in

the Shockley model. The greatest discrepancy between the experimental and

measured values is observed for the output conductivity Gd . The measured values

are 3–5 times smaller than the calculated ones.

14.1.5 Peculiarities of Mathematical Modeling of Field

Effect Transistors

The expansion of the transistor operation frequency range is stipulated, first of all,

by decreasing gate length. At present, minimum gate length is 0.25–0.025 lm,

which is comparable with the energy relaxation length of the carrier le. For these

devices, the local field approximation (LFA) is not correct. In this connection, one

needs to solve the conservation equations system (2.39)–(2.41) and the Poisson

equation (2.8) for current transfer analysis and calculation of its external charac-

teristics. The complexity of solving these equations forces the developers to use a

number of approximations that allow the preservation of important physical aspects

of the process and the obtaining of analytical expressions for the integral parameters

of the device.

First, consider conservation of momentum and energy equations, allowing us to

find the velocity of carriers v and the electronic temperature Te under conditions of

rapidly varying field intensity. It is shown in Sect. 2.3.3, that with a rapid change of
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the field E in time (or a sharp change in space), the phenomenon of overshooting

arises (Fig. 2.8). We rewrite (2.40) and (2.41) in the approximation of the slow

change of energy due to the microwave field and weak spatial divergence of the

heat flux.

The equation of flux momentum conservation is transformed to the form

v ¼ lðTeÞE � DðTeÞ
rn

n
: ð14:20Þ

Electron temperature Te is found from the energy conservation equation

jE � 3

2

nkðTe � T0Þ
se Teð Þ : ð14:21Þ

To solve this system, it is necessary to know how the relaxation time seðTeÞ and
the diffusion coefficient DðTeÞ vary with temperature Te. These values are deter-

mined using higher-level models, in particular, the particle-in-cell (PIC) model, or

are measured experimentally. However, the complex nonlinear character of the

dependences seðTeÞ, DðTeÞ and the need for an iterative process to find Te make it

impossible to obtain solutions explicitly, even with the simplifications introduced.

We will use computer modeling results to describe a physical picture of current

transfer. Figure 14.20 shows typical field dependencies in channel EðxÞ, electron
temperature TeðxÞ, and width of the depletion layer hðxÞ for a transistor with gate

length of 0.5 lm. As can be seen, the maxima EðxÞ and TeðxÞ are shifted to distance

le. The localization of the maximum field E at the gate drain edge is explained by

the fact that in this section the current channel is the narrowest. Hence, the specific

resistance and voltage drop in the considered region are maximized. The electron

temperature continues to grow but at a lower speed, since the “heating” field

E decreases. As a result, the maximum of TeðxÞ is shifted to the right by a distance

le.

Using function TeðxÞ, it is possible to calculate the blurring of the depletion layer

boundary. For this, we take into account the thermal potential UT ¼ kTe=e in the

formula for calculating the depletion layer (14.12):

hðxÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e Uchð ðxÞ � Ug þuk � kTeðxÞ
e

Þ
eNd

:

s

ð14:22Þ

Due to the increase in electron temperature from the beginning of the transistor

to its end, the degree of blurring, determined by the Debye length, LD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kTeðxÞ=ðeeNdÞ
p

increases. It should be noted that without taking this factor into

account, it is impossible to explain the principle of the action of the field effect

transistor for high voltages on the drain.
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Analysis of the distribution of carrier velocity in the channel is more complicated

than the field and the electron temperature distributions. We consider a model of the

transistor that allows us to solve these problems, below.

14.1.6 Quasi-Two-Dimensional Temperature Model

of MESFET

In the described versions of the current transfer analysis, the two-dimensional

nature of the field distribution under the gate of the transistor was not taken into

account. The Poisson equation for real structures has to be solved in a

two-dimensional approximation. However, in modeling practice, a simplified

quasi-two-dimensional approach is used that allows an accurate reducing of the

problem to a one-dimensional nature.

The essence of this model lies in the fact that the two-dimensional Poisson

equation is written with respect to the averaged values of the electric field strength

and the charge density, separately for the channel and the depletion layer. In the

current channel, the determining quantity is the x-component of field E, and in the

depleted channel it is the y-component of field E. To obtain the integral charac-

teristics of the device as a whole, it is not always necessary to have detailed

information on the distribution of the field and current along the channel

cross-section. It is sufficient to know the mean values of the unknown quantities.

For the current channel. The average Ex value for the current channel cross

section

Ex ¼
1

A� h
�
Z

A�h

h

ExðyÞdy:

Fig. 14.20 Typical

distributions of field, electron

temperature, and depleted

layer width in a channel
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Average value of doping level Nd :

Nd ¼
1

A� h
�
Z

A�h

h

NdðyÞdy:

With a known channel height aðxÞ ¼ A� hðxÞ, the Poisson equation with

respect to the mean values is reduced to the form

d Exa
� �

dx
¼ e Nd � �n
� �

a

e
: ð14:23Þ

For the depletion layer. We calculate hðxÞ, solving the Poisson equation for the

y-component of the electric field:

dEy

dy
¼ eNdðyÞ

e
: ð14:24Þ

The stitching of solutions is carried out at the boundary of the current channel to

the depletion layer by the ratio of the fields:

Eysp � Ex � a0ðxÞ; ð14:25Þ

where a0ðxÞ ¼ @a=@x. It is equal to the slope of the tangent to the boundary of the

current channel (Fig. 14.21). Condition (14.25) means that electrons move along

the boundary and do not enter the depletion layer. We rewrite the equation for the

width of the depletion layer (14.22), taking into account the y-component of the

field at the boundary.

Let us note the fact that the term “effective” should be added to the depletion

thickness hðxÞ, calculated using (14.26), since it takes into account the blurring of

the border due to Te. The obtained expressions can be used not only in the subgate

region, as noted at the beginning, but also in regions outside the gate. To do this, we

consider the length of the line connecting the point on the boundary with the nearest

Fig. 14.21 Taking into

account the transverse

component of the field at the

boundary of the current

channel
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point on the gate l0ðxÞ as the depletion region size. For regions outside the gate,

such points are the source and drain gate edges (Fig. 14.21). The Poisson equation

is written along this direction: dEl=dl ¼ eNdðlÞ=e. The depletion region length,

similar to (14.26), is written as follows:

loðxÞ ¼ �Elb � e
eNd

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Elb � e
eNd

� �2

þ 2e UchðxÞ � Ug þuk

� �

eNd

s

; ð14:26Þ

where Elb is the boundary field in the line direction l.

It is necessary to include the continuity equation in this system of equations. It

allows determination of the average drift velocity and the average carrier concen-

tration �n.

Let us compare simulation results obtained by a local field model (model of two

regions) and a temperature model of devices with different gate lengths. We take

required dependencies seðTeÞ;DðTeÞ; vðE0Þ from the PIC model. We compare both

the voltage-current characteristics and the distribution of physical quantities inside

the devices. For the analysis, transistors on GaAs were chosen.

Figure 14.22 shows a comparison of the output characteristics obtained exper-

imentally with respect to the local field (LFA) model and the temperature model.

The length of the transistor gate is 0.5 lm. The presented dependences clearly

demonstrate the good agreement of the experimental dependences and those cal-

culated from the temperature model over the entire range of variation of the applied

voltages. At the same time, it can be seen that the local field approximation

(LFA) gives a satisfactory correspondence with experimental data only in the

voltage range of the drain-source 0–0.5 V.

hðxÞ ¼ �Eyspe

eNd

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Eyspe

eNd

� �2

þ 2e UchðxÞ � Ug þuk � kTeðxÞ=e
� �

eNd

s

ð14:27Þ

Figure 14.23 shows the distribution of the average drift velocity v=vs, longitu-
dinal relative electric field intensity Ex=Eth and electron temperature Te=T0 for the

same device. We note, first, the shift of the field and temperature maxima (“cooling”

length le � semsÞ, as well as a gradual increase in the drift velocity up to the maxi-

mum of the field, that is specific for the temperature model (TM). The local field

approximation (LFA) is characterized by a decrease in the velocity in the region of

the maximum field, in accordance with the field-velocity characteristic (FVC).

It should be noted that the distribution of the field E is affected not only by the

narrowing of the current channel, but also by the appearance of a high-field domain,

as in homogeneous Gunn diodes (see 13.6.1).

It is not possible to distinguish these components, but it is necessary to take both

factors into account.

The comparison of transistor calculation results with a gate length of 1 and

0.25 lm makes it possible to understand the difference in current transfer processes

in these devices. For comparison, GaAs devices with an experimentally measured
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doping profile were chosen for the comparison. The values of the main parameters

being: Nd ¼ 1:78� 1017 cm�3, A ¼ 0:142 lm, and saturation velocity

vs ¼ 1:35� 105 m=s. Taking into account the inhomogeneity of the doping profile

it is important to consider the phenomena of current transfer in the buffer layer. In

Fig. 14.24a, b the distributions of the average values of the velocity, field strength,

and electron temperature along the transistor channel obtained by the temperature

model are shown. With a gate length Lg ¼ 1 lm velocity increases monotonously

along the channel, reaching a value of 1:5 vs at the edge of the drain gate. For

Fig. 14.22 Output characteristics of a transistor, obtained experimentally, according to the local

field (LFA) and temperature models

Fig. 14.23 Comparison of the temperature and local field models for the length of the transistor

0.5 µm
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devices with Lg ¼ 0:25 lm the overshooting effect is noticeable. The maximum

velocity is 4.5 vs, which is 2.5 times higher than the maximum velocity for static

FVC. The localization of this maximum at the beginning of the sub-gate region is

apparently caused by a sharp change in the field in this region (a lower level of

doping, a narrow channel). In accordance with the velocity, the effective thickness

of the current channel also changes.

The results obtained from the simulation demonstrate the possibility of calcu-

lating both the integral parameters of microwave transistors and analyzing the

transport processes within the structure with a high degree of accuracy. Currently,

the temperature model is used to calculate the parameters of the equivalent circuit

and the noise parameters of the transistors.

14.1.7 Noise Characteristics of Field Effect Transistors

During its history, the field transistor has gone from the noisiest device to the least

noisy. In the first FETs, the low-frequency noise of the external boundaries dom-

inated: noises of the Schottky barrier and of the boundaries from the current channel

to the semi-insulating substrate. Technological imperfections in the body of the

current channel and parasite contact resistance created a high level of thermal noise.

If we take into account the fact that the first devices had a small gain, it becomes

clear why MESFET was not used in low-noise amplifiers. Later, noise reduction

was provided by reducing the gate length, improving the technology of obtaining a

metal-semiconductor barrier and improving the contact of the current channel to the

semi-insulating substrate. The improvement of the Schottky barrier manufacturing

technology led to a decrease in the density of the surface states, which reduced the

flicker noise level. The introduction of a buffer layer between the semi-insulating

substrate and the channel restricted the migration of trap centers from the

semi-insulating substrate to the channel. In connection with this, the temporal

Fig. 14.24 Current channel shape and velocity distribution for: a Lg = 1 µm; b Lg = 0.25 µm
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stability of the amplifying properties and noise characteristics during operation was

improved.

In modern transistors, the noise level is largely determined by the thermal noise

of the channel and the thermal noise of the parasite gate and source resistances. The

contribution to the noise factor of these resistances is up to 40% of the total noise

coefficient.

Let us analyze the noise model of a MESFET using the basic equations obtained

in Sect. 2.4 and the temperature model that allows us to find the electron temper-

ature of carriers. The purpose of the analysis should be to determine the depen-

dences of the device noise factor on the device’s physico-topological parameters, at

the applied DC voltages.

First, consider the noise of the transistor itself without taking into account the

contribution of the parasite source and gate resistances. The analysis is made feasible

by replacing the transistor with a connection of individual partial transistors, as shown

in Fig. 14.25. Such a circuit can be considered as a cascade connection of amplifiers or

as a distributed amplifier. The contribution to the total noise figure from each of the

partial transistors will be different. This is due not only to the difference in the electronic

temperature of the carriers in each partial transistor. A more significant factor is the

difference in the total gain for each of the considered layers (partial transistors). Input

layers, therefore, make the maximum contribution to the noise factor.

To calculate the noise sources in each partial transistor, we use the van der Ziel

formula (2.48) for the selected section Dx at electron temperature TeðxÞ, diffusion
coefficient DðTeÞ and current channel thickness aðxÞ:

i2nDx
	 


¼ 4e2DðTeÞnaZ
1

Dx
� Df ; ð14:28Þ

where Z is the width of the channel.

This noise fluctuation of the current will cause a change in the noise voltage, i.e.

e2nDx
	 


¼ i2nDx
	 


� R2
Dx:

Differential resistance RDx can be calculated by dividing voltage increment DUd

in the region by drain current change DId: RDx ¼ DUDx=DId . Then, the noise

voltage on element Dx:

Fig. 14.25 Method of noise

presentation in a current

channel
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e2nDx
	 


¼ 4e2DðTeÞnaZ � 1

Dx
Df

DUDx

DId

� �2

¼ 4e2DðTeÞnaZ
1

DIdð Þ2
DUDx

Dx

� �2

DxDf :

In this expression, the factor DUDx=Dxð Þ determines a certain field, called the

impedance field. To determine the total voltage across the entire length of the partial

transistor, it is necessary to integrate the right part from xi to xiþ 1:

e2n
	 


i
¼
Z

xiþ 1

xi

4e2DðTeÞnaZ
1

ðDIdÞ2
DUDx

Dx

� �2

Df dx: ð14:29Þ

This method of calculating noise voltage is called the impedance field method.

To calculate the noise at the transistor output,we represent each partial transistor by

its equivalent circuit, as shown in Fig. 14.26. The source of the noise voltage for each

of the transistors is connected in series with the differential channel resistance Ri.

The recalculation of this circuit using the equivalent sourcemethodmakes it possible

to obtain the circuit shown in Fig. 14.27. In this circuit, equivalent noise sources are

represented as two current noise sources at the input i2ng

D E

and output i2nd
	 


. In the

general case, these sources are correlated, i.e., the correlation coefficient

Cc ¼
ingind
	 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i2ng

D E

i2nd
	 


r 6¼ 0:

Numerical analysis of noise parameters and their comparison with experimental

data have shown that in most cases one noise source at the input is enough for

practical accuracy.

In general, the RMS value of noise current can be written in the form

i2ng

D E

¼ 4kToGngDf ; i2nd
	 


¼ 4kToGndDf ;

where Gng and Gnd are the equivalent noise conductivities of the transistor field.

Calculating the minimum noise figure for the actual transistor gives the following

relationship:

Fig. 14.26 Noise model of

neighboring partial transistors
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NFmin ¼ 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

GngGnd

p

G
; ð14:30Þ

where G is the transconductivity. Formula (14.30) determines the noise for some

optimal parameters of the input circuit matching:

Gopt ¼ G �
ffiffiffiffiffiffiffiffi

Gnd

Gng

s

;

Bopt ¼ �ðxCgs þxCgdÞ:

To find the noise figure for the entire transistor, noise sources of parasite

resistances are added to the circuit. To determine them, we can use the Nyquist

formula:

e2nRs

D E

¼ 4kT0RsDf ;

e2nRg

D E

¼ 4kT0RgDf ;

where Rs is the parasite resistance of the source region (Figs. 14.9 and 14.10); and

Rg is the gate metallization resistance.

The noise source for drain resistance Rd can be ignored, because it is at the output,

where the signal is already amplified and additional noise from Rd is negligible.

14.1.8 Noise Parameters of the Transistor as a Function

of the Working Regime

Let us consider the dependence of the noise coefficient upon the device’s mode of

operation. To do this, we shall use the van der Ziel formula. We write it for an

arbitrary part of transistor Dx and carry out the transformations:

Fig. 14.27 Noise equivalent

circuit of the transistor
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i2n
	 


¼ 4e2DðTeÞnaZ
1

Dx
Df ¼ 4envaZ

DðTeÞ
v

e

Dx
Df ¼ 4e

DðTeÞ
v

Id
1

Dx
� Df :

ð14:31Þ

In formula (14.31), the parameters that depend on the mode are drain current Id
and the ratio of diffusion coefficient to carrier velocity DðTeÞ=v.

First of all, we estimate the change in these quantities for the input part of the

transistor. In the operatingmode, when the drain current reaches saturation, the velocity

in the gate part of the transistor depends little on the gate voltage and drain voltage. It

tends to saturation velocity (Fig. 14.24). The diffusion coefficient varies, depending on

the electron temperature, but not significantly. Then ratio DðTeÞ=v will change

insignificantly. Turning to formula (14.31), we see that the smaller the current Id , the

less the noise current. This thesis received experimental confirmation. In Fig. 14.28,

against the background of the input characteristic and the family of output, the dotted

line shows the experimental dependences of the noise coefficient NF . A specific

feature of the experimental dependence NF ¼ f ðIdÞ is the presence of a minimum

noise coefficient at current IdNFmin
¼ ð0:15� 0:2ÞId0, where Id0 is the current at zero

voltage on the gate. This fact contradicts the stated provision on noise reduction with

decreasing current, according to (14.31). The contradiction is eliminated by taking

into account the influence of the buffer layer. At low currents (narrowed channel), the

electrons are already warmed up in the initial part of the transistor and get the

opportunity to overcome the barrier and to drift in the buffer layer. This leads to a

decrease of transconductance, a decrease in gain, and to an increase in the noise

coefficient accordingly. From this point of view, the minimal noise should have a

symmetric transistor (Fig. 14.1), inwhich there is no current flow into the buffer layer.

Today we have the noise factor NF = 1.5–2 dB in the 10–12 GHz band in

classical MESFETs.

14.1.9 High Electron Mobility Field Effect Transistor

One of the ways to increase the maximum frequency of the transistor, according

to (14.8), is to increase the transconductivity G. For a given gate length, this is

made possible by reducing the thickness of channel A, while increasing the doping

Fig. 14.28 Dependence of

the noise coefficient on the

operating mode of the

transistor
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level Nd . However, this reduces the low-field mobility, according to the empirical

formula

l0 ¼
0:8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þNd cm�3½ � � 10�17
p m2=ðV� sÞ

� �

:

At the same time, the saturation velocity also decreases. As a result, the desired

increase in transconductance does not occur.

This mobility behavior around a temperature of 300 K is due to the predominant

contribution of Coulomb scattering to dopant-impurity ions over other scattering

mechanisms. To preserve the mobility of charge carriers as the doping level

increases, it is necessary to conduct a spatial separation of the free carrier charge

and the corresponding donor impurities.

Figure 14.29 shows the band diagram for the contact of two semiconductors with

different forbidden gap widths. The broadband material is doped more strongly than

the narrow band one. Due to the diffusion, part of the free carriers will pass from the

region of strong doping to the region of weak doping. With such a junction, a

potential barrier is formed on the boundary, which prevents further diffusion. In a

low-doped region, the transferred electrons form a potential well, which limits their

motion in the direction normal to the junction plane. This ensemble of charge carriers

is called a 2D gas. The width of the potential well that is formed can be comparable

with the de Broglie electron wavelength, which causes the quantization of energy

levels in the well. The population density for different energy levels will be different.

If an external voltage is applied to the structure under consideration, then the position

of the energy level on the boundary and the number of charges in the 2D gas will

change. The mobility of carriers in the low-doped region can substantially exceed

mobility in the heavily doped region. Thus, in gallium arsenide with the doping

levels indicated in Fig. 14.29, mobilities of l * 6 m2/(V s) for T = 300 K and

l * 100 m2/(V s) for T = 77 K can be achieved.

Transistors using this effect were almost simultaneously invented in different

countries and as such received different names: HEMT (High Electron Mobility

Transistors), MoD FET (Modulated Doped Field Effect Transistors), 2DEG FET

(Two Dimension Electron Gas Transistors).

Fig. 14.29 Band diagram of

a heterojunction with different

doping levels
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Figure 14.30 shows a possible structure with physico-topological parameters of

the layers Ak � 6 nm, Nd � 1018 cm�3, Asp * (1–3) nm, AGaAs � 1 lm. Asp is the

thickness of the wide-gap low-doped “spacer” layer, which reduces Coulomb scat-

tering of the 2D gas. These layers are usually formed by molecular beam epitaxy.

Figure 14.31 shows the band diagram of the transistor structure under consid-

eration. The energy profiles for two gate voltages are drawn. The first (dashed line)

corresponds to the voltage at the gate, which does not ensure complete depletion of

the channel in the high-doped region. The second (solid line) corresponds to the

voltage, which completely depletes the current channel Ch1. In this case possible

act on the potential well with 2D gas with help of gate potential. The current in the

resulting transistor can flow through two parallel channels: a conventional classical

transistor channel Ch1 with a high doping level—current Id1, and channel Ch2 with

2D gas—current Id2. By changing the voltage on the gate, it is possible to change

the fraction of the current flowing in the channels mentioned. Figure 14.32 shows a

typical set of output voltage-current characteristics at different voltages at the gate.

The step for changing the voltage is the same. To exclude the flow of current in part

of the device corresponding to a conventional transistor, a negative voltage is

applied to the gate, sufficient to completely deplete the current channel of this

transistor. The figure shows that the transconductivity of the HEMP device is higher

than when transistor operates in the usual MESFET mode.

In practice, thickness Ak and its doping level NdAk
are selected from the condition

uk ¼
1

2
� eNdAk

e
� A2

k : ð14:32Þ

Fig. 14.30 Structure of a

HEMT

Fig. 14.31 Band structure of

a HEMT
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Formula (14.32) shows that current channel depletion of the usual transistor can

be achieved even at zero voltage on the gate due to the potential difference of the

contact.

One of the main technological difficulties in the manufacture of HEMTs is the

provision of small contact resistances in the region of source Rs and drain Rd .

Usually this is done by ion implantation. The use of such transistors makes it

possible to obtain NFmin ¼ 0:5�0:7 dB at a frequency of 11 GHz.

14.1.10 Developmental Prospects of Microwave Field Effect

Transistors

In recent years, the technology of manufacturing microwave transistors has made

significant progress due to the use of new semiconductor materials. These include

wide-band semiconductors and heterostructures that are based on them. Let’s

compare the basic physical parameters of these materials, using the data from

Table 11.1 and FVC in Fig. 11.3. For clarity, Fig. 14.33 shows the band gap,

Fig. 14.32 Set of output

volt-ampere characteristics for

a hetero-structure FET

Fig. 14.33 Property

comparison of

semiconductors
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thermal conductivity and low field mobility of some semiconductors, presented on a

single graph. The mobility value is proportional to the radius of the circle, the center

of which is located at the intersection of coordinates corresponding to the thermal

conductivity and the width of the forbidden gap.

It follows from the graph that the preferred material for use in creating high

power high frequency transistors is gallium nitride. It has a high saturation velocity

vs � 2:7� 105 m=s, and a wide energy gap. It also has a low-field mobility that is

lower than that of gallium arsenide, but is substantially higher than that of silicon

carbide.

In practice, heterostructures are used in a combination of the observed materials.

In particular, the most promising is the structure of GaN, AlGaN/GaN on the SIC

substrate, shown in Fig. 14.34. The use of a silicon carbide substrate improves heat

dissipation in powerful devices. When priority is given to the price of the device, a

structure on a silicon substrate is used.

Figure 14.35 shows a comparison of the working characteristics of transistors

based on silicon, gallium arsenide and gallium nitride. They clearly show the fact

that the admissible amplitudes of current and voltage in GaN-based devices are

much higher than those for silicon and gallium arsenide transistors.

The same figure shows the hyperbola of the critical mode corresponding to the

limiting permissible scattering power Pmax ¼ I0U0. This curve limits the range of

permissible voltages and currents.

Success in the cultivation of artificial diamonds made it possible to use this

material in microelectronics. Usually, we refer to diamond as an insulator. The use of

this material was limited to the production of substrates with a unique thermal

conductivity of 22 W=ðK cmÞ (see Table 11.1). However, in recent years this

material has been used to create MESFETs with maximum frequencies of up to

150 GHz. Semiconducting properties are arised in diamond not only by adding

doping impurities to the volume of the material, which is technologically very dif-

ficult, but by modifying surface properties. One of the methods of modification is the

hydrogenation of the surface using microwave hydrogen plasma. At the same time,

Fig. 14.34 Structure of a

modern GaN-based transistor
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the C–H bonds formed on the surface significantly decrease electron affinity. This

leads to the escape of electrons from the volume to the surface region. The resulting

bending of the valence band is sufficient to form hole conduction. Indeed, experi-

ments have shown the presence of a layer of p-type conductivity. Surface conduc-

tivity increases by an order of four. The thickness of this p-layer is 1–2 nm and the

depth of “deposition” is 10 nm. Figure 14.36 shows the structure (a) and a

Fig. 14.35 Comparison of typical operating modes of Si-, GaAs- and GaN-based transistors

Fig. 14.36 Transistor based

on diamond
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photograph of such a transistor obtained using a scanning electronic microscope (b).

The gate length is 50 nm. Recently, technologies for alloying diamonds with boron

(an acceptor impurity) and vanadium (a donor impurity) have been developed.

14.2 Microwave Bipolar Transistors

14.2.1 Structure and Operating Principle

In the lower part of the microwave band (less than 15 GHz) classical bipolar

transistors (BT) are used as power amplifiers and generators with low frequency

noises. The main advantages of such devices are their low cost, low flicker noise

and high reliability, determined by the debugging of silicon technology.

Let us consider the features of a bipolar device operating in the microwave band.

As already mentioned in Sect. 14.1.1, the improvement of the inertial characteris-

tics of such devices is achieved by reducing the size, especially the length of the

base xb. However, this increases the probability of base puncture, i.e., the closing

of the depletion layers of the emitter-base and the base-collector. To avoid puncture,

it is necessary to increase the level of doping in the base. As a consequence, the

emitter efficiency factor falls. Possible ways to resolve these contradictions are

discussed in Sect. 14.2.3.

Let us analyze what levels of doping layers, sizes and materials allow an increase

to the boundary frequency of bipolar transistors. To do this, consider the typical

structure of the device, the cross-section of which is shown schematically in

Fig. 14.37. In the figure, resistors and capacitances characterizing the distributed (in

space) nature of the current flow between the emitter and collector base are shown

in the base region. Different parts of the base have different potentials relative to the

emitter. The end base regions work more efficiently than the middle ones, because

of the voltage drop on the resistive elements of the base. That is why the current

lines in Fig. 14.37 have a large density along the edges of the base. The effect of

Fig. 14.37 Transverse

section of a bipolar device
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current concentration along the edges of the emitter electrode is most noticeable in

microwave devices, when the thickness of the base should be reduced, which

causes an increase in its resistance. To reduce this effect, the ratio of the area of the

emitter electrode to its perimeter is minimized. In this regard, powerful microwave

bipolar transistors are built in the form of cellular or comb structures. The width of

the emitter electrode in such devices is 1–5 lm. The topology of such a device is

illustrated in Fig. 14.38. It shows a photograph of one cell of the transistor. The

central electrode (emitter) is surrounded along almost its entire perimeter by the

base electrode. A structure consisting of several cells connected in parallel is called

the comb structure.

Typical concentration levels of mobile carriers for a microwave n-p-n-transistor

are shown in Fig. 14.39. Thin dashed lines show the boundaries of the depletion

zones at the emitter-base and collector-base boundaries. The figure also shows the

external circuit, which provides height change of the potential barriers formed by

the fields in the depletion layers.

In general, a transistor can be represented by a connection of two

counter-connected diodes. The main feature of such a connection is a thin neutral

base through which the mobile carriers (in this case electrons) can diffuse from the

emitter-base region into the collector-base depletion layer. An accelerating electric

field exists in this layer. As a result, the bulk of the charge carriers from the emitter

Fig. 14.38 Cell of a

comb-structure transistor

Fig. 14.39 Typical doping levels of a microwave BJT
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reaches the collector in time sec. Thus, for the efficient operation of the bipolar

transistor, it is necessary that the diffusion length of the carriers be greater than the

length of the base, i.e. ld[xb.

Bipolar transistors have three electrodes and can be included in three different

kinds of circuit, as well as vacuum triodes (see Sect. 6.4). The possible switching

circuits are: with a common emitter (analog with a common cathode), with a

common base (analog with a common grid), and with a common collector (analog

with a common anode). In the microwave band, a common emitter circuit is gen-

erally used, providing maximum gain.

14.2.2 Equivalent Circuits and HF Parameters of BT

Analysis of the high-frequency properties of a bipolar transistor, as in the case of

field transistors, is carried out using an equivalent circuit. Figure 14.40 shows the

equivalent circuit of the transistor, based on its topology (Fig. 14.37). The physical

interpretation of the individual elements of the circuit with this approach is fairly

obvious. Nonlinear resistance Reb and capacitance Ceb characterize the properties of

the emitter-based barrier. Elements rbi and Cdr correspond to the previously men-

tioned distributed character of current transfer in the base.

These elements allow us to take into account the change in the control potential

along the base layer. The current source aIe denotes the injection into the depletion

layer of the collector-base emitter current part Ie. The parameter a is called the

current transfer coefficient in the common-emitter circuit. Together with this value,

we use the value b ¼ a=ð1� aÞ, which is called the current amplification factor.

Using electrical engineering methods, a distributed circuit can be brought to the

simplified circuit shown in Fig. 14.40b.

Let us analyze what parameters of the structure in question affect the limiting

and maximum frequency of the transistor. The total transit time consists of

base transit time sb, transit time of the emitter-base junction seb, transit time of

Fig. 14.40 Equivalent bipolar transistor circuits: a in-depth; b simplified

14.2 Microwave Bipolar Transistors 475



the base-collector junction—sbc and the transit time of the collector depletion

layer sc, i.e.

sR ¼ seb þ sb þ sbc þ sc:

In a properly constructed transistor, sb plays the main role in delay. However, sbc
also plays an important role.

High-frequency transistor parameters are usually characterized by the cut-off

frequency (the critical frequency ft or xt ¼ 2pft). It is defined as the frequency at

which the current gain in the short circuit mode of the common emitter circuit is

equal to one. The critical frequency is related to the delay time sR:

ft ¼ 1=2psR:

Another important parameter is the maximum frequency fmax, on which the

power gain in the circuit with a common emitter is equal to one. To find fmax, we

simplify the circuit (Fig. 14.40b), leaving the most important elements: the base

resistance rb at the input, and collector capacitance Cc.

The maximum power in the active load GL is observed when the currents

through capacitance Cc and through the load are equal. This condition is fulfilled

only at one frequency. Suppose that it is satisfied at the critical frequency, that is

GL ¼ xtCc. If the input is matched, the power gain factor will be written in the form

Pout

Pin

¼
bIin
2

 �2

=GL

I2inrb
¼ b2

4rbGL

¼ ðxt=xÞ2
4rbCcxt

¼ xt

4rbCcx2
: ð14:33Þ

For x ¼ xmax; Pout=Pin ¼ 1 then

xt

4rbCcx2
max

¼ 1

and

xmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

xt

4rbCc

r

: ð14:34Þ

If we represent the dependence of the power gain coefficient on frequency on a

logarithmic scale, we obtain

10 lg
Pout

Pin

¼ 10 lg
1

4rbCcxt

þ 10 lg
xt

x

 �2

¼ G0 þ 20 lg
xt

x
:

This dependence is shown in Fig. 14.41. It is characterized by a drop in gain of

6 dB for a frequency octave in the frequency region above ft.
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When describing the high-frequency characteristics of bipolar transistors, a

so-called hybrid p-circuit is often used in practice (Fig. 14.42). Unlike the circuit

in Fig. 14.43, the output current source of this circuit is controlled by the

emitter-base voltage, and not by the base current. In this variant, as in the field

transistor, one can apply the concept of transconductivity gm, defining it by the

following expression:

gm ¼ @Ic=@Ueb: ð14:35Þ

The value of gm is easy to estimate using expression (11.15) for current Ie
through the emitter-base junction:

Ie ¼ Is 1� exp eUeb=kTð Þ½ �:

Fig. 14.43 Calculating the

maximum frequency of a

transistor

Fig. 14.42 Hybrid

equivalent p-circuit of a BT

Fig. 14.41 Typical

frequency response of a

bipolar device
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Taking into account the fact that the collector current is approximately equal to

the emitter current, the expression for steepness (14.35) leads to the form

gm � e

kT
exp eUeb=kTð Þ � e

kT
Ie ¼

Ie½mA�
26

: ð14:36Þ

Formula (14.36) is valid for temperature T = 300 K.

The remaining parameters of the p-circuit can be found from the recalculation of

the distributed circuit (Fig. 14.40a) or by using the measured s-parameters. As an

example, the characteristic values for a transistor in the centimeter wave band are

presented below:

Rb ¼ 7 X; Rp ¼ 110 X; Cp ¼ 18 pF; Cc ¼ 18 pF; gm ¼ 900 ms

Just as for a field transistor, the critical frequency is given by the expression

ft ¼ gm=2pCp

For the presented values of the p-circuit parameters

ft ¼ 900� 10�3=ð2p� 18� 10�12Þ � 16 GHz

The equivalent circuits of bipolar transistors, just like the circuits of field tran-

sistors, are particularly convenient for analyzing nonlinear operation modes. In this

regard, many firms that manufacture such devices provide, along with s-parameters,

linear and nonlinear transistor models.

14.2.3 Heterojunction Bipolar Transistors

The main way to increase the critical frequency of bipolar transistors is to reduce

the width of the base while increasing the doping level. The limiting factor in this

approach is the decreasing of emitter efficiency: ce ¼ In=ðIn þ IpÞ. The value ce is

determined by the fraction of electrons going to the collector, in the total emitter

current. When the efficiency of the emitter falls, the values of a and b decrease. As a

result, no expected improvement is observed in the HF parameters of the device. In

order to increase the doping level in the base without reducing the emitter effi-

ciency, a heterostructure emitter-base junction is used. A bipolar transistor with

such layers is called a heterojunction BT (HBT).

The parameters of the layers to be contacted are selected in such a way as to

provide a different height to the potential barrier for electrons and holes.

Figure 14.44 shows one of the options for implementing such a structure. The

figure shows the band diagram of a n-p-n-transistor with a wide-band emitter and

narrow-band base and collector: Wge[Wgb;Wgc. The ratio of the hole current Ip, to
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the electron current In, is determined by the difference in the energy barriers and is

written in the form

Ip=In ¼ e�
DWp�DWn

kT ; ð14:37Þ

where Wn and Wp are the heights of the potential barriers for electrons and holes

respectively. Using this approach, it was possible to raise the level of doping in the

base by 2–3 orders. Such an increase in the level of doping allows not only the

reducing of the thickness of the base, but also significantly decrease its parasite

resistance. In general, this leads to an increase in the critical frequency.

Similar structures are made of materials such as AlGaAs and InP. The most

widespread devices in recent years are those using indium phosphide. This material

is characterized by a big low-field mobility and a higher saturation velocity than

that of GaAs (see Table 11.1). The use of InP in these devices makes it possible to

obtain a large difference in DWn and DWp.

The cross section of the heterojunction transistor is shown in Fig. 14.45. For a

base doping level of 6� 1019 cm�3, an emitter doping level of 4� 1019 cm�3, a

base thickness of 25 nm, and an emitter size of 0.35 � 12 lm, a critical frequency

of about 500 GHz is obtained. At a current of 1 mA, the breakdown voltage was

2.7 V.

Fig. 14.44 Band diagram of

a transistor with a wide-band

emitter

Fig. 14.45 Structure of a

transistor with a wide-band

emitter
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14.3 Microwave Transistor Specifics

14.3.1 Physical and Technological Limitations of Creating

Microwave Transistors

Transistors, just like vacuum triodes (see Chap. 6), are devices with quasi-static

control. For their operation in the microwave band, it is necessary to reduce the transit

angle of carriers in the space of interaction of charge carriers with the field and to

reduce the parasite parameters of the structure as a whole. Technological methods for

fulfilling these conditions in bipolar and field effect transistors vary considerably.

Let’s analyze the physical and technological limitations when creating micro-

wave transistors. Figure 14.46 presents simplified schemes of bipolar (a) and field

effect (b) transistors without parasitic elements. Note that the current in the bipolar

device runs across the layer, and in the field device it runs along the semiconductor

layer. The key time parameters that determine the high-frequency properties of the

devices are the carrier diffusion time through the base of the bipolar transistor

sb � xb=ðDrn=nÞ and the drift time under the gate sg � Lg=vs respectively. In the

given expression for the transfer time sb, value Drn=n determines the rate of

carrier diffusion through the base (see formula (2.42)). Here, the influence of the

drift component is not taken into account, which is manifested only in the spe-

cial transistor with a variable band gap in matereal of base (varyzone transistors).

In the first approximation, we assume the value rn � n=xb. Then the expression

for the transfer time in the base is written as follows:

sb � x2
b=D:

Technologically, it is easier to make a thin base than to make a short gate using

lithography. Therefore, the bipolar device has certain application potential in the

microwave region of frequencies. The limitations to its application are associated

with large parasite resistances, due to the low mobility of electrons in silicon. The

use of a material with high carrier mobility, in particular gallium arsenide, in such a

structure is difficult, due to the lack of stable compounds providing a p-type

semiconductor. The field transistor, being unipolar, can be fabricated using only n-

type GaAs and a controlling Schottky barrier.

Fig. 14.46 Structure of field and bipolar transistors
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Let us estimate the order of the quantities characterizing the base thickness and

the gate length when the device is operated at a frequency of 100 GHz. Set the

transit angle h ¼ p=2 radians and the diffusion coefficient D ¼ 0:01 m2=s. Then

xb �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðh=xÞD
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:25TD
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:25� 10�11 � 0:01
p

� 0:16 lm;

Lg � vssg ¼ 105 � 0:25T ¼ 105 � 0:25� 10�11 ¼ 0:25 lm:

Modern technological processes make it possible to fabricate BTs with base

thicknesses of 0.01 lm and a MESFET gate length of 0.1–1 lm, which allow

bipolar transistors and field transistors to operate at frequencies of around 250 GHz.

With the indicated dimensions and a voltage drop of 5 V in the depletion zone,

the field strength can be 320 kV/cm, exceeding the breakdown field for silicon.

The submicron dimensions of the devices not only determine the technological

difficulties in the manufacture of such structures, but they also impose higher

requirements on the analytic methods for physical processes and design. In par-

ticular, it is necessary to take into account the non-local nature of velocity and field

strength coupling (overshooting), and the quantum approach to describing the

transport of carriers in narrow potential barriers that arise in heterostructures (see

Chaps. 2 and 4). For example, with a base length of 0.01 lm and a doping level in

it of 1016 cm−3, it contains only one donor layer. In this situation, the application of

the hydrodynamic approximation and corresponding equations will only give

approximate results for the device models.

14.3.2 Transistor “Family Tree”

We systematize the variety of existing transistors, and the changing topology of the

simplest device structure. This establishes the genealogical relationships of various

devices and helps to understand the direction of transistor development. We begin

the analysis with a planar field-effect transistor with a Schottky barrier (Fig. 14.47).

A MESFET belongs to the class of unipolar devices, working on only one type of

charge carrier principle: electrons or holes.

Consider the n-type channel. The ohmic contacts on the source and drain are

made in the form of a degenerate semiconductor layer n+ and with a metal (see

Sect. 11.5). Let’s make two device sandwiches, connecting them with metal elec-

trodes to each other. Connecting in parallel several sandwich structures we get the

Fig. 14.47 Horizontal

MESFET structure
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device shown in Fig. 14.48. It is a volumetric structure of a field transistor with

multiple gates.

Turning the resulting structure through 90°, we get the device shown in

Fig. 14.49. If we now make the gate in the form of a thin metal grid, we get the

device shown in Fig. 14.50. This device is called a permeable base transistor. In this

case, the gate represents a certain barrier and the current in the structure flows

perpendicular to the layers of the semiconductor.

Fig. 14.48 Structure with

several gates

Fig. 14.49 Structure with

vertical (cross-sectional)

current direction relative to

active layers

Fig. 14.50 Permeable base

transistor
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In all considered structures, metal is used for shielding the region of control

from the region where there is an extraction of energy from the flux of the

carriers. In view of the high concentration of free electrons in metal, such a

screening can be realized by a very thin layer of this metal. This screening

function can also be provided by a material of a different type of conductivity, that

is, of p-type. As a real semiconductor has a smaller concentration of holes than

the concentration of electrons in the metal, the thickness of the shielding region

should be increased. Its minimum thickness corresponds to the Debye length (see

Appendix A).

Figure 14.51 shows a structure that is called a bipolar transistor. The electrode

name is changed to that accepted in technical literature: a drain here is called a

collector, a source is called an emitter, and a gate is called a base.

In contrast to the field transistor, in this device, both holes and electrons are used

simultaneously. Hence, the name “bipolar”.

The considered topological prototypes can be with the help of various techno-

logical methods. Devices sometimes receive their own characteristic names. For

example, Fig. 14.52 shows the structure of the device, which the developers called

the SIT—Static Inductor Transistor. This device is similar to the parallel connection

of vacuum triodes, in which quasi-static control is used. By minimizing the size of

such a structure, it is possible to achieve conditions of collisionless carrier transport

under the gate. Such a current transfer is called ballistic transport, and the devices

are known as BTT—Ballistic Transport Transistors.

Figure 14.53 shows the classification of modern transistors that are widely

used in the microwave band. The main types of transistors in this scheme cor-

respond to the constructed “family tree”. Let us single out the field effect transistor

with a Schottky barrier. The abbreviation of such a device is MESFET

(MEtal-Semiconductor Field Effect Transistor). This type of transistor is most

common in microwave electronics.

Fig. 14.51 Bipolar junction

transistor

Fig. 14.52 Structure of a

transistor with static induction
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14.3.3 Comparison of Transistor Speeds

Let’s compare the limiting parameters of the main types of transistors. Conditions

for the comparison are as follows: the devices must be made of the same material

and have the same active cross-sectional area (for current flow) S.

Table 14.2 shows the following data: total delay time of the signal, criti-

cal frequency ft, and maximum operating frequency fmax for gallium

arsenide with S ¼ 100 lm2. Remember that the critical frequency is the fre-

quency at which the current gain is equal to one and the maximum frequency

corresponds to the power gain equal to one in the common emitter (or common

source) scheme. The table shows both calculated and experimental data for four

types of transistor: MESFET, BT, permeable base transistor and ballistic transport

transistor.

Note that comparison takes place for an equal area of current flow, and not

for a given gate length or base thickness. For a field transistor this value is

S = AZ, where A is the thickness of the channel, and Z is the width of the gate.

For a bipolar transistor: emitter length de, area S ¼ deZ. The comparison shows

the potential of using transistors with a permeable base and devices with ballistic

transport.

Fig. 14.53 Classification of microwave transistors

Table 14.2 Comparison of fast-switching transistors

Transistors s (ps) fc (GHz) fmax (GHz)

Theory Experiment Theory Experiment

Bipolar transistor (BT) 26 5 5 6.7 6.7

Field transistor (FT) 7.1 10 10 13 13

Permeable base transistor 1.9 36 36 58 58

Ballistic transport transistor 0.2 400 ? ? ?
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14.3.4 New Type of Transistors: Graphene FET

Progress in studying the properties of graphene made it possible to use this material

for designing field effect transistors. High electron mobility and saturation velocity

provide theoretically very high working frequencies lying in the terahertz band. The

common scheme of field-effect transistors (FET) cannot be applied to a graphene

transistor since graphene sheets have no band-gap. Hence, a transistor has no cutoff

at negative source-drain voltages. This feature does not negate the building of

analog RF transistors, but without cutoff, they cannot be effective.

As was written in Sect. 11.2, a finite band-gap forms in graphene nanoribbons

with an armchair edges structure. However, numerous lattice defects near the edges

prevent the creation of transistors on GNR.

L. Ponomarenko and colleagues at the University of Manchester proposed

another approach for designing a transistor with a high on/off ratio. They used two

graphene layers, separated by a thin (several atoms thick) layer of boron nitride

(BN) or molybdenum disulphide (MoS2). The structure of this transistor with vertical

transport is shown on Fig. 14.54. The source contact lays on the lower graphene

sheet, and the drain contact is connected to the upper graphene sheet. Applying a

voltage between source and drain, we stimulate electrons to tunnel through the

insulating layer. The probability of tunneling depends on the gate potential. The gate

contact is isolated from graphene by a thin silicon oxide layer. Because of the very

fast tunneling process, this transistor can have a very high cut-off frequency.

The first graphene transistors had low cut-off frequencies, not exceeding

10 GHz, because of low electron mobility caused by scattering from lattice defects,

impurities and substrate influence. However, technological progress and develop-

ment of new types of transistor structure provide fast enhancement of transistor

parameters. Figure 14.55 shows the structure of a MESFET graphene transistor on

a thin diamond-like sheet, placed on a standard silicon substrate. Diamond is a

non-polar dielectric, so it does not trap and scatter charge carriers as silicon does.

With a gate length of about 40 lm, these transistor have a cut-off frequency of

Fig. 14.54 Graphene FET

with 40 lm gate length
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155 GHz. Further cut-off frequency increase can be obtain by using graphene with

higher mobility and shortened gate width.

Bipolar graphene transistors are also candidates for terahertz application. One of

possible structures of these transistors is shown in Fig. 14.56. Charge carriers in

these transistors move perpendicular to the graphene surface through an insulating

boron nitride layer thanks to the quantum tunneling.

Both research on, and the technology of, graphene transistors are developing fast

and soon terahertz graphene devices will be available on the market.

14.4 Using Transistors in Hybrid and Monolithic IC

in the Microwave Band

The creation of hybrid and monolithic integrated circuits is the natural development

of microwave devices and systems from the point of view of micro-miniaturization

of radio electronic devices. Hybrid circuits are made on substrates of various

Fig. 14.55 Graphene FET

with vertical transport

Fig. 14.56 Graphene bipolar

transistor. A graphene sheet is

shown in black
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materials: duroid, Teflon, and polycor (ceramic Al2O3). The required functional

structure is created on these substrates by mounting the active and passive elements.

Figure 14.57 shows a similar hybrid circuit with coaxial-to-microstrip adapters.

A characteristic feature of such circuits is the possibility of using tuned elements

that improve the characteristics of the circuit as a whole. Small dielectric losses in

the substrates make it possible to obtain good noise parameters. However, the

technology of assembly and installation of such circuits is complex for mass

production.

As an alternative to such IC, there are circuits with conventional integrated

circuit technology, when both active and passive elements are produced in a single

technological process. Such circuits are called monolithic microwave integrated

circuits (MMIC). As a substrate material, silicon or gallium arsenide is commonly

used. Figure 14.58 shows an integrated circuit with GaAs. It shows an amplifier

with matching circuits created on the lumped elements L and C. Transceiver

modules are manufactured using this technology. Under conditions of mass

production, the price of the module becomes acceptable to the market, despite the

high cost of materials and technology. An important advantage of such circuits is

their miniature size, the feature that is very important in mobile communication

systems.

Achievements in the creation of MMIC can be illustrated by an example: a

transceiver module in the 30 GHz band has dimensions of 4 � 8 � 3 mm.

Fig. 14.57 Hybrid

microwave band circuit

Fig. 14.58 MMIC fragment

of microwave band for GaAs
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Advancement Questions

1. What physical factors limit the speed of field and bipolar transistors?

2. Why is gallium arsenide preferred when choosing materials?

3. Illustrate the “genealogical” connection between field and bipolar transistors.

Include a vacuum triode in the structures under consideration.

4. Compare the performance of different types of transistors.

5. Draw a cross section of the planar FT. Why does the FT need a buffer layer?

6. How can the power of the FT be increased?

7. Draw the input and output characteristics of the FT. How do you define dif-

ferential parameters? What is the difference between the differential parameters

and the small-signal parameters of the equivalent circuit?

8. Draw equivalent circuit of the FT and find dependes of its parameters from the

physico-topological parameters of the structure. What kind of circuits do you

know? What is the cutoff frequency? What is the maximum?

9. What is the physical meaning of scattering parameters? How are scattering

parameters related to the parameters of the equivalent circuit?

10. What are the main assumptions in the Shockley model? Why do rough

approximations give acceptable results? What is the local-field approximation?

11. What is the difference between the Shockley model and the model of two regions?

12. What are the main points of the transistor temperature model? Explain the effect

of super-velocity.

13. Explain the FT operating principle from the viewpoint of the temperature

model. Draw the electric field distribution and the electron temperature distri-

bution. What is the shape of the depletion layer and the current channel?

14. What is the nature (sources) of noise in a MESFET? Why do the transistors

have small noises, while the charge carriers in the current channel have a high

electron temperature?

15. Explain the impedance field method when calculating the noise of a FT.

16. How do device noise parameters depend on the power mode?

17. What is the structure of a HEMT? Why does it have a high steepness?

18. What is the advantage of using modern materials: GaN, SiC, and C?

19. Compare the load characteristics of transistors made of different

semiconductors.

20. Draw structure of the classical microwave bipolar transistor. What are the

doping levels of the main regions? What are the ways to increase the working

frequency of BT?

21. Show the relationship of the equivalent circuit elements with the structure of the

device. How are the cutoff and maximum frequency of BT determined?

22. What is the structure of a transistor with a wide-band emitter? What is the

efficiency of the emitter?

23. Explain the frequency response of BT.

24. What is the difference between hybrid and monolithic microwave IC?
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Appendix A

Time and Space Intervals Defining

the Behavior of Charged Particles

The motion of charged carriers in semiconductors occurs in a medium filled with
charged ions and neutral atoms. Under equilibrium conditions, any macroscopic
volume is quasi-neutral. Since charges experience thermalfluctuations, the neutrality
condition is satisfied on average for a certain time interval and in a certain volume.
Plasma gas has similar properties. By analogy with it in semiconductors, a system of
charged particles and neutral atoms is called solid-stateplasma. The properties of the
system can be determined by perturbing it externally and observing the process of
return to a stationary state (relaxation). Such an effect may be obtained with inho-
mogeneous heating, injection of charge carriers, and the effect of electromagnetic
field, etc. The process of returning to the initial state occurs due to internal processes
inherent to the system under consideration (recombination, dissipation of energy in
scattering processes, etc.). Specific relaxation time scales quite fully characterize
plasma. A perturbation in time has a spatial localization scale for the perturbation
associated with it. The nature of the system reaction to the external electromagnetic
action will depend on the ratio of time (oscillation period T) and space (wavelength)
parameters of this action in the investigated solid-state plasma.

A.1 Relaxation Time of Momentum and Energy

Relaxation timesp of momentum p ¼ mv characterizes the rate of change (decrease)
in the momentum of the particle when perturbation is removed. According to the
approximation of the relaxation time, we write

@p=@t ¼ �p=sp:

The solution of this equation has the form:

pðtÞ ¼ pð0Þ expð�t=spÞ:
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The value of sp is the mean free path time. If this value is multiplied by the
root-mean-squareof thermal velocity vT , then we obtain the mean free path of the
particle lp:

lp � vTsp: ðA:1:1Þ

Another relaxation constant characterizes energy relaxation. When scattered on
ions and neutral atoms, the particle (electron, hole) loses a small amount of energy
because of the large difference in the masses of the colliding particles. Therefore,
for a noticeable energy loss of the particle, it is necessary to make a large number of
collisions and the energy relaxation time is much longer than the pulse relaxation
time. We rewrite the equation of conservation of energy (2.4.9) when the external
influence is removed and without taking into account the spatial inhomogeneity of
the energy flux. In this case

@ðTe � T0Þ
@t

¼ �ðTe � T0Þ
seðTeÞ

; ðA:1:2Þ

where Te is the actual electron temperature; T0 is the equilibrium temperature, equal
to the temperature of crystal lattice; and seðTeÞ is the energy relaxation time. The
solution of this equation is DTðtÞ ¼ TeðtÞ � T0 ¼ DTð0Þ expð�t=seÞ

It should be noted that the use of the electron temperature concept is valid only
when the energy equilibrium inside the electron gas is reached quicker than the
energy equilibrium in the lattice. This can only be the case when the frequency of
electron-electron collisions exceeds electron-lattice collision frequency or see� se:
Here see is the characteristic duration of electron-electron collisions.

By analogy with the mean free path, we assume a certain distance at which the
energy is relaxed. Let’s call this distance “the cooling length”le. When applying an
external electric field, it is more logical to call this value “the heating length”. We
estimate this length as follows:

le � vTse: ðA:1:3Þ

The use of this concept is important for the analysis of current transfer features in
structures with submicron dimensions.

Consider the characteristic values sp and se, as well as lp and le. It should be
noted that the introduction of a single relaxation time for a variety of relaxation
mechanisms, such as phonon scattering, ionized atoms, neutral particles, etc., is not
rigorous. In addition, the particle energy also has a significant effect on the value of
the parameters considered. Therefore, we can talk about some average (effective)
values and ranges of their change. In semiconductor structures, the momentum
relaxation time sp * 10−13–10−14 s, and energy se * 10−11–10−12 s, i.e., se.
Sometimes it is said that the “electron memory” for momentum is much shorter
than the “electron memory” for energy. In other words: the relaxation process of the
heated electron gas in plasma occurs in such a way that the directed carrier velocity
is first lost, and then the lattice temperature and carriers are equalized.
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Thus, under the conditions of elastic scattering le � lp. For T = 300 K RMS

velocity vT � 105m/s. Then lp * 10−8–10−9 m, and le * 10−6–10−7 m. Note that
the average length of heating (cooling) can be of the order of 0.1–1 lm, which is
comparable with the size of the active regions of modern microwave devices.

A.2 Time and Length of Charge Relaxation

The work of any electronic device is associated with the creation of excess charges
in a certain space. Naturally, due to electrical interaction forces, such a charge
inhomogeneity will change in time. The characteristic charge relaxation parameters
can be found using the Maxwell equations. This effect explains the use of the terms
Maxwellian chargerelaxation time and relaxation length.

Consider a medium with conductivity r and dielectric constant e, into which a
charge with volume density q is placed. Calculating the divergence of the right and
left parts of the first Maxwell equation (2.2.2) and the Poisson equation (2.2.4), we
obtain the equation for q:

@q

@t
¼ � qr

e
; ðA:2:1Þ

from which

q ¼ q0e
�t=sm ; ðA:2:2Þ

where

sm ¼ e=r ¼ e=ðenlÞ: ðA:2:3Þ

is the Maxwellian relaxation time; q0 is the charge at time t ¼ 0; n is the charged
particle concentration; and l is the charged particle mobility.

It follows from (A.2.2) that charge inhomogeneity will decrease (dissipate)
under ordinary conditions if l > 0. Such an expected and natural reaction of the
medium to an excess charge in some region is substantially complicated if not only
is a small variable field, but also a sufficiently large static (heating) electric field are
applied to the sample. In this case, the kinetic coefficients of current transfer
(mobility, diffusion) change, and accordingly, the nature of the excess charge
relaxation also changes. Figure A.1 shows a typical A3B5 semiconductor field
velocity characteristic with three regions of differential carrier mobilityld ¼ dv=dE.

The first region is that of weak fields E0\Eth, where ld[ 0, the second region
Eth\E0\Es, where ld\0 and the third region E0[Es, where ld � 0.

From (A.2.1), we obtain

@qm
@t

¼ qm
e=rd

; ðA:2:4Þ
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where qm is the charge inhomogeneity amplitude; and rd ¼ qnld is the differential
conductivity. Then, by analogy with (A.2.3) we introduce the concept of differential
Maxwellian relaxation time:

smd ¼
e

enld
ðA:2:5Þ

Then (A.2.2) is rewritten in the form qm ¼ qmoe
�t=sd , where qmo is the ampli-

tude of charge inhomogeneity at the initial moment. Hence, it follows that the
amplitude of the charge inhomogeneity can decrease (µd > 0), remain constant
(µd = 0) or even increase (µd < 0). The correctness of this conclusion is confirmed
by the existence of such an amazing physical effect as the Gunn effect. Figure A.2
shows possible variations in the amplitude of the charge inhomogeneity.

Along with the relaxation time, we introduce the concept of differential
Maxwellian relaxation frequency:

xmd ¼
enld
e

ðA:2:6Þ

Fig. A.2 The change in
charge inhomogeneity ampli-
tude for various medium
parameters

Fig. A.1 Explaining the dif-
ferential mobility of charge
carriers
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If the charge inhomogeneity moves in space, then along with the Maxwellian
relaxation time, the length at which this relaxation occurs is introduced. Knowledge
of this parameter is especially important for the analysis of processes when carriers
drift through the region of a device with small fields. An example of such a region
is the quasi-neutral region of the bipolar transistor base. Carriers are transported by
diffusion force with no pulling external field. We define the Maxwellian relaxation
length as

lm ¼
ffiffiffiffiffiffiffiffiffi

Dsm
p

: ðA:2:7Þ

If the width of the neutral part of the base is greater than this parameter, that is,
wb[ lm, then the efficiency of energy extraction from such a charge will be sig-
nificantly reduced.

A.3 Period of Plasma Oscillation, Debye Length

The complexity of analyzing the interactions of particles in plasma implies the use
of an integrated energy approach to these processes. Let us demonstrate the fruit-
fulness of this approach using the example of plasma oscillations. In semicon-
ductors in a state of thermodynamic equilibrium with temperature T0, there are free
mobile charges (electrons or holes), as well as stationary charges (ionized donors
and acceptors). A condition of electroneutrality is kept: eðNd þ p� n� NaÞ ¼ 0. It
is clear that this condition is violated if the volume is small. In addition, the
electroneutrality may be violated when mobile carriers change their location ran-
domly due to their thermal velocities. When the particles are displaced relative to
the equilibrium state, Coulomb forces arise, forming a force that causes a shift to
the equilibrium position, as shown in Fig. A.3. Mobile carriers pass equilibrium
positions by inertia on their way back, causing the appearance of a restoring force.
The process acquires an oscillatory character and is called plasma oscillations.

Let us determine the period and spatial amplitude (range) of such an oscillatory
process. We use Newton’s and Poisson equations for this purpose. However, within
the framework of this discussion, we find these values from a comparison of particle
energy expressed in terms of classical mechanics, thermodynamics and electrody-
namics. It is natural to assume that the average energy of a particle, determined
from thermodynamic relationships, must be equal to the kinetic energy of the
particle and the energy determined by the laws of electrodynamics, that is,
Wthern ¼ Wkinem ¼ Weldyn, or

3

2
kT0 ¼

mv2T
2

¼ eUT ðA:3:1Þ

where vT is the RMS thermal velocity; and UT is the characteristic thermal
potential. Let us determine the spatial distribution of this thermal potential to
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separate donors and electrons by a certain distance x, using the Poisson equation for
a one-dimensional case:

� d2U

dx2
¼ dE

dx
¼ eNd

e
:

Assuming that the level of doping does not vary with respect to the coordinate,
i.e., NdðxÞ ¼ const, we obtain the potential difference DU between points at a

distance x: DU ¼ ðeNd=2eÞx2, or x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eDU=ðeNdÞ
p

. Equating the potential dif-

ference to the value of the thermal potential DU ¼ UT , we obtain the maximum
distance to which the electron shifts:

LD ¼
ffiffiffiffiffiffiffiffiffiffiffi

2eUT

eNd

r

: ðA:3:2Þ

Replacing in this expression the value of UT in terms of energy, according to
(A.3.1), we obtain:

LD ¼
ffiffiffiffiffiffiffiffiffiffiffi

3ekT0
e2Nd

r

ðA:3:3Þ

This quantity is called the Debye length. We note that when electrons are heated
by field their energy is increased and instead of the temperature T0 it is necessary to
use Te: Figure A.4 shows the dependence of the Debye length on donor concen-
tration for different values of Te.

Let us determine the period of plasma oscillations using relation Tp � LD=vT and
expression (A.3.3). We obtain:

Tp �
ffiffiffiffiffiffiffiffiffiffi

em

e2Nd

r

: ðA:3:4Þ

Fig. A.3 Explaining the nat-
ure of plasma oscillations

494 Appendix A: Time and Space Intervals Defining the Behavior …



In practice, the plasma angular frequency is often used:

xp ¼
2p

Tp
¼ 2p

ffiffiffiffiffiffiffiffiffiffi

e2Nd

em

r

: ðA:3:5Þ

This analysis allows us to conclude that charges are periodically shifted relative
to the equilibrium position. Such a shift leads to a local violation of electroneu-

trality. If we choose a volume larger than L3D as the object, then the electroneutrality
will overall be fulfilled. Given this circumstance, we cannot speak of sharp
boundaries in the distribution of charges in semiconductors. The boundary can be
determined with an accuracy in the order of LD. It is often called the spatial scale of
charge separation.

It is important to note the dependence of this parameter on the temperature of
carriers and doping concentration. The effect of the external electric field leads to an
increase in the energy of mobile carriers and, accordingly, to an increase in LD. This
fact must be taken into account when considering the physics of current transfer in a
field effect transistor, especially in modes close to the cut-off regime of the device.
The obtained LD values are in the order of 0.01–0.1 lm, that is comparable with the
size of the current channel in field effect transistors (0.1–0.2 lm), even with weak
heating of carriers.

With increasing heating fields, it is impossible to neglect the blurring of the
channel boundaries, even from the point of view of explaining the physical prin-
ciples of the device, in particular, the process of overlapping the channel in the
drain region. Figure A.5 shows the typical shape of the current transistor channel
and the nature of its change, taking into account the heating up of carriers. It is
important to note the increase in LD to the drain end of the gate and its compara-
bility with the thickness of the active region A. The plasmafrequency in the tran-
sistor channel is in the order of 1012–1013 Hz. This means that plasma oscillates
with a greater frequency than a typical microwaves signal (frequency 109–1011 Hz).

Fig. A.4 Dependence of
Debye length on the doping
level at electron temperatures
of 100, 300, 1000, and 10,000
K in gallium arsenide

Appendix A: Time and Space Intervals Defining the Behavior … 495



Vacuum devices also use the concept of plasmafrequency in the analysis of
space charge forces. The occurrence of longitudinal oscillations with a certain
characteristic frequency is possible in electron beam. The process leading to the
displacement of carriers relative to a certain equilibrium position can be velocity
modulation due to external influences. In Sect. 3.1, expression (3.1.3) was defined

as follows: xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

eq=me0
p

. This expression differs from (A.3.5) by a factor of 2p.

However, it should be noted that in the vacuum case we have longitudinal oscil-
lations due to the Coulomb forces of interaction between similar charges. Therefore,
it is not entirely correct to talk about plasma. In semiconductors, oscillations arise
due to the forces between different charges, and the initial displacement of charges
arises from the presence of thermal velocities. In this case, the concept of solid-state
plasma is applied.

What is the practical need of introducing this parameter in the vacuum case? To
answer this question, we estimate the value of the plasma frequency and the cor-
responding oscillation amplitude for the typical values of device current I0, accel-
erating voltage U0 and diameter of the beam D. Figure A.6 shows the calculated
concentration of electrons in the beam with parameters I0 ¼ 0:1A, U0 = 3000 V for
three values of beam diameter D = 1; 1.5; 2 mm.

Comparing the concentrations of charge carriers in a vacuumdevice*5� 1016m−3

with a characteristic level of doping in a semiconductor device*1� 1023m−3, we see
a difference of almost six orders.

Fig. A.5 Current channel
shape in FET taking into
account Debye length

Fig. A.6 Concentration of
electrons in the flow of a
typical vacuum device for
three flow diameter values
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The possibility of obtaining a high electron density in a semiconductor plasma is
associated with the compensating action of a positive donor charge: the semicon-
ductor is quasi-neutral. Note that the calculation of the plasma frequency in a
vacuum gives a value in the order of *109 Hz, which corresponds to the lower
border of the microwave band. In this case, the characteristic distance between the
peaks of the longitudinal oscillations (plasma wavelength) kpl will be

kpl � v0Tp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

2
e

m
U0

r

� Tp;

where v0 is the drift velocity. So, we obtain kpl � 5�20mm. This is comparable to
the characteristic physical dimensions of the vacuum device. The analysis shows
that it is important to take into account plasma oscillations in these devices, both in
the time domain and in the space domain.

During the motion of charges in semiconductors, relaxation processes occur, and
they are associated with the generation and recombination of charges. In order for
the devices to operate in the microwave band, it is necessary to preserve the particle
for at least one oscillation period sn 	 T , or better sn � T . In the space domain, the
diffusion lengthld should be much greater than the characteristic size of the device
ld � ldevice.

Practical measurements of the lifetime of charge carriers in semiconductors have
shown the value of sn * 10−6–10−8 s. The spatial interval associated with this
quantity, called the diffusion lengthld is calculated using the relation

ld ¼
ffiffiffiffiffiffiffiffi

Dsn
p

:

where D is the diffusion coefficient.
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Appendix B

Electron-Optical Systems of Microwave

Devices

B.1 General Properties and Parameters

of Electron Beams Used in Microwave

Devices

Electron beams in electronic microwave devices are used to convert the energy of
external power sources to the energy of electromagnetic waves in the microwave
range. Devices must provide the greatest energy conversion efficiency, high
microwave power, efficiency and gain. Hence, microwave devices use electron
beams with a high current density, at which the intrinsic space charge of the beam
significantly affects the nature of electron motion. Electronic beams, in the analysis
of which the forces of Coulomb repulsion cannot be ignored, are conventionally
called intense.

The electron beam current limited by the space charge at the cathode, is deter-
mined by the formula

I ¼ pU
3=2
0 ;

where p is the parameter characterizing the degree of space charge influence on the
beam motion, called the perveance. It is known from experience that the influence

of the space charge becomes noticeable at perveance values p[ 0:1 lA=V3=2.
Microwave electronic devices use beams with perveances of up to 20 µA/V3/2 and
even higher, which makes it necessary to take into account and compensate the
forces of Coulomb repulsion.

In addition to these parameters, the “quality” of beam includes such parameters
as beam phase response, the phase ellipse and beam emittance. They describe the
“quality” of the beam, the degree of its structural ordering and the distribution of
transverse velocities. The phase response of the beam is the set of points in the
transverse phase space r and r0, where r and r0 ¼ dr=dz are the radial coordinate
and slope of each of the electron trajectories forming the electron beam.

© Springer International Publishing AG 2018
A. D. Grigoriev et al., Microwave Electronics, Springer Series in Advanced
Microelectronics 61, https://doi.org/10.1007/978-3-319-68891-6

499



Figure B.1a shows the electron trajectories in an ideally formed electron beam:
the beam is uniformly compressed, reaches a minimum cross section in plane P2

and expands under further action of Coulomb forces. Figure B.1b shows the phase
characteristics of this beam for planes P1, P2 and P3. Characteristic 1 corresponds
to a uniformly converging beam, and the slope of trajectory r′ is proportional to
their radial coordinate. In the minimal section plane P2 the beam trajectories are
parallel to axis z, and consequently, r′ = 0 and phase response 2 is located on axis
r of the phase space. Phase response 3 corresponds to a uniformly divergent beam.
The linearity of these characteristics corresponds to an ideally formed electron
beam.

The aberrations of the electron gun lead to nonlinearity in the phase character-
istics. An example of a nonlinear phase characteristic in the plane of the minimum
beam cross section is shown in Fig. B.1b. This kind of characteristic reflects the
effect of intersection of electron trajectories, since the same radial coordinate values
correspond to different inclination angles of the trajectories.

The thermal spread of electron velocities leads to the fact that on the phase plane
the electron beam is not represented by a line, but by some figure with a finite area.
In the plane of the minimum cross-section of the beam (crossover), this figure has
the form of a straight ellipse (Fig. B.2). Each radial coordinate of the beam r cor-
responds to a set of r0 values. The area of the phase ellipse A, divided by p, is
known as the beam emittance:

e ¼ A=p

Fig. B.1 Electron trajectories (a), linear phase characteristics (b), nonlinear phase characteristic (c)

Fig. B.2 A phase ellipse
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For a number of applications, brightness is an important characteristic of the
charged particle beam. The brightness of a continuous axially symmetric beam is
given by

B ¼ I=ðpb2XÞ;

where I is beam current with cross section radius a, and X is a solid angle, which
determines convergence (or divergence) of the electron beam. High requirements
for the brightness of an intense electron beam are, particularly, in free-electron
lasers, where it reaches values of the order of 106A/cm2 sr.

Electron optical systems (EOS) of microwave devices generally include three
parts. One of them initially forms the electron beam of the specified electric and
geometric parameters and is called a beam formation system or, more often, an
electron gun. The second is intended for the transfer of an electron beam through a
channel, the extent of which considerably exceeds its transverse dimensions. This
system is usually called a focusing system, although this name does not accurately
reflect the functions it performs. The third part is a collector system that must ensure
the reception of the spent electron flow, dissipation of the exuded heat, and in some
cases the recovery of the electron beam’s residual energy.

B.2 Systems for Electron Beam Formation

In modern microwave electronic devices, various electron beams of different spatial
configuration are used.

Devices with O-type dynamic control (klystrons, traveling-wave tubes, etc.)
based on long electrons existence in the electron-field interaction space use
extended electron beams with a sharply delineated boundary. In devices with
quasi-static control, the use of electronic fluxes in the form of sharply outlined
beams is not mandatory, but it has opened new possibilities in the development of
superpower triodes and tetrodes. Thus, the formation and focusing of intense
electron beams is one of the main problems solved in the development of modern
microwave electronic devices.

Methods for the formation and focusing of electron beams are usually associated
with the principle of controlling them. This is of major importance in those devices
where the elements of the electron optical devices directly enter the design of the
resonator or slow wave systems. Nevertheless, there are a number of general
requirements to these systems. For a clear understanding of these requirements, we
briefly consider the main types of electron optical systems used in microwave
electronic devices. Let us begin this consideration with electron beam initial for-
mation systems, or electron guns.

The main goal of the electron gun, as noted above, is to form an intense electron
beam of a certain configuration with a given electron current and velocity and, if
possible, with laminar electron motion.
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J.R. Pierce made an important contribution to the solution of this problem when
he proposed a method for the formation of rectilinear laminar electron beams with
simple configurations: sheet, cylindrical and conical. Based on this method,
high-efficiency electron guns were developed, and are widely known under the
name of Pierce guns.

The Pierce type of electron gun (Fig. B.3) consists of a concave spherical
equipotential cathode 2 with a heater 1, a focusing electrode 4 and an anode 3 with
a central hole. Usually, the cathode electrode has a potential of the cathode, and is
located such that its surface is kind of an extension of the cathode surface. This
explains the term diode for this type of gun.

By appropriately calculating the shape of the electrodes produced by an ana-
lytical method or by mathematical modeling, an electric field configuration is
created in the gun in which electrons from the entire cathode surface converge
uniformly into a narrow electron beam passing through the anode hole. In partic-
ular, to obtain an axially symmetric flow with trajectories parallel to the axis of the
gun, the focusing electrode slope angle should be equal to 67.5°.

The degree of convergence of electrons is characterized by the
so-calledcoefficient of convergence (compression). There is a coefficient of con-
vergence in current density (or cross-sectional area of the beam) termed Cj, equal to
the ratio of the maximum current density in the electron beam to the cathode current
density. The convergence coefficient Cr, along the radius, determined by the ratio of
the cathode radius to the radius of the minimum cross section (crossover) of the

beam is also used. Obviously, with a small cathode curvature Cr ’
ffiffiffiffiffi

Cj

p

.

As the coefficient of convergence in the beam increases, the Coulomb forces
increase, preventing the beam from contracting. Consequently, the coefficient of
convergence depends on the space charge in the beam being formed, which is
determined by its perveance.

It should be emphasized that in Pierce diode guns, which usually operate in
space charge mode, the value of perveance p does not depend on the anode voltage

Fig. B.3 Pierce electron gun
with micro perveance 0.5
µA/V3/2
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and as follows from the law “power 3/2” it is determined only by the geometric
dimensions of the diode gun. Therefore perveance, being a parameter of the elec-
tron beam, and a measure of its intensity, is simultaneously a parameter of the gun
itself, that is, its design.

Using the Pearce gun, we can form converged electron beams with perveance
p
 1lA/V. For small values of perveance, the coefficient of convergence in current
density can be 100 or more. For large values of p, the coefficient of convergence
does not exceed several units. To obtain converging beams with a higher perveance,
various modifications of Pierce guns are used.

If the initial axially symmetric Pearce gun is rotated with respect to an axis
parallel to its symmetry axis, it is possible to obtain a toroidal gun capable of
forming a hollow cylindrical or hollow conical beam.

Electron guns of the magnetron type also form axially symmetric hollow electron
beams (Fig. B.4). In such a gun, beam formation takes place in crossed electric and
magnetic fields. The gun consists of a cold cathode electrode 1 with the heater 3 and
anode 2. The cathode ring between 4 and 5 cross-sections is coated with the emitting
substance. The electric field is created due to the potential difference between the
cathode 1 and the anode 2 electrodes. It has both radial and longitudinal components.
External solenoids create the magnetic field. The magnetic induction lines of this
field are directed approximately parallel to the surface of the cathode. The value of
the magnetic induction exceeds the critical value (see Chap. 8). Therefore, the
electrons emitted by the cathode ring do not reach the anode and create an electron
cloud in the near-cathode region. Under the action of the longitudinal component of
the electric field, they move in the longitudinal direction and leave the cathode-anode
space, forming a hollow electron stream.

Crossed fields are also used to form sheet electron beams in M-type devices.
Figure B.5 shows the design of an electron gun forming a sheet electron beam. The

Fig. B.4 Magnetron gun
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gun consists of a thermal cathode 1 that generates an electron beam 2, a cold
cathode 3, a control electrode 4 and an anode electrode 5, the role of which is
usually played a slow wave system.

The whole system is in a homogeneous magnetic field with induction B. The
thermo cathode and the cold cathode are under zero potential, and the anode
electrode is under positive potential U0.

The electrons leave the cathode and are accelerated by the electric field of the
accelerating electrode Ea ¼ Ua=da, simultaneously deviating under the action of a
magnetic field. When the electron is at the top of its cycloid trajectory, its velocity
vy ¼ 2Ea=B, and it enters the interaction space. If its velocity is equal to velocity
ve ¼ E0=B, then the electron will move along a rectilinear trajectory, since the
initial conditions for rectilinear motion in the crossed fields will be satisfied. To do
this, the electric field created by the control electrode must be two times less than in
the interaction space, since at the top of the cycloid the electron has a velocity twice
as high as the velocity of the center. The disadvantage of such a gun, also known as
short optics, is the impossibility of creating rectilinear flows from long cathodes,
since the conditions of rectilinear motion are satisfied only for one trajectory.

In klystrons and TWT, guns with a control electrode are used for low-voltage
electron beam current modulation.

The simplest of these is the conventional Pierce electron gun, in which the
focusing electrode is isolated from the cathode and used as a control electrode.
However, as shown by special studies, beam control with the help of a focusing
electrode voltage is ineffective, especially in guns with large perveance. So, ter-
mination of cathode current in a gun with perveance 1 µA/V3/2 require the appli-
cation of a negative voltage to the focusing electrode Ucth ’ 0:5U0, and in the
electron gun with perveance 3.6 µA/V3/2

—voltage Ucth ’ U0. The decrease in
control efficiency with increasing perveance is due to the increasing influence of the
anode potential on the field at the cathode.

Significantly better control parameters are achieved in guns with a control grid.
By choosing a grid with a small transparency, the ratio Ucth=U0 can be reduced.
However, the fraction of the beam current intercepted by the positively charged grid
will also increase. This disadvantage can be eliminated if two identical grids are
used instead of one and the grid closest to the cathode is connected to it. Then the
interception of the beam current by a second control grid with the same positive

Fig. B.5 A magnetron gun
with short optics
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potentials on it, as in the previous case, can be reduced by a factor of two orders (up
to 0.1%). Such guns are known as electron guns with a shadow grid.

Considering guns with a control electrode, i.e. triode guns, it should be
emphasized that they allow the formation of electron beams with a higher output
perveance, than the original diode guns. This is because two electrodes with
adjustable potentials Uc and U0 not only make it possible to vary the current I, but
also the energy of the electron beam at the electron gun output, determined by the
value U0. Changes in I and U0 can be almost independent of each other, implying
two ways to adjust the perveance of the triode gun.

Triode guns which slow down the beam to increase its perveance in the interval
between the first and second anodes are known as guns with longitudinalbeam

compression.
Figure B.6 shows one of the experimental designs of such guns, designed to

form axially symmetric electron beams with a diameter of less than 4 mm. At a
potential of about 7 kV in the first anode, the cathode current is approximately 1 A,
which corresponds to the beam perveance of 1.5 µA/V3/2. With a potential at the
second anode equal to 1.5 kV, the beam current does not practically change, since
the current transfer coefficient is 99%, but its perveance increases in magnitude, i.e.
up to 15 µA/V3/2. There are modes of operation that allow the obtaining of an exit
perveance beam of up to 50 µA/V3/2.

B.3 Focusing (Transporting) Systems of Microwave

Devices

The forces of the Coulomb interaction that arise in the electron beam during its
formation cause the beam to expand, change its configuration, which ultimately lead
to current losses on the electrodes surrounding the beam. Therefore, it is possible to
pass an electron beam with minimal losses through the interelectrode space of a
device due to the focusing properties of the electron gun only in those cases when the
length of the interelectrode space is relatively small and the electron beam has a
relatively small perveance. Hence, in most cases it is necessary to use additional
magnetic or electric focusing systems that ensure the conservation of transverse flow
within the specified limits over its entire length.

Fig. B.6 Electron gun with
longitudinal beam compres-
sion 1 cathode; 2 pre-cathode
electrode; 3 first anode; 4
second anode; 5, 6 isolators

Appendix B: Electron-Optical Systems of Microwave Devices 505



Magnetic fields created by solenoids or permanent magnets are used to focus
(transport) electron beams in electrodynamic system channels. Systems with per-
manent magnets are preferable, since they do not require an additional power
source.

According to the nature of the axial distribution of magnetic fields, magnetic
systems are divided into three main types: systems with a homogeneous field,
systems with a reversible field and magnetic periodic systems. The use of reversible
and periodic fields provides a significant gain in mass and dimensions of the
magnetic systems.

The simplest way to limit electron beam transverse dimensions is by means of
systems that create a uniform longitudinal magnetic field.

Such systems include:

• screened solenoids, which are mounted directly on the electronic device;
• systems based on permanent magnets with pole pieces made of magnetically

soft material.

The use of screens and pole pieces allows an increase in the uniformity of the
field in the working region and provide the required degree of screening to the gun
and collector region.

An electron beam formed by an electron gun, before it enters a homogeneous
longitudinal magnetic field, passes throw a transition region, where along with the
longitudinal component of the magnetic field there is a transverse (radial) com-
ponent. Because of interaction with the field in the transition region, the beam
electrons undergo rotational motion about the axis of symmetry of the magnetic
system. Electron rotation in the homogeneous field region leads to the appearance
of a magnetic force directed to the system axis.

The transverse motion of electrons in the homogeneous magnetic field zone is
determined by the action of two forces: Coulomb interaction force Fq and magnetic
focusing force Fl. The first one is directed from the system’s axis of symmetry and
defocuses the beam, and the second, directed to the system axis, must balance the
action of the first. This is achieved by selecting the value of the longitudinal
magnetic field. As a result, the beam will perform an equilibrium motion, retaining
the original diameter over its entire length. Such an ideal beam is called a Brillouin
beam.

Theoretical analysis gives the following expressions for the indicated forces
acting on the boundary electrons of the beam:

Fq ¼ eI

2pe0r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eUa=m
p ; ðB:3:1Þ

Fm ¼ � 1

4

e2

m
B2
z r; ðB:3:2Þ

where I is the electron beam current; Ua is the accelerating voltage; r is the beam
radius; and Bz is the longitudinal component of the magnetic induction.
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The equation of motion for the boundary electrons of the beam in this case has
the form

_z2
d2r

dz2
� eI

2pe0mr _z
þ 1

4

e

m

� �2
B2
z r ¼ 0; ðB:3:3Þ

where the longitudinal component of electron velocity _z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1ðe=mÞUa

p

:

Assuming d2r=dz2 ¼ 0, we find the balance condition of defocusing and
focusing forces:

B ¼ 1

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2I

pðe=mÞe0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðe=mÞUa

p

s

: ðB:3:4Þ

Substituting the numerical values of the constants in this formula gives

B ¼ 0:083

r

ffiffiffiffiffiffiffiffiffiffiffiffi

I
ffiffiffiffiffiffi

Ua

p ;

s

ðB:3:5Þ

where B is Brillouin magnetic field induction, T; r is the beam radius, cm; I is the
electron beam current, A; and Ua is the accelerating voltage, V.

To realize a beam of particles under strict equilibrium, it is necessary to fulfill a
number of conditions that are practically difficult to fulfill. For example, it is
difficult to ensure the introduction of an electron beam into the region of homo-
geneous field with zero radial velocities and a specified radius. As a result, real
beams have a pulsating boundary.

An approximate solution of (B.3.3) gives the following expression for the
boundary trajectory of the electron beam:

r ¼ rb þðr0 � rbÞ cos
ffiffiffi

2
p xL

_z
z

� �

þ r00 _z
ffiffiffi

2
p

xL

sin
ffiffiffi

2
p xL

_z
z

� �

;

where rb is the equilibrium radius, the value of which is determined from formula
(B.3.4); r0 is the initial radius of flow; xL ¼ e=ð2mÞBz is the parameter proportional
to the induction of the magnetic field Bz, known as the Larmor frequency; and r00 is
the initial boundary trajectory slope.

It follows from the solution obtained that the boundary particle, in its motion
along the z axis, performs periodic oscillations with respect to the equilibrium
radius rb. The amplitude Drm and the wavelength of the oscillations k are deter-
mined by the expressions

Drm ¼ ðr0 � rbÞ2 þ
ðr00 _zÞ

2

2x2
L

" #1=2

;

k ¼ 2p_z
ffiffiffi

2
p

xL

:
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With an ideal beam input into a homogeneous field ðr0 ¼ rb; r
0
0 ¼ 0Þ, there are

no beam boundary oscillations.
The main disadvantage of focusing (transporting) systems with a homogeneous

magnetic field is the low efficiency of using a magnetic field. Indeed, in order to
ensure a sufficient degree of homogeneity of the field over a section of length l, the
transverse dimension (diameter) of pole pieces should be of the same order.
Consequently, the total volume V occupied by the field of such a system will have a

value of the order of V � l3, while the useful working volume has the following

value Vu ¼ pr2a l, where ra is the radius of the channel in which the electron beam
propagates.

An increase in the concentration of the magnetic field in the working volume can
be achieved by applying reversible and periodic focusing systems, which allow a
sharp reduction in the mass and dimensions of the focusing systems.

Reversemagnetic focusing. From (B.3.2) it follows that the radial magnetic
force is determined by the square of the magnetic induction and, consequently, does
not depend on the direction of the magnetic field. This allows us to apply focusing
systems with magnetic field reversal, which are characterized by the fact that during
system focusing, the magnetic field reverses direction once or several times.

Figure B.7 shows magnetic induction distributions (B-curves) for ideal and real
focusing systems with a single reverse. B-curves in Fig. B.7a correspond to the
ideal reversed field, when the field instantly changes polarity and the length of the
reverse is zero. If such a field could be realized, the radial motion of electrons in this
field would occur in the same way as in a homogeneous magnetic field of the same
intensity.

Real reverse systems have two regions: a region of homogeneous field with a
length L0 and a reverse region of length Lp (Fig. B.7b). Since the magnetic
induction in the region of the reverse is less than in the region of the homogeneous
field Bz0\B, then, crossing this region, the electron beam experiences perturbation.
In particular, the equilibrium beam, having passed the reversal zone, begins pulsate.

This effect can be significantly reduced in a reversible system with compensating
peaks, the effect of which is explained as follows. Passing the emission zone, the
electrons receive some excess radial momentum directed toward the axis of

Fig. B.7 Axial distribution of the magnetic field in ideal (a) and real (b) reverse magnetic systems
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symmetry, which compensates for the decrease of the magnetic focusing force in
the region of the reverse. In the first approximation, the compensating peaks are
selected in such a way that the average square value of the magnetic induction in
the region of the reverse is equal to the induction of a homogeneous field Br:

�B2
r ¼

1

Lr

Z

Lr

B2
z0dz ¼ B2

z :

Reverses allow a significant increase in the coefficient of magnetic field use. For
a single reverse, the region with a homogeneous field has a length L0 � L=2, where
L is the total length of the focusing system. In this case, the field utilization factor
increases approximately four-fold as compared to a system without a reverse having
the same total length,

Kb1 � r2a=L
2
0 ¼ 4r2a=l

2:

An even greater gain is obtained with a multiple field reverse. For a system with

N reverses, we get KBN ¼ r2a=L
2
0 ¼ ðNþ 1Þ2r2a=l2. More efficient use of the mag-

netic field in reversible systems allows a substantial decrease in the mass and

dimension of the focusing system, approximately 1=ðNþ 1Þ2 times.
With a large number of reversals, the size of a single section gradually decreases,

and the length of the region with the homogeneous field is reduced. The reversible
system degenerates into a periodic focusing system with an axial distribution of the
magnetic field close to the cosine wave.

Periodic system with a cosine-shaped magnetic field distribution. Among
periodic focusing systems, the system with permanent magnets has the greatest
practical application (Fig. B.8). The source of the magnetic field is an annular magnet
1 magnetized in the longitudinal direction. The required distribution of the field in the
channel, where the electron beam passes, is formed with the help of pole pieces 2.

Fig. B.8 Periodic magnetic
system of a TWT with per-
manent magnets: 1 magnetic
rings; 2 pole pieces
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The axial distribution of the magnetic field in most of these systems is described
with sufficient accuracy by the cosine law:

Bz0 ¼ Bm cos
2pz

L
;

where L is the system period.
The use of such a system makes it possible to sharply reduce the mass and

dimensions of the focusing system as compared to a system with a homogeneous
field.

Since Bz is a function of axis z, the magnetic periodic system cannot provide
accurate balance to the Coulomb force Fq and the magnetic force Fl throughout the
entire focusing system. However, under certain conditions, it is possible to balance
these forces on average over the period of the focusing system. The condition of
such a balance can be written in the form

1

L

Z

L

0

Fqdz ¼
1

L

Z

L

0

Fmdz:

Assuming approximately that on the segment of axis z, equal to the field length
L, the radius of the electronic flow varies little ðr � constÞ, taking into account the
formulas (B.3.1) and (B.3.2), we get

2I

e0ðe=mÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðe=mÞUar2
p ¼ 1

L

Z

L

0

B2
z0dz: ðB:3:6Þ

This ratio establishes a relationship between beam parameters I;Ua; r and
magnetic induction Bz0, which balances the Coulomb and magnetic forces on
average over the period of the system.

Assuming that Bz varies according to a harmonic law, from (B.3.6) we deduce

Bm ¼
ffiffiffi

2
p

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2I

pðe=mÞe0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðe=mÞUa

p

s

;

or, after substituting the numerical values of the constants,

Bm ¼ 1174

r

ffiffiffiffiffiffiffiffiffiffi

I
ffiffiffiffiffiffi

Ua

p
s

: ðB:3:7Þ

The quantities included in this formula have the same dimensions as the values
in formula (B.3.5).
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Qualitatively, the nature of electron beam motion when the Coulomb and
focusing force balance is ensured on average over the period can be described as
follows. In regions of small magnetic induction values, the beam expands under the
action of Coulomb interaction forces. However, falling into the region of large
magnetic induction values, it experiences the predominant effect of the magnetic
force and begins to contract. At the end of the half-period, the beam radius
approaches its initial value.

In the next half-periods the nature of beam motion is repeated. Periodic changes
in beam radius with a period k equal to half the period of the magnetic field,
k ¼ L=2, are a characteristic feature of beam motion in a magnetic periodic
focusing system. These periodic changes in beam radius are called beam waviness.

If the conditions for the balance of forces are not fulfilled on average over the
period, then the beam motion is more complex. Beam boundary pulsations are
added to the wave ripple, depending on the ratio of the beam parameters and the
magnitude of the magnetic induction.

Calculation of the beam motion generally requires solution of the differential
equation for the boundary beam trajectory B.3.3.

_z2
d2r

dz2
� eI

2pe0mr _z
þ 1

4

e

m

� �2
B2
z0r ¼ 0:

In this equation, the second term takes into account the defocusing effect of the
electronbeamspace charge and the third term—the focusingeffect of themagneticfield.

We reduce this equation to the form in which it is usually used in the periodic
focusing theory. To do this, we introduce the normalized variables R ¼ r=r0,
Z ¼ 2pz=L, b Zð Þ ¼ Bz0=Bm ¼ cos Z, where normalizing quantities include: r0 is the
initial beam radius at the entrance to the regular part of the focusing system, L is the
field period, and Bm is the field amplitude.

The equation of boundary electron motion, written in the normalized variables,
takes the form

d2R

dZ2
þ 2ab2ðZÞ � b

R
¼ 0;

or

d2R

dZ2
þ a 1þ cosð2ZÞ½ �R� b

R
¼ 0;

where

a ¼ 1

32p

e

m

� �2B2
mL

2

_z2

is the magnetic field parameter.
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b ¼ 1

8p3e0

e

m

IL2

r20 _z
3

is the space-charge parameter.
This equation is a nonlinear differential equation with a periodic coefficient of

the Mathieu type. In the general case, its solution can be obtained only by numerical
methods. The analysis of numerical solutions yields the following main results:

• solution characters depend on the value of the magnetic field parameter: they
can be either limited or increasing;

• for values a 
 0.4 (the first region of stable solutions) solutions are bounded
and periodic, which corresponds to the boundary trajectory of the electron beam
with periodically changing radial coordinate R(Z); With condition a = b the
amplitude of the ripple of the boundary trajectory DR m is minimum, the pul-
sation form is determined by a simple harmonic law:

DR ¼ DRm cos 2Z ¼ DRm cosð4pz=LÞ

When the condition a = b is satisfied, the force caused by the magnetic field
balances the space-charge force on the average over the period of the field L. From
the equality a = b, a formula can be obtained for determining the optimum
amplitude of the magnetic induction, at which quasi-equilibrium motion of the
electron beam is ensured. It coincides with formula (B.3.7).

Comparing formulas (B.3.6) and (B.3.7), we find Bm ¼
ffiffiffi

2
p

B. In fact, this means
that the RMS value of the magnetic induction during the field period L, is
numerically equal to the equilibrium value of the magnetic induction of a homo-
geneous field Bms ¼ Bz.

B2
ms ¼

1

L

Z

L

0

B2
m cos2

2p

L
z

� �

dz ¼ B2
m

2

The magnetic periodic system presented in Fig. B.8, is located outside the
vacuum envelope of the device. In this version, it is widely used in traveling wave
tubes with a spiral slow wave system.

In a TWT with a coupled cavity slow wave system, the focusing system is
integrated into the slow wave system (Fig. B.9). The ring magnets 1 are located
outside the vacuum envelope, and the pole pieces 2 enter the vacuum envelope,
while simultaneously being the walls of the cavities. In order to ensure high con-
ductivity of the walls, the surfaces of the pole pieces are covered with a thin layer of
copper.

In magnetic periodic systems, barium ferrites, neodymium-iron-boron, and
samarium-cobalt are used as magnetically hard materials (permanent magnets).
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The pole pieces are made of soft magnetic material, for example, of technically pure
iron (Armco iron).

B.4 Electron Beam Energy Recovery Systems

In microwave vacuum devices, the electron beam is an instrument (intermediary)
used to convert the energy of a power source into microwave energy. The efficiency
of energy conversion is characterized by an electronic efficiency. This parameter is
defined as the ratio of the power transmitted by the electron beam to the electro-
dynamic system field Pe, to the total power of the electron beam P0 ¼ UaI0:

ge ¼ Pe=P0:

The power that is stored in the spent electron beam is called residual power Prez

Pres ¼ P0 � Pe ¼ P0ð1� geÞ:

It is possible to return a part of this power to the device power source and
thereby increase the efficiency of energy conversion. The process of returning the
power (energy) of the spent electron beam to a power source is called the recu-

perationof the electron beam energy. This process can be realized by decelerating
the spent electron flow in the region of the electron collector. If all the electrons in
the beam have the same velocities, they can be braked to a stop. As a result, the
electronic efficiency of the device will be equal to 100%.

In real beams there is a scatter of electrons in terms of energy. It can be caused
by a number of factors: thermal energy spread, the result of collisions of fast
electrons (the Boers effect) and the result of the interaction of electrons with the
electrodynamic system field (EDS). The last of these is of primary importance for
microwave devices. As a result of interaction with alternating electric fields of the
EDS, the electrons entering the collector can have a wide energy spectrum, less or
more than eUa.

Fig. B.9 Integrated periodic
magnetic system: 1 ring
magnets, 2 pole pieces
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Recuperation of the electron beam energy in a single-stage collector.
A single-stage collector is shown schematically in Fig. B.10. The first electrode of
the collector 1 has a potential equal to the potential of the electrodynamic system
(EDS), which is assumed to be zero, U1 ¼ Ues ¼ 0. A negative potential is applied
to the second electrode 2 U2 ¼ �aUa, where a\1 is the numerical coefficient, and
Ua is the anode voltage of the electron gun. It is assumed that the anode potential
Ua is equal to potential EDS: UA ¼ Ues ¼ 0, and the cathode potential U

к
is neg-

ative and equal to Uc ¼ �Ua. If the value of the coefficient is one, then the potential
of the second collector electrode is equal to the cathode potential: U2 ¼ Uc ¼ �Ua.
Difference in potentials of the first and second electrodes in an electric field creates
a decelerating field.

The electrons entering into the collector have a spectrum of velocities. As the
electrons move toward the second electrode, the electron velocity decreases. Slow
electrons can be completely retarded and their motion direction can be inversed.
Fast ones can overcome the braking field and land on the second electrode of the
collector.

Efficiency of recuperation is defined as the ratio of the power returned to the
power source Prec, to the residual beam power Presт:

gr ¼ Prec=Pres:

Recuperation efficiency of a single-stage collector is usually small.
Better results are obtained from two-stage collectors, the construction of which is

shown in Fig. B.11. The first electrode of the collector 1 is simultaneously a
manifold body. The second 2 and the third 3 electrodes are fixed inside this case
with ring isolators 4.

The first electrode has a zero potential, and negative potentials are applied to the
second and third electrodes U2 ¼ �a2Ua;U3 ¼ �a3Ua, where a2 and a3 are
numerical coefficients, a2\a3\1. By the appropriate choice of the coefficients a2

Fig. B.10 Single-stage col-
lector: 1 the first collector
electrode; 2 the second col-
lector electrode

Fig. B.11 Two-stage
collector
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and a3, the process of energy recuperation can be optimized and the maximum
value of recuperation efficiency ηc can be obtained. It is obvious that in the
two-stage collector it is possible to obtain a recuperation efficiency greater than in
the single-stage collector.

In the practical implementation of collectors with energy recovery, it is neces-
sary to take into account secondary electrons that arise as a result of bombardment
of the collector electrode surface. Under the action of the electric fields existing in
the collector, these electrons are accelerated and move along complex trajectories in
the direction of increasing potential, i.e. towards the inlet to the collector.

They can be deposited on collector electrodes having a higher potential than the
electrode potential from which they are emitted, or penetrate into the channel of the
electrodynamic system. The acceleration of these electrons consumes the energy of
the power source and thereby reduces recuperation efficiency. In addition, as a
result of the bombardment of the collector by secondary electrons, its thermal load
increases. The penetration of secondary electrons into the channel of the collector
can promote self-excitation of the device.

The effect of secondary electrons can be reduced by applying anti-emission
coatings to the receiving surface of electrodes and by selecting the geometry of the
electrodes.

Multi-stage collectors with soft electrons landing. The problem of secondary
electrons was most radically solved in multi-stage collectors, which have been
called collectors with a soft electron deposit.

One of the variants of such collectors is the Kosmal collector, shown in
Fig. B.12. The collector contains four stages, which are formed by five electrodes.

The first electrode has zero potential U1 = 0, negative potentials are given to the
others, respectively U2 = −0.55Ua, U3 = –0.75Ua, U4 = −0.95Ua, U5 = −Ua. The
fifth electrode with a potential close to the cathode potential has an axial projection,
which is called the reflector needle.

The configuration of the electrodes and the distribution of their potentials are
chosen in such a way that the electrons deviate from the axis of the collector and, as
a result of the braking process, are deposited on the rear surfaces of the electrodes.

Fig. B.12 Multi-stage collector design. 1–5 Electrodes with indicated potentials
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In this case, the secondary electrons knocked out by them fall into the retarding
electric field and the main mass returns to the electrode.

For collectors containing 4–5 steps, the efficiency of the collector can reach
60–80% depending on the type of device (klystron, TWT, etc.) and its operating
mode.
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Appendix C

Electrodynamic Systems of Microwave

Electron Devices

C.1 Cavity Resonators

C.1.1 Elements of the General Theory of Cavity

Resonators

In the absence of external currents, the electromagnetic field in the cavity resonator
(CR) is described by the Helmholtz equation:

r2Eþ k2E ¼ 0; ðC:1:1Þ

where E is electric field intensity, k ¼ x=c—wave number in free space, x—
angular frequency of field oscillations. This equation has an infinite countable set of
solutions, each of them having its own eigen wave number kj (eigen frequency
xj ¼ c=kj) and eigen function Ej. The kj and Ej together determine the cavity eigen

mode. At each mode, the cavity is characterized by the following basic parameters:

1. The complex eigen angular frequency of the j-th oscillation mode
x0j ¼ x0

0j þ jx00
0j, which is determined by the formula

x2
0j ¼ c2

R

V
e�1
r r�Hj

�

�

�

�

2
dV þ jxoj

H

S
Ej �H�

j

� �

dS
R

V
lr Hj

�

�

�

�

2
dV

:

The second term in the numerator of this expression expresses the power dis-
sipated in the cavity and radiated from it. If this power is zero and there is no energy

loss in the medium filling the resonator ðe00r ¼ l00r ¼ 0Þ, the eigen frequency is real,
otherwise it is complex. The real part of the angular frequency determines the
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frequency of the oscillations mode, and the imaginary part determines the rate of
their damping:

EjðtÞ ¼ Ejð0Þe�x00
0jtejx

0
0jt; HjðtÞ ¼ Hjð0Þe�x00

0jtejx
0
0jt:

2. Internal Q-factorQ0j ¼ x0
0j=ð2x00

0jÞ.
3. Wave (characteristic) impedance

qj ¼
Uej

�

�

�

�

2

2x0
0jWj

; ðC:1:2Þ

where Uej ¼ �
R 2
1 Ejdl is the equivalent voltage, defined as a linear integral on the

given line l between points 1 and 2, located on the surface of the resonator,Wj is the
energy stored in the resonator at a given mode of oscillation.

In electronics, the integration path is usually chosen as the charged particle
trajectory, so that equivalent voltage determines the intensity of the cavity electric
field effect on the charged particle.

4. Equivalent impedance and equivalent admittance

Rej ¼ qjQ0j; Gej ¼ 1=Rej:

An important parameter of the resonator is frequency separation, that is, the
difference between the frequencies of the working and neighboring oscillation
modes. Frequency separation is characterized by the parameter

df ¼ f0 � f1j j
f0

where f0 is the eigen frequency of the working mode; and f1 is the eigen frequency
of the closest mode to the working one.

All these parameters can be measured or calculated with the help of special
computer programs (Ansis HFSS, CST Microwave Studio, RFS, etc.).

C.1.2 Types and Structures of Cavity Resonators

The large frequency band in which microwave systems operate gives rise to a wide
variety of types and structures of cavity resonators that are used in these devices. In
microwave electronics, the cavities are mainly used for providing interaction of
their electromagnetic field with beams of charged particles.

Cavity resonators (CRs) are divided into closed and open types. Closed cavity
examples have the closed envelope impenetrable to the electromagnetic field, while
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open cavity examples have no such envelope. To increase the efficiency of inter-
action, the electric field of the closed cavities should be concentrated in the zone
where a charged particles beam passes through the cavity. Consequently, the
magnetic field is concentrated in other parts of the resonator. These parts can be
attributed to capacity and inductance, that is, such resonators are well described by
equivalent circuits. They are called resonators with quasi-lumped parameters.

One of the most common quasi-lumped cavities is the re-entrant (toroidal)
cavity, the scheme of which is shown in Fig. C.1. It includes a cylinder 1 closed by
covers with bushes 2. In the bushes, there are axial holes, forming a transit canal 3.
The space between the bushes forms a high-frequency gap in which the electric
field of the working mode of oscillations is concentrated. Holes can be tightened by
metal grids (grid gap) or be without grids (gridless gap).

Consider an electric field in the gap. For the longitudinal component of the
electric field of an azimuthally homogeneous mode in the cylindrical coordinate
system, (C.1.1) assumes the form

1

r

@

@r
r
@Ez

@r

� �

þ @2Ez

@z2
þ k2Ez ¼ 0: ðC:1:3Þ

In the gridded gap, the electric field can be assumed to be homogeneous with a

sufficient degree of accuracy, that is @2Ez=@z
2 ¼ 0. Equation (C.1.2) in this case

turns into the Bessel equation, the solution of which has the form

Ez ¼ AJ0ðkrÞ; ðC:1:4Þ

where J0ðxÞ is the Bessel function of the first kind of zero order. The graphs of the
Ez distribution along the radius for various ka values is shown in Fig. C.2. We can
see that for ka ¼ 1, field distribution is rather homogeneous.

Electric field distribution in symmetry planes of the re-entrant cavity, obtained
with the help of a simulation program, are shown in Fig. C.3. As can be seen, the
maximum value of the longitudinal component of the electric field placed near the
bushes ends.

Figure C.1 shows the H-shaped cavity. However, one of its symmetrical halves
(the U-shaped cavity) can also be successfully used (under other equal conditions,
the H-form cavity has the advantage of a higher wave resistance).

Fig. C.1 Scheme of a
re-entrant resonator
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Cavities with gridless gaps are used mainly in high-power devices, in which
grids do not withstand the thermal load that arises from the electron bombardment.
A magnetic field is concentrated in the peripheral part of the resonator. An electric
field in a gridless gap depends on coordinate z. Hence, all components should be
conserved in (C.1.2). To solve this equation, we represent the field strength as the
product of two functions:

Ezðr; zÞ ¼ wðrÞfðzÞ:

Substituting in (C.1.2), after simple transformations we obtain

d2w

dr2
þ 1

r

dw

dr
þ k2cw ¼ 0; ðC:1:5Þ

f00 þ b2ef ¼ 0; ðC:1:6Þ

Fig. C.2 Distribution of the electric field along the radius of a resonator with a grid gap

Fig. C.3 Distribution of the electric field in the transit channel of a toroidal resonator
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where with dashes denoting the differentiation with respect to coordinate z and

b2e þ k2c ¼ k2.
The solution of the equation C.1.6 is

fðzÞ ¼ A cos bezþB sin bez; be ¼ x=ve:

Admissible electron transition angle in gap bed = 2p/3 (coupling factor 0.825).
From this be ¼ x=ve ¼ 2p=ð3dÞ, where ve is the electron velocity in the resonator
gap, and d is the length of the gap. Since electron velocity is always less than the

speed of light in a vacuum, be[ k and k2c\0. Consequently, k is an imaginary
number: kc ¼ jc, where c is the real number. Considering that, (C.1.5) can be
rewritten:

d2w

dr2
þ 1

r

dw

dr
� c2w ¼ 0: ðC:1:7Þ

The solution of this equation with a finite value on the cavity axis, is written in
the form of a modified Bessel function of the first kind of zero order:

wðrÞ ¼ AI0ðcrÞ:

Thus, the distribution of the electric field in the transverse cross-section of the
transit canal is described by the formula

EzðrÞ ¼ Ez0
I0ðcrÞ
I0ðcaÞ

; ðC:1:8Þ

where Ez0 is the longitudinal component value of the electric field intensity at the
boundary of the transit canal. The graph of the function EzðzÞ is shown in Fig. C.4
for different values of ca. As can be seen, on the axis of the transit canal the field
intensity is less than on its boundary. The non-uniformity of the field leads to a
non-uniform interaction of electrons with the field of the resonator.

Fig. C.4 Distribution of the
electric field along the radius
in a resonator with a gridless
gap
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In order to reduce the negative effects of this effect, the transit-channel radius is
usually chosen from the condition ca � 0.9, which corresponds to the ratio E z(0)/
E z(a) � 0.8.

An analogue of the re-entrant cavity is the brick cavity with bushes, designed to
interact with a sheet electron beam (Fig. C.5). The resonator consists of a paral-
lelepiped volume with lamellae 3. The transit canal 1 and gap 2 have a rectangular
shape. The distance between lamellae and side walls is approximately kc=4, where
kc is the cutoff wavelength for the rectangular waveguide. Hence, magnetic wall
boundary conditions exist at the ends of the lamellae. This provides homogeneous
field distribution along lamellae.

Consider the field distribution in the transit canal of the cavity. Assuming that
the field is homogeneous along the y-axis, we write the Helmholtz equation:

@2Ez

@x2
þ @2Ez

@z2
þ k2Ez ¼ 0:

Performing transformations analogous to those used to analyze the field in the
re-entrant cavity, we obtain an expression for the function describing the distri-
bution of the field in the cross section of the transit channel:

wðrÞ ¼ A coshðcrÞ:

The graphs of this function for different values of ca are shown in Fig. C.6.
Usually the ratio Ezð0Þ=EzðaÞ should not be greater than 1.25. Hence, the condition
ca
 0:7 should be satisfied. As can be seen, this is a more stringent condition than
for a cylindrical channel.

Figure C.7 shows the distribution of the electric field in the H-shaped resonator
along the x, y, z axes calculated using the simulation program. As can be seen, the
distribution of the field along the x axis is close to uniform.

To interact with hollow electron fluxes, cavities with an annular gap are used.
The scheme of such a cavity and the distribution of the field in it are shown in
Fig. C.8. Ring cavities (Fig. C.9) are used for the same purposes. These resonators
can also be used in multi-beam devices.

Fig. C.5 H-shaped resonator
for interaction with a sheet
beam
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Fig. C.7 The calculated field distribution in the gap of the flat H-shaped resonator: a along the
x-axis; b along the z-axis; c along the y-axis

Fig. C.6 Field distribution in the gap of a gridless cavity

Fig. C.8 A re-entrant cavity with an annular gap and the distribution of the electric field in it
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The desire to increase the wave impedance of the resonator has led to the
appearance of multi-gap resonators. Let us imagine that, using the coupling ele-

ments, N single-gap resonators are combined into one so that the electron beam
sequentially penetrates all the gaps. The distance between the gaps is chosen such
that the electron beam passes each of them in the same phase of the field. It is
obvious that in this case the energy stored in the resonator increases by a factor of
N, and the total voltage acting on the electron beam also increases by a factor of
N. But, since in the formula for the wave resistances the voltage is squared, the
wave resistance increases by a factor of N compared with its value for a single-gap
resonator. In fact, the gain is less, since part of the energy is stored additionally in
the communication elements, but it is still significant.

The most commonly used is a two-gap resonator based on a coaxial or strip line.
The line is shorted at one end and contains a hole for the electron beam to pass on
the other end. The same holes are also made in the bushes on the outer case of the
resonator (Fig. C.10). The length of the line is close to a quarter of the wavelength.
The electric fields in the gaps are directed in opposite directions, so the transition
angle between the centers of the gaps should be 180°. The wave impedance of such
resonators can reach 200 X.

Resonators with a large number of gaps are formed from the short-circuited
section of the slow wave system (SWS). Usually, a SWS of coupled cavity type, a
comb-like SWS or an interdigital SWS are used. Section C.3 a contains a more
detailed description of the properties of these cavities.

Fig. C.9 A ring cavity and the distribution of the electric field in it
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In multi-barrel devices, special resonators are used, the designs of which can be
quite complex. One such design, developed at the Saratov Technical University and
intended for a four-barrelmulti-beam klystron is shown in Fig. C.11. The two-gap
resonator consists of a cylindrical body 1 with a rod 2, on which radial rods with
blocks of passing tubes 3 are located. The inductive loop 4 is intended to couple the
resonator to the external transmission line. Unfortunately, the complexity of the
design does not allow the use of similar resonators in the short-wave part of the
microwave band.

Open waveguide resonators (OWR) are used in gyro-resonance devices. Such a
resonator consists of a circular inhomogeneous waveguide segment 1 (Fig. C.12a),
one end of which is connected to a canal 2 serving to inject an electron beam, and
the other end is connected via a diaphragm 3 to a waveguide 4 through which
energy is output. This waveguide serves as a collector for waste electrons. The
shape of the resonator, i.e., the dependence of the radius of waveguide 1 on
coordinate z, is chosen such as to obtain the optimum field distribution along the
length of the resonator, ensuring the most effective interaction with the electron
beam (Fig C.12b). Diaphragm 3 provides the necessary degree of resonator cou-
pling with the waveguide and determines its loaded Q-factor. In powerful devices, it
may be absent.

Since in gyro-resonance devices, electrons transfer their rotational motion
energy to the field, OWR uses oscillations of the form TEmnp, without longitudinal

Fig. C.10 Two gaps strip-line cavity
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Fig. C.11 Two-gap resonator
for a multi-barrel klystron

Fig. C.12 Waveguide open
cavity. a shape, b field distri-
bution along axis

Fig. C.13 Equivalent circuit of a resonator near the eigen frequency: a parallel, b series
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electric field components. The longitudinal index p is usually chosen as equal to
one, and because cavity length L � k, the eigen frequency of the resonator is
approximately equal to the cutoff frequency of the waveguide averaged over its
length. The second index determining the distribution of the field along the radius is
chosen such as to provide maximum value of the azimuthal component of the
electric field in the region of the electron beam. The first index determines the
number of variations of the field along the azimuth. Often, it is chosen to be zero,
since oscillations of the form H 0np have the greatest quality factor.

C.1.3 Excitation of Cavity Resonators

Near the eigen frequency, the resonator can be represented by an equivalent circuit
in the form of a parallel (Fig. C.14a) or sequential (Fig. C.14b) LC oscillatory
circuit, the parameters of which are determined by the electrodynamics parameters
of the resonator for a given mode of oscillation:

Le ¼ q=x0
0; Ce ¼ 1=ðx0qÞ:

For a parallel circuit

Ge ¼ 1=ðQ0qÞ;

for a series circuit

Re ¼ q=Q0

The input admittance of a parallel equivalent circuit near the eigen frequency:

Yin ¼ Gin þ jBin ¼ Ge þ j xCe � 1=ðxLeÞ½ � ¼ Geð1þ jnÞ;

Fig. C.14 Dependence of admittance (a) and impedance (b) on frequency of the parallel
equivalent resonator circuit
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where

n ¼ Q0
x

x0
0

� x0
0

x

� �

� 2Q0ðx� x0
0Þ

is the generalized detuning. The overall impedance of this circuit:
Zin ¼ Rin þ jXin ¼ 1=Yin. The graphs of these dependencies are shown in Fig. C.14.
As we see, the active conductivity near the resonance remains constant, and the
reactive conductivity varies linearly. The greatest value of active impedance Rin ¼
1=Ge is observed at resonance (n = 0). The active impedance of the resonator
decreases by a factor of two at n ¼ 1, which determines the bandwidth of the
resonator.

Analogous, the input resistance of a serial circuit Zin ¼ Rin þ jXin ¼
Re þ j xLe � 1=ðxCeÞ½ � ¼ Reð1þ jnÞ:

The graphs of dependencies Rin and Xin are similar to the graphs of Fig. C.15
substituting Y with Z.

If the resonator is connected to an external circuit, part of the oscillation energy
goes into the load of this circuit (or is radiated into the free space). In this case, an
external and loaded Q-factor of the resonator are introduced:

Qout ¼
W

x0
0Pout

; Ql ¼
W

x0
0ðPout þP0Þ

;

where P0 and Pout are power dissipated in the resonator and its external circuit.
Obviously the ratio is valid

1

Ql

¼ 1

Q0
þ 1

Qout

Fig. C.15 Cavity loaded
with external transmission
line through the coupling
element (a). Equivalent circuit
recalculated in the primary
circuit (b)
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Various circuits are used to connect resonators to external transmission lines—
inductive loops, pins and holes in the walls of the resonator. Sometimes the tip of
the pin is connected to some element of the resonator structure. Such a connection
is called conductive. The equivalent circuit of any coupling element can be rep-
resented as an ideal transformer, in series or in parallel with the primary winding of
which (connected to the resonator) reactivity of the coupling element is connected.
Loops and pins are used, as a rule, to couple with the coaxial transmission line and
holes (diaphragm)—with waveguides. In open resonators so-called diffraction
coupling is also used, where part of the resonator energy excites the wave in the free
space through the hole in the mirror.

Consider the excitation of the resonator from an external source, using an
equivalent circuit of the resonator in the form of a parallel LC circuit. Most
interesting is the dependence of the voltage on the capacitor (on the resonator gap)
on the excitation frequency. The entire equivalent circuit is shown in Fig. C.15a. It
consists of a generator 1, a transmission line 2 with wave impedance Z 0, a coupling
element consisting of an ideal transformer 3 with a transformer coefficient n, of the
coupling element intrinsic reactivity 4 and the resonator 5 with parameters L 0, C 0,
G 0. The gap of the resonator corresponds to the capacitor C 0. In parallel, electronic
conductivity is connected Ye ¼ Ge þBe (see Sect. 4.2.4). With small changes in
frequency, the active part of the electron conductivity can be considered indepen-
dent of frequency, and the reactive part, proportional to it. In this case, it is possible
to simplify the equivalent resonator circuit by entering parameters G ¼ G0 þGe,
C ¼ C0 þBe=x. We note that if amplitude and phase conditions are satisfied at a
certain frequency G0 þGe 
 0, B0 þBe ¼ 0, the resonator is self-excited at this
frequency (if there is no coupling with the load).

After recalculating the circuit parameters in the primary circuit of the transformer
(Fig. C.15b), the input resistance of the coupling element is determined by the
formula

Fig. C.16 Equivalent circuit
of a resonator excited by
electron beam (a). Circuit
with the load recalculated in
the primary circuit (b)
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Zin ¼ Rin þ jXin ¼ Xþ 1

Y 0 ¼ Xþ R0
e

1þ jn
¼ Xþ R0

eð1� jnÞ
1þ n2

;

where R0
e ¼ q0Q ¼ n2Re. To fully transfer power from the generator to the load, it is

necessary that

Rin ¼
n2Re

1þ n2
¼ Z0;

Xin ¼ X � n
n2Re

1þ n2
¼ 0:

From these equations, we obtain a generalized detuning necessary for matching
the resonator with the generator:

nopt ¼ X=Z0:

The voltage on the resonator gap:

U ¼ I2Z ¼ I2Re

1� jn

1þ n2
¼ I2

Re

1þ n2
eju;

where u ¼ arctanð1=nÞ. Since I2 ¼ I1=n and I1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

2P=Z0
p

for the gap voltage
modulus we obtain the expression

jUj ¼
ffiffiffiffiffi

Re

Z0

r

1

1þ n2
¼

ffiffiffiffiffiffiffiffiffiffi

2PRe

p ReZ0

Z2
0 þX2

;

where P is the excitation power. At the same power supply, the voltage on the gap
increases as the equivalent resonator impedance increases and as the reactive
resistance of the coupling element decreases.

A bunched electron beam can excite the oscillations in the resonator. In this case,
the equivalent circuit of the device has the form shown in Fig. C.16a. The electron
beam creates an induced current in the resonator circuit I

н
. The effect of the electron

beam is also taken into account by electronic conductivity Ye, parallel to the gap
capacity C0. A transmission line with a wave resistance is connected with the
resonator Z

в
. The same scheme with TL parameters recalculated in the resonator

circuit is shown in Fig. C.16b.
The load power is given by

Pl ¼
1

2
Uj j2G0

g

where G0
g ¼ n2=Zg. Ignoring the reactive resistance of the coupler, we find the

voltage on the load:
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U ¼ I

G0 þGe þG0
g þ j xCe � 1=ðxLeÞþBe½ � :

Obviously, the maximum voltage corresponds to the frequency at which the
imaginary part of the denominator of the last formula is zero:

Plmax ¼
IHj j2
2G0

g

1þ G0 þGe

G0
g

 !2

:

The output power increases when the coupling of the resonator with the load
decreases (transformation coefficient n). However, power growth stops when
the voltage reaches value U0. Further reduction of the load leads to the
appearance of the rejection effect, as a result of which the induced current begins
to decrease.

Filter systems. To expand the device bandwidth coupled resonators are often
used in the output circuit of the klystron. The active cavity (excited by an electronic
current) is coupled with a passive resonator located in the output transmission line.
As a rule, a passive resonator has the form of a waveguide segment, bounded by
two inductive apertures or rods.

Figure C.17 shows one of the variants of coupled cavities. The toroidal resonator
1 through diaphragm 2 is connected to a rectangular waveguide 3. Usually a
non-standard waveguide with a reduced size of a narrow wall is used. A waveguide
segment located between inductive irises 4 forms the passive resonator. The
waveguide 5 is connected to a vacuum window (not shown in the figure). The
distance from the active resonator to the passive resonator must be an integer
number of half-waves, such that the transformation ratio of this segment is equal to
one.

Figure C.18 shows frequency response characteristics of a single output res-
onator (curve 1) and an output resonator with a passive resonator (curve 2). As
can be seen, the use of a passive resonator allows a significant increase in the
bandwidth of the output system due to a certain decrease in the amplitude of the
output voltage.

Fig. C.17 Output circuit
with passive cavity
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C.2 Slow Wave Systems

C.2.1 Characteristics and Parameters of SWS

Slow wave systems (SWS) are used in O-type TWT, twistrons, M-type devices,
orotrons and some other microwave devices. Short-circuited or closed in ring SWS
segments form multi-gap cavities, used in klystrons with distributed interaction and
magnetrons.

The purpose of SWSs is to slow down the phase velocity of the wave propa-
gating in it np times compared to the speed of light in vacuum. This allows a
long-term interaction of the SWS field with the electron beam, because the wave in
SWS and the electrons in the beam move with almost identical velocities. SWS is a
transmission line (TL), which coincides with itself during displacement (translation)
by a distance that is a multiple of a certain minimum distance, called the SWS
periodD (periodic TL). There exist one-dimensional SWS in which alignment is
possible for translation in only one direction, and two-dimensional periodic SWS,
in which alignment occurs upon translation in two independent directions. The most
common are one-dimensional SWS, which are considered in this appendix.

In SWS, as in any transmission lines, the existence of different wave modes is
possible. Based on Floquet’s theorem, the electromagnetic field of each mode can
be represented as a superposition of spatial harmonics:

EðzÞ ¼
X

1

p¼�1
Epe

�aze�jbez; HðzÞ ¼
X

1

p¼�1
Hpe

�aze�jbez;

where p is the harmonic number; Ep;Hp are complex amplitudes of its electric and
magnetic fields intensities; bp ¼ ðuþ 2ppÞ=D is the harmonic phase constant;

�p
u
 p is the phase shift on the SWS period; and a is the attenuation constant,
common to all harmonics. The phase velocity of the harmonic is given by

vp ¼
x

bp
¼ xD

uþ 2pp
: ðC:2:1Þ

Fig. C.18 FRC of a single
output resonator (1) and an
output resonator with a pas-
sive resonator (2)
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Group velocity

vgp ¼
dbp
dx

� ��1

¼ D
du

dx

� ��1

;

obviously is common for all harmonics.
Amplitudes of spatial harmonics are defined as the coefficients of the Fourier

series:

Ep ¼
1

D

Z

D=2

�D=2

EðzÞejbpzdz; Hp ¼
1

D

Z

D=2

�D=2

HðzÞejbpzdz:

Usually, harmonics with small absolute numbers pj j have the largest amplitude.
The spatial harmonic having the greatest phase velocity is called the fundamental

harmonic.
The dispersion characteristic of a SWS is constructed as the dependence of the

phase velocity deceleration np ¼ c=vp on wavelength in free space. Another form of
the dispersion characteristic is the dependence of the wave number in free space on
the phase constant. The dispersion characteristic allows the determination of the
type of spatial harmonic dispersion: (normal positive, anomalous positive or
anomalous negative), phase and group velocities.

In addition to dispersion, an important characteristic of SWS is the coupling

impedance of the spatial harmonic, defined by formula

Rcp ¼
Ezp

�

�

�

�

2

2b2pP
; ðC:2:2Þ

where Ezp is the amplitude of the electric field intensity of the p-th spatial harmonic;
and P is the power transmitted by this mode. Coupling impedance depends on the
spatial harmonic number and on the frequency.

In the millimeter band, the attenuation constant of SWS a, is important and can
significantly affect the parameters of the device.

C.2.2 Main Types of SWS

Helical SWS. A helical SWS was used in the first TWT created by Kompfner, and
is still widely used in these devices. The simplest helical SWS consists of copper or
molybdenum wire, coiled into a spiral and placed in a metal shell (screen)
(Fig. C.19a). The spiral conductor can have a rectangular cross-section (ribbon
spiral) 1 (Fig. C.19b). The spiral inside the screen 2 is supported by ceramic support
rods 3. In SWS with a circular conductor, the amplitudes of higher spatial

Appendix C: Electrodynamic Systems of Microwave Electron Devices 533



harmonics (|p| > 0) are insignificant compared to the fundamental (p = 0). In SWS
with a ribbon spiral, the amplitudes of the higher spatial harmonics with p = ±1 are
comparable with the fundamental harmonic, which makes it possible to use such
SWS in the BWO.

Figure C.19c shows a SWS with two spirals with counter-coiling and Fig. C.19d
shows a ring-rod SWS type, which can be considered as a kind of helical SWS with
counter-coiling. This type of SWS is characterized by a rigid construction and is
used in high-power TWTs. A SWS with a double helix is distinguished by strong
dispersion and a narrower bandwidth in comparison with a conventional helical
SWS.

In the roughest approximation, we can assume that the wave in a helical SWS
propagates along the wire at the speed of light. Then the deceleration of the phase
velocity (slowing factor) of the basic spatial harmonic can be found as the ratio of
the turn length to the period:

np0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2paÞ2 þD2

q

D
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2pa

D

� �2
s

¼ 1

sin n
;

where n ¼ arctg½D=ð2paÞg is the winding angle of the spiral. As can be seen, this
quantity is independent of frequency, that is, there is no dispersion in the helical
SWS. In fact, the dispersion of the fundamental spatial harmonic in a helix SWS is
observed, but in a very wide frequency band it is sufficiently small (Fig. C.20). To
control the shape of the dispersion characteristic, radial metal fins are connected to
the screen (Fig. C.21). By adjusting the height and number of fins, it is possible to
control the shape of the dispersion characteristic.

The coupling impedance of the fundamental harmonic in a helical SWS has a
value in the order of 100 X and depends, comparatively weakly, on the frequency.
Supporting rods and radial fins (if any) strongly influence the value of coupling
impedance. To increase Rc, it is necessary to choose a rod material with a low
dielectric constant.

A helical SWS has a low heat dissipating capacity. Therefore, it cannot be used
in powerful devices. To improve the thermal characteristics, the rods are sometimes
made of ceramics based on beryllium oxide, which has good thermal conductivity.
Sometimes metal rods with diamond endings are used to make thermal contact with

Fig. C.19 Spiral SWS. a With round spiral wire; b with a ribbon spiral; c with double helix
counter winding; d ring-rod type
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the spiral. Such holders simultaneously correct the dispersion characteristic of the
SWS.

Coupled cavity chain typeof SWS(CCC-SWS). They have a rigid structure
providing good heat dissipation. Therefore, they are used in high-power O-type
TWT. SWS design is shown in Fig. C.22. The circular waveguide 1 is divided by
diaphragms 2 into separate resonators. Slots 4 serve to couple the resonators with
each other. The number of slots in the diaphragm, their dimensions, and the angle of
rotation relative to adjacent slots can vary. Usually, one slot is used, rotated at an
angle of 180° with respect to neighboring slots, as shown in Fig. C.22.

Dispersion of the fundamental spatial harmonic CCC-SWS (p = 0) is negative,
therefore in TWT, the negative first harmonic is used as the working one (p = –1)
which has positive dispersion. Figure C.23 shows dispersion characteristics and
coupling impedance of the minus one spatial harmonic of a typical CCC-SWS in
the two lowest-frequency pass bands, resonator and slot. These pass bands are so
named because the boundary frequency of one of them practically coincides with
the eigen frequency of the resonator without the coupling slots, and the boundary
frequency of another pass band (in this case, a higher one) coincides with the eigen
frequency of the slot.

Fig. C.21 Helix SWS with
rods. 1 metallic shell; 2 spiral;
3 dielectric rods, 4 metal fins

Fig. C.20 Dispersion char-
acteristic of the helix SWS
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The relative width of the resonant bandwidth is 36%, the coupling impedance in
this band varies from 0.2 to 10 X. By choosing the geometric parameters of the
SWS, it is possible to connect the resonator and slotted bandwidths, creating one
wide band.

COMB SWS are used in TWTO of the millimeter band due to their simple and
rigid design. The use of them is particularly effective in devices with a sheet
electronic beam. Designs of some varieties of comb SWS are shown in Fig. C.24.
Figure C.25a shows a simple open comb with grooves of rectangular shape. The
electron flow is passed between the ends of the ridges and the screen. Dispersion

Fig. C.22 Coupled cavity SWS. 1 round waveguide; 2 diaphragm; 3 bushes with drift holes,
4 slots

Fig. C.23 Dispersion characteristic of a CCC-type SWS in two bandwidths
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characteristics of the comb for different ratios of the transit canal height d to the
groove depth h are shown in Fig. C.25.

Dispersion increases with increasing ratio d/h, however, this also increases the
coupling impedance. In electronic devices, metal walls close the comb on its sides.
The walls are nearly a quarter of the wavelength from the ridges. Such a screen has
little effect on the dispersion characteristic of the comb. Comb grooves can have
different shapes and sizes. More about this is written in the section on multi-cavity
magnetrons.

Figure C.25b shows an interdigital comb SWS. In such a system, the field of
each wave mode can be represented as the sum of two sets of spatial harmonics,
called symmetric and anti-symmetric components. If for one of the components the
phase shift for the SWS period is equal to u, then for the other it is equal to p� u.
The electric field of the symmetric component is symmetric with respect to the
sliding plane symmetry SWS, and the electric field of the antisymmetric component
is antisymmetric and equals zero in the plane of symmetry. Therefore, the electron
beam passing through the transit canal in the symmetry plane interacts only with the
symmetric component of the total field.

Fig. C.24 Crested SWS: a comb with a screen; b interdigital SWS

Fig. C.25 Dispersion char-
acteristics of a comb SWS
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The dispersion characteristic of the zero spatial harmonic of the interdigital SWS
is shown in Fig. C.26. The symmetric component (curve 1) has a negative dis-
persion, which makes it possible to use this SWS in wide-band BWO.

Stub SWS are used in type-O TWT and BWO, as well as in M-type devices
(mitrons and magnetrons). Figure C.27 shows the most common types of rod SWS:
ladder SWS with a ledge (Fig. C.27a) and groove (Fig. C.27b), interdigital stubs

Fig. C.26 Dispersion char-
acteristic of an interdigital
comb SWS

Fig. C.27 Stub SWS. a Ladder-type with a ledge; b ladder-type with a groove; c interdigital type;
d meander type
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SWS (Fig. C.27c) and meander (Fig. C.27d). The dispersion characteristics of
ladder SWS are shown in Fig. C.28. As can be seen, they have a strong dispersion,
but a simple design allows them to be used in TWT of the millimeter band.

The interdigital SWS have a dispersion characteristic similar to the SWS
counter-type combs (Fig. C.27). They are used in the BWO. The SWS dispersion
characteristic of the meander type is shown in Fig. C.29. The symmetrical com-
ponent of this SWS has a small dispersion at u
 0:3p, which allows these systems
to be used in broadband TWTs. Coupling impedance of the symmetric component
of the main spatial harmonic in the rod SWS amounts to tens of Ohms.

Note that the pin structure of this type of SWS can be located on a dielectric
substrate (also made in the form of a printed circuit board). Such systems provide a
greater deceleration with decreasing coupling impedance.

C.3 SWS-Based Resonators

The SWS segments can be used as resonators. There are two types of resonators -
linear, made of the rectilinear SWS segment, short-circuited at both ends, and
annular ones made of a SWS segment, closed in a ring.

Fig. C.29 Dispersion char-
acteristics of a meander-type
SWS: 1 symmetric compo-
nent; 2anti-symmetric

Fig. C.28 Dispersion char-
acteristics of a ladder-type
SWS: 1 with ledges; 2 with
grooves
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The resonance condition in the linear resonator is the addition of a wave
reflected twice from the ends, with the original wave. This condition is written as
follows:

2uN ¼ 2pmþ 2p; ðC:3:1Þ

where N is the number of periods of the SWS; m = 0, 1, … is the integer number,
the last term on the right-hand side takes into account that when reflected from an
ideally conducting wall, the phase of the wave changes by 180°. From (A.3.34) it
follows that the phase shift on the SWS period can take fixed values

um ¼ pm

N
:

Each value of m corresponds to a particular resonator mode of oscillation, which
has its own eigen frequency xm. Since the phase shifts lay in the range 0
u
 p, in
this type of resonator there can exist N þ 1modes corresponding to m ¼ 0; 1; . . .;N.
The first mode ðm ¼ 0Þ of oscillation is usually called the zero mode, and the last is
called the p-mode. These types are, as a rule, operable.

It should be noted that, since for p-type oscillations the longitudinal components
of the electric field in adjacent periods have opposite directions, it is necessary to
use boundary conditions of a magnetic wall type on the ends of the resonator. Since
this is impossible, the p-type oscillations in the resonators are not excited, and the
last type is with m = N − 1. It is not difficult to see that a field of this type also has
an opposite direction in neighboring periods, However, the amplitude of the field
varies from gap to gap, taking the maximum value in the middle of the resonator
(Fig. C.30). The dashed curve in this figure shows the envelope of the field
amplitude in the gaps, and the solid curve shows the amplitude of the longitudinal
component of the electric field in the gaps. To correct the distribution of the field,
SWS periods are made unequal.

Calculating the wave impedance of a multi-gap resonator according to the for-
mula (C.1.1) can produce a result of zero, as, for example, for a two-gap resonator
with identical gaps operating on the p-mode.

Fig. C.30 The distribution of
the longitudinal component of
the electric field in the gaps of
the multi-gap resonator on
p-mode
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It should be taken in mind that in microwave electronics, wave impedance
characterizes the degree of the resonator field effect on a charged particle. In order
for this effect to be maximum, the velocity of the particle must be chosen such that
each gap it transits is in the same field phase. Then the action of all the gaps on the
particle is summed. Therefore, in formula (C.1.1) the equivalent voltage must be
calculated from formula

Ue ¼
Z

L

0

EzðzÞj jdz;

taking the absolute value of the field strength in each gap.
In ring resonators based on SWS, resonance is observed if the wave, passing

through the resonator, coincides in phase with the original wave, i.e.,

uN ¼ 2pm; m ¼ 0; 1; . . .;N=2:

Hence, the values of the phase shift angle corresponding to different modes of
oscillations in the ring resonator:

um ¼ 2pm=N:

Each mode has its own eigen frequency, which can be determined from the
dispersion characteristic of the SWS. As a working type, the p-type (m = N/2) is
often used.

C.4 Vacuum Windows

Energy input and output from the vacuum device must be carried out through
vacuum-tight transitions, which are called vacuum windows. The design of vacuum
windows depends on the type of transmission lines into which they are integrated
and the level of transmitted power.

Low-power coaxial vacuum windows consist of a section of a coaxial trans-
mission line into which a ceramic insulator is soldered (Fig. C.31). The diameter of
the inner conductor at the location of the insulator is reduced such that the wave
impedance of the line remains constant.

Waveguide windows consist of a segment of a rectangular waveguide 1
(Fig. C.32), into which the metal diaphragm 2 is soldered. The diaphragm is made
of metal, the thermal expansion coefficient (TEC) of which is close to the TEC of
ceramic.

The ceramic insulator 3 is soldered into the diaphragm 2. The dimensions of the
aperture in the diaphragm are selected such that the window has almost zero
reflection coefficient at the operating frequency of the device. The formula for
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determining ceramic window dimensions a0; b0 is obtained using equality of wave
impedances of the waveguide section filled by air and ceramic:

b0

b
¼ a0

a

ffiffiffiffiffi

er

lr

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� k

2a0

� �2 1

erlr

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� k

2a

� �2
s
2

4

3

5

�1

;

where a; b are the empty waveguide cross-section dimensions, er; lr—relative
permittivity and permeability of the ceramic.

To output energy from high power devices, can windows are used (Fig. C.33).
They consist of a circular waveguide segment 2 built into a rectangular waveguide
1. A wave of H10 mode in a rectangular waveguide excites a H11 mode in a circular
waveguide. At the other end of the circular waveguide, the H11 mode is converted
back to an H10 wave type in a rectangular waveguide. The length of the circular
waveguide is chosen as equal to half the wavelength. If the resonator formed by a
circular waveguide segment is weakly coupled to rectangular waveguides, an
almost standing wave is established in it, and in the middle plane, where the
vacuum window 4 is located, the electric field intensity decreases almost to zero,
which sharply reduces losses in ceramics and heat release in it . Conditions for the
occurrence of electrical breakdown on the surface of ceramics are also hindered.
However, the bandwidth of such a window is very small, so the coupling with the

Fig. C.31 Coaxial vacuum window: 1 external conductor; 2 internal conductor; 3 ceramic isolator

Fig. C.32 Waveguide vacuum window: 1 waveguide; 2 diaphragm; 3 ceramic insulator
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waveguides is done sufficiently strong and the field in the ceramic region is
attenuated 1.5–2 times compared to the traveling wave field in a circular waveguide
of the same cross section. Nevertheless, such windows can transmit large power, up
to several megawatts. If necessary, the external surface of the circular waveguide is
forced-cooled with air or liquid. Ceramic based on Al2O3, BeO, quartz and syn-
thetic diamond is used as a material.

It should be noted that the dielectric sheet itself is a resonator, with resonant
frequencies that can lie in the operating frequency band of the device. Therefore,
the parameters of the sheet (thickness, radius, dielectric permittivity) should be
chosen so that there are no parasite resonances in the operating frequency band of
the device.

The windows with conical insulators (Fig. C.34) can have even greater impulse
power, since they have a longer path for surface breakdown. However, the heat
dissipation path from ceramics in such windows is longer than in planar ones, so it
is inappropriate to use them to pass large average power. In modern high-power
devices, conical windows are rarely used.

Modern window structures can transmit power of up to 10 MW in pulsed mode,
and hundreds of kW in continuous mode in the three-centimeter wavelength band.
The operating bandwidth is usually 10–15%, reaching up to 50% in special designs.
Nevertheless, in high-power microwave devices, the power transmitted by the
window is sometimes insufficient, and several power outputs must be made so that
the output power is shared between them.

Fig. C.33 A can waveguide
window: 1 rectangular
waveguide; 2 circular waveg-
uide; 3 diaphragm; 4 ceramic
window

Fig. C.34 A can waveguide
window with conical insula-
tor: 1 rectangular waveguide;
2 circular waveguide; 3 dia-
phragm; 4 ceramic window
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457, 492

free particles, 24
heating length, 28, 492
high electron mobility, 9
impulse relaxation, 27
kinetic coefficients, 29, 493
kinetic energy, 11, 19, 19, 48, 49, 53–55,

63, 69, 90, 109, 110, 122, 126, 142,
177, 178, 185, 203, 216, 219, 236,
2666, 267, 279, 312, 495

lifetime, 15, 27, 79, 246, 322, 337, 364,
386, 499
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Charged particle (cont.)
mobility, 7, 8, 22, 29, 30, 51, 52, 76, 323,
324, 326, 328, 329, 348, 421, 423, 468,
471, 480, 481, 485, 486, 493
Newton equation, 18
potential energy, 19, 24, 75, 203, 210, 216,

243
Chemical potential. See Fermi energy
Classes of devices, 74
Classical distribution function. See Boltzman

funcion
Coefficient of convergence. See Compression
Coherer, 3
Collector, 76
Conduction band, 328
Conservation laws, 23, 28, 401, 426, 457

charge conservation, 17, 114, 172
energy conservation equation, 23
energy conservation law, 19
generalized particles number conservation

equation, 23
particles number conservation law, 22

Continuity equation, 17, 158, 213, 461
Control diodes. See p-i-n diodes
Current, 12, 93

convection current, 17, 50, 54–56, 59,
61–63, 98, 114–116, 120, 121, 151,
152, 157, 176, 393, 403

convective current, 16
displacement current density, 17, 403
induced current, 36, 57, 58, 61, 63, 101,

121, 419
total current, 17, 61, 92, 411

Cyclotron resonance masers, 255

D

Debye shielding length, 25
Density of momentum flow equation, 23
Detector diodes, 345

burnout power, 355
coefficient of convergence. See

compression
coefficient of non-ideality, 349
current sensitivity, 351, 353
cutoff frequency, 347
detector heads, 355
noise ratio, 354
point diode, 345
Schottky barrier diodes, 345
tangential sensitivity, 355

Devices with quasi-static control, 87, 89, 92,
255, 503

anode, 91
beam power tube Cм. tetrode, 104

effective potential, 88
equivalent diode, 88, 96
grid, 87

control grid, 87
penetrability, 89
pyrographite grids, 102
screen grid, 87
suppressor grid, 87

grid-anode gap, 100
inclusion schemes

common anode circuit, 96
common cathode circuit, 94
common grid circuit, 95

monotron, 90
operational modes., 92

class A, 92
class AB, 93
class B, 93
class C, 93

parameters
anode resistance, 89
transconductance, 89
voltage amplification, 89

Devices with quasi-static control inclusion
schemes

common cathode, 94
Diffusion length, 27, 323, 339, 474, 499
Diodes, 38, 76, 79, 87, 91, 343

with negative resistance
Gunn diodes, 76, 324, 423, 428, 461

Diodes with negative differential resistance
devices with intervalley electron transfer.

See Gunn diodes
Gunn diodes, 7
IMPATT, 7, 76, 399, 401, 407, 412, 415,

417, 418, 421, 428
resonance tunnel diode, 432
reversed tunnel diode, 430
tunnel diode, 4, 7, 428, 431

Diodes with negative dynamic resistance, 385
Diodes with negative resistance

Gunn diodes, 8, 8, 10
Diodes with positive differential resistance

crystal detectors, 3, 6
Distribution function, 20, 22, 22, 28
Donor impurity, 322
Doping profile

abrupt, 369
gradient, 369
hyper abrupt, 369

Doppler effect, 14, 14, 293, 297, 299, 300
inverse Doppler effect, 14
normal, 14
normal Doppler effect, 14
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Drift channel, 112
Dynamic resistance, 387

E

Electrodynamic systems, 78, 89, 138, 190, 226
attenuation constanSWS, 535
cavity

brick cavity with bushes, 523
cavities with an annular gap, 525
closed cavity, 520
coupled resonators, 533
eigen angular frequency, 519
eigen mode, 519
equivalent circuit, 529
equivalent impedance, 520
external Q-factor, 530
frequency separation, 520
generalized detuning factor, 530
grid gap, 521
gridless gap, 521
internal Q-factor, 520
linear multigap resonator, 542
loaded Q-factor, 530
multi-gap resonators, 525
open cavity, 521
open waveguide resonators, 527
passive resonator filter systems, 534
p-mode, 542
re-entrant cavity, 521
ring cavities Ring cavities, 525
ring resonators based on SWS, 543
two-gap coaxial resonator, 525
two-gap fractal resonator, 527
wave impedance, 520, 543
zero mode, 542

cavity resonator, 519
slow wave systems, 218, 534
SWS

comb SWS, 539
counter-coiling helixes, 536
coupled cavity SWS, 537
coupling impedance, 535
dispersion characteristic, 535
group velocity, 535
Floquet’s theorem, 534
fundamental harmonic, 535
helical SWS, 536
interdigital comb, 540
interdigital stubs SWS, 540
ladder SWS, 540
meander SWS, 540
period, 534
phase shift, 535
phase velocity, 535

ribbon spiral SWS, 536
ring-rod SWS, 536
simple open comb, 539
spatial harmonic, 534
stub SWS, 540
support rods, 536

vacuum windows, 544
windows

coaxial vacuum windows, 544
pill-box type windows, 545
waveguide windows, 544
windows with conical insulators, 545

Electromagnetic field, xxii, 11, 17–19, 19, 24,
53, 63, 74, 78, 109, 110, 126, 156, 157,
166, 203, 261, 273, 311, 491, 520, 534

high-frequency, 11, 76, 91, 137, 141, 243,
260, 324, 347, 401, 446

Electron devices characteristics
amplitude characteristic, 79, 101, 123, 124,

196, 365
frequency responce, 80, 81, 131, 135, 136,

169, 170, 534
load chart, 81
phase responce, 81, 170
Rieke diagram, 239

Electron devices parameters
design parameters, 78
technical parameters, 78

Electron flux, 46, 57, 49, 58, 69, 74, 94, 109,
118, 119, 122, 138, 148, 166, 176, 191,
196, 203, 213

Electron-optical system, 76, 180, 271
beam transportation system, 180
collector, 180
electron gun, 180

Electron optics
beam border oscillations, 510
beam emittance, 502
brightness, 503
Brillouin magnetic field induction, 509
compression, 504
electron guns, 503
electron optical systems, 503
energy recuperation, 517
focusing system, 503, 508
guns with a control electrode, 506
guns with longitudinal beam compression,

507
intense elctron beams, 501
Kosmal collector, 518
magnetic field parameter, 514
magnetic focusing systems, 508
magnetron type guns, 505
periodic focusing system, 511
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Electron optics (cont.)
permanent magnets focusing systems, 508
perveance, 501
phase responce, 501, 502
Pierce electron gun, 504
recuperation efficiency, 517
reverse magnetic focusing, 510
short optics electron gun, 506
single-stage collector, 516
solenoids focusing systems, 508
space-charge parameter, 514
two-stage collector, 517

Electron tubes Cм. devices with qusi-static
control, 87

Energy conservation equation, 458
Energy conservation law, 58, 267
Ensemble of particles, 15, 16

iInduced radiation, 16
Maxwellian distribution function, 21
spontaneous radiation, 15

F

Fermi-Dirac distribution function, 319
Fermi energy, 319
Focusing system, 76, 118, 138, 142, 146, 191,

192, 286, 511, 515
Forbidden band, 320
Fowler-Nordheim law, 104
Free electron laser

bounce frequency, 298
transverse velocity modulation, 296

Frequency-tunable oscillators, 369

G

Gap. See Interacion space
electron conductivity, 67–69, 532

Graphene field effect transistors, 485
Gunn diode, 385

anode static domain mode, 426
high-field domain, 425
running domain, 427
static domains, 427

Gyroklystron
azimuthal bunching, 276

Gyroresonance
total efficiency, 269

Gyroresonance devices
abridged equations, 263
backward wave oscillator, 256
cyclotron resonance masers, 6, 14, 75
electronic efficiency, 266
electrons motion equations, 261
gyro-BWO, 282
gyroklystron, 256, 274

gyro-TWT, 256, 279
gyrotron, 6, 7, 9, 10, 255, 256, 260, 261,

265, 272, 273, 297
large orbit gyrotrons, 272

Gyrotron
starting current, 271

H

Hartley-Shannon theorem, 74
HBT

band diagram, 479
HEMT

2D gas, 468
band diagram, 469

Heterodyne, 356
Heterojunction, 336, 340
Heterojunction BT, 479

I

Impact avalanche transit-time, 385
IMPATT diode generator, 418
IMPATT diodes

avalanche zone impedance, 406
drift space impedance, 406
efficiency, 411
heat dissipation, 416
read structure, 416

Injection delay, 392, 395
Injection delay angle, 392
Injection diodes

p-layer puncture, 421
Injection-and-transit-time diodes, 420
Interaction coefficient, 62, 63, 65, 67, 111, 112,

152, 196, 287, 394, 410
Interaction space, 329
Ionization coefficient, 408

K

Kinetic power, 48, 49, 52, 53, 66
Klystrode electronic efficiency, 195
Klystron

broad-band klystrons, 144
compact klystrons, 146
electronic efficiency, 122
frequency-response characteristic,

124
gain, 122
klystron-oscillator, 147
klystrons of the millimeter and

submillimeter bands, 146
repulsion parameter, 120
super-power klystrons, 142
television klystrons, 145
total efficiency, 122
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L

Lorentz force, 18
Low-voltage vircators, 311

M

Magnetron
frequency separation, 228

Maxwellian relaxation, 390
Maxwell’s equations, 17, 20, 24, 50
Medium

magnetization vector, 24
polarization vector, 24

Mesa-structure, 369
MESFET

buffer layer, 438
case structures, 439
channel, 437
current concentration effect, 474
cut-off frequency, 445
differential gate-drain capacitance, 445
differential source-drain capacitance, 445
drain, 437
full overlap voltage, 440
gradient channel, 451
hyperbola of the critical mode, 471
input characteristic, 440, 442
negative current feedback, 442, 448
noise factor, 467
output admittance, 444
output characteristic, 440, 441
quasi-two dimensional model, 459
scattering parameters, 449
Snockley model, 451
source, 437
transconductance, 444
two regions model, 455

Micro electro mechanic systems, 366
Microwave range, xxi, xxii, 8

extremely high frequencies, xxi
hyper high frequencies, xxi
superhigh frequencies, xxi
terahertz range. See Hyper high frequencies
ultrahigh frequencies, xxi
very high frequencies, xxi

Microwave semiconductor devices, 9, 9, 28,
343

Mixer diodes, 356
Mixers

balanced circuit, 360
combinational frequencies, 357
image frequency, 358
intermediate frequency, 357
intermodulation, 357

Monotron effect, 69, 90

M-type devices, 75, 76, 203
amplitron, 247

efficiency, 250
backward-wave oscillator, 6, 222, 256
coaxial magnetron, 244
critical induction, 224
cycloid. See Trochoidal trajectoreis
dematron, 221
dispersion equation, 215
dispersive characteristic, 226
electron gun, 218
electron motion in crossed fields, 204
interaction space, 203
inverted magnetron, 246
linear interaction theory, 211
magnetron, 5, 6, 204, 223, 228, 237,

239–241, 243, 246, 248, 265
critical-mode parabola, 225
cutoff mode, 225
different-resonator anode, 230
electronic efficiency, 235
frequency pulling, 240
Hartree equation, 232
hole-and-slot, 226
load characteristic, 239
mechanical tuning, 241
operation characteristic, 238
p-mode, 228
rising sun Cм. different-resonator

anode, 226
rising-sun structure, 226
self-excitation conditions, 230

self-oscillation phase conditions, 233

slit-type, 226

static mode, 224

straps, 228

synchronism conditions, 230

threshold line, 232

vane-type, 226

volt-ampere characteristic, 237

mitron, 242

frequency tuning band, 244

steepness of electronic tuning, 244

multi-cavity magnetron, 223, 224

platinotron, 247

split-anode magnetron, 223

spokes, 209

traveling wave tube, 6, 10, 155, 157,
160, 217, 256, 506, 515

trochoidal ctrajectories, 207

Multi-cavity klystron
broadband amplification mode, 131
extended interaction klystron, 135
increased electronic efficiency mode, 127
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Multi-cavity klystron (cont.)
skirtron scheme, 132
synchronous tuning mode, 126

N

Negative dynamic resistance, 386
Newton equation

Euler variables, 20

Lagrange variables, 20, 20

Noise, 32, 38
effective noise temperature, 35, 39
flicker noise, 36, 37, 354, 428, 463, 473
Johnson-Nyquist noise Cм. thermal noise,

33
noise factor, 38, 39, 78, 154, 182, 464, 467
phase noises, 37, 39, 40, 78
shot noise, 32, 35, 36, 170, 428

Schottky formula, 36
thermal noise, 32, 33, 36, 39, 463, 464

Nyquist formula, 33, 35, 39, 466
Van der Ziel formula, 34

O

Ohmic contact, 341
Optical range, 89, 139, 269, 304, 305
O-type devices, 75, 109

backward wave oscillator, 6, 536, 540

double-cavity transit-time klystron, 110

inductive output tube. See Klystrode
klystrode, 194

klystron
drift klystron, 5

klystron resonator, 110

multibarrell klystrons, 139

multi-cavity klystron, 125

orotron, 10, 197, 200

reflex klystron, 149

resonance BWO, 190

sheet beam klystrons, 140

traveling-wave tube, 6, 162, 168, 169,
174, 180, 196, 518, 534, 536, 537,
540

twistron, 193

P

Parametric amplifier, 378
pump oscillator, 378

pentodes, 87, 89, 95
p-i-n diode, 361

digital phase shifters, 367
isolation, 364
limiters, 368
on-time interval, 362

phase shifters, 367
recovery time, 363
transmission loss, 364

Plasma, 5, 9, 25–27, 43, 74, 75, 121, 159, 415,
472, 491, 492, 495, 498, 499

depressed plasma angular frequency, 161
gas-discharge, 25, 26, 74
plasma angular frequency, 43, 44, 159, 161,

498, 499
propagation constant, 47, 159
reduced plasma frequency, 45
reduction coefficient, 45, 49

Plasma angular frequency, 497
Plasma devices, 74

blocking tubes Cм. gas-discharges, 74
gas dischargers, 74

Plasma oscillations, 495
Plasma-trapping mode–TRAPATT, 413
Plasma wavelength, 499
P-n junction, 335

barrier capacitance, 339
diffusion capacity, 337
saturation current density, 337

Propagation constant, 47, 51, 52, 70, 158, 160,
211, 213, 287

electron phase constant, 62
phase constant, 12, 70, 112, 535

Q

Quasi-static devices, 75
triode, 3, 92, 94, 96, 98, 106, 154, 194, 195,

308, 392, 437, 438, 442, 443

R

Radar
radar equation, 73

Radio range, 3, 4, 9, 101, 366, 434
Realxation process

cooling length, 492
Reed diode generator

TRAPATT mode, 419
Reflect amplifiers, 386
Reflex klystron

electronic tuning, 153
Relativistic devices, 285

free-electron laser, 7, 292, 297
gyrocone, 311
magnetron, 290

magnicon, 313
MILO, 292
reditron type of vircators, 309
relativistic magnetron, 290
relativistic TWT-BWO, 7, 288
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triode type of vircators, 308
ubitron, 293
undulator, 293
vircators, 307, 308
wiggler. See Undulator

Relativistic microwave devices, 76, 285
Relativistic microwave electronics, 6
Relativistic theory, 18
Relativistic devices

FEL_scattertron, 301
Relaxation process

Maxwellian charge relaxation time, 493
Relaxation time, 491
Resonators

gridless interaction gap, 111
Richardson-Deshman formula, 333
Rieke diagram

Rieke diagram Cм. load chart, 81
RTD

quantum well, 432

S

Scattering processes, 23, 23, 26, 491
Schottky barrier, 331

Inversion layers, 331
Schrödinger equation, 23

Semiconductor devices, 76
IMPATT diodes

diode impedance, 406
injection transit time diodes, 385
MESFET

equivalent circuit, 446
transistors

MESFET, 484
Semiconductor devices p-i-n diodes

mixer
simplest mixer scheme, 359

two-channel switcher, 366
Semiconductor doping, 322
Semiconductors

built-in potential. See Contact potential
difference

contact potential difference, 331
diamond, 324
gallium arsenide, 324
gallium nitride, 324
graphene, 325
Gunn effect, 329
negative differential mobility, 329
overshooting, 330
saturation velocity, 329
silicon, 323
silicone carbide, 324

Semi-insulating substrate, 438

Shockley-Ramo theorem, 58, 233, 393
Signal, 32
Slow wave systems

comb-type SWS, 181
coupled cavity chain, 180
coupled cavity slow wave structure Cм.,

178
helix SWS, 180
interaction impedance, 70, 161, 170, 176,

179, 180, 214
Solid-state devices, 10, 35, 75, 89, 154
Space-charge waves, 47, 49, 51, 118–120, 157,

160, 163, 170
fast space-charge wave, 48
slow space-charge wave, 49

Space-time diagram, 65, 99, 113, 118, 149

T

Tetrodes, 87, 89, 95, 101, 102
Total current law, 17
Transferred electron diodes. See Gunn diodes
Transistors, 76

bipolar, 7, 341, 474, 475, 483, 495
cut-off frequency, 484
field-effect, 8, 76, 397, 437, 482, 485
HEMT, 8, 9, 76, 464, 470
maximum frequency, 484
MESFET, 8, 437, 438, 442, 463, 481, 485
variable band gap, 480

Transit angle, 395
Triode, 87, 89, 308, 474, 480, 483, 503

cathode contact inductance, 96
Tunnel diodes, 385

equivalent circuit, 430
TWTO

amplification region, 164
amplitude response, 174
attenuation parameter, 162
beyond-cutoff TWT, 179
boundary conditions, 166
dispersion equation, 162
electronic efficiency, 176
energy extraction, 156
growth parameter, 162
input and output couplers, 181
lumped absorber, 171
nonlinear theory of the TWT, 171
Pierce gain parameter, 161
sectioned TWT, 178
space-charge parameter, 162
tapered TWT, 178
transparent TWT, 179
two-mode TWT, 182
TWT gain, 167
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velocity parameter, 162
TWTO dispersion equation

self-consistent solution, 161

V

Vacuum
technical-grade, 25

Vacuum diodes, 6

Vacuum electron devices, 74
devices with quasi-static control

influence of the space-charge field, 98
diodes, 76
gyro-resonance devices

cyclotron resonance, 258
frequency multipliers, 256

of M-type
bunching, 210
cyclotron frequency, 205
electrons sorting, 210
Larmor frequency, 205
magnetron, 253

open electron beam, 203
of O-type

backward-wave oscillator, 184

multi-beam klystrons, 136
with closed elcron beam, 203

relativistic klystron

bunching in rotating magnetic field, 286
in TWTo velocity modulation, 155

Vacuum microelectronics, 104
intensity factor, 105
Spindt cathode, 104

Valence band, 320
Varactor diode, 368
Varactors

capacity at zero voltage, 370
cut-off frequency, 376
electrical frequency tuning, 369
frequency multiplier, 369
hetero-barrier varactors, 376
idle circuit, 374, 375
overlap factor, 370
sensitivity, 370
steepness, 370

Velocity modulation
in klystrons, 112

Vircators
virtual cathode, 307

Vlasov equation, 22

Voltage controlled oscillator, 369

W

Wave vector, 12

Work function, 320
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