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Preface to Second Edition

It has been five years since the first publication of the book on
Microoptics Technology, but what a five years it has been. It is
arguable that in these last five years never has optical tech-
nology experienced such a burst of activity and optimism.
Although the financial aspect of the optimistic projection,
the so-called bubble, burst, nonetheless the technical commu-
nity produced a body of significant real results. In other
words, although Wall Street may have come out empty, the
optical technology community advanced with new materials,
devices, and systems. Although bubbles burst, hardware
sustains.

The second edition of this book speaks to some of the new
things that emerged out of the flurry of activity that was
fueled by the bubble. I have added two new chapters and sub-
stantially enlarged another that hopefully supports this
assertion. I am happy to find out that much of the content
of the first edition served as a good basis for the kind of optical
devices that were to be involved in the telecommunication
portion of the effort. I have tried to add new things that
emerged over the last five years to further add to this conclu-
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sion. I fully expect that in the next five years we will begin to
see some of these innovative ideas begin to creep into our
ways of doing things.

I gratefully thank the many people who have helped
me in this writing. In particular, I thank David Morse, the
Director of Research of the Laboratory at Corning Incorpo-
rated for given me the opportunity to spend the time on the
book. I thank Karl Koch and the whole photonic crystal fiber
group for their advice and a great deal of material to draw
from, to Charlene Smith for critically reading the new chap-
ters, and to Shiela Hughey for her diligence, patience, and
good humor in helping with the drawings.
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1

Introduction

The emergence and rapid growth of the microelectronic indus-
try, and its concomitant drive for the miniaturization of
electronic devices, together with the optical fiber telecommu-
nication industry and its need to couple light in and out of sin-
gle mode waveguides, has created in their wake, a new area of
optics termed ‘‘micro-optics’’. What is meant by this term is
optical elements of dimension of a millimeter or smaller.
Primarily, this has meant lenses, or elements that act as
lenses, as well as structures that redirect, polarize, and other-
wise alter some state or direction of light. These would
include elements like, mirrors, gratings, polarizers, and the
like, made in some ‘‘micro’’ form. If one includes optical wave-
guide structures as well, this broader classification can be
considered under the name, ‘‘integrated optics’’. Another
interesting aspect of the evolution of micro-optics has been,
not only has the microelectronic industry supplied the need
for tiny optical devices, but has been able, in some cases, to
supply the technology by which it can be fabricated. We will
see in a later chapter that the very microfabrication technol-
ogy used to fabricate microcircuits can be used to produce

1
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patterns that provide optical function through diffraction of
light. This is but one way in which small optical elements, pri-
marily lenses and lens arrays can be fabricated.

One can find discussions of devices that contain micro-
optic elements, often done in a comprehensive, but narrow
way [1]. However, here the device and its performance are
stressed, and the elements themselves are not discussed in
any real detail. Moreover, the possible alternative methods
are not compared and discussed. There are monographs deal-
ing with particular technologies, like gradient index, and
consequently they do not deal with the alternatives [2]. There
are a few encyclopedic-type publications that discuss optical
elements, but never deal with the optical elements and the
methods of fabrication in any detail [3,4]. In this book we
try to stress the optical elements and how they are fabricated
as well as try to give sufficient applications where the reader
can appreciate the interplay and implications of a particular
approach. We will attempt to address some of these fabrica-
tion and application methods in some detail. In addition, we
will introduce some of the new micro-optic phenomena that
may find its way into applications in the near future.

The exposition will be broken down into four parts. In the
first part, we will deal with the important optical element
called the ‘‘microlens’’. These microlenses are found in numer-
ous optical devices and therefore will be given significant

microlenses can be fabricated along with a brief review of the
underlying optic principles, Here, we will emphasize the prop-
erties and fabrication methods.

The structure of the first part of the book will be to sepa-
rate the lens fabrication techniques into the type of lens. For
example, the categories refractive lenses, gradient index
lenses, and diffractive lenses will constitute individual chap-
ters. For each of these lens types, we will give a brief optics
background, sufficient for the reader to appreciate the advan-
tages, limitations, and problems that subsequently arise as a
consequence of the optical imaging principles. This is particu-
larly important when one is trying to compare, say, the
efficiency of a gradient index lens to a diffractive lens.

2 Chapter 1

5921-4 Borelli Ch01 R2 080604

attention. Chapters 2–4 will deal with the different ways that
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Although the function is the same, to gather light from an
object and direct it to an image, the formulation of the
imaging is done in a different way, thus the reader must be
familiar with at least, the terminology, if not the optical prin-
ciples. Under each lens category, we will further discuss the
various fabrication methods. For example, under the refrac-
tive lens heading, we will discuss methods such as molded,
photosensitive glass, etching, etc. The advantages and disad-
vantages of the fabrication method will be discussed. Because
many of these fabrication methods are the property of
commercial companies, we will give the general approach to
the fabrication rather than a recipe. Where we can, we will
refer specifically to the commercial vendors.

variety of application of microlens arrays. We will cover the

The major applications will be as lens bars for scanning and
reading documents. In Chapter 6, we will cover the wide
range of two-dimensional lens arrays that find application
in many diverse areas. In these two chapters, it will become
clear the distinction in applications where the arrays are used
to image collectively, that is act like a conventional larger
lens, and those where each microlens acts independently. In
the fabrication of a microlens array, in addition to the atten-
tion that must be paid to develop the properties of individual
lens itself, equal attention must be paid to the manner in
which exact positioning of the lenses relative to some fixed
point can be accomplished. In a single lens, one can imagine
a mounting fixture that permits the accurate positioning of
the lens relative to the light source, or fiber. However, if a lens
array is to be aligned to, for example, a laser diode array with
a well-specified center-to-center distance as a consequence of
its fabrication, alignment may never be possible, if the
spacing between the lenses was not maintained during its
fabrication. One is dealing with maintaining alignment of
microns over centimeters. This adherence to dimensional sta-
bility over dimensions of many centimeters can make the
defining difference in the choice of what method to use for
any given application. This adds another aspect to the

Introduction 3
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one-to-one imaging application of lens arrays in Chapter 5.

In the next part, Chapters 5 and 6, we will deal with the
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manufacture of lens arrays which brings in the temperature
of the process and how it affects the geometric stability of the
substrate. Since some common substrate materials, in particu-
lar glass, undergo some degree of irreversible volume change
upon heating, the extent of which depends on the temperature
relative to the fictive temperature, the maximum temperature
achieved during the fabrication can be critical. Because of this
more critical requirement, we will be mainly dealing in this
book with the methods by which lens arrays are made.

Because the impetus for micro-optic elements has come
simultaneously from two different directions, microelectro-
nics and optical telecommunications, the optical lens design
and performance as well as the size and layout are different
enough to influence the optimum fabrication method. This
will be made clear in the subsequent discussions of the indivi-
dual fabrication techniques as they relate to applications.
Consider the following areas that have been of interest over
the past few years.

Compact optical devices requiring imaging optics to be
confined to a small space. Examples of this are document
readers, bar code readers, and scanners. These particular
applications require erect one-to-one imaging. The advantage
of using a lens bar-shaped lens array for essentially a-line-at-
a-time imaging operation, over a conventional lens is the
shortness of the working distance that can be achieved, an
yet cover an 8.500 document. Total conjugate distances
(distance from object to image) as short as 10mm are achiev-

representation of this function.
Optical device interface with microelectronic structures,

like CCD detector arrays—the dimension of such structures
requires small closely spaced lenses, registered precisely to
the electronic elements. An example of this would be LED,
the WDM scheme (wavelength division multiplexing) uses
micro-optical elements.

We go through and describe and discuss printer bar

Optical waveguide devices—lens to input and output
light from single mode fibers, or arrays thereof. There are a

4 Chapter 1
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able over paper-size distances See Fig. 1.1 for a schematic

where each pixel is imaged onto the detector. See Fig. 1.2.
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variety of applications, the most important of which is the effi-
cient coupling of light from a laser diode to a single mode

the techniques people have used to produce imaging struc-
tures, one will see that by virtue of the desired small dimen-
sions, a wide variety of methods become viable which would
not be otherwise practical on a larger scale. Examples are
binary-optic structures, and to a large extent, gradient index
structures. In the case of gradient index, this is easily under-
stood. The focal length of a lens with a parabolically shaped
radial profile is proportional to Dn=DR, not to Dn itself. Here,
Dn=DR represents the gradient of the refractive index change
with the radius of the lens. Whereas it might be difficult to
produce large index differences, it is not required if one can
achieve small index differences over small distances. For
diffractive lenses which are constructed from periodic
structures of the order of wavelengths of light, the resolution
capability limits one to 4–5 periods. For a typical case in the
visible wavelength range, this limits lens sizes to <100mm.

Figure 1 Sources to fiber array.

Figure 2

Introduction 5
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In the third part of the book, we single out and discuss
two important integrated micro-optic areas. In these chap-
ters, one starts to feel how the new devices utilize and inte-
grate many different types of optical elements as well as
share, to a large extent, similarity of fabrication methods.
These two chapters will deal with, respectively, the fabrica-
tion of microdiffraction gratings, the elements, and properties
of optical isolators.

Microgratings and optical isolators have come to the fore,
to a large extent, because of the emergence of optical commu-
nication systems. As an example, the importance of fiber grat-
ings has come about from the application called ‘‘wavelength
division multiplexing’’, or WDM for short. This has to do with
the optical communication scheme where more than one

Figure 3 (a) Fiber array to detector array; (b) Fiber-to-fiber array
connector.

6 Chapter 1
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wavelength is propagating in the same optical fiber. The need
to separate, and otherwise act independently act on different
propagating wavelengths has produced the need for diffrac-
tion grating. What is new is that these gratings have to be
implemented on a microscale, mated and integrated to an
optical system. We will cover all the important methods that
have arisen over the last few years to satisfy this new need.
Also, we will cover the representative applications.

has also arisen from the new ‘‘photonic’’ technology. This tech-
nology has to do with the next stage of the optical communica-
tion network. This will deal with using light itself to perform
many of the functions that are now done electronically. The
initial example of this is the optical amplifier. Whatever the
particular scheme, it will always need an optical element to
prevent light from going backwards in the train that would
prematurely de-excite the inverted population. This optical
element is the optical isolator. It is included not only to
explain another important optical element but also because
it provides an excellent example of how many different
micro-optic elements are brought together to produce an
important new optical device.

The fourth part of the book will be devoted to three new
developments in the micro-optic area. The first is that of

relatively new, even by the standards of the micro-optics field
in general, but has made great strides in its short existence. It
is an excellent example of the way new innovative technology
requires the emergence and push of new methods mixed with
new theories, or ways of thinking of old theories. In this case,
the new way of thinking about old theories was the realization
that the mathematical formulation that is used to determine
the behavior of electrons in solids, often called band theory,
could also be applied to the way light propagates in periodic
structures [5]. The link to the technology of micro-optics is
that the length of the periodic scale of the structures for the
important case of visible to near infrared wavelengths, corre-
sponds to the wavelength itself. This means that fabrication
methods appropriate for many of the elements discussed in

Introduction 7
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Chapter 8 will be devoted to an optical device whose need

‘‘photonic crystals’’ which is covered in the Chapter 9. It is
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the previous chapters are again needed here. To make the
cycle complete, the devices that one could imagine using this
photonic crystal approach for, are the very same optoelectro-
nic applications discussed in the context of other approaches,
which, in turn share the same fabrication techniques. The
specific area that has made the greatest progress is that of
photonic crystal fibers. From a mere suggestion of the concept
four short years ago, there have been demonstrated fibers
with losses rivaling the standard optical fiber.

The last two chapters are dedicated to even newer micro-

enon of the interaction of short pulse lasers with solids, in
particular glass. A number of unique consequences result
because of the shortness of the duration of the pulse relative
to the physical response such as the thermalization of the
photoelectrons. Moreover, one is dealing with the unusual
combination of very high peak intensity >1011W=cm2 at rela-
tively low energy per pulse. The former drives nonlinear
processes quite efficiently, but the thermal contribution is
relatively small. In spite of its short existence a number of
applications have already been suggested [6] and a few have
been demonstrated.

The last chapter is both the newest and in some sense the
oldest since it was first suggested back in the late fifties.
Vesalago [7] was the first to investigate the behavior of light
in a medium that has a negative refractive index together
with a negative magnetic permeability. It was purely a theo-
retical analysis. However, its reality and demonstration is
quite new [8], and has struck an interesting chord since the
behavior of light acquires some counter intuitive properties.
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2

Refractive Elements

2.1. OPTICS REVIEW

2.1.1. Basics

In order to follow the development and performance of refrac-
tive microlens elements, some rudimentary understanding of
geometric optics is required. A number of references are given
for the reader to consider. What we need here, at the very
least, is an understanding of the basic terminology. It might
be useful to bear in mind that there is really no conceptual
difference in the optical principles relating to small refractive
lenses as compared with large lenses; however, there is in the
way one formulates the optical design. In the simplest case of
paraxial ray tracing for large-diameter lenses, the so-called
thin-lens approximation [1] is used, which simply means that
the deviation of the rays through the lens thickness can be
ignored. The paraxial specification means that Snell’s law
can be written as fi¼nfr. Here fi and fr are the angles of
incidence and refraction measured from the surface normal

or exceeds, the lens diameter, one has to resort to what is

11
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as shown in Fig. 2.1. When the lens thickness is comparable,
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one has a set of definitions that derive from the desire to
maintain the simple lens maker’s formula relating the focal
length of the lens to the object and image distances

1

f
¼ 1

so
þ 1

si
ð2:1Þ

Here, f represents the focal length of the lens, si is the image,
and so is the object distance. In the thick-lens formulation, one
must use a new set of definitions of the various common lens

Figure 2.1 Definition of the salient terms to describe the ray path
through a spherical lens. Ray incident from left in medium of index
n1 making an angle with respect to the normal at that point of f1,
refracting to an angle f2 in the lens medium of refractive index
n2. The exact form of Snell’s law is given relating the incident angle
to the refracted angle, as well as the paraxial approximation.
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terms. These definitions are summarized in Table 2.1 based

often called the thick-lens formulation. Referring to Fig. 2.2,
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principal planes, P1, P2, are defined in such a way as to make
Eq. (2.1) valid if the object and image distances are measured
from them and not the lens boundaries. One should realize
from the expression in Table 2.1 that the position of the prin-
cipal planes can lie outside the physical lens. We can see from
the drawing of Fig. 2.2 how the principal plane is defined. The
intersection of a parallel ray with the extension backward of a
ray from the focus must lie on the principal plane.

With the aid of the Table 2.1 and Fig. 2.2, the reader
should be able to begin to understand the interplay of the
various parameters as they impact a given desired optical
application. For example, the distinction between the effec-
tive focal length (EFL), and the respective front and back
focal distances is important. From a practical point of view,
by way of an example of a trade-off, the distance most usually
specified is the total conjugate distance. This is the distance
from the object to the image, and usually represents a physi-
cal limitation in a design. Within this distance, the lens
thickness and working distances can be varied, but not inde-
pendently from the EFL. One can see all this interdependence
from the expression for TC given in the Table 2.1. We will
refer back to this table at various times.

Figure 2.2 Diagram defining the various terms and distances
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relating to a thick lens which are included in Table 2.1.

on the description of Figs. 2.1 and 2.2. One can see that the



Table 2.1

Term Definition Mathematical expression

R1 Radius of curvature of first surface
R2 Radius of curvature of second surface
so Object distance (centerline distance from principle plane

to object)
si Image distance
P1 First principle plane
h1 Centerline distance from first lens surface to first

principle plane
h1 ¼ T n�1ð Þ

n
EFL
R2

P2 Second principle plane
h2 Centerline distance from second lens surface to second

principle plane
h1 ¼ T n�1ð Þ

n
EFL
R1

EFL Effective focal length [(n� 1)f1=R1þ 1=R2� (n� 1)=nR1R2g]�1

NA Numerical aperture rL=EFL
ffL Front focal length (front working distance) f�h1

bfL Back focal length (back working distance) f�h2

T Lens thickness measured at lens centerline
rL Lens radius
TC Total conjugate (total distance from object to image) (s0�h1)þ (si�h2)þT
f# EFL

2r1
¼ 1=2NA
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Definition of Optical Terms in Thick Lens Formulation (Referenced to Figure 2.1)
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2.1.2. Performance Criteria

The literature is rich in describing the characterization of lens
performance within the geometrical optics regime [1–3]. In
general, the analysis is built up in terms of aberration theory
which describes mathematically the distortion of a wavefront
from the perfect spherical form. This is done in terms of an
expansion of the difference between the emergent phase front

aberration as a consequence of the wavefront aberration is
also indicated. One expands the difference in the expression
for the wave from a perfect spherical wave in terms of the
parameters described in the blowup of a portion of the wave-
front shown in Fig. 2.3b. The parameters are the height off
the axis, r, and the polar coordinates, r and f of the reference
point on the wavefront. One expands the difference in a power
series in r, f, and r, the terms other than the pure r2 term
representing the deviation from the spherical wave, or aber-
rations. The convenient aspect of this approach is that one
can relate certain terms in the expansion with specific types
of common optical image distortions. For example, consider
the following terms of the expansion:

Br4 þ Fr3r cosf� Cr2r2 cos2 fþ Err2 cosfþ � � � ð2:2Þ

The first term represents what is termed spherical aberration.
Note that it is present on-axis (r¼ 0) The second term
accounts for the optical distortion called coma. One can see
that it is an off-axis effect and has an angular term. The third
term is called astigmatism, and the fourth term is called
distortion which can be positive or negative. All of these pro-
duce the commonly known distinct optical distortion effects.
However, one can continue in the series to higher and higher
order terms where the physical meaning becomes more
obscure, but nonetheless represents terms of importance.
The present analytical approach is to expand the difference
in terms of Zernike polynomials, Znm(r,f) One then can
extend the analysis to as many terms as desired. In general,
the number used is 35. We will see this later on when we
discuss the performance of specific microlenses.

Refractive Elements 15
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and a perfect spherical wave, as shown in Fig. 2.3a. The ray
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One often encounters the term paraxial approximation.
It essentially means that one is confined to on-axis rays,
r¼ 0, making a very small angle with the axis; that is, r is
very small. We shall see that this approximation is hardly
ever met in microlens applications. As an obvious example,
the assumption that r is 0 is difficult when one considers that
the microlens radius is often not that much larger than the
object, which could be an LED or an optical fiber.

Figure 2.3 (a) Depiction of the wavefront deviation from the per-
fect spherical wavefront. Both the wavefront distortion, angle f,
and the ray distortion, b, are indicated. (b) Reference system for
expansion of the deviation.
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Regardless of the size of the lens, one still has recourse to
aberration treatment of lens to determine the lens perfor-
mance. Clearly, diffraction ultimately defines the limiting
performance of a lens, but before that limit is reached, one
must face all the limitations afforded from geometric optics.
The geometric limitations for microlenses are more severe
than for the conventional for the reason that with microlens
applications only a single lens must supply the function
rather than a multiple train where aberrations can be miti-
gated. For example, the effects of the geometric aberrations
can be lessened by using many refracting surfaces. The other
alternative is to use aspheric surfaces. This is the case where
the lens figure is altered in such a way as to compensate for
the various aberration terms in Eq. (2.2). For microlenses,
the former is not practical because of space and alignment
constraints, and the latter presents a challenging fabrication
problem. As we will see, for single element microlenses, an
aspheric molding operation can be used, but it is not practical
for arrays. We will briefly mention the molded aspheric
process in Sec. 2.3.3. Because most of the refractive microlens
applications will be simple planoconvex or biconvex spherical
lenses, we will be dealing in some detail on the performance of
these cases.

2.1.3. Ray Tracing

One of the simplest and most useful ways to deal with the
design, function, and to some extent, performance of a simple
thick lens is to utilize a ray-trace analysis. Simply put, this
means generating the algorithm to allow one to plot the ray
trajectories. There are a number of relatively simple paraxial
techniques, one of which we will describe below in detail, as
well as the accurate ray-trace program with no assumptions.
Today with computers, it is relatively easy to generate one of
your own, or to buy one of the commercial software packages.
The simple paraxial approach is useful in determining the
approximate relationships between the lens parameters for
a given application. For example, one wants to collimate a
source with a certain NA with a lens of diameter D. This will
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involve the interplay of the lens curvatures, lens thickness,
and total conjugate distance. It gives aberration-free perfor-
mance and thus cannot be used to evaluate actual optical
performance. In the next sections, a paraxial method will be
described and an example of its use will be worked out. In
the following section, we will use a more accurate ray-trace
program in which one can begin to estimate the actual perfor-
mance of the lens. For this case, in contrast to the paraxial
situation, we will see the onset and consequence of the
various aberrations that derive from refraction from a purely
spherical surface.

2.1.3.1. Paraxial Approximation

As mentioned above, there are a number of relatively simple
ways to do paraxial ray tracing. For thick lenses, a particu-
larly useful one makes use of what is called the transfer
matrix [3]. A two-component vector is formed with the first

and the second the slope of the ray m through the point.

y2
m2

� �
¼ M

y1
m1

� �
ð2:3Þ

where M is defined as

M ¼ 1� T=nf1 T=n
T=nf1f2 � 1=f1 � 1=f2 1� T=nf2

� �
ð2:4Þ

Here T is the lens thickness, n is the refractive index of the
lens material, and fi¼Ri=(n� 1); Ri is the radius of curvature
of its surface. One can understand this from the point of view
that M is made up of the product of three operations, the
operation corresponding to the refraction of the first surface,
followed by a translation operation through the thickness of
the lens, followed by the refraction operation corresponding
to the second surface

M¼R2TR1 ¼
1 0

�1=f2 n

� �
1 T
0 1

� �
1 0

�1=nf1 1=n

� �
ð2:5Þ
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component representing the distance above the optic axis y

See Fig. 2.4
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In all cases, Snell’s law is taken with sinm¼m, that is, the
paraxial approximation.

By way of a demonstration of how the simple ray trace
aids in an evaluation of a microlens for a given example,
consider the case where we want a microlens to collimate a
source. Let the properties of the lens be given by the following
set of values:

D¼ 250mm; Rc1 ¼ 200mm; Rc2 ¼ infinite; T ¼ 589mm

One sets up the matrix equation in the form

y2
0

� �
¼ M

y1
m1

� �
M ¼ 1� T=nf1 T=n

�1=f1 1

� �
ð2:6Þ

where fi¼Rci=(n� 1) and m2 is taken to be 0 since we want
the light to be parallel. We want to obtain the value of m1

since this will give us the distance we should place the source
relative to the lens. Since y1 is arbitrary, we will take
y1¼D=2, and m1¼D=2s1. Solving the algebraic equations
yields the expected result that s1¼ f1¼Rc1=(n� 1). If the flat
surface of the lens faced the source, that is, Rc1 is infinite

Figure 2.4 Definition of the ray parameters, the ray height h, and
the ray slopem. In the lower portion of the figure are shown the test
a and b rays.
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and Rc2¼ 200mm, then the object distance would by given by
s1¼ f1�T=n. This suggests the interesting configuration of
butting the source directly to the flat face by choosing the lens
thickness to be nRc=(n� 1). This is shown in Fig. 2.5b.

For imaging an object that is a distance x0 from the lens at
a height y0, one chooses two convenient rays as shown in

0

b-ray, (0, m1¼ y0=x0). The simultaneous solution of the simple
algebraic expressions will yield the position of the image.

2.1.3.2. Exact Method

In this case, we use the exact ray trace where the refraction at
the lens surface is properly taken into account without any
approximations. The consequence of this accurate treatment
is the appearance of the distortions of the image that are
manifestations of the aberrations mentioned above. (In
Appendix B of this chapter, the algorithm is shown for a
three-dimensional ray-trace program.) Here we reexamine
the performance of the collimating lens treated above in the
paraxial case.

Figure 2.5 Two examples of the paraxial ray trace for the case of
collimating a point source with a planoconvex lens. (See text.)
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Fig. 2.4b. The a-ray has the initial coordinates (y , 0) and the
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We revisit the collimating example that we treated above
in the paraxial approximation. We position the point source at
the paraxially determined position of 0.4mm. We will look at
the resulting ray trajectory as a function of the NA of the
source. In Fig. 2.6a, the NA is only 0.05 and the collimation
result is equivalent to what one would get from the paraxial
approximation. As we let the NA increase to 0.10 (Fig. 2.6b),
we begin to see the consequence of spherical aberration. The
marginal rays are no longer parallel. In the last case, Fig. 2.6c,
the NA is increased to 0.20 and the consequence of the sphe-
rical aberration is dramatically evident. Often in the face
of this type of aberration, one moves the object closer than
that indicated by the paraxial estimate. This has the effect
of reducing the spread of the outermost rays at the expense
of the inner rays no longer being parallel.

Figure 2.6 Exact ray trace of collimating function planoconvex
lens specified in the text, for three different numerical apertures.
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For the situation where one can use a biconvex lens, one
can see the significant reduction in the aberration. We repeat
the three situations given in Fig. 2.6a–c for the case where
Rc1¼Rc2¼ 500mm in Fig. 2.7a–c. In this case, because the
refraction is less at each surface, the overall spherical aberra-
tion is reduced for comparable NA.

The performance of certain designs, and the consequence

with specific applications.

2.2. FABRICATION METHODS

2.2.1. Introductory Comments

A relative large number of ways to make small refractive-type
lenses has been employed over the last 10 years. Each has had
some perceived advantage. Some are relatively inexpensive
and utilize an existing technology, while others require new
materials with special properties and unusual fabrication
techniques. The particular application must determine
the best material and fabrication technique according to
the choices, glass=plastic, single element=array, aspheric=
spherical. For microoptical applications involving single

Figure 2.7 Exact ray trace of collimating function for biconvex
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lens with the same EFL as that shown in Fig. 2.6.

of aberrations, will be dealt with in Chapter 5, when we deal



Copyright © 2005 by Marcel Dekker

elements, that is, for lenses with diameter <1mm, conven-
tional grinding and polishing are impractical. The same is
true for monolithic arrays of lenses. We will try to cover the
important methods available for refractive lenses, keeping
in mind that there are many variations. As we move to the
next chapters, the reader will see more lens fabrication
methods based on other types of lenses than refractive. In this
section, we will start with the most traditional and proceed to
the more exotic.

2.2.2. Molding

2.2.2.1. Plastics

This is the classic method of preparation where a mold of the
desired surface is made in a nonreactive material by some
precise method. This provides the form which is translated
to the end element by placing it in intimate contact with the
mold. This is a quite straightforward process for the case of
plastic elements where injection molding is used. See

of the high initial cost of the mold, especially if single-point
diamond turning technology is required. There have been
plastic lens arrays made by molding, examples of which made

There are somewhat simpler ways to produce plastic
lenses, or lens arrays, for example, hot pressing. In this
method, a sheet of thermoplastic (polycarbonate, PMMA, or
polystyrene) is heated so that it softens sufficiently to allow
it to be permanently deformed. The heated sheet is then
pressed against the mold. The softened lens material forms

mold may be made of stainless steel and the pattern formed
by any convenient method such as chemical etching. This
particular method has the advantage that the lens surface
does not come in contact with the mold. A more complete
drawing of the lens-forming operation is shown in Fig. 2.10b.

The example results [5] indicate that lens arrays with
individual lens diameters of the order of 1mm are possible,
with good spherical surfaces limited to the central region of
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Fig. 2.8 [4]. The technique, however, has the disadvantage

by USPL [4] are shown in Fig. 2.9.

a protrusion at each aperture, as shown in Fig. 2.10a. The
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Figure 2.8 Diagram of extrusion molding process to make plastic
lenses. The upper drawing shows a blow-up of the mold itself. (From
Ref. [4].)

Figure 2.9 Photograph of various molded lens array configura-
tions. (From Ref. [4].)
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the lens. The radius of curvature is in the range of 1.1–2.4mm
and controllable by the pressing time. The lens performance
was estimated by a spot size test that was not well described.
It general, this is a poor method to use to evaluate lens perfor-
mance. It is not the size of the Airy disk that is important, but
how much intensity is contained in the central ring.

2.2.2.2. Plastic on Glass

To avoid some of these problems, there are hybrid methods,
for example, plastic lenses on a glass substrate. Adaptive
Optics Associates reports [6,7] fabricating lens arrays in this
manner from a metal master. The master is made of a high-
purity annealed and polished material. After the pattern is
formed, a release agent is applied to the surface. Using stan-
dard replication techniques, a small amount of epoxy is placed
on the surface and the optical substrate is placed on top. This
is shown in Fig. 2.10. Representative types of arrays are

A SEM photograph of an array of 70-mm-diameter lenses

images produced by these f=12 lenses.

Figure 2.10 Schematic drawing of hot-pressed lens array in
polycarbonate, also showing the heated press.
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shown in Table 2.2.

made by this method is shown in Fig. 2.11, along with the
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Table 2.2 Representative Lens Arrays Made by Molding

Aperture (mm) Array size f FL (mm) Format Fill factor (%)

100 120� 120 5 0.5 Square >98
100 68� 68 17 1.7 Square >98
200 60� 60 5 1.0 Square >98
200 36� 36 33 6.5 Square >98
400 20� 36 8 3.2 Square >98
400 21� 21 63 25 Square >99
500 300� 300 6.6 3.3 Square >97
600 13� 13 18 6.3 Square >94
768 8� 8 8 65 Circle >79
1016 12� 12 256 260 Square >98

Source: Selected from data sheet of Adaptive Optics Associates (United
Technologies), Cambridge, MA.

Figure 2.11 SEM photomicrograph of 80-mm-diameter molded
plastic lenses and the images produced by the f=12 lenslets. (From
Ref. [7].)
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Using precisely controlled machines, it is possible to
make mold cavities with very high surface figure accuracy.
As pointed out above, the application dictates what the mate-
rial must be, glass or plastic, and the choice of material deter-
mines the difficulty of the subsequent molding operation. For
example, for the high temperature process required for glass,
the mold life, and in general, the difficulties accompanying
the higher temperature process make the process quite differ-
ent from what it would be for plastic. To make this point, we
will describe a process reported for molding 5-mm-diameter
aspherics as an example of what is involved. The fact that it
is an aspheric surface is really not an issue in the problems
encountered, save may be in degree, because of the higher
required accuracy of the replication process.

2.2.2.3. Glass

The molds are made to a surface accuracy of a few thousands
of a wave with a mirrorlike finish. To obtain such surfaces, a
technique called single-point diamond turning is used [8]. In
its simplest description, these are very precise lathelike
machines that can control cut depths to 0.1 m in. A typical

such as those manufactured by Moore Specialty Tool Co. must
be operated in a temperature and humidity-controlled envir-
onment. The cost of such a machine, including the facility to
place it in, can be as high as $1.5 million. An example of a

of two molds (one for each lens surface), a precision drilled
alignment sleeve to control centration and tilt of the molds,
a ring member to form the outside diameter of the lens, and
finally a glass preform. In addition to the accurate tooling
for high-numerical-aperture lens applications, there are two
important factors in accurate replication: forming at high
viscosity and maintaining an isothermal environment. Both
of these conditions are required in order to limit distortion.
There is a lower limit to the diameter of a lens that can be
made by a single-point diamond turning mold and it stems
from the radius of curvature of the cutting tool relative to
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diamond turning tool is represented in Fig. 2.12. Machines

complete molding assembly is shown in Fig. 2.13. It consists
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the curve one is trying to cut. Typical curvatures are of the
order of 300mm.

The molding process described above might be more
aptly called compression molding [9] of a glass preform. The
glass preform is contained within the molding assembly
which is heated to the molding temperature. Then pressing

Figure 2.12 (a) Representation of a generic single-point diamond
turning machine. (b) Typical cutting tool design. (From Ref. [8].)
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is accomplished by applying a load to one of the molds. There-
after, the glass is cooled to below its transition temperature
before removal.

The thermophysical properties of the glass play a crucial
role in making the molding process a practical method. The
glass has to have a lower transition temperature Tg<400�C,
than typical glasses, so that the forming can be done at a suffi-
ciently low enough temperature to make the tooling and mold-
ing cost effective. This primarily means what composition the
mold material must be, and how many pressings it will allow.
In general, in order to soften the glass, some sacrifice of the glass
durability is made, which can be a problem. A glass composition
that has been used to mold glass lenses is the Pb=Zn-flouro-
phosphate system [10].

Another molding process has been reported for making
lens arrays, termed contactless molding [11]. The method is
to heat the glass above Tg and then press into it with a mold

Figure 2.13 Schematic of the molding assembly. Consists of two
molds, an alignment sleeve, and a glass preform as shown. (From
Ref. [9].)
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made up in the form of a grid. The glass is forced up in the
mold but does not come in contact with the mold. The glass
is thus influenced by surface tension and forms a surface of
minimum energy. In the simplest case, if the grid is made
up of circles, then a spherical element is produced. In the case
that the grid symmetry is something else, distortions away
from a spherical shape occur at the boundaries. A picture of
an array made in this way is shown in Fig. 2.14. As in any
molding process, the life of the mold is the major problem.

2.2.3. Glass vs. Plastic

It is probably worthwhile to generally compare the advan-
tages and disadvantages of glass and plastic lenses for micro-
optics. A great deal of progress has been made over the years

Figure 2.14 Schematic representation of contactless molding
operation in glass. The ribs of the mold are pressed into the soft
glass, which takes on a near-spherical surface because of surface
tension. The soft glass never touches the interior of the mold. The
mold is made of special alloys that do not react with the glass,
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and release easily. (See Ref. [11].).
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in making harder and tougher plastic materials with higher
refractive indices. This has translated into improved scratch
resistance and overall durability. But this is not the major
issue with lens applications. The major drawback of high-
performance plastic lenses has to do with the thermal stabi-
lity of the lens performance. One can quantify this property
by defining the temperature coefficient of optical path, nL,
through the expression

G ¼ DðnLÞ
LDT

¼ ðn� 1ÞDL
LDT

þ Dn
DT

¼ ðn� 1ÞCTEþ dn

dT
ð2:7Þ

where CTE is the coefficient of thermal expansion. One wants
the value of G to be as small as possible. For glasses dn=dT is
negative and partially cancels the CTE part, and the resulting
value of G is relatively small. For plastics, the CTE is very
large and dominates the value of G.

The overwhelming advantage of plastics is their low cost
while maintaining a high performance level. Unfortunately,
many of the applications of microlenses require ultra perfor-
mance levels, not yet achievable by plastics. In less demand-
ing applications, in particular for lens arrays, the plastics
are more competitive. Different problems then arise which
have to do with maintaining dimensions over long distances,
or run-out as it is often called. In addition to being a less rigid
material, the higher thermal expansion could pose a problem.
Other aspects that have to be considered are how one bonds
the plastic material to other materials. Plastics often absorb
moisture and swell, creating problems with maintaining a
secure bond. Using the plastic lenses on glass avoids all of
these problems, leaving only the disadvantage of the softness
of the lens surface with respect to abrasives.

2.2.4. Photoresist Based

There are a number of methods by which one can obtain
reasonably good spherical microlenses that involve the use
of patterned photoresist. This is the standard process where
resist is spun on to a suitable substrate, then exposed to light
through a mask to alter its solubility to a subsequent
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development solution. The convention is that a negative resist
is one where after exposure it is resistant to the solvent,
whereas a positive resist is one that dissolves where exposed
[12]. In the following, we will see how this can be used to
produce microlenses.

2.2.4.1. Melted

The simplest and most ingenius way to create a microlens is
to make a resist pattern in the shape of disks. In this case,
one exposes the resist of thickness L through a mask made
up of clear circles with diameter D. Upon development, this
turns into the disk shape shown in Fig. 2.15 [13,14]. One

Figure 2.15 Representation of the melted photoresist method
to form microlenses. Cylindrical-shaped columns or rows are
patterned into the photoresist. Upon heating, the resist flows and
spherical are produced. The resist can be prepatterned to obtain a
better approximation to a spherical surface.
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now merely heats the substrate to melt the photoresist. The
surface forces control the shape and a segment of a sphere
represents the minimum energy surface. The first-order rela-
tionship between the circle diameter, the resist thickness, and
the resulting radius of curvature of the surface, and
ultimately the focal length of the lens so formed, is given by
the expression

Rc ¼ n� 1ð Þf ¼ D2

4L
ð2:8Þ

It has been reported [14] that this method is effective in
making lenses that are close to hemispherical, and corre-
spondingly less so as one deviates to shallower lenses. The
effective range of f-numbers (f=D) is in the range of 1–2.5.
To increase the f-number, one can replace the ambient med-
ium with a fluid of intermediate index between the resist
and air. Five to seven hundred and fifty micrometer is the
range of diameters of lenses that have been produced by this
method. Another limitation is imposed by the thickness of
resist that can be applied, around 50mm. Yet another limita-
tion is that one cannot place the lenses close enough to
achieve high fill factors unless a different lens boundary
shape is used.

Daly et al. [14] present a fairly comprehensive report on
the fabrication process, including such facts as the actual
resists that were used and some of the process steps. This is
given in Table 2.3. They also describe some novel variations

Table 2.3 Photoresists Used in the Melted Method

Type Deposition (rpm=min) Thickness (mm)

Shipley AZ 1400-37 1500=1 5
Hoechst AZ 4620-A 2500=0.16 8

1200=0.16 20
800=0.1 40
800=0.06 50

Taken from Ref. [14].
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such as making a preform resist pattern before melting, as
shown in Fig. 2.16a, to address the problem of making longer
focal length lenses. Another interesting idea was to place the
resist lenses on an existing metal apertured pattern to
provide a dark matrix surround. Otherwise light would come
through the nonlens portion of the array. They also showed
lens with square cross-section made by superimposing two
cylindrical arrays, as shown in Fig. 2.16a. They mention the
expected poorer performance because of the edge effects. For
close-packed designs, there appears to be a dependence on
the ultimate shape and the shape before melting. For exam-
ple, see the stepwise resist structure shown in Fig. 2.16b.
They report on a variety of lenses, both cylindrical and

2.2.4.2. Etching

Following the procedure in the previous section, we can
proceed to use the shaped resist to provide a way to etch
the pattern into the substrate. For example, lenses etched

the major issue is to choose an etching process that is one to
one in solubility. That is, the resist and glass must etch at
the same rate. The etch of choice is RIE (reactive ion etching),

Figure 2.16 Square patterned lenses formed by orthogonal expo-
sure. Images formed by the lenses are also shown.
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Table 2.4 Representative Sizes and Numerical Aperture
of Melted Resist Lenses

Focal length (mm) Aperture (mm) NA Measured FWHH (mm)

Cylindrical
78 88 0.56 1.0
105 95 0.45 1.1
147 100 0.34 1.4
200 102 0.25 1.95
300 102 0.17 5
500 100 0.1 10

Spherical
630 750 0.6 1
570 280 0.31 3
180 125 0.34 1.7
110 65 0.3 1.8

Source: Ref. [14].

Figure 2.17 Etching of the lens into material using the melted
photoresist as the graded mask. The initial steps are as shown
above. It is important to maintain a one-to-one etch rate between
the resist and the material.
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where one can exercise some control over the relative etch
rates by using a combination of oxygen-, and fluorocarbon-
containing gases. Lenses with less than l=4 waves of
third-order spherical aberration have been made [15]; their
diameters are comparable to those mentioned above.

Clearly, the substrate can be other than glass. There
have been reports of lenses made in silicon and polymide [15].

2.2.5. Microjet Fabrication

The use of the microjet technology, developed primarily for
printing, has also been adapted to making microlenses [16].
The analogous microjet system used a piezoelectric ceramic
with a microchannel machined in it with a nozzle on one
end connected to a reservoir on the other. An electrical pulse
bends the channel and forces a droplet through the aperture.
The droplet is directed to a substrate which is mounted on an
xyz micropositioner (Fig. 2.18); the liquid drop solidifies on

Figure 2.18 Schematic of microjet method of depositing
microlenses. See text for description. Inset shows SEM photographs
of lenslets on 100 mm centers.
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contact with the substrate and surface tension causes a sphe-
rical surface to form. The lens diameters are in the order of
80 mm and are roughly hemispherical. This method produces
much the same result as the melted photoresist technique.
One forms near hemispherical lenses and the packing fraction
is limited because of the lenses running together. No
description or characterization of the fluid used is given.

MicroFab Technology, Inc. reports being able to deliver
spheres of fluid with diameters from 25 to 100mm at rates
of 6000 per second using this piezoelectric drop-on-demand
ink jet printing technology [17].

2.2.6. Photosensitive Glass

2.2.6.1. Photothermal Process

One of the more interesting methods of producing refractive
microlens arrays, at least as far as the phenomenon is
concerned, is that which involves the use of a special photo-
sensitive glass [18,19]. The basis of the effect is generated
by a photonucleation of a phase crystallization. (lithium
meta-silicate) within the glass which produces a physical
change in density. The total crystal content is of the order
of 10–20vol%. Under the appropriate exposure pattern, this
density change can be used to produce surface features that
ultimately act as lenses. A schematic of the process is shown

The photopatterning is done by photolitho-
graphic masking techniques. After the glass is exposed, it is
heated to about 600�C to effect the crystallization. What
results are circular regions where the light is blocked,
surrounded by crystallized regions of higher density. The
effect of this is to squeeze the soft unexposed glass beyond
the surface that then forms a minimum energy surface. The
surface bumps are formed on both surfaces. We can estimate
the height of the bump from a simple expression:

d
T

¼ 2

3

� �
1� r

r0

� �
ð2:9Þ
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Figure 2.19 (a) a schematic of the photosensitive process. Special
glass is exposed through a mask, then heated. Exposed area densi-
fies and squeezes soft unexposed glass to form spherical
proturberances. (b) is a graph of the radius of curvature of the
induced lens as a function of the top temperature of the
thermal schedule. It is shown for two different lens diameters. (c)
distance to focus us mode field diameter for various lens paromodes.
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Figure 2.20 (a) Scanning electron micrograph of lenses formed by
SMILE. In this case, the lens diameter was 160 mm on 195 mm
centers with a focal length of 0.4mm. (b) A cross-sectional view
showing the crystallized intervening material.
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where T is the thickness, r is the unexposed glass density,
and r0 is the exposed crystallized glass density. The maxi-
mum density change observed is of the order of 1.5%. The
effective depth is determined by the absorption coefficient at
the activating wavelength, which is 310nm. In general, using
conventional Hg–Xe exposure lamps, exposure times of
10–100 sec are required and the depth of subsequent develop-
ment is 3mm. The samples can also be simultaneously
exposed from both sides by extending the maximum thickness
to 6mm and by stacking configurations [20] as shown in
Fig. 2.21.

Nonspherical lenses can also be formed. The shape of the
lens is determined by the geometry of the exposed region. For
example, lenses that represent segments of ellipsoids of revo-
lution are easily produced by exposure through an elliptical

Figure 2.21 Schematic drawing of result of double side exposure
of the photosensitive glass to produce a biconvex lens. Also shown is
the stacking of two arrays.
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mask. Thus it is possible to form an anamorphic lens by using
an elliptically shaped mask. For dense packing even hexago-
nal-shaped lenses have been produced. A variety of shapes

A to this chapter, we will derive the minimum energy shape
that evolved from an arbitrary closed-boundary curve. It
turns out that a reasonably uniform surface evolves except
near the boundaries that contain edges.

2.2.6.2. Ion-Exchange Stuffing

Another way was found to make lenses in this photosensitive
glass using an ion-exchange stuffing mechanism [20]. It is
shown that the ion-exchange of Na or K for Li occurred only
in the unexposed glass. The substitution of the larger ion
Na or K for the Li in the unexposed glass caused the glass
to expand. In the exposed and developed region, the ion
exchange did not occur, and moreover at the temperature of
the ion-exchange, the material is rigid. As a consequence,
the soft unexposed glass is squeezed beyond the surface and
spherical bumps are produced. A representative result is

is plotted vs. the square root of the exchange time in a
KNO3 at 550�C.

There are practical advantages of the ion-exchange
method of producing lenses over the purely thermal method.
The major one is the temperature uniformity afforded by
the immersion of the sample in a constant temperature bath
over that achievable in a furnace. This is particularly true
when processing large two-dimensional arrays. Another
advantage is for applications where compound structures
are required. One can finish the exposed and developed
patterned array to its final thickness before the ion-exchange
development of the lenses. One has two pristine lens surfaces
which can then be attached together as previously shown in

In the normal method, one side of the
sample is in contact with a substrate during the heating
and this produces small defects on the lens.
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that have been formed are shown in Fig. 2.22. In Appendix

shown in Fig. 2.23 where the radius of curvature of the lens
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Figure 2.22 (a) Photomicrographs of various lens shapes and
arrangements made from the photosensitive glass method under
trade name SMILETM. (b) Regular hexagonal pattern, upper photo
shows electron microscope view and the lower the geometric layout.
(c) Images formed by the lens array shown in (b).
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2.2.6.3. Fabricated Lenses

The lens diameters range from 80 to 1000mm and the corre-
sponding focal lengths are greater than 100mm. Since the
process can yield double convex lenses, the effective focal
length range is extendable via the compound lens effect.
The effective focal length, EFL, of a biconvex lens is given by

1

EFL
¼ 1

f1
þ 1

f2
� T=n

f1f2
ð2:10Þ

where T is the lens thickness, and f1 and f2 would be the focal

the range of lens diameters and configurations that have been
fabricated. The lens arrays can be arranged in any two-
dimensional pattern limited only by the minimum separation
distance of 10 mm.

Figure 2.23 Ion-exchange stuffing to produce microlenses in
photosensitive glass. Ion exchange proceeds more completely in
the unexposed glass. Graph shows height of relief as a function of
diffusion time at a fixed exchange temperature.

Refractive Elements 43

5921-4 Borelli Ch02 R2 080604

lengths of the individual front and back lenses. Table 2.5 lists



Copyright © 2005 by Marcel Dekker

This photothermal method lends itself to the fabrication
of erect one-to-one imaging arrays because the natural forma-
tion is a biconvex structure [21]. If the lenses are strong
enough, a relay image can be formed midway between the

will be explained and their performance discussed.

2.2.7. Miscellaneous Methods

2.2.7.1. Laser Heating

There have been other methods that have been described as
leading to lenslike structures. One method makes use of a
laser whose emission wavelength is strongly absorbed such
as to produce local melting at the focal spot [22a,b]. The expla-
nation put forward for the formation of the bump is that the
glass is initially melted and then resolidified. Since the soft
glass at the higher temperature has a lower density, the
excess volume wells up out of the colder rigid substrate glass
and reforms upon solidification into a lenslike shape.

A more recent study [23] indicates the mechanism shown

which was caused by the local heating was measured and is

are all taken from Ref. [23].

Table 2.5 Lenses Made by Photothermal Method

Key Optical Performance Parameters

Lens diameter 50–1500mm � 8mm
Separation between lenses >10 mm
Numerical aperture �0.35
Thickness (T) �6mm (2mm typical)
Lens Sag (S) 0–120mm � 1 mm
Center-to-Center tolerance �0.2mm
Coefficient of thermal expansion
for glass microlens

8.4� 10�6=�C

Transparent From 600 to 2700nm
Distance to beam waist 3–500mm
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in Fig. 2.24. The circular depression around the raised lens

shown in Fig. 2.25. Typical exposure conditions leading to
lens of various diameters are shown in Fig. 2.26. These data

two lenses. In Chapter 5, the applications of such lens bars
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Another intriguing method recently described by
Lawandy et al. [24] is where the chemical etchability of cer-
tain borosilicate glasses can be altered by preexposure to high
intensity light. The mechanism is not really understood but is
attributed to an atomic level of damage induced by the irra-
diation that subsequently affects the way the material reacts

Figure 2.24 Schematic drawing of how lens forms by local laser
heating. In (b) the temperature is sufficient to soften the central
region; in (c) with higher temperature being achieved, the onset of
the large deformation is seen. (After Ref. [23].)
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Figure 2.25 Profilometer trace over heated region. (After Ref.
[23].)

Figure 2.26 Diameter of lens as a function of irradiation time, for
parameters as listed. (From Ref. [23].)
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with typical glass etchants like HF. In the data reported, the
glass etches preferentially where exposed.

2.3. COMPARISON AND ANALYSIS

The intention of this section is to give the reader some way to
compare the various ways that microlenses can be prepared as
outlined above. Clearly, the specific application defines and
orders the important performance criteria; there is no overall
‘‘best way’’. When cost is included, the choice is even more
difficult. However, we can strive to set up a method of compar-
ison where one can get some idea of what kind of property and
performance one can expect from the various ways lenses and
lens arrays are made. This will be done in two ways. The first
will be to summarize from the above methods what can and
what cannot be done by each of the fabrication methods. We
will compare the range of achievable focal lengths, lens
diameters, etc., in a chart form, so we can readily see what
is possible. The second comparison will be more detailed and
will try to put together what data there are pertaining to the
actual lens performance. Ideally, this would include a common
method of characterization such as interferometry, but unfor-
tunately little real lens characterization has been reported.
Nonetheless, what has been published will be summarized.

2.3.1. Comparison of Capabilities

As mentioned above, this section deals with the type of lenses
that can be made and roughly the range of parameters avail-
able. We will do this in a tabular form to permit a quick refer-
ence. We list the fabrication method vertically and the
property or capability horizontally.

By asphere, we mean that such a surface can be prepared
by this method. Under shapes is whether such arbitrary
boundary shapes as ellipses or squares can be made. Array
means whether the method lends itself to making arrays of
lenses. The focal length, FL, and the diameter refer to the
limiting values producible by the method. Packing means
how close the lenses can be spaced, ultimately expressed as
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a percentage fill factor. Geometry refers to how the lenses can
be arranged in a two-dimensional pattern. The size refers to
the dimensions of a piece that can be processed.

2.3.2. Methods of Analysis of Lens Performance

It does not matter how ingenious and easy the lens fabrication
method is if the lens performance is not adequate for the
application. The question is then how to characterize lenses
is such a way as to be able to obtain a reasonable estimate
of how they will perform. The most common performance
characterization that is given is that the lens is diffraction
limited. What is usual meant is that the spot size in the image
plane was somehowmeasured and compared to the diffraction
limited number which is either 1.22l=NA, if the intensity
across the field is flat, or (2=p)=NA if the intensity is guassian.
Unfortunately, the measured spot size, as interpreted as the
central portion of the Airy profile, does not change even in
the presence of significant spherical aberration. As we will
show below, even if the surface curve is not perfectly spheri-
cal, the first ring diameter is not significantly altered.

The irradiance distribution in the focal plane in the
presence of a phase aberration, f(r), is given by the following
expression [25]:

IðrÞ
I0

¼ k

R

� �2

exp½ifðrÞ�J0
krr
R

� �
rdr

����
����
2

ð2:11Þ

where k¼ 2p=l, R is the distance from the pupil plane to the
image plane (focal length of the lens), a is the radius of the
aperture in the pupil plane (lens radius), and r is the radial
position in the image plane. This rotationally symmetric
phase aberration term can be expressed in terms of the clas-
sical Zernike polynomials representing the fourth, sixth and
eighth order spherical aberrations. For f(r)¼ 1 corresponding
to the perfect lens, one can integrate Eq. (2.11), and obtain the
well-known Airy function

IðrÞ
I0

¼ 2J1ðkarÞ=R
kar=R

����
����
2

ð2:12Þ
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Mahajan [25] investigated a number of informative cases
with this formulation which could form a basis of an ultimate
performance comparison for microlenses. He used the Strehl
ratio as the parameter measuring the magnitude of the aber-
ration. The Strehl ratio is defined as the value of Eq. (2.11) at
r¼ 0, that is, I(0). One can show that the Strehl ratio is very
well approximated by the expression

S ¼ expð�s2fÞ ð2:13Þ

where sf is the standard deviation of the spherical aberra-
tion. In a typical Zernike analysis of the interferometric data
for a given lens, this number would correspond to RMS or
peak-to-valley number under the appropriate aberration.
The results are shown in Fig. 2.27. The interesting aspect of
this calculation is that the central ring diameter is not chan-
ging with the degree of aberration. The main effect of the

Figure 2.27 Computed point spread function vs. radius (normal-
ized to the product of the wavelength l and the focal ratio F). The
various curves are for different degrees of aberration, as indicated
by the Strehl ratio S. Also drawn in the Gaussian profile. (Graph
is replotted from Ref. [24].)
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spherical aberration is the reduction of the intensity of the
central ring and the corresponding increase in the outer ring.

2.3.3. Data Comparison

What the analysis in the above section points out is that for a
true comparison of the microlens performance by any of the
methods described above, either the point spread function
(PSR) be measured or a Zernike analysis of interferometric

a listing of the Zernike terms.
Zernike polynomial analysis of the molded glass asphere

has been reported. These are relatively large lenses in the
microoptic sense. These lenses are produced to provide high
resolution at high numerical aperture. A typical result for a

senting an overall rms 0.05l distortion from a perfect spheri-
cal wavefront. The numerical aperture for this lens was
0.45 [26].

Aperture limitations imposed on interferometry make
the measurement of very small lenses a problem. Nonetheless
interferometric data have been reported for microlenses made
by the photosensitive glass process, SMILE. The complete

Table 2.6 Comparison Table

Fabrication Asphere Shapes Array
FL
(mm)

Diameter
(mm)

Packing=
geometry

Molded
Plastic Y Any Y >100 >0.1 100%=any
Glass Y Any N >500 >2a –
Contactless N Anyb Y >0.1 80%=any
Resist
As is N Circle Y
Etched N Circle Y
Microjet N Circle Y 0.08–1 80%=any
Photosens glass N Anyb Y >200 0.08–1 80%=any
Laser N Circle Y >100 >0.1 ?=any

aDepends on radius of curvature of cutting tool.
b The surface figure is dependent on the boundary curve.
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molded bisphere is shown schematically in Fig. 2.28 repre-
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Table 2.7 Zernike Polynomial Notation

Znm

n m Polynomial Characterization

0 0 0 1 Piston
1 þ1 1 r cos f X tilt

�1 2 r sin f Y tilt
0 3 2r2� 1 Focus

2 þ2 4 r2 cos 2f Astigmatism 0� or 90�

�2 5 r2 sin 2f Astigmatism � 45�

þ1 6 (3r2� 2)r cosf X coma and tilt
�1 7 (3r2� 2)r sinf Y coma and tilt
0 8 6r4� 6r2þ 1 Spherical and focus

3 þ3 9 r3 cos 3f
�3 10 r3 sin 3f
þ2 11 (4r2� 3)r2 cos 2f
�2 12 (4r2� 3)r2 sin 2f
þ1 13 (10r4� 12r2þ 3)r cosf
�1 14 (10r4� 12r2þ 3)r sinf
0 15 20r6� 30r4þ 12r2� 1

4 þ4 16 r4 cos 4f
�4 17 r4 sin 4f
þ3 18 (5r2� 4)r3 cos 3f
�3 19 (5r2� 4)r3 sin 3f
þ2 20 (15r4� 20r2þ 6)r2 cos 2f
�2 21 (15r4� 20r2þ 6)r2 sin 2f
þ1 22 (35r6� 60r4þ 30r2� 4)r cos f
�1 23 (35r6� 60r4þ 30r2� 4)r sin f
0 24 70r8� 140r6þ 90r4� 20r2þ 1

5 þ5 25 r5 cos 5f
�5 26 r5 sin 5f
þ4 27 (6r2� 5)r4 cos 4f
�4 28 (6r2� 5)r4 sin 4f
þ3 29 (21r4� 30r2þ 10)r3 cos 3f
�3 30 (21r4� 30r2þ 10)r3 sin 3f
þ2 31 (56r6� 105r4þ 60r2� 10)r2 cos 2f
�2 32 (56r6� 105r4þ 60r2� 10)r2 sin 2f
þ1 33 (126r8� 280r6 þ210r4� 60r2þ 5)r

cos f
�1 34 (126r8� 280r6 þ210r4� 60r2 þ5)r

sin f
0 35 252r10� 630r8þ 560r6� 210r4þ

30r2� 1
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tabulation of the Zernike interferometric analysis is given for
a 0.4-mm diameter plano-convex lens with a radius of curva-
ture of 1.25mm (f=6.25). The coefficients for the 36 polynomial

right, a synopsis of the contributions is made in terms of
the conventional aberration descriptions such as spherical,
coma, astigmatism, etc. At the very bottom is a row which
gives the overall least square deviations, listed as P–V,
peak-to-valley, RMS, root-mean-square, and Strehl ratio.
The RMS characterization is 0.125l.

There are no interferometric results reported for the
other microlens types, likely due to their small size. Adaptive
Optics Associates claims 0.25l deviation for lenses greater
than f=4, although how this was obtained was not specified.

The point-spread function is a more accessible character-
ization method, at least in principle. There are a number of
experimental techniques by which one can obtain fairly accu-
rate 2D profiles of the intensity pattern in the focal plane of
the lens. These encompass scanning slit systems, pyroelec-
tric-based systems, and the newer CCD-based 2D arrays used
in conjunction with a microscope.

Figure 2.28 Interferometrically measured optical phase differ-
ence map of a molded aspheric bisphere. (From Ref. [25].)
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fit are listed in the left-hand column. In Table 2.8, on the



Table 2.8 Zernike Analysis of SMILE Lens

Term CoefficientRMS (0.0001 Waves)

(Diameter¼ 0.4mm, focal length¼ 1.25mm)

1 TILTX 0.0335 167
2 TILTY 1.6721 8360
3 FOCUS 0.2701 1559
4 AST30 0.0046 19
5 AST31 �0.0154 63
6 COM30 0.0777 275
7 COM31 �0.0785 278
8 SPH3 0.2583 1155
9 3TH50 �0.0016 6
10 3TH51 �0.0064 23
11 AST50 �0.0004 1
12 AST51 0.0040 13
13 COM50 �0.0035 10
14 COM51 �0.0029 8
15 SPHS 0.0098 37
16 4TH70 0.0048 15
17 4TH71 �0.0016 5
18 3TH70 0.0007 2
19 3TH71 �0.0003 1
20 AST70 0.0023 6
21 AST71 �0.0045 12
22 COM70 �0.0004 1
23 COM71 0.0094 24
24 SPH7 �0.0030 10
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Table 2.8 (Continued )

Term CoefficientRMS (0.0001 Waves)

ORD SPHE COMA ASTI 3THE4THE 5THE SUBT

RMS Error (0.0001 waves)
3 1155 391 66 1221
5 37 13 13 23 47
7 10 24 13 2 16 33
9 15 43 26 29 9 7 61
11 13 13
SUBT 1156 394 73 37 18 7 1224
RMS Residue 112
Total RMS 1229

ORD SPHE COMA ASTI 3THE4THE 5THE

P–V error (0.0001 waves)
3 3875 2210 321
5 196 91 80 132
7 43 189 101 16 102
9 98 388 223 230 66 45
11 66
Overall average values (in waves)
Peak Valley P–V RMS Strehl Ratio
0.414 �0.246 0.660 0.125 0.540
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Measured PSFs for three SMILETM lenses are shown in
Fig. 2.29 [20]. They are compared to the calculated Airy
curves. In all cases, one can see the wings are larger, particu-
larly for the larger lens diameter. This clearly indicates

Figure 2.29 Measured point spread functions for SMILE lenses
compared to best-fit Airy pattern. The lens diameter was 0.4mm
and the EFLs were 0.14, 0.19, and 0.36.
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aberrations. Unfortunately, the method compared the nor-
malized curves that did not permit a quantitative estimate
of the extent of aberrated behavior. Daly et al. [14] report
PSF data for the melted photoresist lenses over a range of dia-

to the Airy curve based on the full width at half maximum.
The results are not particularly consistent. In addition, it is
not clear what the FWHH really means, since Majahan has
shown that the normalized patterns over a wide range of
aberrations have essentially the half width.

APPENDIX A. LENSES DERIVED FROM SURFACE
TENSION

Three of the fabrication methods described above relied on
surface tension to produce the surface figure. The methods
were the melted photoresist, the contactless molding, and

that is, to have the lenses occupy nearly 100% of the area.
This requirement is a problem for the lens fabrication meth-
ods mentioned above because the lens figure is not indepen-
dent of the shape of the lens. In this section, we will
calculate the minimum energy surface figures for different
boundary conditions which will be relevant for applying these
techniques for making lenses with noncircular boundaries.

blem. We want to determine the equation of the surface z¼ f(x,
y) bounded by the curveC, where a uniformpressure p is applied
to the surface whose material has a surface tension coefficient
a. This is entirely equivalent to the variational problem of find-
ing the minimum (extremum) of the integral area:

A fj j ¼ dA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ df

dx

� �2

þ df
dy

� �2
s

dxdy ðA:1Þ

under the constraint of the constant volume. The variational
problem is expressed as d(Aþ lV) where l is the Lagragian
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meters which is shown in Table 2.4. They make a comparison

The reader is referred to Fig. A.1 for a statement of the pro-

the photosensitive glass. In many applications (see Chapter
5), it is important for arrays of lenses to have a high fill factor,
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mutiplier and is determined by the condition V(l)¼V0 The
Euler Lagrange solution of Eq. (A.1) is

H � Hfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Hfj j2

q
8><
>:

9>=
>;� p

a
¼ 0 ðA:2Þ

For the well-known case where C is a circle, one can obtain an
analytical solution to Eq. (A.2) in cylindrical coordinates assum-
ing axial symmetry. The solution is an equation of a portion of a
spherical surface, viz.

f ðrÞ
R0

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p

� �2

� r
R0

� �2
s

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p

� �2

�1

s
ðA:3Þ

where R0 is the radius of the boundary circle, and P¼R0p=a.
For other shapes of the boundary curves, one has to resort

to computer numerical solutions as available from such software
packages as PDE=Protran. We calculated the square and the
hexagon since both of these would lead to high fill factors. The
data are presented as isodeviation lines, where the deviation

Figure A.1 Representation of the surface described by the equa-
tion F(x, y, z)¼ 0 bounded by the curve C.
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is from a perfect sphere. For the square geometry, because of the

of the square is L and all the coordinates are normalized to L,
including the deviation termDz. One can clearly see that the dis-
tortion cuts deeply into the lens. For L¼ 400mm, a Dz of 0.001
corresponds to roughly one wave at 550nm.

The situation is much improved for the hexagonal
geometry situation where again we have shown the result

corresponding to Dz¼ 0.001 is only around the apices of the
hexagon, and the major portion of the lens conforms to a
sphere within one wave at 550nm.

There is an application that relates to this concern for the
nature of the curvature of microlenses. This is the application
where it is desired to circularize a beam. Often the emitting
regions of solid-state sources are not regular, resulting in a dif-
ferent beam spread in the x and y directions. If one collimates
this output in the conventional way, one obtains an ellipse for
the shape of the beam. It is frequently desirable to have the
beam circular. One approach is to use two cylindrical lenses,

lengths f1=f2, one can compensate for the different beam-spread-
ing angles. Where space is an issue, there is a way to use a
microoptic lens that has the appropriate difference in radii of
curvature in the x and y directions. It turns out that the shape

The equation for sag of the lens cut from such a section is

x2 þ y2 þ z2 ¼ a2 þ R2 þ 2Rða2 � z2Þ1=2 ðA:4Þ

HereR is the radius of the torus and 2a is the circular thickness.

Figure A.2 (a) Quadrant map of isodeviation of surface height rela-
tive to a segment of a spherical surface for the case of a lens with a
square cross-section of width L. All quantities x, y, Dz are normalized
to L. The normalized radius of curvature is Rc=L¼ 1.4. (b) Same as in
(a) except the cross-section is hexagonal with characteristic length L.

J
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for the smallest repeated section in Fig. A.2b. The distortion

symmetry, only one quadrant is shown in Fig. A.2a. The length

as shown in Fig. A.3. By choosing the correct ratio of the focal

required is that from a section of a torus, shown in Fig. A.4.



Copyright © 2005 by Marcel Dekker

Figure A.3 Method of circularizing a beam with the use of two
cylindrical lenses. The ratio of the focal lengths determines the
correction.

Figure A.4 Sketch of the slice of a toroid to produce an
anamorphic lens with two spherical surfaces. The one radius of
curvature corresponds to the radius of the toroid and the other to
the radius of the thickness.
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APPENDIX B. RAY-TRACE ALGORITHM

The reader is referred to Fig. B.1 for the definition of
the symbols used. In addition, we define the following
relationships:

x1 ¼� T

2
þ t1

� �
; x4 ¼

T

2
þ t2

ðx2þa1Þ2þy2þ z2 ¼R2
1; ðx3�a2Þ2þy23þ z23 ¼R2

2

a1 ¼
T

2
�R1; a2 ¼

T

2
�R2

ðB:1Þ

where t1, t2, a1, a2, R1, R2, and T are all greater than 0. Start-
ing at an arbitrary object point (x1, y1, z1), the direction

Figure B.1 Drawings showing the symbols and notation used in
the ray-trace algorithm. The upper figure shows the 3D perspective
showing the coordinate points at each surface consistent with the
ray-trace algorithm. The lower curve indicates the dimensional
variables.
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cosines of the ray to a point on the lens (x2, y, z) are given by

l1 ¼
x2 � x1

B
; m1 ¼

y� y1
B

n1 ¼
z� z1
B

; B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � x1ð Þ2þ y� y1ð Þ2þ z� z1ð Þ2

q ðB:2Þ

where

x2 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

1 � y2 � z2 þ a1

q
ðB:2aÞ

At the point (x2, y, z) on the lens, the direction cosines of
the normal to the surface are

l2 ¼ � a1 þ x2ð Þ
C

; m2 ¼
�y

c
; n2 ¼

�z

c
ðB:3Þ

with

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1 þ x2ð Þ2þ y2 þ z2

q
The angle of incidence y is obtained from the scalar

product of the unit vector r(l1, m1, n1) of the incident ray with
the unit vector n(l2, m2, n2) of the normal, where both r and n
point toward the right, as do all other unit vectors

cos y ¼ l1l2 þm1m2 þ n1n2 ðB:4Þ

The refracted ray with unit vector r0 must be in the plane of
incidence, that is, the plane determined by r and n.

Mathematically this can be expressed as

r0 ¼ a rþ bn

The value of a and b can be obtained by substracting the
following equations:

r0 � r0 ¼ 1 ¼ a2 þ b2 þ 2ab cos y;

ðr0 � nÞ2 ¼ cos2 y0 ¼ a2 cos2 yþ b2 þ 2ab cos y
ðB:5Þ
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which yields

1� cos2 y0 ¼ a2ð1� cos2 yÞ or sin2 y0 ¼ a2 sin2 y

where y0 is the angle that the refracted ray makes with the
normal. Applying Snell’s law, one obtains

a ¼ 1

n
ðB:6aÞ

where n is the refractive index of the glass. To obtain b one
substitutes the value of a into the above equation and solves
for b:

b ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 y� 1þ n2

p
� cos y

n o
ðB:6bÞ

The direction cosines of the refracted ray can now be
obtained using the following equation:

l3 ¼ al1 þ bl2; m3 ¼ am1 þ bm2; n3 ¼ an1 þ bn2 ðB:7Þ

The equation of the refracted ray is given by

y3 � y ¼ m3

l3 x3 � x2ð Þ ; z3 � z ¼ n3

l3 x3 � x2ð Þ ðB:8Þ

where the point (x3, y3, z3) is located on the back spherical
surface whose equation is

x3 � a2ð Þ2þ y23 þ z23 ¼ R2
2 ðB:9Þ

Solving these two equations simultaneously yields the
value of x3

x3 ¼ D�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 � E

p
ðB:10Þ

where

D¼ m2
3 þn2

3

� �
x2 þ a2l

2
3 �m3yl3 �n3zl3

E¼ m2
3 þn2

3

� �
x22 � 2x2l3 m3yþn3zð Þ þ l23 y2 þ z2 �R2

2 þ a2
2

� �
Substituting the value of x3 (the positive root) into Eq.(B.8)
yields y3 and z3.
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The direction cosines of the unit vector r00 normal to the
surface at (x3, y3, z3) are now determined to be

l4 ¼
x3 � a2

F
; m4 ¼

y3
F
; n4 ¼

z3
F

ðB:11Þ

where

F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3 � a2ð Þ2þ y23 þ x23

q
The incident angle on the back surface can now be

obtained from

cos y00 ¼ l3l4 þm3m4 þ n3n4 ðB:12Þ

The exit ray’s direction cosines are determined as before
by writing

r00 ¼ er0 þ fn00 ðB:13Þ

and following the same procedure as done on the front
surface, we find that

e ¼ n and f ¼ �n cos y00 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 cos2 y00 � n2 þ 1

p
The direction cosines of the exit ray are thus

l5 ¼ el3 þ fl4; m5 ¼ em3 þ fm4; n5 ¼ en3 þ fn4 ðB:14Þ

If the image plane is located at x4¼T=2þ t2, the exit ray
forms an image spot with coordinates (y4, z4) given by

y4 ¼ y3 þ
ðx4 � x3Þm5

l5
; z4 ¼ z3 þ

ðx4 � x3Þn5

l5
ðB:15Þ
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3

Gradient Index

3.1. INTRODUCTION

Although the binary-optic method of making microlenses may
be the source of the current excitement in the micro-optics

method pioneered by Nippon Sheet Glass that paved the
way, and in many ways still dominates the field. We will
see in succeeding sections of this chapter how the ingenious
use of an ion-exchange process in glass provided the first prac-
tical way to make microlenses. This method of making an
imaging device is generically called GRIN, for gradient index,
so you will see people use the description GRIN lens to mean
any lens formed through refractive index profile.

The idea that an index profile could produce an image
similar to that produced by a curved refracting surface goes
back to Wood [1]. Intuitively, it would seem that one should
mimic the phase front that occurs through a spherical lens,
as a starting point. In other words, if the optical phase differ-
ence D(nL) is equal to n DL(r) for a refracting lens, then repro-
ducing L Dn(r) might produce the same effect. We shall see

69

5921-4 Borelli Ch03 R2 081104

field, as we will see in Chapter 4, it was the gradient index
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that this turns out to be essentially true, although we will
derive it from a more rigorous basis.

Marchand [2] presents an excellent and complete exposi-
tion of the phenomenon related to gradient index optics. We
utilize his approach in our brief optics review given below.
Iga et al. [3] is another valuable and extensive reference. The
scope is more restricted, but it also contains applications of
devices other than lenses.

What we are concerned with is the demonstration that
there is an index profile n(x, y, z) that images light to a given
point in the manner similar to that of a refractive spherical
lens. Moreover, we want to show what sort of limitations or
approximations are necessarily imposed to achieve this end.
We begin with the equation that governs the direction that a
ray of light will take through a medium with an arbitrary
index profile n(x, y, z). We then look at the possible solutions
and condition that lead to imaging under the assumption of
a purely radial refractive index profile. We outline a simple
ray-trace procedure that is useful in the paraxial approxi-
mation. The planar version of this process will be discussed
separately because it presents a more difficult problem where
the index is both a function of the radial distance and the axial
distance. From there we proceed to the description of actual
methods of fabrication, and finally to an analysis of the GRIN
imaging performance.

3.2. OPTICAL THEORY

3.2.1. Path in a Rod with Gradient Index

The path a beam of light will travel in a medium with a
refractive index distribution given by n(x, y, z) can be treated
in one of two ways. One way is to solve the wave optics pro-
blem as contained in the scalar form of Maxwell’s equations
with a spatially varying refractive index [4]. A second
approach is to treat it from the standpoint of geometric or
ray optics using the ‘‘least action’’ principle [2]. The former
is more useful for the general case of an arbitrary profile,
but for the kind and dimension of the devices that we will
be discussing, it is more instructive to take the ray approach.
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The least action principle dictates that light will travel
a path in such a way as to minimize the time of flight. The
integral representation of this statement, Fermat’s principle,
is that the time of flight (distance divided by the velocity)

dt ¼
Z

ds

v
ð3:1Þ

should be a minimum. One can put this in the classic differen-

tial arc element, ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2 þ dy2 þ dz2

p
, replacing the velocity

with the variational calculus form by substituting for the
expression v¼ c=n(x, y, z). The variational problem can now
be stated: for what function n(x, y, z) is this integral a
minimum?

At this point we anticipate the practical situation to
come, which deals with rod lenses, and use cylindrical coordi-
nates. Further, in the same vein we initially assume that n is
a function of r alone consistent with their ion-exchange fabri-
cation. The differential arc element in cylindrical coordinates
is ds ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dr2 þ r2 dy2 þ dz2

p
, so Eq. (3.1) can be written as

dt ¼ L r; y; z;
dr

dz
;
dy
dz

� �
dz

¼ nðr; yÞ
c

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ ðdr=dzÞ2 þ r2ðdy=dzÞ2

q
¼ dz ð3:2Þ

The solution proceeds via the use of the Euler–Lagrange
differential equations of variational calculus�, which are
formally expressed as

@L

@r
¼ d

dz

@L

@r0

� �
ð3:3aÞ

@L

@y
¼ d

dz

@L

@y0

� �
ð3:3bÞ

�For the reader unfamiliar with the calculus of variations, it is sufficient to
know that the solution of the Euler–Lagrange differential equations yield
the path, or function, which corresponds to the minimum condition
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where L is the integrand of Eq. (3.2) and r0 ¼dr=dz and
y0 ¼dy=dz. For the sake of simplicity in our development, we
suppress the y dependence. The reader is referred to Marc-
hand [2] for the full derivation. As a consequence of our 2D
approach, we will be looking at what would constitute meri-
dional rays in a cylindrical coordinate system (see Fig. 3.1).
These are rays that contain the z-axis. We will point out the
consequence of this as we discuss skew rays.

Applying Eq. (3.3a) to L as defined by Eq. (3.2) yields

ffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ r02

p dn

dr

� �
¼ d

dz

� �
nr0ffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ r02

p
� �

ð3:4Þ

where we use r0 to signify dr=dz. Multiplying both sides by n,
Eq. (3.4) can be written in the form

dfn2g
dz

¼ nr0ffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ r02

p d

dz

nr0ffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ r02

p
� �

¼ d

dz

n2r02

lþ r02

� �
ð3:5Þ

Figure 3.1 Full cylindrical coordinate system used for the
complete development of ray paths; (bottom) reduced 2D coordinate
system used in the case of assumed axial symmetry.
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where we used the relation dn=dr¼ (l=r0)dn=dz. We can now
equate the terms in the curly brackets to obtain

ðnr0Þ2

lþ r02
¼ n2 þ l2 ð3:6Þ

or upon rearranging and taking the square root,

nffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ r02

p ¼ þ1 ð3:7Þ

where l is a constant independent of z. Solving for r0 in
Eq. (3.7) and then integrating with respect to z yields the
equation of the ray,

z� zð0Þ ¼ �
Z

k
drffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 � l2
p ð3:8Þ

This equation defines the ray r(z) once we put in a speci-
fic form for n(r). We have taken the long way around to obtain
the ray Eq. (3.8) to show the more general approach to the
solution of the problem. There is, however, a much quicker
route to Eq. (3.8) in view of the restrictions we put on the pro-
blem; viz., n is only a function of r with no y dependence. One
could have expressed the Euler–Lagrange equations in para-
metric form. For example, Eq. (3.4) could have been written as

@n

@r
¼ d

ds

ndr

ds

� �
ð3:9aÞ

using the identity d=ds¼ (lþ r02)�1=2 d=dz. Similarly, the other
two equations for y and z would have been

@n

@y
¼ d

ds

ndy
ds

� �
ð3:9bÞ

and

@n

@z
¼ d

ds

ndz

ds

� �
ð3:9cÞ
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Since n is not a function of z, then one could have integrated
(3.9c) directly:

ndz

ds
¼ constant ð3:10Þ

This is nothing more than the statement that the z direc-
tion cosine is invariant. This equation is exactly that
expressed above in (3.7), so we can immediately identify the
constant as the z direction cosine which because of its invar-
iance is identically equal to its value at z¼ 0, l0.

3.2.2. Imaging Forms of the Radial Profile

For a specific n(r), one can use Eq. (3.8) to determine the ray
path. Our concern is with those n(r) that lead to a formation of
an image. What this means is that from a fan of rays from a
given point z0, they will pass through a given point at some
other z. Consider the radial profile given by the expression
[2,3,6],

n2 ¼ N2ð1� Ar2Þ ð3:11Þ

Substituting this into (3.8) and integrating yields the solution

ðz� z0Þ
z

l0

� �
¼

sin�1 r
r0

� 	
cos�1 r

r0

� 	
8<
:

9=
; ð3:12Þ

or, putting the boundary conditions at z0¼ 0, one obtains

r ¼ rð0Þ cos NfAg1=2z
l0

 !
þ ðdr=dzÞ0

N
ffiffiffiffi
A

p
� �

sin
NfAg1=2z

l0

 !

ð3:13Þ

Clearly, this represents ray paths that lead to an ima-
ging condition for meridional rays as long as l0 is constant
for all rays involved. Consider the situation depicted in
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Fig. 3.2. In this case one can easily see that all rays emanat-
ing from point P will intersect at the point z defined by

tan zint ¼
ri � rj
mj �mi

ð3:14Þ

We saw from above that l0 is a constant for each ray. We
are interested in the question, what would make it a constant
for all rays, irrespective of initial position and slope. Consider-
ing the definition,

l0 ¼ nðrÞffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ r02

p ð3:15Þ

it is clear that it would remain relatively constant if (dr=dz)2

is small compared to unity, and the change in n itself with r is
small over the region of interest. This is tantamount to a
paraxial approximation.

There is a radial profile that images meridional rays
without regard to any approximation [7]. The form of the
radial profile is

nðrÞ ¼ N0 sechðarÞ ð3:16Þ

If one substitutes this into Eq. (3.8), one obtains the expression

sinh ðarÞ ¼ A sin sin�1 sinhðar0Þ
Aþ az

� �� �
ð3:17aÞ

Figure 3.2 Ray trace through a body with parabolic index profile
[see Eq. (3.11)] showing the imaging property.
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or,

sinh ðarÞ ¼ A cos cos�1 sinh ðar0Þ
Aþ az

� �� �
ð3:17bÞ

where A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðN0=l0Þ2 � 1

q
. Equations (3.17) represent periodic

functions of z and correspond to a sharply imaged condition
for meridional rays which is independent of the ray or the
starting point chosen [2].

In a real sense, (3.17) constitutes the ideal profile for a
gradient index lens with respect to meridional rays. By ideal
is meant that all rays are sharply focused irrespective of the
initial ray position or slope. It is like an aspheric surface is
to a refractive lens. However, if we consider the possibility
of skew rays as well, then we find that there are problems.
The consideration of skew rays involves maintaining the y
dependence as indicated by Eq. (3.3b) throughout the analy-
sis. Because of the lengthy derivation, we will be content to
reproduce the profile that images helical rays derived by
Rawson et al. [8] of the form

nðrÞ
N0

¼ ½1þ ðArÞ2��1=2 ð3:18Þ

The importance of the skew rays depends upon the par-
ticular lens application. We see that the best approximation
with respect to all kinds of rays is the following. Consider
the expansions of all three of the index profiles considered
viz., Eqs. (3.11), (3.16), (3.18). A comparison of the sech to

sible in the form where the lead terms are identical:

nðrÞ ¼ N0 1� A

2

� �
r2

� �
ð3:19Þ

We can see, as pointed out above, that this profile will
only be good to the extent of the paraxial approximation.
Inclusion of higher order terms leads to what would be
equivalent to aberrations, as we will see later. The ray
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solutions for this profile are the same as that obtained above;
see Eq. (3.13).

3.2.3. Matrix Ray Trace for Rod Lenses

Kapron [9] first suggested a matrix-based ray-trace formalism
for the paraxial case. This was subsequently augmented
by NSG [10] and used in their product a description=
performance publications. This has proven to be very conveni-
ent and useful for lens design. Others have published more
general ray-trace methods [11], but in most cases of interest
the paraxial approximation is sufficient.

The method follows the same matrix format as for the
thick-lens ray tracing that was done for refractive elements

With the use of Eq. (3.13), one can write matrix expression

Figure 3.3 Comparison of the radial refractive index profile
derived from the exact imaging sech (Ar) to that of the paraxially
imaging parabolic profile, n¼n0[1� (A=2)r2].
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relating the initial ray position and slope for a lens of thick-
ness D.

r1

m2

 !
¼

cosð
ffiffiffiffi
A

p
DÞ ð1=N0

ffiffiffiffi
A

p
Þ sinð

ffiffiffiffi
A

p
DÞ

�N0

ffiffiffiffi
A

p
sinð

ffiffiffiffi
A

p
DÞ cosð

ffiffiffiffi
A

p
DÞ

 !

�
r0

m0

 !
ð3:20Þ

From this one can write down the relationships for the
focal length, working distance, and location of the principal
planes. These results are shown in Fig. 3.4. The computed
ray diagram for a simple case of parallel light being focused

Figure 3.4 Drawing relating the commonly used parameters to
describe the imaging of a GRIN lens of thickness Z. The parameters

actual relationships are defined through the use of Eq. (3.20).
Unfortunately, the conventions for the symbols are not all the same.
In particular, the symbol most commonly used for the object and
images distances in the GRIN notation is l rather than s.
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listed in Table 2.1 for conventional refracting lens. However, the

is shown in Fig. 3.5.

are formally defined in the same manner as shown in Fig. 2.1 and
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The simple lens maker’s formula can be used in the same
way as it was for the conventional thick lens

l

L1
þ l

L2
¼ l

f
ð3:21Þ

where the L’s are measured from the principal planes.
Another interesting aspect of a GRIN lens with a parabolic
profile is that its numerical aperture is a function of the radial

NA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðrÞ2 � n2

0

q
ð3:22Þ

These expressions will be useful when we deal with the
applications.

3.3. PLANAR LENS

The analysis of the imaging behavior of the so-called planar
version of GRIN lenses [3,12,13] is somewhat more difficult

Figure 3.5 Computed ray trace through a GRIN lens with a para-
bolic refractive index profile. Approximate path obtained from
Eq. (3.20) with m0¼ 0. Positions on the exit face are rin cosð

ffiffiffiffi
A

p
DÞ

with slopes of �N0

ffiffiffiffi
A

p
sinð

ffiffiffiffi
A

p
DÞ; thus the equation of exit ray is

r¼ rex�mexz or . . . , r ¼ r0 cosðD
ffiffiffiffi
A

p
Þ � zN0r0

ffiffiffiffi
A

p
sinðD

ffiffiffiffi
A

p
Þ.
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to mathematically describe than that of the rod lens geometry
discussed above. The way the index profile is produced is
quite different, and consequently some of the simplifying
assumptions made in the treatment above are not valid. In
the next section we go into the fabrication methods in
somewhat more detail, but for the present it is instructive
to compare how the index profile is derived with a simple

the ion-exchange method, for example, the refractive index
is altered uniformly in the radial direction and constant along
the axial direction. One would thus expect the refractive
index profile to look as sketched in Fig. 3.7b. It is with this
situation in mind, since it is the preferred way to make such
lenses, that the above derivation of the ray trace was done. In
the planar version of GRIN, the index is altered by ion
exchange through a small opening in a mask on the surface,

Figure 3.6 Variation of numerical aperture as a function of radial
position of a GRIN lens with a parabolic profile.
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diagram. In Fig. 3.7a we show how the rod lens is made. In

as shown in Fig. 3.8a. The expected index profile is shown
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From the shape of the profile, Iga et al. [3] proposed the func-
tion

nðr; zÞ2 ¼ N2
0ðRðrÞ þ ZðzÞÞ ¼ N2

0f1� Ar2 � nnAzng ð3:23Þ

One can easily see that this would constitute an approxi-
mation to the profile shape of Fig. 3.8b.

3.3.1. Planar Ray Trace

In this section we present a shortened approach to the
development of the equation of the ray for the planar case.
Iga et al. [3] and Sakamoto [13] have given complete deriva-
tions and the reader is referred to these publications for the

Figure 3.7 Schematic representation of the molten salt bath ion-
exchange process into a glass rod to produce a radial refractive
index gradient. The lower figure is a sketch of the index profile in
terms of the radial and axial position.
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Copyright © 2005 by Marcel Dekker

details. We will try to follow the same general form used
above for the rod case. One starts with Euler–Lagrange equa-
tions in parametric form; see (3.9a–c), with a change of
independent parameter from the differential are length ds
to it normalized to the index n(r, z)

dt ¼ ds

n
ð3:24Þ

Equations (3.9) now can be written as the following:

d2r

dt2
� r

dy
dt

� �2

¼ d

dr

� �
n2

2

� �
ð3:25aÞ

d

dt

� �
r2 dy
dt

� �
¼ d

dy

� �
n2

2

� �
ð3:25bÞ

Figure 3.8 Schematic representation of planar GRIN process
where molten salt bath ion exchange is done through a mask in con-
tact with the surface, as shown. The lower figure shows the coordi-
nate system by which the refractive index profile is characterized.
One notes that the major difference produced by the planar process
is that the profile is also a function of z, as well as r and y.
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d2z

dt2
¼ d

dz

� �
n2

2

� �
ð3:25cÞ

To simplify matters, we again assume axial symmetry,
and remove the y dependence and return to considering mer-
idional rays only. Using the form for n(r, z) given in Eq. (3.23),
one has

d2r

dt2
¼ N2

0

2

� �
dR

dr

� �
ð3:26Þ

and

d2z

dt2
¼ N2

0

2

� �
dZ

dz

� �
ð3:27Þ

In Eq. (3.26), multiply both sides by dr=dt, followed by
integrating with respect to t, and finally taking the square
root, to obtain

dr

dt
¼ �N0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RðrÞ þ C1

p
ð3:28Þ

where C1 is a constant of integration which can be evaluated
in terms of the incident r direction cosine of the ray at z¼ 0. In
a similar manner, Eq. (3.27) becomes

dz

dt
¼ �N0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZðzÞ þ C2

p
ð3:29Þ

with C2 defined in a similar way to C1, viz., the z direction
cosine at z¼ 0. Dividing (3.29) by (3.28) and performing the
appropriate algebraic manipulations yields the expression

dz ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZðzÞ þ l20Rðr0Þ þ ðl20 � 1ÞZð0Þ

q
dr ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RðrÞ þ l20Rðr0Þ þ ð1� l20ÞZð0Þ

q
ð3:30Þ
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where l0 is the incident z direction cosine, and the initial
condition is given by

dz

dt

� �
z¼0

¼ nðr0; 0Þl0N0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rðr0Þ þ Zð0Þ

p
ð3:31Þ

One can then cast (3.30) as two integrals, whose equality
defines the desired relation between r and z when particular
forms are assumed for R(r) and Z(z).

Z
drffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RðrÞ � l20Rðr0Þ þ ð1� l20ÞZð0Þ
q
¼ �

Z
dzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ZðzÞ � l20Rðr0Þ þ ðl20 � 1ÞZð0Þ
q ð3:32aÞ

We will show solutions for special cases in the next
section.

3.3.2. Imaging Condition

Unlike the rod lens situation, the ideal profile is not known.
What one can do is to look at the imaging from the solutions
of (3.31), which is not at all an obvious procedure. A simplifi-
cation can be made in order to investigate the imaging beha-
vior. This is to consider only rays which are parallel to the
z-axis. For this case, l0¼ 1. Further, one can assume the
profile suggested by Iga expressed in (3.22), R(r)¼ (1�Ar2)
and Z(z)¼�nnAz

n. For the parabolic case, n¼ 2, a closed form
solution (3.31) was obtained by Iga [3] and Sakamoto [13] of
the form

r

r0
¼ cos

1ffiffiffiffiffi
n2

p sin�1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn2AÞ

p
z

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� AR2

0

q
Þ

ð3:32bÞ

(A closed-form solution was also obtained for the n¼ 1 case.)
Suffice to say at this time that focusing does occur as a conse-
quence [Eq. (3.32b)] over a reasonable portion of the lens. In

84 Chapter 3

5921-4 Borelli Ch03 R2 081104



Copyright © 2005 by Marcel Dekker

the limit of the argument of the sin�1 term being small, one
can replace it with the argument itself. Also, the cosine could
then be written as

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

p
, could reduce to the simple form:

r

r0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Az2

1� AR2
0

s
ð3:33Þ

3.4. METHODS OF FABRICATION

The fabrication of GRIN lenses has been dominated by the
ion-exchange method. In this case a solid material, glass or
polymer, is immersed in a bath containing an ion that will
diffuse into the body, exchanging for a corresponding ion
that diffuses out of the glass into the bath [14]. The net
effect of the exchange of ions is to modify the refractive
index. We will try to cover the details of this process. See
Fig. 3.9.

An older method was the idea of building up a series of
tubes of glass inside of tubes each with a prescribed different
refractice index. The nest of tubes was then heated to fuse

method was to use rings of powdered glasses [15].

Figure 3.9 Generic representation of the ion exchange into a rod
to produce a radial refractive index gradient. The bath can be a
molten salt or solution. The rod will contain the counter ion. The
exchange occurs through normal diffusion processes.
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Finally, there are a number of photosensitive processes
where the action of light on a special glass [16,17], or polymer
[18], produces a chemical or structural change that leads to a
refractive index change. By exposing with the appropriate
intensity distribution one can produce a desired n(r).

We proceed through each one of these methods in turn.

3.4.1. Ion Exchange

Ion exchange is a well-known phenomenon used in glass pro-
cessing going back many years. For example, ion exchange
provides strengthening of glass [19]. The idea is to utilize
the diffusion of ions from a bath rich in component A into
a glass poor in that component. The process is treated as a
classic diffusion problem, where we have chosen the equation
in cylindrical coordinates:

1

r

� �
d

dr

� �
rDa

dA

dr

� �� �
¼ dA

dt
ð3:34Þ

with the following boundary conditions:

A ¼ 0 0 < r < r0; t ¼ 0
dA
dr

¼ 0 r ¼ 0; t > 0

A ¼ A0 r ¼ r0; t > 0

Figure 3.10 Nested rod and tube structure intended to produce
a radial refractive index profile. The tubes each are of a slightly
different refractive index. The idea is to heat the nested tubes
until they fuse.
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For the case where D is a constant, the solution for the
concentration of A as a function of the radius and time is [20]

A

A0
� 1 ¼ �2

X
fexpð�b2nTÞg

J0ðbnr=r0Þ
bnJlðbnÞ

ð3:35Þ

where bn are the zeros of the zero-order Bessel function J0

and T ¼ Dt=r20. The solution is shown in graphical form in
Fig. 3.11.

There, of course, will be another equation involving spe-
cies B, with diffusion coefficient Db, which diffuses out of the
glass. The process will be controlled by the slower of the two
reactions and our diffusion constant will implicitly mean
Dab. The distinction being made is between the interdiffusion

Figure 3.11 Classical solution of the diffusion equation in cylind-
rical coordinates, for the normalized concentration of the ion diffus-
ing into the rod. Zero represents the center of the rod. The
parameter is Dt=r20, where D is the diffusion coefficient, r0 is the
radius of the rod, and t is the time.
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process governed by D(A, B) and the self-diffusion processes
stipulated by D(A) and D(B). The diffusion constants are
themselves concentration dependent over some range of con-
centration because of mutual interactions. For a good discus-

measure the concentration dependence of the diffusion coeffi-
cient, usually referred to as the Boltzman method [22]. It is
based on the measurement of the diffusion profile in a semi-
infinite slab after some time t. From this single measurement,
one can estimate D(c). One can reduce the partial differential
equation

d

dx

� �
Ddc

dx

� �
¼ dc

dt
ð3:36Þ

to an ordinary differential equation by the change of variable,
y ¼ x=

ffiffi
t

p
. One then obtains the equation

d

dy

� �
Ddc

dy

� �
¼ �y

2

� 	 dc

dy

� �
ð3:37Þ

One can integrate this expression with respect to y to obtain
an explicit expression for D(c), after changing back to the
original variables.

DðcÞ ¼ 1

2t

� �
dx

dc

� �
xdc ð3:38Þ

used. The profile c(x) is measured at some time t. The integral
represented by the shaded area is numerically determined.
Then for each value of c, as shown for an arbitrary point on
the figure, the derivative is estimated (dashed line) and the
value of D(c1) is obtained from (3.38). One then proceeds to
do this for any value of c to generate the full D(c) relationship.
We will come back to this relationship in the next section to
show how it might be used to an advantage in the design of
a refractive index profile.
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sion of this see Ref. [21]. There is a straightforward way to
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3.4.1.1. Relation of Refractive Index to
Concentration

Explicitly, one assumes that the refractive index is propor-
tional to the concentration of species A, or more precisely, to
the difference between A and B. There are equations that
relate the refractive index to the concentration of various
constituents with some success. One is the Lorentz–Lorenz
equation which relates the refractive index to the atomic
polarizability a of the constituent ions that make up the glass
structure:

n2 � 1

n2 þ 2
¼ 4p

3

� �X
Niai ð3:39aÞ

or, an often-used simpler form,

n2 � 1 ¼ 4p
3

� �X
Niai ð3:39bÞ

Figure 3.12 Method used to estimate the concentration depen-
dence of the diffusion coefficient. The measured concentration of a
given species is plotted vs. distance. See text and Eq. (3.38) for
explanation of method.
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The polarizabilities are a numerical measure of the ease
of which an external electric field can influence the electron
distribution about the ion. For oxide glasses, certain ions
are known to dominate the sum written in Eqs. (3.39).
We have listed the polarizabilities of some common ions in
Table 3.1. The additional problem encountered is the ease
with which these ions diffuse, which is related to how the ions
are bonded in the structure. Presently, most have followed the
simple rule that the singly charged ions are the most ionic
and thus are the most mobile. For applications where a large
index change is desired, the ions of choice have been Agþ1 or
Tlþ1 for alkali.

For the sake of simplicity in the single ion-exchange
process, it is convenient to express the refractive index as [21]

n2 ¼ a1cþ a2 ð3:40Þ

where c is the concentration of the exchanged constituent,
and a1 and a2 are empirical constants.

Table 3.1 Polarizabilities of
Various Ions (Cubic Angstroms)

Ion a

Liþ1 0.03
Naþ1 0.41
K�1 1.33
Rbþ1 1.98
Csþ1 3.34
Agþ1 2.4
Tlþ1 5.2
Caþ2 1.1
S�2 4.8–5.9
O�2 0.5–3.2
Cl�1 2.96
I�1 6.43
F�1 0.64
Pbþ2 4.9

Source:J.R.Tessman,A.H.KahnandWm.
Schockley, Electronic polarizabilities of
ions in crystals, Phys. Rev. 92(4).
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3.4.1.2. Control of Index Profile

In the last section we described the ion-exchange process as it
pertains to a way to spatially change the refractive index of a
rod. In light of the mathematical description of the required
refractive index given above, it is important to see how people
have used the diffusion process to achieve the desired concen-
tration gradient.

Consider a simpler form of Eq. (3.38b) where we consider
only the contributions of the ions that are to be exchanged:

n2 ¼ c0 þ c1Aþ c2B ð3:41Þ

which is true at all values of r. Further, since AþB¼ 1, one
can write this as

n2ðrÞ ¼ ðc0 � c2Þ þ ðc1 þ c2ÞA ¼ C0 þ C1A ð3:42Þ

For constituent A one substitutes expression (3.35). Consider
the expansion of J0(bnr=r0) for small values of the argument:

J0
bnr
r0

� �
¼ 1� bn

2r0

� �2

r2 þ ðbn=2r0Þ4r4
4

ð3:43Þ

One can see that for each term of the series of (3.35) there will
be an r2, r4, r2k, component, resulting in an overall form of
(3.43) of

n2ðrÞ ¼ C0 þ C1ðb1 þ b2r
2 þ b4r

4 þ � � �Þ ð3:44Þ

where bn¼Fn(t, D, r0bn). This is the desired form of the pro-
file. The constants relate to the constants of the material
and of the process. So, what one has to work with are the con-
ditions that best allow the form of (3.44) to achieve whatever
level of approximation is desired. For example, in the para-
bolic case one would choose the parameters such that the coef-
ficients >b2 were as small as possible. Iga et al. [3] shows in a

meter DT=r20, where D is the diffusion coefficient, T the time
of the diffusion, and r0 the rod radius. One sees that one
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would choose a value of the parameter in the vicinity of 0.15.
One can also use this graph to see if it were possible to achieve
an approximation to the hyperbolic secant profile if one could
find a value of the parameter where b4 ¼ 2=3b22 and
b6 ¼ 17=45b23.

Another approach taken to obtain the desired parabolic
or secant hyperbolic profile is that taken by Messerschmidt
et al. [21]. They propose to use the glass composition through
the ionic interaction energy to modify the concentration
dependence of the diffusion coefficient. It is shown that it is
this interaction between the two diffusing species that
accounts for the concentration dependence of the diffusion
constant. They show that for a parabolic profile to ensue,
using the Boltzman method described above, the diffusion

Figure 3.13 Refractive index coefficients as defined from
Eq. (3.44) as a function of the diffusion parameter Dt=r20. Each
coefficient represents a different order in the radial expansion
and the idea is to choose the appropriate value of the parameter
to produce as minimum an aberration as possible. The n1 and n2

refer to the maximum values obtainable with constituent 1 or 2
(after Iga et al. [3]).
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parameter Dt=r20 would have to vary with concentration in the
following way:

DðAÞt
r20

¼
ffiffiffiffi
A

p

4
� A

6
ð3:45Þ

The proposal is to study the concentration dependence of
the diffusion coefficient in different glass systems and seek
out the parameters that would allow one to approach the form
indicated by Eq. (3.45).

3.4.1.3. Process and Material Considerations

There are a number of important material and process prop-
erties that bear on the performance and practicality of ion-
exchange fabrication. Since these are often complex subjects
in themselves, we will only briefly touch on them here to give
the reader an idea of what is involved.

The first set of properties pertain to the glass composi-
tion. The specific glass composition impacts the magnitude
of Dn that can be achieved through the solubility of the
exchangeable ion [23], thus influencing the diffusion coeffi-
cient, the activation energy for diffusion, the dependence of
the diffusion coefficient on concentration [24,25], and the
chemical durability to the ion-exchange bath. All these
properties of the glass can play an important role in the
performance for certain applications, and therefore under-
standing the origins and mechanism of the particular
property can lead to a better or more versatile lens.

The second set is that which involves the ion-exchange
process itself, in particular that which has to do with the com-

have listed the commonly used bath compositions with com-
ments in terms of the problems, if any.

3.4.1.4. Methods of Fabrication

Rod Lenses: The manufacture of GRIN rod lenses by the ion-
exchange technique is accomplished by a large batch process
[14]. Meter-length or longer millimeter-diameter rods are
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position and properties of the exchange bath. In Table 3.2 we



Copyright © 2005 by Marcel Dekker

bundled together and placed into large ion-exchange baths for
times as long as 120h. They are cut and polished to length to
produce the desired optical characteristic. NSG reports
a typical sequence of profiles taken at various times for a

�

particular bath was not specified. The optical characterization
parameter is the pitch which means when the argument of
the expressions in Eq. (3.20), viz.,

ffiffiffiffi
A

p
D, is equal to 2p. The

ray diagram for a 0.25, 0.50, and 0.75 pitch lens is shown in

(Selfoc Micro Lens) lenses that are available is shown in

tions, one of the major device areas has to do with lens bars
that produce one-to-one erect imaging. We show this schema-

the rods into rows. Then one row is placed on top of the other,

Table 3.2 Compositions and Properties of Ion-Exchange Bath

Ion
Radius
in pm

Coordination
number

Refractive
index
change
DM

LD50 in
mg=kg Salt Remarks

Liþ 59 4 0.02 710 Li2CO3 High tensile
stresses

76 6
Naþ 99 4 �0.02 to 0.0002 1955 NaNO3 Tensile

stresses
102 6

Kþ 138 6 0.009 1894 KNO3 Compressive
stresses

Rbþ 152 6 0.01 1200 RbCl High price
Csþ 167 6 0.04 1200 CsNO3 Slow diffusion
Agþ 126 6 0.1 (0.22) 2820 Ag2O Low thermal

stability
Tlþ 150 6 0.1 25 Tl2SO4 Additional

expenditure
for safety

LD50 refers to toxicity level.
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Table 3.3.

Cs-exchange done at 570 C, as shown in Fig. 3.14 [26]. The

Fig. 3.15. An example listing of the types of SELFOC SML

tically in Fig. 3.16a. These lens bars are made by laying out

As we will see in Chapter 5 when we discuss applica-
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It is not clear what limitation, if any, this process
imposes on possible rod lens diameters that can be practically
made. It may involve such cost features as rods of glass that
are much smaller in diameter and have a greater propensity
to break during the process. We will see in the next chapter
when we deal with the radiometric aspects of one-to-one
imaging bars that the lens diameter does play a role.

There is a similar process available in plastic rods where
the ion exchange in the anion [3,18].

Planar: The fabrication technique is outlined in
A metal mask with open holes of radius rm is

photopatterned onto the glass that is then exposed to an
ion-exchange bath. The distributed index region n(r, z) results
from the concentration profile indicated in Fig. 3.17b. An
interferometric picture of an exchanged region is shown in

NSG [26] has modeled the concentration profile
and found that good fits can be obtained by taking into

Figure 3.14 Evolution of radial profile as a function of time after
ion exchange into a rod (from Ref. [26]).

Gradient Index 95

5921-4 Borelli Ch03 R2 081104

as shown in Fig. 3.16b. We will discuss the application of such
devices in Chapter 5.

3.17a.Fig.

3.18.Fig.
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Figure 3.15 Schematic ray trace of rod lens with parabolic profile
in typical use configurations as a function of pitch P which is
defined is when (

ffiffiffiffi
A

p
D)¼ p=2 in Eq. (3.20).
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account the concentration dependence of the diffusion coeffi-
cient through the expression

DðCaÞ ¼ D0 exp
KCa

C0
ð3:46Þ

Table 3.3 Range of SELFOC GRIN Microlenses

NA Pitcha Working distanceb Diameter Length

0.46 0.23 0.21mm 1.8mm 4.26mm
0.46 0.25 0.21 1.0 2.58
0.60 0.25 0.21 1.8 3.65
0.46 0.29 – 1.8 5.37

a See text, equals A1=2D¼ 2p.
bDistance from output surface to image.
Source: Newport Catalog.

Figure 3.16 Schematic representation of an array of rod lenses
used to image in an erect one-to-one manner. Lower figure shows
the way the rod lenses are arranged to form the two row bar lens.
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See Chapter 5 for the applications of such arrays.
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Figure 3.17 Upper figure is a representation of the planar ion-
exchange process. The first stage provides a patterned mask for
the subsequent exchange, As a consequence of the volume differ-
ence upon exchange, a swelling occurs as shown. This provides a
refractive component to the lens, if desired. The lower figure shows
an indication of the shape of the index alteration produced by this
type of ion exchange.
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The effect this has on the profile, as measured by the

between 5 and 7 seem to provide a reasonable fit to the experi-
mental measurement of the profile.

Often the ion exchange is done in a field-assisted fashion
where an electrode is attached to the back side to direct the
flow normal to the surface. In this case the diffusion equation
is modified to account for the bias produced by the field

dC

dt
¼ Dd2C

dx2
� mEdC

dx
ð3:47Þ

tional process whereby one obtains a refractive contribution
from the swelling effect produced by the ion-exchange and
the index gradient [26a]. As noted, this swelling occurs in
general but is slight when the ion exchange in not carried
out to a large extent. In this case, the slight raised bumps
are polished off to obtain the pure GRIN case of the left-
hand depiction. Alternatively, when the exchange is carried
out to a much greater depth as shown, the exchanged
regions nearly overlap and the volume expansion is more
significant. The advantage of this swelling feature is that
it approximates a spherical shape and thus increases the
effective NA of the lens.

Figure 3.18 Interferogram of a thin axial slice of a plane GRIN
lens (from Ref. [3]).
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value of the parameter K, is shown in Fig. 3.19. Values of K

The right-hand portion of Fig. 3.17a indicates an addi-
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A typical set of properties for a single planar lens and a
coupled pair of the conventional plano–plano type are shown

method range from the order of 100 mm to 1mm. As in some of
the data that follows, the spatial characterization is displayed
in terms of the parameter r=rm, where rm is the radius of the
hole through which the ion exchange is carried out. This
implies equivalent performance of the lenses over this size

Figure 3.19 Upper set of curves: spatial concentration profiles
calculated with concentration dependent diffusion coefficients from
Eq. (3.46). The magnitude of K indicates the degree of deviation
from ideal diffusion. Lower curve is the computed version of the
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in Table 3.4 [3]. Lens diameters that can be produced by this

refractive index profile shown in Fig. 3.18 (from Ref. [26]).
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we will deal with the applications of such arrays.

3.4.2. Thermal Mixing/Diffusion

The ideas here are ways to somehow provide an index profile
by bringing mixtures of different materials into radial contact
in a controlled way such as to subsequently be able to produce
a given refractive index profile. As usual, there are high-
temperature requirements for inorganic glasses, and low-
temperature methods for polymeric materials. We will cover
these separately.

3.4.2.1. Glass

The classical way of producing a gradient index pattern in
ordinary glass is to make a cylindrical nest of glasses, as

ening temperature. The idea is to blend the glasses together
to smooth out the abrupt index changes. Ideally, one would
hope to smooth the profile into something like a continuous
profile. In practice, a lot of problems can and do occur. The
blending at the interfaces does not extend very far in the tub-
ular regions. This makes it difficult to achieve a reasonably
continuous profile unless one uses a large number of very thin
shells. It is also difficult to obtain a continuous range of com-
patible glass compositions within a large refractive index
interval. It is doubtful this method could make very small

Table 3.4 Typical Data for Planar Microlens

Single lens Coupled

Lens diameter 0.9mm 0.9mm
Depth of index 0.45 0.45
Focal length (in air) 2.9mm –

(in glass) 4.0–4.5 2.5
Numerical aperture 0.15 0.25
Index of substrate 1.52

Source: Ref. [34].
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shown in Fig. 3.20, and then to heat the set to above the soft-

range. We will see examples of this range in Chapter 4 where
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lenses and it is even harder to imagine how it could be applied
to an array.

Lightpath, Inc. [15] has suggested a way around the
blending issue by a process combining glasses with differing
refractive indices at a high temperature where the glass can
more easily flow together. It appears at present that the
process has been used only to produce axial gradients, and
no radial gradient results have been presented.

A third method proposes to use a flame-deposition tech-
nique which is used in the manufacture of optical waveguide
blanks [27]. Here, a silica precursor and a dopant precursor
are burned in a flame to form a mixed composition soot which
deposits onto a rotating mandrel. The mandrel is removed
and the soot blank is consolidated at 1500�C. What results
is a glass with almost theoretical density. This process is

tion of the two constituents as a function of time, and there-
fore composition as a function of radial thickness, one can
produce any desired refractive index profile [27].

Figure 3.20 Sketch of the nested tube approach, producing a
radial index gradient. As indicated, the profile will be stepwise
unless the thickness of each tube is thin and there is some degree
of interdiffusion at the boundaries.
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shown schematically in Fig. 3.21. By controlling the propor-
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Figure 3.21 Flame-deposition method of producing radial gradi-
ent index profile. Mixture of the precursors are burned to form
the soot in proportion to the desired index change with radial dis-
tance. The layer thickness per revolution of the bait rod yields the
step dimension as shown in the lower sketch. A photomicrograph
(100�) of a pattern produced by this method is shown. Note the
resolvability of the laydown layers.
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There are inherent problems in this process if it is to be
utilized for the fabrication of GRIN lenses. For example, there
is a layered nature to the deposition which survives the conso-
lidation. The net effect of this is to produce what amounts to a
staircase approximation to the desired profile. This structure
produces undesirable features for a GRIN lens application;
thus the problem is to reduce the preform size sufficiently so
as to make the discontinuous structure effectively disappear.
Even after a reduction of 50� one can still make out the

A corresponding problem relates to the center opening of
the preform where the mandrel was. Consolidation does close
the hole but there is still some remnant of the hole. If
one reduces the size sufficiently by redrawing the blank at
an appropriate temperature, then eventually both these
problems would disappear.

3.4.2.2. Polymers

The polymers present a way to do gradient index at a lower
temperature. This can be done either by mixing different
materials or by the use of the degree of polymerization. It
should be kept in mind that the intention in most studies to
date has been to produce optical fiber with a radial profile
to increase the system bandwidth, not to make microlenses.
It should be clear from the analysis presented above that
the lens application is much more demanding of the accuracy
of the profile. As a consequence, one does not see much lens
characterization, but rather results pertaining to light propa-
gation in such fibers. Because of this we will describe only the
methods where accurate control of the index pattern is likely.

The most controlled method is based on a method

A mixture of monomers is injected into a centrifugal mold,
the composition of the mixture being varied according to
that resulting in the desired profile by essentially creating a
plurality of concentric cylinders of differing refractive index.
The mixture is then polymerized. Another method, sketched
in uses the idea of a tube. A zoned
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ringlike structure as seen in the photograph in Fig. 3.21.

described in a Kodak paten [28] which we show in Fig. 3.22.

rotating3.23,Fig.
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Figure 3.22 Drawing of the method used to produce a radial
refractive index pattern in a polymer-based system. Each of the
pumps control the relative amount of the high and low index mono-
mers being delivered to the rotating cell.

Figure 3.23 Photoinitiated method of producing radial reactive
index gradient. UV exposure from the side of the rotating mixture
controls the polymerization.
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polymerization is effected by means of illumination from the
side through a mask [18].

3.4.3. Photochemical Methods

Ideally, one would like to permanently alter the refractive
index of a solid body by direct exposure to light through the
initiation of some photochemical reaction. The index profile
would then result as a consequence of the intensity profile
of the beam. As we will see, this latter condition is not so
simple to achieve. Although one can imagine a number of
examples of how a reaction initiated by light might lead to a
refractive index change, for example, photopolymerization,
surprisingly only a few have been reported.

3.4.3.1. Photochemistry in Porous Glass

It has been reported that the introduction of photosensitive
organometallic compounds into a fine porous structure of a
leached borosilicate glass (Vycor, trade name of Corning,
Inc., also known as Corning Code 7920) followed by exposure
to light, produced sufficiently large refractive index changes
that small microlenses could be made [16]. The porous glass
is characterized as having about 30% porosity with an aver-
age pore size of 6 nm. The glass is essentially transparent
above 250nm.

A schematic of the process steps to form a lens is shown

tion containing the photosensitive agent for sufficient time to
allow the solution to infiltrate the entire thickness. The sam-
ple is then air-dried to allow the solvent to evaporate. At this
stage the photosensitive material is considered to be
entrapped but not bound to the surface of the pores. A repre-
sentative sampling of the compounds used is contained in

through a mask made up of clear holes on an otherwise
opaque background. The wavelength of the exposure light is
determined by the absorption spectrum of the compound. In
the exposed region a photoreaction proceeds, allowing the
compound to bind to the glass surface. Before the exposure
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Table 3.5 [17]. The sample is then exposed to collimated light

in Fig. 3.24. The porous sample is initially dipped into a solu-
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Figure 3.24 Flowchart of the steps to produce a radial refractive
index pattern in porous glass. The glass is loaded with a photosen-
sitive material and then exposed through a mask. The light
produces irreversible chemical changes that lead to permanent
incorporation of the dopant.

Table 3.5 Photosensitive Organometallic Compounds

Compound Exposure wavelength

Fe(CO)5 < 500nm
Fe3(CO)12 < 700nm
M(CO)10 < 500nm
M¼Mn, Re

M(CO)6 < 400nm
M¼Cr, W, Mo

Ru3(CO)12 No effect
Ti(cycopentadiene)2Cl2 < 600nm
(CH3)3SnI < 700nm

Source: Ref. [17].
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the organometallic can be removed by solvent extraction;
after exposure it cannot. A proposed mechanism for the photo-
lysis reaction is shown in Fig. 3.25 [29]. At this stage there is
a color change in the exposed regions indicating that a photo-
reaction has taken place. The last step involves heating the
sample to oxidize, or otherwise stabilize the metal ion, which
ultimately produces the desired refractive pure index change
in the absence of any absorption. The explanation is that one
considers the exposed region as doped with a small concentra-
tion of metal oxide species. The image formed from lenses
made by this process using (CH3)3SnI as the photosensitive

interferogram of the lenses. The lens diameter was 150 mm.
A red-orange color is reported upon photolysis, which is

attributed to the formation of I2 from the photoreaction invol-
ving (CH3)SnI. Thereupon, heating to 150�C returns the
exposed region to a colorless state with the refractive index
permanently altered. The index change has been reported to
remain even into the consolidated state [29].

What is interesting about this process, and not explained
in the papers dealing with the results, is how the near-
parabolic profile arises. If it were simply a photoprocess, then
the index profile should be relatively flat-topped across the
exposed circular aperture with some rounding at the bound-
ary from a combination of lack of parallelism of the exposure
light and the near-field diffraction from the mask openings.
The fit to a parabolic profile obtained from the interferometric

of 60mm, compared to the radius of the exposure of 75mm. The

Figure 3.25 Proposed photoreaction in titanocene-doped porous
glass that leads ultimately to incorporation of TiO2 species in
exposed regions. The extent of photoreaction is proportional to the
intensity.
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agent is shown in Fig. 3.26. In the lower photo is shown the

data is shown in Fig. 3.27. It is reasonably good out to a radius
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index change across this radius was typically of the order of
2–3� 10�3. Using the profile form given above,

Dn

n0
¼ A

2

� �
r2 ð3:48Þ

one obtains a value of
ffiffiffiffi
A

p
equal to 0.8mm�1. SELFOC GRIN

lenses have values that range from 0.2 to 0.6mm�1. As a point

Figure 3.26 Upper photo is an interferometric trace of the
induced refractive index pattern produced in a (CH3)3SnI-doped
sample exposed through a mask containing 150-mm-diameter clear
circles. The lower photo shows the images produced by the induced
radial profile.
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of comparison, recall that the focal length of a GRIN lens is
expressed as

f ¼ ½n0

ffiffiffiffi
A

p
sin ð

ffiffiffiffi
A

p
ZÞ��1 ð3:49Þ

where Z is the lens thickness.
There are two likely reasons that the profile is not flat.

The first is that the index change proceeds layer by layer so
that the initial exposed region acts on the light for deeper
layer exposure. In a way, it can be thought as a weak focusing
effect. One can imagine the effect of this with the aid of

moves in as the initial layer is formed. The focus spot even-
tually moves into the glass and the exposure profile is not flat
as a consequence. The second possibility is that there is diffu-
sion of the photoproducts. This supported by the fact that it is
primarily with the use (CH3)3SnI that a continuous profile is
produced, whereas with such compounds as titanocene and
manganese carbonyl the flat-top profile is evident. An alterna-
tive process is somehow to use an exposure intensity pattern
that yields a parabolic profile.

Figure 3.27 From the interferometric of the
fringe displacement is plotted against the square of the radial
position to ascertain the extent of a parabolic profile.
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3.26a,trace Fig.

Fig. 3.28. Initially, the focal length is at infinity and gradually
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Because of this unknown mechanism by which the gradi-
ent evolves, it is difficult, if not impossible, to estimate the
lens diameter and thickness that can be effectively achieved.
All of the reported data refer to lenses with diameters of the
order of 150mm [16].

There is another approach to utilizing the porous glass
as a medium to support ways to produce refractive index
changes. Although it has not been applied to the fabrication
of lenses, but rather to the making of holograms, nonethe-
less it could be adapted to do so by the approach described
above. The technique pioneered by Sukhanov [30] and
Sukhanov and co-workers [31] was to utilize the porous glass
and the material that fills it as a composite media. It should
be appreciated that the difference in this approach from that
discussed above is that here the porous glass is to be infil-
trated with another phase or phases which are the photosen-
sitive species. In the loading process discussed above, the
doping is via a physisorbed molecular species on the pore
walls.

The refractive index of the composite is then some func-
tion of the refractive index of the glass, the filler material, and

Figure 3.28 Possible explanation of how parabolic profile is pro-
duced from exposure through a circular opening mask shown at
the left of the drawing. Initially, a weak lensing effect is produced,
may be only at the edges near the front. This section bends the light
more which produces stronger lensing, and so on.
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the volume fraction. For example, one might express the
composite index as

nc ¼
½ð1þ 2FÞn2 þ 2ð1� FÞn2

m�
½ð1� FÞn2 þ ð2þ FÞn2

m�

� �1=2

ð3:50Þ

where n is the index of the impregnated phase with volume
fraction F, and nm is the index of the glass. What this allows
you to do is to understand that if either, or both, n and F can
be changed by the exposure to light, then an overall change in
the composite index will occur. In the case of polymeric mate-
rials, photoinduced changes in volume can be a means to a
‘‘photorefractive’’ effect since it influences F. We will deal

3.4.3.2. Photosensitive Glass

There is a class of inorganic glasses containing silver, sodium,
and fluorine that can be made to undergo what amounts to a
phase separation of a crystalline microphase under the action
of uv light and a subsequent thermal treatment. These
glasses are often termed ‘‘photosensitive’’ glasses [32]. The
mechanism involves the photoexcitation of an electron from
a donor such as Ceþ3 or Cuþ1, which is contained in the glass,
and which is ultimately trapped by the Agþ1. After a heat
treatment, the silver agglomerates into a colloid that serves
as a nucleus for the crystallization of a NaF phase. The sche-

be maintained small enough to render the glass transparent.
The average crystal size is in the order of 5–6nm, and the
total amount of crystal phase is in the order of 1%.

The refractive index difference between the exposed and
unexposed regions arises from the differing contribution of
the fluoride ion between when it is incorporated in the glass,
or when it is separated into the crystalline phase. The incor-
poration of fluoride ions into oxide glasses decreases the
refractive index [32]. In the exposed and crystallized region,
the fluorine is tied up in the crystalline phase where its
depressing effect on the refractive index is less.
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matic of the process is shown in Fig. 3.29. The crystal size can

more with this material in Chapter 7.
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The development of a parabolic profile is difficult to
achieve with any simple masking procedure because of the
need to provide an intensity profile. With a simple clear open-

The Dn is 3� 10�4 across the 150-mm diameter. The image
formed in (c) is a virtual image as a consequence of the
induced negative index change.

There is a photosensitive glass composition based on Ag-
halide, rather than NaF as the photothermal-produced phase
[32a]. In other words, the thermally developed phase after
exposure is a transparent Ag-halide phase. An additional

Figure 3.29 Schematic representation of way a refractive index
change is produced in a photosensitive glass. After exposure and
thermal treatment, a NaF microcrystalline region is produced
which has a higher refractive index than the surrounding unex-
posed, undeveloped region.
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ing mask one obtains an index profile, as shown in Fig. 3.30.
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difference is that the Ag-halide glass compositions contain no
added photosensitizer such as Ceþ3. As outlined above, the
role of Ceþ3 is to produce the photoelectron that reduces the
silver. In the Ag-halide photosensitive glass, the mechanism

Figure 3.30 For this particular glass the exposure was 20min
under a 1000-W Hg–Xe lamp, and heated to 550�C for 1hr (a). Inter-
ferometer trace shown in (b). Photomicrographs of images formed
by gradient index lenses produced in photosensitive glass (c). Image
formed by gradient index lens in a photosensitive Ag-halide-based
glass (d). Exposure was through a 100-mm aperture displaced from
the glass to produce a gradient exposure. The exposure conditions
were 30mJ=cm2 at 248nm, for 120 s at 10Hz. The thermal develop-
ment was at 560�C for 2hr [32b].
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of the development of the index change appears to be differ-
ent. After exposure there is a slight color change, but no index
change. The thermal development produces a broad absorp-
tion feature in the visible wavelength range indicating the
formation of Ag colloids. Accompanying this absorption is a
large refractive index change, the order of 0.001.

Figure 3.30 Continued.
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The refractive index of the produced halide phase is
larger than the unexposed glass, so that a positive refractive
index gradient is formed which produces a real image. An

condition was 30mJ=cm2 at 248nm for 2min at 10Hz. The
thermal development was done at 560�C for 2hr.

3.4.3.3. Miscellaneous

Marchand in his 1978 book [2] refers very briefly to a number
of methods, some of which are not included in the above. Since
these methods have not ever moved forward, we merely
mention the reference here and offer no further comment.

3.5. ANALYSIS AND COMPARISON

evaluate the performance of GRIN lenses made by the various
methods discussed above in the same way, and to indicate
how certain features of the GRIN lens performance might
be related to a particular fabrication method. The methods
used to evaluate and characterize performance of conven-
tional refractive lenses discussed in Chapter 2, such as inter-
ferometric Zernike polynomial analysis, or the intensity
profile in the image plane, are every bit as useful and impor-
tant for the characterization of GRIN lenses as they are for
refractive lenses. We will present this data as it is found in
the literature. The SELFOC product line manufactured by
Nippon Sheet Glass has been the source of the bulk of the
published quantitative data.

As we had to be concerned with the true surface figure of
the microptic refractive lenses and how it depended on the
method of fabrication, here we have to be concerned with
the actual refractive index profile and its dependence on
how it is made. One cannot decouple in all cases the effects
of profile from those arising from pure aberrations. In what
follows, to the extent that it can be done, we will first deal
with the consequence of the profile and then to the limitations
set by aberrations.
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example is shown in Fig. 3.30d. In this case, the exposure

As we did in Chapter 2 on refractive lenses, we would like to
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3.5.1. Profile

We have seen from the analysis given above in Section 3.2.2
that there are certain limitations in imaging performance of
a GRIN lens based on the deviation from the ideal index
profile. In the case of the parabolic profile of Eq. (3.19) we
see that there the existence of a common focus is based on
the assumption of the constancy of the l0 ray parameter
defined in Eq. (3.15). As pointed out above, this parameter
is essentially constant when Dn is small, and when the square
of the input ray slope is small compared to unity (equivalent
to a paraxial approximation). To show this graphically, we
show a case of a GRIN lens imaging in a one-to-one erect
mode in Fig. 3.31. Here, to effect the righting of the image,

Figure 3.31 Computed ray trace for lens with a parabolic profile,
upper curve for the case of

ffiffiffiffi
A

p
¼ 0.44mm�1, and the lowerffiffiffiffi

A
p

¼ 0.66mm�1. The image formed by the stronger gradient lens
shows evidence of spherical aberration in that the image is some-
what blurred.
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a small relay image is formed at the midplane of the lens. (A
two-dimensional array of lenses functioning in this mode is of
significant practical utility as bar lenses for a number of
paper reading devices. These applications will be discussed

for a lens with a Dn=n of 0.001, whereas in Fig. 3.31b the
value is 0.0044. The working distance is the same in both
cases (distance from lens surface to object), so that the exter-
nal NA is constant. The ray trace was obtained from a numer-
ical solution to Eq. (3.4) assuming an index profile of the form
given in Eq. (3.19). The values of

ffiffiffiffi
A

p
, which is a measure of

the gradient, are obtained from the radius of the lens and
the value of Dn=N0

ffiffiffiffi
A

p
¼

ffiffiffiffiffiffiffiffiffiffi
2Dn

p

N0

 !
1

r0

� �
ð3:51Þ

It is clear from the ray trace that there is evidence of
aberration for the lens with the steeper gradient,ffiffiffiffi
A

p
¼ 0:44mm�1, curve b, compared to curve a with a value

of
ffiffiffiffi
A

p
¼ 0:66mm�1. One has a situation entirely equivalent

to that of spherical lenses. We can also use this case to look
at the consequence of a deviation of the profile from a para-
bola. This is done by assuming the equation for the refractive
index profile as

n ¼ N0 1� A

2

� �
r2 þ Br4

� �
ð3:52Þ

for the profile and letting the value of B be such that the
contribution of the quartic term represents 1% of the maxi-
mum value of Dn=N0. The ray trace of this case is shown in

bola, B¼ 0. The blurring of the image spot is clearly evident.
It should be pointed out that the example case used is quite a
bit more sensitive to the profile distortion than others might
be, but it is, nonetheless, a case of a major application of
GRIN lens arrays.
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Fig. 3.32, where the upper curve represents the pure para-

in Chapter 5. The computed ray trace shown in Fig. 3.31a is
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Experimentally, the situation is somewhat more compli-
cated because the measurement of the spot size, by whatever
technique, would include diffraction as well as the contribu-
tion from the profile distortion. In the example given above,
one is provided with some advantage in that the diffraction-
limited spot size is the same for the two cases, so any differ-
ence in the resolution could be attributed to the profile effect.

In Section 3.4.1, we briefly discussed how the process
parameters are used to optimize the index profile. A good
example of the nature of the empirical optimization method

bath was the parameter of interest. In addition, as discussed
more extensively in Iga et al. [3], the process is further refined
by a heat treatment that follows the ion exchange. This adds
an additional step in the diffusion process where one can now

Figure 3.32 Computed ray trace for imaging for a lens with a
pure parabolic profile compared to one with a nonzero quartic term.
See Eq. (3.46).
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was shown in Fig. 3.13 where the time in the ion-exchange
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solve the diffusion equation using essentially the adiabatic
boundary conditions (no material flowing out, so derivative
of concentration at boundary is zero), with the initial distribu-
tion that of the rod after the ion exchange. The performance
parameters are optimized with respect to the heat treatment
which is characterized by the same parameter as used in

DT=r20 but now T refers to the heat treatment
time rather than the ion-exchange time.

3.5.2. Aberrations

As mentioned above, the standard Zernike interferometric
analysis for the GRIN lenses has only been reported for the

Figure 3.33 Zernike profile analysis of SELFOC GRIN lens as
reported by NSG.
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3.13,Fig.
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SELFOC. Their reported typical rod-type lens result is shown
in A reported irradiance profile is in
Fig. 3.34. The same mistake in the conclusion is made in this

the dimension of the first Airy ring is not particularly
sensitive to the amount of aberration.

For the planar lenses, the performance is indicated in
two ways. The image plane irradiance function is shown in

problem from the large wing contributions compared to the

Figure 3.34 Irradiance profile in the focal plane of a SELFOC
GRIN lens, as reported by NSG.
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shownFig. 3.33.

Fig. 3.35. Here, one clearly sees the serious aberration=profile

case as is generally made. As we pointed out in Chapter 2,
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Figure 3.35 Irradiance profile in the focal plane of a stacked
planar GRIN lens (as reported in Ref. [32]).

Figure 3.36 Multiple images in coherent light from a planar
array of SELFOC GRIN lenses, along with the contrast vs. spatial
frequency for an individual lens as reported by NSG.
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theoretical Airy profile. Another performance criterion is the
resolution as measured by the standard MTF method of a

important aspect is the achievable NA. Misawa et al. [33]
report data on the NA as a function of the value of Dn for both
the single and stacked lens configuration, which we show in
Fig. 3.37.

The reader is referred to Iga et al. [3] for a fuller descrip-
tion of the aberration testing of the SELFOC lenses, both rod-
like and planar. As far as the results on lenses made by the
other methods, there is little quantitative data reported in
the literature. Resolution results that have been presented
for the photosensitive glass method are plagued with what
seems to be severe profile problems. One obtains images from
different portions of the lens profile, as that portion approxi-

As a consequence the object stays in focus for a long distance,

Figure 3.37 Relation between the NA and the index difference of
the GRIN lens for an individual planar GRIN lens compared to the
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stacked configuration (see Ref. [31]).

multiple image array which is shown in Fig. 3.36. Another

mates a parabola. This is schematically shown in Fig. 3.38.
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as each region of the lens contributes. However, the image is
always of poor contrast because of the light coming from the
ill-focused regions.
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4

Diffractive Element Lenses

4.1. DIFFRACTION THEORY REVIEW

The development of methods to fabricate diffractive elements
to function as microoptic lenses and lens arrays, as well as
other optical elements, has become an active and productive
area of research in recent years. For an excellent introductory
review, the reader is referred to a Scientific American article
by Veldkamp and McHugh [1]. The reason this has occurred is
the availability of high-resolution photolithography tech-
niques and equipment developed by the IC industry. There
are other diffraction-based elements used in fiber optic
devices and computer back plane applications [2,3]. Holo-
graphic elements to direct light or separate wavelengths are
examples of such devices. We will cover these diffraction grat-

with those elements that act as lenses.
This is not intended to be an optics textbook, by any

stretch of the imagination. However, in order to understand
the design and performance characteristics of diffractive
element lenses, we must devote some space to review the
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ings in Chapter 7. In this chapter, we will be concerned only
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basic principles of diffraction theory as it pertains to the lens
function.

4.1.1. Fresnel–Kirchhoff Diffraction Integral

Consider Fig. 4.1 where light in the vicinity of the point P(x, y)
in the x–y plane reaches point P0(x0, y0) after passing through
an obstacle located in the x0–y0 plane a distance r from P and
s from P0. The expression for the complex amplitude of the
wave from P to a point Q in the plane of the screen is the
spherical wave [4]

EðQÞ ¼ E0

r

� �
expð�ikrÞ ð4:1Þ

where we have suppressed the time dependence term, iot,
and k¼ 2p=l, l being the wavelength of the light; the refrac-
tive index in which the wave is traveling is taken to be unity.
Utilizing Huygens’ principle, every point in the x0–y0 plane is
a source of a new spherical wave propagating toward the

Figure 4.1 Reference diagram for the development in the text:
x–y, the plane of the object; x0–y0, the plane of the obstacle; x0–y0,
the image plane.
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point P0, which in differential form can be expressed as

dfEðP0Þg ¼ ði=lÞEðQÞ e
�iks

s
ds ð4:2Þ

Here, ds is a differential element in the x0–y0 plane near
the point Q. For a derivation of this equation, the reader is
referred to Born and Wolfe [3]. After the substitution of
(4.1) into (4.2), the integration of Eq. (4.2) over that part of
the wavefront passing through the obstacle, designated as
S, gives us the desired diffraction result.

EðP0Þ ¼ iE0

l

� �Z
s

exp½�ikðrþ sÞ�
ðrsÞ ds ð4:3Þ

This is a general expression except for the simplification
of taking the angle between the normal to the wavefront and
the direction s to be 0. In the more rigorous development, this
need not be so, but little generality is lost in taking the special
case. The intensity at the point P0 is the product of E with its
complex conjugate

IðP0Þ ¼ EðP0ÞE�ðP0Þ ð4:4Þ

4.1.2. Fraunhofer Diffraction

The availability of solutions to Eq. (4.3) depends on making
certain assumptions. For example, consider the expansion of
the distances r and s in a power series of the variables x0 and y0

r ¼ r0 1þ x20 þ y20
2r20

� x0xþ y0y

r20
þ � � �

� �
ð4:5aÞ

s ¼ s0 1þ x20 þ y20
2s20

� x0x
0 þ y0y

0

s20
þ � � �

� �
ð4:5bÞ

It is easy to see that if the spatial extent of the obstacle
(x0, y0) is much smaller than the distances r0 and s0, one need
keep only the first two terms in Eqs. (4.5). Similarly, one can
assume that r and s in the denominator of Eq. (4.3) can be
taken outside the integral since they do not vary significantly
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over the region S in the x0–y0 plane, and can be taken as both
equal to z0. Further, if the source is small and essentially on
the z axis, that is, P(x, y) is confined to small values, then one
can further ignore the second terms of Eqs. (4.5). Hence, we
can now utilize all the above approximations and write
Eq. (4.3) as follows:

EðP0Þ ¼ C

Z
s

exp½�iðkxx0 þ kyy0Þ�ds ð4:6Þ

Here, C is a constant phase term, and we have adopted
the more useful notation, as we shall see shortly,
kx¼ (2p=l)(x0=z0) and ky¼ (2p=l)(y0=z0). One can specify the
region S in terms of a mathematical function which is called
an ‘‘aperture’’ or ‘‘transmittance’’ function. We shall express
this function in the following way:

tðx0; y0Þ ¼ Tðx0; y0Þ exp ifðx0; y0Þ� ð4:7Þ

where T(x0, y0) represents the amplitude variation, and
f(x0, y0) the phase variation over the region S. Incorporation
of Eq. (4.7) into Eq. (4.6) appropriately allows extension of the
limits of integration to plus and minus infinity. Equation
(4.6) is recognized as the 2D spatial Fourier Transform of
the transmittance function, t(x0, y0):

EðP0Þ ¼ c

Z1
�1

Z
Tðx0; y0Þ expðifÞ

� exp½�iðkkx0 þ kyy0Þ�dx0 dy0 ð4:8Þ

This transform representation will prove to be of considerable
use when we extend this treatment to important diffraction
geometries where the transmittance function can be easily
written.

Just to be complete, when the approximations leading to
the form of Eq. (4.6) are made, this is referred to as the
far-field diffraction regime. More commonly, it is referred to
as Fraunhofer diffraction. With less restrictive assumptions
about the relative magnitude of the distance from the object
relative to the size of the disturbance, one refers to this
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regime as near-field or Fresnel diffraction. For our subse-
quent development of diffractive microlenses, the far-field
approximation is appropriate. We will be considering diffrac-
tive elements with a numerical aperture (approximately the
lens radius divided by the focal length) of the order of 0.1.
This justifies the assumptions made in ignoring the higher
order terms in Eqs. (4.5).

4.1.3. Diffraction Gratings

As an example of the utility of Eq. (4.8), the diffraction from a
narrow slit in an otherwise opaque screen is easily obtained
by writing the aperture function t(x0, y0) by a function that
is termed the ‘‘rectangular’’ function [5]. It is defined as
follows:

Rðx0; y0Þ ¼ 1; �a < x < a; �b < y < b

¼ 0; x > jaj; y > jbj
ð4:9Þ

where a, b are the dimensions of the slit. The utility of the
rectangular function should be appreciated in that it allows
us to mathematically represent a sharply defined region,
which constitutes the essence of the diffraction phenomenon.
The Fourier transform of R is

FfRðx0; y0Þg ¼ 4ab½sincðkxaÞ�½sincðkybÞ� ð4:10Þ
This expression, aside from being a constant, represents

the diffracted amplitude obtained by integrating Eq. (4.8). We
have used the common notation that sinc x¼ sin x=x. The
diffracted intensity is just the square of Eq. (4.10).

A transmission grating can be considered as an N-fold
periodic extension of a slit with a separation distance of T.
Mathematically, one can express this by use of the Dirac d
function for the case of a slit in the x direction:

tðx0Þ ¼
X

d
x0
T

� �
� n

h i�
R

x0
T

h i
ð4:11Þ

where n takes on the values, 0, �1, �2,. . . .
The asterisk is written to signify a convolution. (Strictly

speaking, the convolution of two functions, f(x) and g(x), is
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defined as the integral of f(t)g(x� t) dt.) The action of the d
function is to shift the center of the rectangular function by
T, 2T, . . . , nT, . . . , NT. This is a useful way to write the trans-
mission function since one can use the fact that the Fourier
transform of a convolution is just the product of the individual
transforms [6]; that is to say,

Fftðx0Þg ¼ F
X

d
x0
T

� �
� n

h in o
F R

x0
T

� �h i
ð4:12Þ

It can be shown [5] that the Fourier transform of an
N-sum of d functions of the form d(x0=n�T) is

F
X
N

d
x0

n� T

� �( )
¼ sin½2ðN þ 1ÞðpT=lz0Þx0�

sinðpT=lz0Þx0�
ð4:13Þ

We have the Fourier transform of R(x0=T) from above, so
the diffracted amplitude from a transmission grating is the
product of Eq. (4.13) and the one-dimensional form of Eq.
(4.10), viz., sinc kxa. For an example of an intensity pattern
that would be obtained from Eq. (4.13) for an array of slits

Of more relevance to the understanding of how a diffrac-
tive element can act as a lens is the behavior of a phase grat-
ing. In the above, we talked about an array of slits where the
amplitude varies periodically, and now we want to investigate
a similar structure where the phase is varied. The interest in
the spatial variation in phase is because a refractive element
acts as a lens because it produces a phase difference that
varies parabolically with the radial distance. We will come
back to this point in more detail in the next section. The
phase grating represents a special case of the general spatial
variation of the optical path length in the x0–y0 plane, as
represented by f(x0, y0) in Eq. (4.7). The aperture or transmit-

can be written as

tðx0Þ ¼
X

d
X0

T
�N

� �
R

x0
T

� �
expðiax0Þ ð4:14Þ
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of width a, arrayed a distance T apart, see Fig. 4.2.

tance function for a phase grating with a blaze (see Fig. 4.3)
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Figure 4.2 Diffracted intensity from a transmission grating
according to Eq. (4.13) in the text. The individual aperture opening
is x0 and the separation distance is T. The intensity is measured at a
distance z0 from the grating, and x0 measures the position in the
image plane.

Figure 4.3 Blazed diffraction grating with an indication of the
direction of the various diffracted orders.
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Here, R(x0=T) is a rectangular function over the interval
T. The tangent of the blaze angle is d=T, d being the depth of
the grating, and the corresponding phase shift produced in
the groove is 2p(n� 1)(d=Tl), where n is the refractive index
of the material. The Fourier transform of this transmittance
function represented by Eq. (4.14) is

X
d

2pN
T

� kx

� �
sinc

T

2

� �
ða� kxÞ

� �
ð4:15Þ

Each term in N represents the successive diffracted
order. In general, the nth-order efficiency would be given by
the expression

sinc

�
T

2

� �
a� 2pn

T

� �� �2
ð4:16Þ

From Eq. (4.15) one sees that the first-order efficiency
will be 100% when the value of a¼ 2p=T, which corresponds
to a groove depth d of l=(n� 1).

4.1.4. Diffractive Elements in Relation to
Refractive Elements

As we mentioned above in introducing the phase term f(x0,
y0) into the transmittance function of Eq. (4.7), this could be
any arbitrary function. We looked at a special case of a linear

the case for gratings with different forms, rectangular, sinu-
soidal, etc.) One should realize for this case that the refractive
analogue to the blazed grating is a prism. Moreover, the dif-
fractive phase is periodic in the refractive phase. This corre-
spondence suggests that if we take the phase function that
describes a refractive lens, then a diffractive element that
acts like a lens should ensue if certain conditions are met [7].

What we are trying to do is find a way to write the
diffractive transmittance,

tdðrÞ ¼ expf2pifdðrÞg ð4:17Þ

in terms of the refractive phase term, f(r). One proceeds
by comparing an arbitrary refractive phase function to the
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diffractive phase modulated with a limiter function [7] as
shown in Fig. 4.4. The limiter function maintains the phase
between the values of �a=2 and a=2 as shown. This function
was done in the grating case by the depth of the groove.

Figure 4.4 Upper curve, arbitrary refractive phase function.
Middle curve represents the limiter function which limits the phase
between �a=2 and a=2. Lower curve is the resulting diffractive
phase function. (From Ref. [7].)
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Again, one sees that the diffracted phase is periodic in the
refractive phase which means that td(r) is also periodic in
f(r). This suggests that one can write td(r) in terms of a
generalized Fourier series in f(r) as follows [6]:

expf2pifdðrÞ ¼
X

An expf2pinfðrÞg ð4:18Þ

The coefficient An is determined in the usual way for a
Fourier expansion:

An ¼
Z

expf2piðfd � nfÞgdf ð4:19Þ

d¼af within the periodic
interval, so that we can integrate Eq. (4.18) to obtain the
expression

An ¼ sincfpða� nÞg ð4:20Þ

It should be clear that when a¼ 1, A1 is equal to unity,
and all other An’s are zero. That is to say, we have found a
phase function fd(r) that produces the same transmittance
function as the corresponding refractive element. Whatever
phase front is produced by the refractive element character-
ized by f(r) will be exactly produced by the corresponding
diffractive element characterized by fd(r). Putting it another
way, we know that the Fourier transform of expf�2pit(r)g
will produce a given far-field intensity pattern. Since we have
shown that the same transmittance function is produced by a
given diffracting structure, then the same far-field pattern
will ensue.

4.1.5. Diffractive Lenses

For a spherical lens, the axial dependence of the phase follows
the lens thickness; the thickness is given by the equation

hrðrÞ ¼
1

2Rc

� �
ðr20 � r2Þ ð4:21Þ

Here, r0 is the lens radius, and Rc is the radius of curvature.
One can equally express this as referenced to zero at the center
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Further, from Fig. 4.4, we see that f
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hðrÞ ¼ �r2

2Rc
ð4:22Þ

The phase, expressed as a transmittance function, is
written as follows:

fðrÞ ¼ �2pr2

2Rcl
ð4:23Þ

We have shown in the previous section that this also
represents the required phase function for the diffractive lens
if we limit the phase difference in each interval, as shown in
Fig. 4.5. We will go into considerable detail on how one
produces such structures in the following sections.

4.1.5.1. Corrected Lenses

It is worthwhile to point out at this stage, before we get into
describing the fabrication techniques, another potential
advantage of the diffractive approach. This is that one
can make corrected lenses with no additional difficulty of
fabrication [7]. In the above, we talked about making a

Figure 4.5 Upper curve, phase function of a refractive lens.
Lower curve, corresponding phase function of equivalent diffractive
lens.
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spherical lens, that is, writing the appropriate phase term
that would make a diffractive element produce the same
phase front as that of the corresponding spherical lens. We

pany the performance of a spherical lens. If one considers, in a
simple example, the surface that would produce a perfect
spherical wavefront

�2p

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � R2

p ð4:24Þ

and one expands Eq. (4.24) in a power series:

p
l0

� �
�r2

R
þ r4

4R3
þ � � �

� �
ð4:25Þ

One can see the spherical approximation ( r2 term) and
the higer order terms that would amount to aberrations
terms. In this case, we specifically show a third-order spheri-
cal aberration term. However, in principle, one can incorpo-
rate this correction into the diffractive element design. For
example, the grating period would now come from solving
Eq. (4.25) with as many higher order terms as one desires,
or Eq. (4.24) directly. We shall see that this can be incor-
porated into the fabrication without difficulty.

4.2. METHODS OF FABRICATION

There are essentially two approaches to the fabrication of
diffractive lenses. The first involves methods of making
Fresnel-like structures, that is, trying to reproduce the refrac-
tive surface feature as a perodic grating, while the second is a
relatively new approach spawned from the IC microfabrica-
tion technology, which is called binary optics. The word stems
from the use of discrete levels to approximate the desired

example, the efficiency vs. the ease and=or cost which we will
try to point out as we cover each method.
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surface as shown in Fig. 4.6. There are some trade-offs, for

pointed out in Chapter 2 the various aberrations that accom-
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4.2.1. Micro-Fresnel Lenses

The methods for making micro-Fresnel lenses and lens arrays
are all based on being able to provide a gray scale of exposure.
This coupled with a resist that has a linear response over a
reasonable exposure range forms the basis for producing a
prescribed surface curve. There are essentially two ways this
can be done, which we cover below.

4.2.1.1. Direct Write

In this method, a beam, laser or e-beam, writes directly onto
the resist. There is no mask used. The resist-coated substrate
is scanned, usually on air bearing stages, and exposed using
an intensity modulated beam. The developed resist is then
subjected to an etching, usually RIE [8], or is used to form a
master for replication [9,10]. A focused HeCd laser is a typical
source used as the exposure beam. A schematic of the process

0.5� 0.5 mm [8].
This method is an attractive way of making a master

from which one can replicate the desired lens array. For those
materials that would be difficult to mold or emboss, each

Figure 4.6 Upper curve, conventional diffractive lens with con-
tinuously varying phase. Lower curve, the binary approximation
where the continuous phase is approximated in a stepwise fashion.
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is shown in Fig. 4.7. The resolution or pixel size is reported as
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array would have to be individually produced. This will be
true for any process where direct writing is used.

4.2.1.2. Gray Scale Mask

In this case, the desired graded exposure function is built into
the exposure mask itself. As an example, the radial transmit-

After exposure to this mask, the pattern in the developed
positive resist would be a shown in Fig. 4.8b. One way to do
this is to utilize the gray scale capability of current e-beam
writing systems. For one example, consider the use of a
process which patterns clear dots of varying size on a chrome
mask. Because the dot pitch is sufficiently small, it cannot be
resolved by the projection photolithographic system. Thus the
amount of light that reaches the resist-coated substrate is a
slowly varying intensity pattern proportional to the average
dot size in any portion of the mask. An example of such a

EBR-9. Recall that this method is intended for projection
systems. The optical pattern of the regions of Fig. 4.9 is thus
5� smaller than shown when exposed on the resist. In this
pattern, the dot pitch on the wafer was the order 0.3mm
and hence not resolvable. At the highest optical magnifica-
tion, one can actually see the dots, and the eight regions. This
is not the only way one can manipulate the e-beam exposure

Figure 4.7 Schematic representation of direct laser beam writing
onto resist to produce continuous relief pattern.
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tance on the mask would look like that shown in Fig. 4.8a.

mask pattern is shown in Fig. 4.9 where the resist used was
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Figure 4.8 Schematic representation of an exposure through a
variable transmittance mask. The upper drawing represents the
mask where the transmittance is plotted in the vertical direction
as a function of the horizontal position. The lower figure represents
how a positive resist would develop in response to such an exposure.

Figure 4.9 Photomicrograph of a section of a variable transmit-
tance mask made by controlling the areal density in the radial
direction of an e-beam writing pattern, 800�.
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to produce the desired result. One could equally use the same
dot size and let the exposure vary to enlarge or reduce the dot
size, or any method which produces a quasi-continuous expo-
sure. These methods tend to be iterative in nature because
one cannot measure the actual transmission pattern on the
mask. One can develop, however, over a number of trials,
methods that essentially calibrate the process.

Assuming one has a positive resist that has a linear
response over a reasonable exposure level, one then has to
fabricate the transmittance function of the mask to corre-
spond to the desired surface figure. A positive resist is one
that is subsequently removed in development where exposed.
For a spherical surface, the transmittance function should
follow the lens thickness

h rð Þ ¼ Rc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r

Rc

� �2
s

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r0

Rc

� �2
s8<

:
9=
; ð4:26Þ

where Rc is the radius of curvature of the surface and r0 is the
radius of the lens. For most cases, and to simplify the example
calculation, we can assume that Rc� r0, so we can use the
familiar approximation to Eq. (4.26):

h rð Þ ¼ r20 � r2

2Rc
ð4:27Þ

One wants more light where the lens is the thinnest, so
the mask transmittance function should follow the following
expression:

Tm rð Þ ¼ K 1� r20 � r2

 �� 


ð4:28Þ
The value of K scales the actual transmittance, so we can

take it to be equal to unity for this example. From Eq. (4.22),
we calculate the radii of the rings for the desired radius of
curvature. We will number the rings from the radius r0
inward. As we start in from the lens radius, we want the
transmittance to vary in the outermost ring as

T ¼ ar2 þ b ð4:29Þ
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and be unity at r¼ r0 and zero at r¼ r1. This means the func-
tion in the first interval is

TðrÞ ¼ r2 � r21
r0 � r21

; r0 < r < r1 ð4:30Þ

In the next ring, one wants the transmittance to continue
to follow Eq. (4.27), but swing from unity at r1 to zero at r2. In
general, the form for the transmittance of the mask in region
k is given in the equation below

TðrÞ ¼ r2 � r2k
ðr2k�1 � r2kÞ

; rk�1 < r < rk ð4:31Þ

An atomic force microscope picture of the result of the
exposure of a resist to a mask fabricated in the way just

a quantitative measure of the profile.
Another interesting and unique method of making a gray

scale mask involves the utilization of a special glass, termed
HEBS [14]. This glass develops optical absorption in a thin
layer near the surface upon exposure to an e-beam. A sche-

rial is used by Canyon Materials to produce masks. The
reported induced optical density at 436nm as a function of
the indicated dose rates is shown An
micrograph (100�) of an e-beam written test pattern is shown
in Canyon further reports the required exposure
level that was used to write on the glass in order to expose
two representative photoresists as reproduced here in
Fig. 4.12b. The beam-writing method is ideally suited for gray
scale patterning since most e-beam writing packages allow the
control of the current over different areas. The fact that the
sensitivity of this glass is 10–20� less than typical e-beam
resists is not too important since one only has to write the photo-
mask once, whereas in the resist case one writes for each copy.

4.2.2. Binary Optics

This approach of digitizing the desired surface figure, or
binary optics as it has been called, has produced the biggest
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described is shown in Fig. 4.10 [13]. The lower curve shows

matic of the process is shown in Fig. 4.11. This patented mate-

4.12a.in opticalFig.

4.13.Fig.
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breakthrough in the fabrication of diffractive element devices,
and in particular lens arrays [15–17]; see The
reason for this is because it follows the same method that is
used in the multilevel fabrication of integrated circuits. There
is a price to be paid, however, in that the diffraction efficiency
depends on the number of levels used to approximate the
continuous surface.

Figure 4.10 AFM image of the resist pattern formed after expo-
sure to variable transmittance mask. The lower figure shows the
trace of the pattern.
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To the first order, one can estimate the diffraction effi-
ciency of an N-level system by realizing that the discrete level
approximation is really two structures superimposed. We will

city’s sake. If we had a blazed grating, the efficiency was
shown above to be given by the expression

sinc p a�N

T

� �� �����
����
2

ð4:32Þ

where a¼ (n� 1)d=lT. Superimposed, we have another grat-
ing of pitch T=N and a depth d=N. The diffraction efficiency
of such a grating would be

Figure 4.11 Canyon Materials, Inc. representation of the
exposure process using their high-energy e-beam sensitive glass.
The glass photodarkens when exposed to e-beam radiation as
shown.
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use a linear grating diagram, as shown in Fig. 4.14 for simpli-
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sin c
pa
N

n o��� ���2 ð4:33Þ

The product of the two expressions represents the overall
efficiency of the N-order binary approximation. For the lens
case we can apply the same idea and assume that the

Figure 4.12 Information supplied by Canyon Materials, Inc. as to
the optical density produced by given electron beam dosages, for
three different machines. Also, the remaining resist thickness after
the listed e-beam exposure is given in the lower figure. In this case,
the resist was Shiply S1650. (From Ref. [14].)
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efficiency of the Fresnel-like structure is 100%. Thus the
efficiency of the N-fold binary approximation is simply

EffðNÞ ¼ sin c
p
N

� ���� ���2 ð4:34Þ

Figure 4.14 Diffraction grating representation of the behavior of
a binary-optic approximation to a blazed grating. There is the
contribution of the higher-order grating coming from the period
produced by the steps. (From Ref. [7].)

Figure 4.13 Photomicrograph of a portion of the e-beam produced
pattern on the HEBSTM glass.
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Here, we have assumed that the condition that d¼ l=(n� 1)N
has been met.

How the efficiency expression relates to fabrication will
become obvious in the next section.

4.2.2.1. Photolithography

For those readers unfamiliar with the photolithographic tech-
nique, we will try to incorporate into the following description
some of the details. The general idea is to coat the substrate to
be processed with a photosensitive organic film called a photo-
resist or resist for short. Typical thickness is in the tenths of
micrometers range, although thicker layers are also possible
when needed. The resist is usually spun on, that is, the resist
is dispensed onto a spinning substrate to distribute the resist
over the substrate. The resist can also be vacuum deposited.
The resist when exposed to light either becomes soluble to a
development solvent (positive resist), or insoluble (negative
resist). Commercial resists exhibit a wide range of properties
aimed at specific applications. For example, there are resists
that are very sensitive: those with linear development beha-
vior, those that are sensitive to shorter wavelengths, etc.
The sensitivities are measured in terms of energy per unit
area, typically in the range of mJ=cm2 on up [18].

is to make the binary approximation to the Fresnel structure
shown in Fig. 4.15b. In the first case shown in Fig. 4.15c, we
will make what is called a two-level structure. A mask is
made to conform to the desired geometric structure. An exam-

chrome film to provide the optically opaque regions. In most
cases, this pattern is made through the use of e-beam writing
because of the required resolution. The e-beam writes onto an
e-beam resist which responds in the same manner as
described above. The exposed resist is developed and the Cr
is removed where left unprotected by the resist. The mask
is then used to expose the resist-coated substrate as shown

quent etching step. The method of choice is called reactive
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As an example, we will use Fig. 4.15 where the intention

ple is sketched in Fig. 4.16. The pattern is usually made in a

in Fig. 4.17a. The resist provides a protection for the subse-
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ion etching, more commonly referred to as RIE [19]. This is a
plasma-based process where the fluoride ion is produced from
a precursor like CF4 which then reacts with substrate to
produce a volatile fluoride compound. The etch rates vary

Figure 4.15 Schematic representation of a two-level and four-
level approximation to a Fresnel structure.

Figure 4.16 Example of a mask required for a two-level exposure.
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for different materials. As a typical number for fused silica, it
is of the order of 15min=mm. The required depth of
d¼ l=2(n� 1) is controlled by the etching time. The maximum
efficiency that could be obtained from this two-level grating is
calculated from Eq. (4.34) as 41%.

If one uses two masks, one can achieve a four-level

sures is shown in Fig. 4.17b. The first mask exposure and
etching produces the coarse structure. The etch depth here
is d=4. This structure is coated with resist and exposed to
the second mask which represents a higher resolution. Essen-
tially every ring in the mask is split into two. The next d=4
step is etched as shown. The result is a four-step approxi-
mation with a maximum efficiency of 81%.

One can go to three masks, each one doubling the resolu-
tion of the preceding one which would produce eight levels
with an efficiency of 95%. It is easy to see that there is a
simple relationship between the number of masks used and
the number of levels L¼ 2N. One can begin to appreciate

Figure 4.17 Schematic representation of what the exposure steps
would be to produce a four-level binary approximation utilizing two
masks as compared to a single exposure two-level.
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approximation as shown Fig. 4.15c. The sequence of expo-
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how the existing IC fabrication facility, which uses many
separate masking steps to create the desired structures, lends
itself to the multistep binary-optic approach. An SEM photo-
micrograph of a hexagonally packed array of eight-level
lenses is shown in Fig. 4.18.

In a related approach [20], one can produce a two-level lens
by direct e-beam writing onto an e-beam resist. In this reported
case, the 1.0-mm diameter lenses reside in the resist. The mini-
mum feature size was 6.4mm. Themeasured efficiency was 30%.

There have been a large number of publications report-
ing on lens arrays fabricated by the binary-optic approach
[21]. Many have been fabricated in silicon for integrated
optoelectronic devices. We will try to cover these in

Figure 4.18 Photomicrograph of an eight-level exposure pattern.
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Chapter 6 which deals with applications.
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4.2.2.2. Molding

Molding or replication into plastic from a master has been
demonstrated for multilevel structures. A recent publication
[3] described an eight-level 2� 2mm lenslet with a 6.5-mm
focal length replicated onto a PMMA-based film pressed
between the silica master and an optical flat. The master
consisted of a diffractive lenslet array pattern which was fab-
ricated with the opposite phase onto a 3-mm thick quartz
glass substrate. The minimum feature size was 2 mm, and

this lens diameter was relatively large, it is the feature size
resolution that is important for microoptic applications. In
the next section, we will estimate the required resolution for
given applications. There was a brief discussion given of the
thermal characteristics of PMMA, such as thermal expansion
and shrinkage, and how these properties might affect the lens
performance. The measured diffraction efficiency of the
molded plastic lens was 91%, compared to the theoretical
value for an eight-level structure of 95%. One major issue that
was mentioned was the optical quality of the back side, and
the wedge that is created in the relatively thick layer of
PMMA. An excellent review of the status of replication in
polymer-based materials is given in Ref. [22].

The molding of diffractive elements into inorganic
glasses represents a more challenging problem. In addition
to the mold life issues discussed in molded aspherics in

rometer features. All this notwithstanding, there have been
reports of molding diffractive elements such as gratings and

4.2.2.3. Laser Ablation

Another technique is to precisely remove the material by laser
ablation [23],[24]. In this case, a focused excimer laser (both
248 and 193nm have been used) is directed to a mask and

reported smallest feature that can be written is <1 mm, and
to a depth to 0.1 mm. The position accuracy is given as 3 mm.

154 Chapter 4

5921-4 Borelli Ch04 R2 080604

the step depth was the order of 1 mm. See Fig. 4.19. Although

then focused onto the substrate as shown in Fig. 4.20. The

Chapter 2, one has the issues associated with small submic-

holograms in glass, which will be covered in Chapter 7.
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However, in a 10� system this is correspondingly reduced.
The high-speed stage allows movement of centimeters in
tenths of seconds. There is not much discussion of the materi-
als that have been used although polyimide films are
mentioned as an ideal material. The method, however, is
not limited to this material.

4.3. ANALYSIS

The analysis of the performance of microlenses made by any
of the diffraction grating processes in terms of what would
be equivalent to refractive lenses is not straightforward.

Figure 4.19 Representation of the molding of a binary-optic lens.
The upper figure schematically depicts the molding, whereas the
bottom figures show the relationship of the mold pattern to the
material to which it is pressed into. (From Ref. [22].)
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Whereas in the case of refractive lenses the distortion
produced in the transmitted phase front derives from the sur-
face figure, it is no less critical than other geometric issues
involved in the diffractive lenses. For the Fresnel type, the
surface profile is still an issue, and the consequence of its
deviation from the desired shape can be considered in the
same way as one would for a refractive lens. Perhaps a
simpler way to look at this effect is to go back to Eq. (4.18).
Here we expressed the diffractive phase function fd in terms
of the desired refractive phase function f. To the extent that
the condition fd is not proportional to f, more than one terms
in Eq. (4.18) will have nonzero coefficients, as seen from
Eq. (4.19). The practical result of this is that light will be dif-
fracted to higher orders, reducing the efficiency in the desired
first order. These deviations in the surface profile become ser-
ious when they correspond to magnitudes comparable to those
of refractive lenses.

For the binary-optic lenses, one must consider the effect
on the performance, both resolution and efficiency, of small
errors in the depth and shape of each step. This is true for
the Fresnel-type lens as well, although to a lesser extent since

type of analysis is difficult to portray in any simple way,

Figure 4.20 Drawing of laser ablation method of forming diffrac-
tive elements. (From Ref. [24].)
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it is a two-level structure. For example, see Fig. 4.21. This
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and is usually done by some sort of computer modeling code.
This type of analysis is clearly outside the scope of this discus-
sion [25].

What we will consider here is the issue of chromatic aber-
ration which is severe enough to limit the use of diffractive
lenses to relatively narrow band widths. Another considera-
tion of consequence will be that of the limitation that the
present fabrication techniques impose on the lens numerical
aperture.

4.3.1. Chromatic Aberration

The fact that the diffraction grating spacing is derived from a
single wavelength presents a problem for a diffractive lens in
terms of what would ordinarily be called chromatic aberra-
tion. The focal length of the diffractive lens was given above
in Eq. (4.23), where it is related to the grating spacings.
One can easily see that the focal length times the product is
invariant with respect to the grating spacing. Thus the focal
length Rc0 at wavelength l0, which corresponds to the desired
wavelength, would change at any other wavelength l by the

Figure 4.21 Schematic depiction of common geometric imperfec-
tions on a diffractive element that could impact the performance
of a Fresnel structure, upper, and a binary optic, lower.
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expression

Rc ¼ Rc0
l0
l

� �
ð4:35Þ

This represents considerably more change than a corre-
sponding refractive element where the chromatic aberration
would be solely determined by the wavelength dispersion of
the refractive index. Consider the change that would occur
from 400 to 700nm. For a refractive element, a 10% change
would be considered large, whereas for a diffractive element,
the focal length would nearly halve. This problem limits the
application of microoptic diffractive lenses to narrow wave-
length sources such as lasers, although this does not seriously
diminish the breadth of applications.

As far as the diffraction efficiency is concerned, the
binary-optic lens is strongly dependent on wavelength
whereas the Fresnel lens is not. For the binary-optic lens,
one can use the grating analog, the efficiency expressed in
Eq. (4.32), at a wavelength other than l0 [d¼ l0=( n� 1)],
can be written as

Eff ¼ sinc p
l0
l
� 1

� �� �����
����
2

ð4:36Þ

Fresnel lens will have essentially the same dependence on
wavelength as that of a refractive element, so although its
focal length is subject to the monochromatic condition, the
efficiency is not.

4.3.2. Fabrication Limitations on Lens Design

In this section, we will try to relate the limitations imposed
by the photolithographic fabrication techniques to the range
of lens performance that can be achieved. What this means
is that the photolithographic method has built-in resolution
limitations, currently the order of 0.5mm depending some-
what on how sophisticated the approach that is used. These
resolution issues circumscribe the nature of lens one can
make.
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which we show graphically in Fig. 4.22. The efficiency of a
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There are essentially three lens parameters of conse-
quence, any two of which are independent: the lens diameter,
the focal length, and the numerical aperture. Consider the
numerical aperture, and what value might be achieved. For
the moment, since we are concerned with microoptic applica-
tions, let us take the lens radius to be in the order of 100 mm.
One must consider the resolution issue slightly differently for
the cases of lens fabrication using a mask from that of the
case where the direct-write e-beam or laser is used. This is
because in the mask method, a 5–1 or 10–1 reduction is
commonly used. This means the features are 5–10 times
larger on the mask than they will be in the resist plane.
The ultimate resolution still is determined in the wafer plane,
but there are aspects unique to each method.

4.3.2.1. Resolution and Numerical Aperture

The simplest way to consider this relationship is to think of
how finely one can subdivide a given ring portion of the lens
pattern to make the desired feature on the lens. Consider
the graded transmittance mask method mentioned above
and depicted in and shown in

Figure 4.22 Computed diffraction efficiency of a binary-optic lens;
see Eq. (4.35).
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Fig. 4.8, Fig.actually 4.9.
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One has effectively taken the given grating region Dri and
divided them up into p subregions. Essentially, the same
approach is taken to produce the binary-optic structure;

phase shift is to be broken up into subregions corresponding
to smaller phase shifts. The system resolution will ulti-
mately determine the smallest number this ratio Dr=p can
assume.

The values of Dri, and in particular in the outermost ring,
will be determined by the desired extent of the lens, which is
the diameter, and the desired focal length, or the numerical
aperture. To take an example, consider the case of a 50-mm-
radius lens. We show in Fig. 4.23 the width of the outermost
ring as a function of the numerical aperature, for each of two
wavelengths, 550 and 1100nm. One should now be able to see
just how the lens design is limited by how far one can subdi-
vide the rings considering the 0.5 mm resolution limit provided
by the photolith method.

Let us consider the binary-optic approach first. If one
assumes that >90% efficiency is necessary for most applica-
tions then an eight-level structure is required. This means

Figure 4.23 Outer ring width in micrometers vs. the numerical
aperture for two wavelengths. The lens radius is 50mm. The inten-
tion is to show the dimensional limitation that is imposed at high
NA and short wavelength.
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see Fig. 4.17. Each region corresponding to a one-wavelength
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that the minimum width of the ring element must be larger

the NA of a lens intended for visible wavelength use to about
0.15, and that for near-IR use at about 0.25. For many appli-
cations, these correspond to slow lenses.

The direct-beam writing techniques suffer similar overall
resolution limitation. The direct e-beam write could produce
somewhat higher resolution, although this is the least practi-
cal method.
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5

Erect One-to-One Imaging

5.1. INTRODUCTION

The applications of microoptic lenses and arrays can be conve-
niently classified into three categories. The classification is
somewhat arbitrary, but it provides a useful way to compare
and contrast the advantages of lenses fabricated by one
method over that of another. We could discuss the applica-
tions for each of the fabrication methods separately, but in
doing so we would lose some of the comparative aspects, as
well as have the same device discussed in more than one
place. For example, for some of the application categories
GRIN lenses dominate the other available methods. This
means that some applications may be better suited to a parti-
cular fabrication method. Often, such factors as achievable
lens diameter or ease of producing a given geometrical pat-
tern or overall cost are as important in the choice as the opti-
cal performance. In the way we have chosen to deal with the
applications, it will be easier to point out these advanta-
ges=disadvantages as they appear.
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In this chapter, we deal with the application category
which involves erect one-to-one imaging. These are arrays of
lenses designed to produce collectively a single image, as
shown in Fig. 5.1. The upper diagram shows the overlapping

Figure 5.1 (a) Schematic of linear array of lenses operating in the
erect one-to-one mode. Note overlapping of fields in the object and
image planes. (b) Ray trace showing how erect one-to-one imaging
occurs in a GRIN rod lens. (c) Ray trace showing how erect one-
to-one imaging occurs in a thick biconvex lens.
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fields and the lower two show the ray diagram of erect one-
to-one imaging, (b) for the GRIN lens, and (c) for the refractive
lens. The overlap of all of the individual image fields constitu-
tes a single image. As we will see, they are used primarily for
document scanning where the printed information is imaged
onto a photosensor of some kind, as shown in Fig. 5.2a.

In cover second broader category
where precisely positioned two-dimensional arrays of indivi-
dual lenses provide functions for individual detectors, light

Figure 5.2 Representations of the microlens application
categories: (a) one-to-one reading or scanning area; (b) 2D array
for coupling light from laser arrays or fiber arrays; (c) single-
element lenses used with single-fiber applications.
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sources, or apertures. These applications essentially provide
an optical interface for other microelectronic fabricated array
devices, such as those based on CCDs (charge coupled
devices), laser diodes, optical fiber arrays as indicated in

5.2. OPTICS OF ONE-TO-ONE ERECT
IMAGING

As mentioned above, the one-to-one erect imaging lens array
application derives primarily from the need for a spatially
compact way to electronically read or scan a conventional
8.5� 11 in. print document. From the simplest thin lens
standpoint, it is straightforward to produce an erect one-
to-one image. One places the object at a distance twice that
of the focal length which would form a one-to-one inverted
image at a distance 2f on the opposite side. By placing another
identical lens 2f beyond this image, it would form the erect
image as shown in Fig. 5.3. There are more elegant ways to
do this with compound lenses, but the problem is still essen-
tially the same, viz., the total optical path length is long:
greater than four times the focal length of a typical imaging
lens whose focal lengths are in the range 150–300mm. This
becomes even more of a problem when a faster lens is
required. Consider again our simple case with the total conju-
gate distance of 8f; for an f=5 lens the total distance from the
object to the image is 40 times the lens diameter. This dis-
tance would be impractical for a compact document reader.
What is normally done in most phòtocopiers is to use a folded
path as shown in What the lens bar approach

Figure 5.3 Conventional lens approach to forming one-to-one
erect image.

168 Chapter 5

5921-4 Borelli Ch05 R2 080604

Fig. 5.2b, and optical fiber-based devices as in Fig. 5.2c.

Fig. 5.4a.



Copyright © 2005 by Marcel Dekker

accomplishes is to allow the use of an array of small diameter
lenses, which reduce the value of the total conjugate distance
for the same f number. The imaging is accomplished through
the overlapping of field of each lens in the array, as indicated

Figure 5.4 (a) Folded path arrangement for lens in photocopier
application; (b) one-to-one lens array arrangement. (From Ref. [13].)
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larger single lens.
In the next section, we will derive the appropriate

expressions for the one-to-one imaging situation for both the
GRIN and conventional thick refractive lens cases. Diffractive
element lenses are not particularly suited to this application
primarily because of their poorer imaging capability and
speed limitation in the visible wavelength region.

5.2.1. Refracting Lens Array

To derive the expression for the erect one-to-one imaging con-
dition for a conventional thick lens, it is convenient to use the
matrix method suggested in Sec. 2.1.1 along with the diagram
shown in Fig. 5.5a [1,2]. We will use two rays emanating from
the same point on the object a distance t1 away from the lens:
the a ray with initial position y1 and slope of 0, represented by
the vector (y1, 0), and the b ray which passes through zero
at the lens with a slope of y1=t, represented by the vector
(0, �y1=t1) [1]. Using each of these as input rays, one obtains

Figure 5.5 Diagrams showing the notation for the ray-trace
method: (a) a and b rays defined for use with the matrix method;
(b) maximum field height defined.
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the exit ray vectors ra and rb. One translated rays to the posi-
tion t2 behind the lens by applying the translation matrix

T ¼ 1 t2
0 1

� �
ð5:1Þ

The total operation on the two input vectors in then

y0
m0

� �
¼ TM

yin
min

� �
ð5:2Þ

where M is defined from Eq. (2.4) and reproduced here for
convenience:

M ¼ 1� T=nf1 T=n
t=nf1f2 � 1=f1 � 1=f2 1� T=nf2

� �
ð5:3Þ

The parameters contained inM are the front and back cur-
vatures defined as 1=f1 and 1=f2 and the lens thickness T. By
equating the y value obtained from Eq. (5.2) for the a and b
rays, one obtains the expression for the working distance t1:

t1 ¼
T=nf2

T=nf1f2 � l=f1 � l=f2
ð5:4Þ

t1
t2

¼ f1
f2

ð5:5Þ

For the symmetric case, f1¼ f2¼ f, Eq. (5.3) reduces to the
simple form

t ¼ Tf

T � 2nf
ð5:6Þ

Another expression that will be used later when the
radiometric performance is discussed is the so-called maxi-
mum object field height for image-forming rays. At the erect
one-to-one distance t, it corresponds to the maximum height
above the axis from which light will be captured. A corre-
sponding condition that occurs is when the position of the
relay image, the small inverted image formed inside the lens,
appears at the lens radius as shown; that is, y¼�R. This is
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shown in To calculate the position of the relay
image, one uses a portion of the matrix represented in Eq.
(2.5). The matrix TR1 traces the ray after the first refraction,
R1, and then translates the ray to a distance t within the lens.
Using the a and b rays as shown, and setting ya¼ yb¼�R, one
can show that

k ¼ 2nRt

T
ð5:7Þ

and the corresponding field angle of

tan Y ¼ 2nR

T
ð5:8Þ

One can also use two lens arrays stacked together as
shown in Fig. 5.6. The one-to-one distance formula of (5.6)
is still true with the condition that T is twice the thickness
of the individual elements labeled T2 in the figure [1]. The
internal lenses act as field lenses and have the effect of
increasing the light throughput. A field lens [3] is a lens that
is placed at the field stop, which in this case is at the position

gram how the field lenses at the midpoint of the lens redirect
the rays that otherwise would be lost to the back lens. It has
no other effect on the optical system performance.

5.2.2. GRIN Lens Arrays

We can obtain the one-to-one imaging condition for a GRIN
lens by using the paraxial matrix approach outlined in

tance l0 should be to produce a one-to-one image for a GRIN

Figure 5.6 Stacked array to form erect one-to-one image. Inter-
mediate lenses act as field lenses.
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of the relay image (Fig. 5.7). One can see from the ray dia-

Chapter 3 (Sec. 3.2.3) [4–6]. We want to know what the dis-
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lens of thickness D with a given parabolic index profile char-
acterized by the parameter A in the form of Eq. (3.19). We will
use two rays eminating from a point R above the axis at a dis-
tance l0 from the front of the lens. The transformation of the a
ray (R, 0) and the b ray (0, � R=l0) through the lens is
obtained through the matrix equation (3.20), reproduced here
for convenience:

y0

m0

� �
¼ M

y
m

� �
ð5:9Þ

Here, the primes are the exit values andM is written in terms
of the distance traveled, z, in the graded index medium,

M ¼ cosð
ffiffiffiffi
A

p
zÞ ð1=N0

ffiffiffiffi
A

p
Þ sinð

ffiffiffiffi
A

p
xÞ

ð�N0

ffiffiffiffi
A

p
Þ sinð

ffiffiffiffi
A

p
zÞ cosð

ffiffiffiffi
A

p
zÞ

� �
ð5:10Þ

Figure 5.7 Ray trace showing the erect one-to-one imaging of a
GRIN lens with parabolic profile. Also shown is the definition of a
and b ray for use with the matrix method.
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Equating the y values for the two rays yields the equa-
tion that the rays will come together at a distance z0 inside
the lens:

l0 ¼
�1

N0

ffiffiffiffi
A

p tan
ffiffiffiffi
A

p
z0 ð5:11Þ

Realizing that the action of the lens must be symmetric,
one can immediately equate z0 to D=2. Further, one can see
that the value of the angle of AD=2 must fall in the second
quadrant, that is, P=2 < ð

ffiffiffiffiffiffiffiffi
AD

p
=2Þ < P. Similar to the refract-

ing case, the maximum field height occurs when the relay
image forms at the lens boundary as shown in Fig. 5.8. One
can show this from either of the a or b ray equation by setting
the position of the relay image equal to �R. One obtains the
maximum expression

k ¼ �R sec
ðAÞ1=2D

2
ð5:12Þ

The field angle is essentially k=l0, which is given by the
following expression:

tan y ¼ N0RðAÞ1=2

sin½ðAÞ1=2D=2�
ð5:13Þ

Figure 5.8 Diagram showing the ray that determines the maxi-
mum field height for a GRIN lens with a parabolic index profile.
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It is worthwhile noting that the quantity N0R(A)
1=2 is the

normal definition of the maximum NA¼ (A)1=2(2N0 Dn)

5.3. DEVICE APPLICATIONS

One can catergorize the mode of operation of one-to-one erect
imaging arrays into two classes, line scan and field scan [7,8].
Schematically, one can represent these two modes as shown
in Fig. 5.9. The essential difference of these two modes of
operation is in the radiometric aspects. In the line scan, as
the name implies, the amount of light captured by the array

Figure 5.9 Two types of scanning applications. (a) The top is the
line scan mode where each line is directly imaged to detectors.
(b) The bottom is the field scan mode where the photoreceptor
moves with the object for some distance.
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and delivered to the image plane from any point in the object
plane is simply governed by the NA of the array. This is the
common way the speed of a lens is measured, array or other-
wise. Alternatively, one often uses the f number or radio-
metric efficiency which are related as follows: NA¼ (e)1=2,
f=N¼ 1=2NA. Later on in this section, we will derive the
explicit expressions for the efficiencies.

For the field scan mode, the image position is maintained
on the photoreceptor over some fixed interval of time, since
both the object and image are moving together over some dis-
tance. For a measure of the sensitivity, one integrates the
irradiance function, which is proportional to the NA as above,
over the distance of travel corresponding to the time of expo-

both the object and the photosensitive drum move together.
The maximum distance that the image remains stationary on
the drum is limited by either the width of the array in the direc-
tion of movement, or the drum curvature. Field scan applica-
tion requires high resolution, with speed a secondary attribute.

Common applications are listed in Table 5.1, along with
important features and properties. We deal with each of these
devices in the following sections.

5.3.1. Field Scan/Copiers

For the application of lens arrays to copiers, one has to be con-
cerned with both resolution and radiometric issues [2,5]. For
copiers, the image quality must be sharp which is usually
quantitatively measured by an MTF (modulation transfer

Table 5.1 Applications of Erect One-to-One Imaging Lens Bars

Device Type Important properties

Copying machines,
printers, scanners

Field scan Compactness, resolution,
depth of focus,
illumination uniformity

Fax readers Line scan Compactness, speed,
resolution, depth of focus
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function) measurement. The MTF is a measure of the contrast
of the image as a function of the spatial frequency. One is also
concerned about how sensitive this function is when one
moves away from the optimum object or image distances. Cop-
iers have to be relatively forgiving to various copying condi-
tions without serious loss of quality. For example, when one
is copying a book with a thick binding, it is often difficult to
maintain the printed page in intimate contact with the glass
platten. One would still hope to make a decent copy under
these circumstances.

From the radiometric aspect, what is equally important
as the speed of the array is the uniformity of the irradiance.
This is a function of the irradiance profile of the individual
lens and how the lenses are spaced [2,9]. Copiers are rela-
tively sensitive devices, and if the irradiance modulation is
too great, then this is translated into unwanted lines or
streaks on the copy. This is especially true when one wants
to make a dark copy.

5.3.2. Line Scan/Facsimile Readers

A cross-section of typical fax reader assembly, known as a CIS

of the unit is the most significant property, because it controls
the data rate. The resolution requirement is not high since
the printed word is the most common feature to be read.
There are, of course, more expensive fax readers containing
conventional lens systems that can read documents with reso-
lution equal to that of copiers. The device shown here is the
version that appears in many inexpensive fax machines.

What is important for these devices is that there exists a
sufficient signal differential between what corresponds to
black and what corresponds to white on the document. The
threshold trigger voltage is set midway between the two sig-
nal values and must accommodate light level variations that
occur from document to document. The typical output from a
CIS unit using a Corning SMILE lens array is shown in

for two spatial frequencies. A comparison of the
maximum and minimum signal levels achieved in the CIS
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Figure 5.10 Contact image sensor (CIS) using fax reading lens for
facsimile machines. The lens array tranfers the the information
from the document to the detector array via the line scan mode.
The typical distance for t is 14mm.

Figure 5.11 Representative output from a Corning SMILE fax
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lens array at two spatial frequencies. (See Ref. [10].)



Copyright © 2005 by Marcel Dekker

unit using the Selfoc SLA-20 array and the Corning SMILETM

array is in comparison that is
made is that of the irradiance uniformity that is shown in
Fig. 5.12b. This more uniform irradiance is what would be
expected because the SMILE array is made up of a larger
number of closely spaced smaller lenses. We will see the quan-
titative explanation of this fact in the next section. Another
property of interest is the change in contrast as a function of
altering the object distance. This is because when the docu-
ment is fed into the reader roll assembly, there is some ‘‘slop’’
in the object distance. A typical measurement is shown in

5.4. RESOLUTION/CONTRAST

5.4.1. Measurement Technique and Typical
Results

As mentioned above, the key property of any copying lens is
the quality of the copy produced, or in optical terms, what
would be referred to as the resolution. The quantification of
the resolution is usually an MTF measurement where test
patterns of given spacings are imaged by the lens which is
then scanned to produce an intensity modulation. This mea-
surement technique is shown in A test target,
usually chrome lines on clear glass, is illuminated with a lam-
bertian source, here approximated by a diffuse surface inte-
grating sphere. The target has a series of light–dark lines of
progressively higher spatial frequency. The target is moved
across the lens as shown. The image produced by the test lens
illuminates a narrow slit in front of the detector and is dis-
played as a temporal modulation as a consequence of the tar-
get motion. The typical output is shown schematically in

with increasing spatial frequency.
An example of the contrast and depth of focus perfor-

mance of a two-row GRIN-based Selfoc array, as specified by

lens is an SLA-12 signifying the field angle of 12�. The con-
trast results for three conditions of depth of focus are shown
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Fig. 5.13.

Fig. 5.14.

Fig. 5.15. The inset shows how the contrast would diminish

the inset to the graph shown in Fig. 5.16 [13]. The NSG-type
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Figure 5.12 Comparison of fax reading contrast performance of
SELFOC lens array and SMILE array. The upper line is read as
white, and the lower is read as black. In the two curves below are
shown the uniformity of the output to a uniform white source.
The upper curve is the SMILE array and the lower in the SELFOC
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image plane are symmetrically displaced; in the second,
Fig. 5.17b, the image plane alone is moved; and in the third
case, Fig. 5.17c, the total conjugate distance is maintained
and the lens is moved. One can see that the third situation

Figure 5.13 Variation in the percent contrast as a function of the

Figure 5.14 Diagram of setup to measure MTF for lens array.
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in Fig. 5.17. In the first case of Fig. 5.17a, the object and

offset of the object distance for fax reader. (See Ref. [10].)
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Figure 5.15 Typical MTF results at three spatial frequencies and
resulting percent contrast plotted against spatial frequency.

Figure 5.16 Experimental contrast vs. spatial frequency data for
a SELFOC SLA lens array. Insert shows the construction of the
two-row array. (From Ref. [13].)
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is the most demanding in that both object and image dis-

called the ‘‘through focus measurement’’ and is of particular
significance to copier applications because of the variation
in the image distance due to the wobble in the photoreceptor
drum as it rotates.

An example of the contrast and depth of focus perfor-
mance of a refractive element-based Corning SMILE array

vs. symmetric working distance is plotted for four spatial fre-
quencies. The array geometry is shown at the bottom. In Fig.
5.19, the through focus behavior taken at 4 lp=mm is shown.
Another direct, yet somewhat qualitative test, is to observe
a copy of a standard test pattern such as shown in

to the spatial frequency from 2 to 10 lp=mm.

5.4.2. Factors That Determine Contrast

The resolution of a one-to-one erect imaging array depends
not only on the resolving capability of the individual lenses
which makeup the array but also on the factors that influence
the coincidence of their collective images, that is, array fac-
tors. As we have seen, depending on the maximum field
height, a relatively large number of lenses are contributing
to a given point of the image. Any variation in the optical
parameters of these contributing lenses lead to a blurring of
the collective image. To make this point, we show some data

lens from a Corning SMILE array and then compared to the
contrast measured with the array. One can see the large dif-
ference in contrast performance. One can estimate that about
12–15 lenses contribute to any given image point [2]. This
estimate is obtained from the drawing in the inset where
the maximum field-height radius is superimposed on the lens
arrangement. Now consider the relationship between the
image working distance and the lens parameters given above
for the refractive lens case, viz., Eq. (5.6 ). If one takes the
derivative of the expression with respect to the lens thickness
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tances are altered. The result shown in Fig. 5.17b is often

is shown in Figs. 5.18 and 5.19 [14]. In Fig. 5.18, the contrast

Fig. 5.20. The lines in the pattern are marked with respect

in Fig. 5.21, where the MTF was measured on a single micro-
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Figure 5.17 Effect of offset from optimum position on the contrast
for SELFOC SLA lens array: (a) symmetric offset of total conjugate
distance; (b) offset of image plane holding object distance constant;
(c) unsymmetric variation of object distance and image distance
holding TC constant. (From Ref. [13].)
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T, or the lens focal length f, one obtains an estimate of the
changes that would occur in the image plane distance for
given variations in the these two parameters

dt ¼ fnf 2ðT � 2nf Þ2gdT ¼ t2

T

� �
dT
T

� �
ð5:14aÞ

dt ¼ T2

ðT � 2nf Þ2

( )
df ¼ t2

f

� �
df
f

� �
ð5:14bÞ

Figure 5.18 Dependence of contrast on working distance mea-
sured at four spatial frequencies for SMILE lens array. The struc-
ture of the array is shown in the inset.
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One can appreciate how variations among the contributing
lenses can cause degradation of the image, especially for
designs where the total conjugate, hence the working distance

4 lp=mm contrast is shown for arrays with lengthening opti-
mum working distances.

For the Selfoc GRIN arrays, the problem is not as
bad because the ratio of the field height to the lens radius is

Figure 5.19 Effect of offset of object distance on the contrast for
SMILE lens array.

Figure 5.20 Copy of test pattern formed by SMILE lens array
used in a photocopier with total conjugate distance of 34mm.
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t, is long. This is experimentally shown in Fig. 5.22 where the
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smaller and there are only two rows. Only about three or four
lenses contribute to a given point in the image plane. One can
go through the same anaylsis with Eq. (5.11) as we did to
obtain Eqs. (5.14), with the independent variables being the

Figure 5.22 Contrast vs. spatial frequency for a number of
SMILE lens arrays with different working distance. Longer work-
ing distance has poorer contrast because of greater sensitivity to
image overlap.

Figure 5.21 Comparison of the contrast vs. spatial frequency of a
single lens from the SMILE lens array and the array as whole.
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lens thickness D and the gradient parameter
ffiffiffiffi
A

p
; e.g.,

dl0 ¼ � 1

2N0

� �
sec2

ðAÞ1=2D
2

" #
ðdDÞ ð5:15Þ

One can see that this term will be large when
ffiffiffiffi
A

p
D=2 is

close toP=2, which is equivalent to the refracting case when T
is close to nf. It turns out that for the working distances used
in devices, the latter is more likely the case than the former.
The explanation for this is not mysterious; it is because the
GRIN arrays were used first in scanning devices and were
incorporated in the optimal way.

This discussion of what affects the contrast provides an
excellent example of how the fabrication method influences
the ultimate performance for a given application. The subtle
point is that although the overall function is equivalent, the
limitations provided by the specific method, like lens dia-
meter, thickness, and strength, are significantly different.
The GRIN method of assembling cut ion-exchanged rods of
glass into two rows to form an array has certain limitations.
For example, handling rods as small as 200–400mm is imprac-
tical, or assembling more than a two-row stack is difficult. On
the other hand, for the refractive array made by the photosen-
sitive process, lens diameters above 400mm begin to deviate
from perfect sphericity, and having the thickness more than
3mm is impractical because of the optical exposure step. Each
application of one-to-one arrays has its own set of desirable
and necessary properties which may not be met by any one
fabrication method.

5.5. RADIOMETRY

The initial radiometric challenge is to determine the irradi-
ance profile of a single lens. The overall profile will come
from the addition of the individual profiles according to their
two-dimensional layout. The method used to calculate the
irradiance profile can be found in the literature. We will
briefly review the method and results following that of
Borrelli et al.[2]. The basic idea is to treat the exit pupil
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as a Lambertian source with radiance N. For a given object
point, at the one-to-one image distance, the exit pupil is
found by tracing a fan of rays to the edges of the entrance
pupil, through the lens to the rear surface. This is shown

same lens with field lenses at the midplane, and finally
the GRIN lens. The irradiance can be expressed in the para-
xial approximation as

hðrÞ ¼ h0pR2AðyÞ ð5:15Þ

where R is the radius of the lens, h0 is the axial irradiance
NPR2=t2, and A(y) is the function determined by the overlap
of the projection of the front aperture to the back face, as
shown in Fig. 5.23c. The expression for the shaded area is
given by

AðyÞ ¼ ð2=pÞ cos�1 D
2R

� �
� D

2R

� �
1� D

2R

� �2
" #1=28<

:
9=
;
ð5:16Þ

One can relate the displacement D=2R to the lens para-
meters by the carrying through the method described in
Fig. 5.23 by the matrix ray trace outlined above for the three
cases. For example, for the refractive case, it is easy to show
that the expression

D

2R
¼ y

k
ð5:17Þ

where k is the maximum field height. For the GRIN case the
derivation appears in Ref. [5]. Using Eq. (5.15), one can
obtain the irradiance profiles for the two lens types.

Refractive lens:

hðrÞ ¼ 2

p

� �
NpR2

t2

� �
cos�1 r

k

� �
� r

k
1� r

k

� �2� �1=2( )

ð5:18Þ

where k¼ 2pRt=T.
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Figure 5.23 Rays showing how the radiometric efficiency is calcu-
lated. In all cases the procedure is to ray trace the two boundary
rays and the central ray from a given point in the one-to-one object
plane to the back lens face. The overlap is defined as shown. The
refracting case is shown in (a), the refracting case with field lenses
is shown in (b), and the GRIN case is shown in (c).

190 Chapter 5

5921-4 Borelli Ch05 R2 080604



Copyright © 2005 by Marcel Dekker

GRIN lens

hðrÞ ¼ h0 1� r

k

� �2� �1=2
ð5:19Þ

h0 ¼ pNn2
0 AR2 cos

ðAÞ1=2D
2

" #

where k¼�R sec(
ffiffiffiffi
A

p
D=2). The profiles are shown graphically

in Fig. 5.24 along with a third case of the refractive lens with
field lenses. We have chosen to show the case where all the
lens curvatures are equal; this is not the optimum field lens
curvature case. The optimum case is when fint¼T=n, which
results in all the light that enters the lens, up to the maxi-
mum field height, exits the lens. In this case, the irradiance
profile is flat [2].

Figure 5.24 The computed irradiance profile for the three cases

case, one where all the four lens curvatures are the same, and the
other, labeled ‘‘ideal’’, where the field lens curvature is optimum.
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The overall power delivered by a single lens is then the
integral of the irradiance profile:

Ps ¼
Z

hðrÞr drdy ð5:20Þ

For the refractive lens, this is given by the following
expression:

Ps ¼
p
4

� �
h0k

2 ¼ NR2 pn0R

T

� �2

ð5:21Þ

and for the case with perfect field lenses it is four times this
value.

For the GRIN case, the power is given by the following:

Ps ¼ h0ðpk2Þ ð5:22Þ
To determine the radiometric speed and uniformity of an

array of such lenses, we must consider the overlap of the irra-
diance profiles according to the specific geometric arrange-
ment. For example, consider the continuous hexagonal

power delivered in the area A containing nx lenses in the x
direction and ny lenses in the y direction is simply

P ¼ nxnyPs ð5:23Þ

where the area is given by the following expression as indi-

A ¼ ð2bRnxÞðð3Þ1=2bRnyÞ ð5:24Þ
The average irradiance of the array hhi would be P=A

and the radiometric efficiency would be this number normal-
ized to the radiance PN. Thus, the average radiometric effi-
ciency of an array of lenses arranged in a hcp structure
would be

e ¼ 1

pN

� �
1

2ð3Þ1=2b2R2

 !
Ps ð5:25Þ

where Ps is the power delivered by a single lens.
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close-packed (hcp) arrangement shown in Fig. 5.21a. The total

cated from Fig. 5.25a.
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For Selfoc lenses made up of p rows, Lama [15] has
shown that the average irradiance is given by the following
expression:

ph0
pR
4bk

� �
1� ðp� 1Þ2 b2

4a2

� �� �
ð5:26Þ

Using the same method, but not performing the aver-
aging, one can estimate the uniformity of the irradiance. As

a two-row Selfoc array.

Figure 5.25 Geometric arrangement of lensets in SMILE array
and the representation of the overlap of their fields. (From Ref. [2].)
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5.5.1. Experimental Measurement

The radiometric efficiency of an array can be measured by the
relatively simple experimental arrangement shown in

areas, and setting the reference distance at the correct total
conjugate distance, one can obtain reasonably accurate esti-
mates of the efficiency. Some results obtained for SMILE

they are compared to the theoretical values obtained from
Eq. (5.25 ).

The radiometric efficiencies of the GRIN lens arrays can

square root of the numerical aperture.

Figure 5.26 Irradiance uniformity of a two-row SELFOC lens
bar. (From Ref. [9].)
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arrays by using this method are shown in Table 5.2, where

be obtained from Table 5.3, where the efficiency is equal to the

Fig. 5.27. By defining the Lambertian source and detector
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5.5.2. Field Scan Exposure

We mentioned above that in the field scan mode, the image is
maintained on the photorecepter for some time. This means
that the one has to integrate the irradiance function over this
time interval. Formally, one would write that the field scan
exposure E would be expressed as

E ¼ 1

v

� �
hðx;yÞdx ð5:27Þ

where x is the direction of travel with velocity v [2]. In order to
deal with the geometry of the lens layout, the irradiance pro-
files like those of Eqs. (5.18 ) and (5.19 ) are initially averaged
in the y direction, transverse to the motion direction. We will
do this for the single-row GRIN case as an example following
the method of Lama [15]. We have seen that the irradiance
profile for a single lens is given by Eq. (5.19 ). To average over
the y direction, we have to evaluate the integral

hðx;y0Þ ¼ 1� x2 þ y2

k2

� �1=2
ð5:28Þ

from � (k2þ x2)1=2

expression:

Figure 5.27 Representation of experimental method to measure
radiometric efficiency.
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h0 ¼
p
2k

� �
ðk2 � x2Þ ð5:29Þ

Now one adds the irradiance from total number of lenses
in the row, saym, and divides by the total lengthm (2bR)þ 2k
and gets

hðx;yÞ
h0

¼ p
4kbR

ðk2 � x2Þ ð5:30Þ

Table 5.2 Listing of Properties of SMILE Lens Arrays

Lens diameter=
spacing (mm=mm)

Thickness
(mm)

TC
(mm)

Measurementa

(%)
Calculationb

(%)

Thick single element
400=480 6 25 0.13 0.16
350=420 6 25 0.09 0.12
350=420 6 25 0.10 0.12
450=540 6 30 0.10 0.20
450=540 6 25 0.12 0.20

Thick double element
310=350 5.5 21 0.27 0.45
310=350 7 24 0.20 0.28
310=350 7 20 0.21 0.28
310=350 6 25 0.23 0.38
400=480 8 21 0.28 0.35

Thin single element
160=195 0.83 5 2.7 1.4
160=195 1.85 11 0.5 0.27
200=240 2.75 13 0.40 0.21
200=240 2.75 12 0.45 0.21

Thin double element
160=195 1.45 9 1.1 1.6
160=195 1.45 8 1.5 1.6
160=195 1.45 16 1.5 1.6
160=195 1.45 11 1.2 1.6
200=240 1.40 9 2.2 2.9
200=240 1.30 11 1.9 3.3

a

bCalculated from Eq. (5.25)
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We can now substitute Eq. (5.30 ) into (5.27) to obtain the
expression for the single-row exposure:

E1 ¼
pNTn0 AR

3

3bv
ð5:31Þ

For p rows, the answer is essentially p times this result.
For the refractive lens case, where the lenses are smaller

and closer spaced so that p times the interrow spacing is

Table 5.3 Listing of Properties of Selfoc Lens Arrays

Type

Symbol SLA-06 SLA-09 SLA-20

Lens diameter D (mm) 1.055 1.055 1.055
Refractive index N0 1.538 1.606 1.563
Numerical aperture NA 0.1 0.15 0.37
Gradient constant A (mm�2) 0.016 0.032 0.201
Fiber length Z (mm) 27–31 18–22 7–9
f Number f=N 5 3.5 1.0
Thickness t 4.8 4.8 4.0
Total conjugate TC (mm) 64–75 46–55 16–20
Irradiance uniformitya % 7 7 15
Number of rows 2 2 2

a

Source: From various product information sheets supplied by Nippon Sheet
Glass Co.

Figure 5.28 Method of determining the irradiace profile of a
single row of lenses.
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essentially the width, the exposure is

Er ¼
p2

2ð3Þ1=2
WðnR=bTÞ2 ð5:32Þ

Here W is the width of the array.

5.6. FURTHER ASPECTS OF FABRICATION

how the Selfoc GRIN and the Corning SMILE arrays were
made, it is worthwhile here to discuss how the fabrication
technique is optimized for the specific application, in this case
one-to-one arrays. From a historical perspective, the first lens
array intended for use in the one-to-one mode is attributed to
Moorhusen [16], who proposed a three-piece molded plastic
structure.

good picture of the two-row array. A single row of lenses is
laid up on a plate and one layer is placed over the other to
form the two-row array in the fashion shown. The array is
then potted in a black resin and ground and polished to the
correct thickness. NSG makes a number of different versions
of these two-row arrays. The major variable is the Dn which is
controlled by the kind and amount of ion-exchanged dopant.
The parameter that reflects this is the index profile constant
labeled A. The range of SLA arrays made by NSG under the

the number following the SLA corresponds to the field angle
which as we have seen above is related to the numerical aper-
ture. In general, one can say that the mechanical fabrication
of the Selfoc arrays does not significantly differ for the
different applications, but the chemical part does.

For the Corning SMILE arrays, the fabrication for the
field scan applications, where radiometric efficiency is not a
real issue, is done by double side exposing a final thickness
bar of glass, followed by the thermal development shown
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Selfoc trade name is shown in Table 5.3. One can see that

Table 5.2. One notes that radiometric efficiency is quite low,

For the Selfoc arrays, the inset in Fig. 5.16 provides a

in Fig. 5.29a. Typically, the thickness is 6mm, as shown in

In addition to the general description given in Chapter 2 of



Copyright © 2005 by Marcel Dekker

in the order of 0.2%. However, for field scan devices, it is the
exposure that counts, not the radiometric efficiency. The rela-
tive exposure number, obtained from Eq. (5.32) for a 10-mm
wide, 6-mm thick, 400-mm lens-diameter array with a separa-
tion parameter of b¼ 1.2 is 43. For the Selfoc SLS-6, with a
radiometric efficiency of 1%, the relative exposure is 33,
obtained from Eq. (5.31).

For the line scan applications, the story is quite different.
The speed of the array is paramount and the Corning SMILE
arrays for this application are made from stacked thin arrays,
as shown in Fig. 5.29b. From Eq. (5.25), one sees that the effi-
ciency is increased with the inverse square of the thickness,
and that the power delivered by an array with field lenses

see that using this geometry yielded efficiencies as high as
2% compared to the SLA-20 with a 7% efficiency.

One of the disadvantages of the lens bar approach is that
it only can image one-to-one. Copiers with folded conventional
lenses have magnification and reduction features. Rees et al.
[17] proposed to produce the reduction and magnification

Figure 5.29 Schematic representation of the exposure method
used to make the photo-sensitive SMILETM one-to-one imaging lens
arrays. (a) The double sided exposure method and (b) the structure
of the stacked array.
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is four times that of one without. From Table 5.2, one can
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features by having the individual GRIN rod lenses move away
from the perpendicular direction as one moves away from the
center of the array. This brings the images together before (or
after) the normal image plane; thus the individual images are
smaller (larger) at the point of coincidence. One problem with
this idea is that the rod lengths must be gradually adjusted to
maintain the same image distance.
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6

Two-Dimensional Arrays

6.1. INTRODUCTION

In this chapter, we deal with microlens array applications
where the major feature will be the ability to precisely fabri-
cate and position microlenses in two dimensions. Linear
arrays are a special important case, requiring no less preci-
sion. We will try to cover the important lens array applica-
tions that include the various lens fabrication techniques
discussed in preceding chapters. In the description and
discussion of these applications, we shall try to make clear
why one fabrication method might be better suited-over
others for a particular application.

For any application, adequate lens performance will
always be required, but it will be no more important than
the ability to precisely pattern the lenses accordingly. In other
words, one may not be able to form a lens with ideal perfor-
mance, and at the same time produce thousands of them
per square millimeter precisely positioned in a particular
two-dimensional pattern. As we have seen in the previous
chapters which dealt with the fabrication methods, some

203
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fabrication methods are better suited to make very small
lenses, others better to be produced at precise locations, and
still others with better imaging performance. It will be the
trade-off of one or more of these factors that will determine
the best way to accomplish the desired end. The applications
that will be covered are listed in Table 6.1, along with the
fabrication method.

6.2. APPLICATIONS

The applications that we cover in the next sections are
intended to be representative of the wider field. In no way
is this intended to be an exhaustive study. The intention is

Table 6.1 Microlens Array Applications

Application Sizea (mm) Array typeb Key featurec

Linear
Laser diode array
collimators

200 GRIN NA

Expanded beam for
SMF arrays

120 GRIN, refractive Diffraction
limited

Switching 4� 4
crossbar

>120 Refractive Alignment,
cross-talk

Computer backplane >200 Refractive NA
Camera autofocus 165 Refractive Alignment,

cross-talk
LED print bar 85 Refractive NA

2D
Shack-Hartmann >300 Refractive Long focal length
Parallel processing
(VCSELS)

>20 Diffractive,
GRIN

Lens diameter

Projection LCD-TV 100 GRIN, refractive,
diffractive

Alignment,
large area

Laser protection >300 Refractive Viewing angle
3D photography >1000 Refractive Large area

aThe lens diameter represents the range used, not necessarily the optimum.
bType of lens used; GRIN means gradient index.
c The key feature is to indicate the dominant property that the array should
possess for the given application.
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to give the reader a feeling for the areas of applications, the
reasons that they are important, and the particular perfor-
mance criteria required. To facilitate the process, we will

applications of two-dimensional microlens arrays that we
have chosen to study. The typical lens dimension is listed in
the second column, although this really refers to the separa-
tion distance ultimately determined by the device that the
lens is to be aligned to. For example, if it were a CCD array,
it would be the center-to-center distance of the active detector
areas on the silicon wafer. In the third column, we list the
type of microlens that has been reported for the particular
application, and finally, in the last column we list the key,
or limiting property for the given application, if there is one.
As an example, for the laser diode application, the numerical
aperture of the lens is crucial because the NA of the laser
diode is usually > 0.5. However, in a fiber-to-fiber application,
the fiber NA is low, and the major issue is insertion loss. This
often translates to alignment.

The first five applications that are listed are primarily
aimed at optical fiber-based systems. Because of many com-
mon requirements, these will be discussed as subsections in
the same overall section. The other applications are unique
and will be discussed separately. The general approach will
be to give a brief introduction to the particular application
and the key requirements, and then to follow with the experi-
mental results obtained from one or more of the fabrication
techniques that have been reported.

6.2.1. Optical Fiber-Based Applications

6.2.1.1. Laser Diode Array Collimators

In this application, it is desired to efficiently collect light from
a high NA laser diode (LD) array and provide this as an
input to an array of single mode fibers (SMF), as shown in

is to efficiently collect the light from the LD and the second
to image it so that it is efficiently captured by the SMF. For
the first, it is necessary to consider the numerical aperture
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use Table 6.1 as the guide to the discussion of the various

Fig. 6.1 [1–3]. The application requires two things. The first
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of the microlens, which is a measure of the amount of light
that is collected. For the second, it is important to consider
those factors that control the coupling efficiency into the fiber,
for example, the spot size in the focal plane of the fiber.

The problem for ordinary spherical lenses, or what would
be equivalent to them in GRIN microlenses, is that these two
properties are in opposition. To increase the efficiency of
capturing the light from the high NA source, one naturally
encounters a poorer focal spot definition as a consequence of
added spherical aberration. The higher the numerical aper-
ture, the greater the contribution of spherical aberration
and thus the more blurred the focus spot. This is shown from

structure having a 200-mm diameter. The extent of spherical
aberration as indicated by the blurring of the focal spot is
shown as a function of the increasing paraxial numerical
aperture (radius of the lens divided by the effective focal
length).

Figure 6.1 Schematic drawing of a linear lens array being used to
couple the output from a laser diode array to a single-mode fiber
array.
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Figure 6.2 Computed ray-trace diagrams for microlenses with
different numerical apertures to illustrate the effect of spherical
aberration. The ray trace has a different scale for the vertical and
horizontal directions. The lenses are 200mm in diameter with a
biconvex structure. The numerical aperture for the trace (a) is
0.14 with an EFL of 0.356; for (b), the numerical aperture is 0.18
and an EFL of 0.273; and for (c) the NA is 0.21 with an EFL of 0.21.

Two-Dimensional Arrays 207

5921-4 Borelli Ch06 R2 080604



Copyright © 2005 by Marcel Dekker

lenses can be corrected for spherical aberration and thus
would appear to be the better choice for this application.
The problem is primarily in obtaining the high numerical
aperture. As we have pointed out in Chapter 4, the limitation
here stems from the resolution of photolithography.

Nishizawa and Oikawa [2] have shown the use of a GRIN
microlens for this application. Their results are given in
Fig. 6.3. They plot the insertion loss in db against the NA of
the microlens for five cases of the beam spread of the source.
The inset defines the asymmetric angular beam spread of the
source. Their data indicate that a 1-db loss would occur for a
microlens with an NA of near 0.4 when used with a 0.5-NA
source.

The emitting area of the LD is in the order of 2� 2 mm,
which yields a diffraction-limited beam spread of >0.5. This
estimate comes from the diffraction-limited beam spread ema-
nating from a 2-mm slit, yielding roughly a full angle of l=D.
This means that the microlens should have an NA of 0.5 or
greater.

To deal with the situation, Oikawa et al. [2,3] used a
special kind of GRIN lens. They combined the normal GRIN

Figure 6.3 Power lost from a source with a beam spread angle
indicated by the y as a function of the numerical aperture of the
microlens. (From Ref. [3].)
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As we have seen in Chapter 4, diffractive element micro-

lens discussed in Chapter 3 with a refracting effect brought
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about by retaining the swelling effect produced by the ion
exchange. This is represented in Fig. 6.4 by the sketch,
together with the specific lens parameters that were used.
What is most interesting and instructive is the insertion loss
data. Radiometric lens performance is one thing; aligning and
registration of the microoptical elements is an equally impor-
tant issue. They show the loss with respect to variation of the

object (LD) in Fig. 6.5b compared to no lens, the effect of
the variation of the image distance in and the

can see the extreme sensitivity to any misalignment.
Now consider the output end where the light is to be

focused onto the single mode fiber. The fiber has typically a
5–10 mm core diameter and an NA of the order of 01–02. For
maximum coupling, one wants to match the NA of the exit

Figure 6.4 Schematic drawings of the GRIN lens with ‘‘swell’’.
The ion-exchange process produces a volume change which causes
the lens to bulge. This can be used as a refracting component to
the GRIN lens to significantly increase the NA. The insets indicate
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object distance in Fig. 6.5a, the lateral displacement of the

6.5c,Fig.
lateral displacement of the image (fiber) in Fig. 6.5d. One

the effective performance numbers. (See Refs. [2] and [3].)
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focus beam with the fiber. This makes sense since any light
ray making an angle greater than this would not get trapped
by the fiber. One way to do this is to magnify the image, that
is, working with an arrangement that is not symmetric with

Figure 6.5 Effect of misalignment of the lens on the loss. The
particular kind of offset is indicated by the drawings. (From Ref. [3].)
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respect to object and image. We show an example with the aid

schematic drawing of the one-to-one arrangement is shown
in Fig. 6.6a [4]. The 4–1 reduction schematic is shown in

Figure 6.5 Continued
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of Fig. 6.6. The lens properties are listed in Table 6.2. The
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Figure 6.6 For the lens whose properties are listed in Table 6.2, A
shows the schematic of the one-to-one imaging arrangment and B is
the computed ray trace for this situation. In C is shown the four-
to-one reduction arrangement where the NA of the fiber is matched.

Table 6.2 Lens Properties for Example Design

Lens type Biconvex refraction
Diameter 0.2mm
Lens radius of curvature 0.17mm
Lens thickness 0.3mm
EFL 0.24mm
Principal plane 0.14

1–1 Configuration
Object working distance 0.34mm
Image working distance 0.34
Object and image side NA 0.21

4–1 Configuration
Object working distance 0.15mm
Image working distance 1.02mm
Object side NA 0.39
Image side NA 0.10
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The design was done by using the expression
relating the object and image distances to the effective focal
length

1

EFL
¼ 1

X0
þ 1

Xi
ð6:1Þ

and making Xi¼ 4X0. The result is that X0¼ 1.25EFL. Recall
that the distances are measured from the principal planes;
thus we have X0¼ 1.25 (0.24mm)¼ 0.29mm and the object
working distance is then 0.29 –0.14mm¼ 0.15mm, while
the image working distance is 4 (0.24mm)– 0.14¼ 1.02mm.
The object NA is 0.39 and the exit NA is 0.10. One can see
the big improvement afforded by this design. The input
NA is increased by moving the object closer, while the exit
NA is reduced to match that of the waveguide. One can also
view this from the spot size argument as well. By lowering
the NA of the exit beam, the spherical aberration is les-
sened; thus the blur of the image is less. All of this is from
a purely geometric optic standpoint. One must also consider
the diffraction aspect as well. With the lower exit NA, the
diffraction limited spot size will be larger. Thus, although
there is less aberration, the inherent spot size will be bigger.
It does not take much misalignment to cause intolerable
insertion loses.

6.2.1.2. Expanded Beam/Gaussian Optics

When one is dealing with the optics of single-mode waveguide
applications, the more appropriate physical treatment is what
is termed Gaussian optics [3a]. The reason for this is that the
light emitted from a laser source, or the mode propagating in
a fiber is almost always the lowest order single mode, or gaus-
sian As we will discuss in more detail in Appendix A, the
imaging of a gaussian beam, as opposed to a plane wave, must
take into account the deviation from a plane wave, namely, a
radial varying field and a curved wavefront. As a consequence
of this when one focuses or collimates the output from a laser
or optical waveguide, one finds the beam characteristics
shown in The ray-method used above, although
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useful in an approximate way in this regime, is not adequate
to deal with the actual imaging phenomenon.

of the beam waist (diameter) at the focus point as a function of
the input beam waist, the distance to the lens, and the focal
length of the lens. The expression relating these quantities
shown in the figure is given below.

1

w2
2

¼ ð1� d1=f Þ2

w2
1

þ p
l

w1

f

� �2

d2 ¼ f þ ðd1 � f Þf 2

ðd1 � f Þ2 þ pw2
1=l

� �2 ð6:2Þ

A more complete description of the Gaussian optic
approach is given in Appendix A. The optimization of the
coupling process, either from laser to fiber, or fiber to fiber
will be governed by satisfying these equations. It is interest-
ing to note the geometric approach essentially takes the
waist to be 0. One can still define a quantity that is essen-
tially that of the ray numerical aperture, y¼ l=pw0, where
w0 is the diffraction limited beam radius. In this approxi-
mate way, one can still optimize the coupling efficiency from
a geometric optic point of view by matching the numerical
apertures.

The application is to collimate the output beams of an
array of SMFs for a distance sufficient for the insertion of a
functional optical element between them. The initial lens
array collimates the light from the input array and a corre-
sponding lens array to refocus the beams onto the output
array. All this is to be done with the minimum of loss of sig-

The optical element to be inserted can be a passive element
like an optical filter, or a more complex element like an optical
isolator, or an active element like a liquid crystal array that
could gate the passage of light from any of the fibers. A com-
puted ray trace of such a lens function is shown in Fig. 6.8a.
The numerical aperture of single mode waveguides can range
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Referring to Fig. 6.8b, what is important is the behavior

nal. The application is represented schematically in Fig. 6.7.
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from values of 0.1–0.3. The ability to collimate the output as a
function of the fiber NA is illustrated by way of a ray trace in

200-mm-diameter SMILE array as a prototype. The upper
trace (a) is for a numerical aperture of 0.16, while the lower
(b) is designed for an NA of 0.25. One can see the poor collima-
tion at the higher NA.

Oikawa et al. [3] report the insertion loss as a function of

use a swelled GRIN lens as the collimator for the LD and a
conventional planar GRIN to refocus the light onto the fiber
array. This represents a more difficult situation than the
fiber-to-fiber because of the higher NA requirement for the
LD collimating lens.

Figure 6.7 Schematic of the optical path for beam expanding
application, and a proposed V-groove structure to implement the
function. Single-mode fibers are placed in etched V grooves in Si
to produce the precise spacing. The first lens array is aligned to
collimate the light from each guide, and the second to refocus the
light onto the output array. The intervening parallel beam opening
is to be used to insert hybrid elements.
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Fig. 6.9. The microlens here is a biconvex structure using a

the separation distance L, as shown in Fig. 6.10. Here they
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As a matter of comparison, in the single-element case
where GRIN rod lenses are used as the collimators, the inser-
tion loss can be quite small, <0.5 db [2]. As an example,

Figure 6.8 (a) Computed ray trace for lens array to perform
expanded beam function. For this case, the lens array was designed
to accept light from a single-mode fiber with an NA of 0.1. The lens
diameter was 0.2mm, and the opening was 1.5mm. (b) Actual
Gaussian treatment of collimation where beam waist is shown.
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filter which directs light to the appropriate output fiber. The
alignment is a critical parameter.

6.2.1.3. Crossbar Switch

This application is to take light of wavelength l contained in
one of N input fibers and direct it to any arbitrary one of N

Figure 6.9 The effect of NA on the collimation. The upper ray
trace is designed for an input NA of 0.16, the lower for an input
NA of 0.25. One can see the effect of spherical aberration on the
poorer collimation performance of the higher NA lens array.
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what would be called a 4� 4 crossbar [5]. The input of 16
fibers is grouped into four sets of four, each fiber in the set
carrying one of the wavelengths. The output fibers are also

Figure 6.10 Coupling loss as a function of separation L. (From
Ref. [3].)

Figure 6.11 Example of the use of GRIN rod lenses in expanded
beam dielectric filter-based wavelength demultiplexer. The lenses
here are rod lenses, not the planar array type. Function here is to
separate one wavelength and send it to another location.
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output fibers. This is shown schematically in Fig. 6.12 for
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grouped into sets of four. Any combination of output wave-
lengths can be made to appear from each set.

In this case, the switch is fabricated from a thin silicon film
technology [6–9]. The photomicrograph of the actual silicon
structure is shown in Fig. 6.12c. The silicon element is electro-
nically addressed, which has the effect of electro-statically

Figure 6.12 Example of crossbar switch application using a lens
array. Signal brought in on the linear array of 16 fibers. The light
is focused on to the micromirror as shown. Depending on the posi-
tion of the mirror, it determines whether the light is transmitted
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or not. (See Ref. [9].)
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membrane has two positions, either allowing the light to get to
the output fiber or not. By the appropriate switching sequence,
any wavelengths can appear at any of the four outputs.

The role of the microlens array is to collimate the light
from each of the 16 fibers and focus it onto the deformable
mirror and then to reimage the focal spot to the output fiber
as shown in the figure. The realization of this device by TI
[5] was achieved using the 16-element SMILETM lens array
[10] shown in Fig. 6.13. The lenses were planoconvex,
0.6mm thick, with a focal length of 0.4mm. The lens diame-
ter=spacing was 160=195mm. The effective NA of this
arrangement was only 0.1 which was, however, consistent
with the multimode fiber.

The reported operation of the device produced greater
than 30db contrast in all channels. The overall insertion loss

Figure 6.13 The SMILE lens array used for the crossbar switch
application. The lens diameter is 160 mm on 195-mm centers with a
focal length of 0.4mm. The upper is the actual array, while the
bottom is a SEM picture.
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deforming the silicon membrane, as shown in Fig. 6.12b. The
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was reported as 24 db, but only 6 db was attributed to the opti-
cal system, the rest having to do with the splitting and recom-
bining of the signals.

6.2.1.4. Computer Backplane

As computer designers seek ways to increase speed, it was
suggested that the time it takes to communicate between
chips, boards, and shelves could be reduced if it were done
optically rather than electronically. This argument is essen-
tially based on getting around the limitation posed by the
RC time of connecting cables. The idea is to have the output
of a chip or board within the computer converted to light
and then have this transmitted to the detector array on the
other chip or board. There are a number of ways that this
transmission can occur, but we will only be concerned with
the multimode fiber optic method. The other major method
is called free space and involves diffractive elements to
provide a directed beam pattern. (This will be covered in

fiber optic method does provide a more
mechanically flexible approach, but otherwise there are
advantages to both methods.

The optical application is similar to that of the collimator
application discussed at the beginning of Sec. 6.2.1, in that the
source will have a large NA. But here the fiber is usually mul-
timode; thus a higher NA is required, >0.3. Otherwise, the
design method is exactly the same as that presented above.

array is coupled to a fiber array through the use of a stacked
pair of biconvex lens arrays. A simulated ray trace of the
stacked biconvex lens array (SMILE) disigned for this use is
shown in Fig. 6.14b [11]. The input NA of this design is 0.34.

6.2.2. Other Related Applications of Linear
Arrays

6.2.2.1. LED Print Bar

The application is to transmit the light from an array of red
LEDs onto a detector array. This is a fast optical printing

Two-Dimensional Arrays 221

5921-4 Borelli Ch06 R2 080604

An example is shown in Fig. 6.14a. The light-emitting diode
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head with the resolution determined by the pitch of the
LEDs which in this case is 85 mm, which translates into

An actual photograph of the lens array is shown above the
LED array. The diameter of the microlenses was 75mm on
the 85-mm pitch [12]. A photograph of one of the individual
images formed by the microlens is in
The numerical aperture of the microlenses was 0.1, and the

Figure 6.14 Schematic drawing of laser to fiber array. A
computed ray trace is shown in the lower figure with the use of
the stacked biconvex design. The lens diameter is 0.225mm, and
the radius of curvature of each surface is 0.326mm. The effective
focal length is 0.36mm.
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300dpi (dots per inch) for the example shown in Fig. 6.15.

shown Fig. 6.16.
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overall separation between the LED array and the detector
array was 0.78mm.

One of the problems with designing a lens for this type of
application is that the lens diameter can only be as large as
the pitch of the LED. The diameter represents the limitation
of the SMILE lens array and is pushing the limit of the planar
GRIN approach as well. For diffractive elements, the problem
is that, although this is not a small diameter from a fabrica-
tion point of view, it becomes increasingly difficult to fabricate
a lens with a high NA.

6.2.2.2. Camera Autofocus

One microlens array that has reached production is that
which was used by Honeywell [13] to produce an autofocus
element for camcorders and 35-mm SLR cameras. It provided
a through-the-lens autofocus technique that is a desirable
feature because of its better accuracy. This is done with the
use of a beam splitter that takes some of the light that enters
the objective lens to the sensor, as shown in It
should be noted that the distance from the lens to the film
plane is equal to that to the sensor plane.

The autofocus concept is based on a radiometric rather
than imaging principle. When an object is in focus the amount
of light arriving at the image plane is equal from any arbi-
trary halves of the imaging lens. The Honeywell device uses
this fact in the way that we will show with the use of the
blowup of the sensor in There are two

Figure 6.15 LED print bar application. The 300-DPI LED array
is illustrated with the lens array shown in perspective. The lens
array was made up of 75-mm lenses on 84.66-mm centers.
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Fig. 6.17.

shown Fig. 6.18.
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detectors behind each microlens. The method will be to com-
pare the outputs from the string of A detectors to the outputs
from the B string. When the object is in focus, the image
appears at the lens plane and an equal amount of light
reaches each of the two detectors, as depicted in the middle
ray trace. Here, for the sake of simplicity, we are looking at

Figure 6.16 Actual photograph of the light-emitting area of one
diode and the corresponding image produced by a lens of the array.
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the light from only one point in the object field. When the
focus position precedes the correct focus, one gets the situa-
tion depicted in the upper ray trace. For this situation, light
from the upper half of objective reaches the A string, whereas
light from the lower half tends toward the B string. If the
focus is beyond the correct focus, the opposite behavior is
observed as shown in the lower ray trace. A schematic of what
the output from the respective detector would see is shown in
the inset. The lack of overlap of the outputs would indicate
that the object is not in focus. The nice thing about this
method is that depending on the phase of the output curves,
that is, the A string leading or lagging, indicates which way
the objective lens should move to attain focus.

The initial lens array used for this device was a molded
plastic array manufactured by USPL [14]. It was subsequently
replaced with SMILE lens array for a number of reasons [15].

Figure 6.17 Schematic of Honeywell autofocus concept. Part of
the light from the objective is directed to the sensor element located
at the same distance as the film plane.
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The cross-talk was less because of the opaque surround to the
lenses, the uniformity and positioning of the lenses were bet-
ter, and the glass lenses were more securely attachable to
the detector die. The array in this case was made up of a
row of 26 planoconvex microlenses, 160-mm-diameter lenses
on 195-mm centers with a focal length of 400mm.

6.3. TWO-DIMENSIONAL ARRAYS

There are a number of newer applications that require 2D
arrays of lenses. The technology of producing 2D arrays does
not differ in any substantial way from that to make linear
arrays except that maintaining the precision of location is
compounded by the added dimension. In other words, 2D
microlens arrays can be made by molding GRIN, diffractive,
etc.; however, when such issues as fill factor and uniformity
are important, then differences in the method of fabrication
can make a difference.

6.3.1. Shack-Hartman Wavefront Analyzer

This is an astronomical telescope application where an incom-
ing wavefront is sampled by means of an N�N array of detec-
tors, such that it can provide a basis for correcting
disturbances that appear over time [16]. The prime example
is that where atmospheric disturbance is to be removed from
a ground-based astronomical system [17]. There are certain
design conditions for optimum utilization of the device which
bear on the optical properties of the microlens array. In parti-
cular, they involve the interplay between the wavelength of

Figure 6.18 (a) Basis for autofocus module. If an object is in focus,
the light is focused at the lens array plane and the light is split
equally by each lenslet onto the split detectors behind the array.
(b) If an object is out of focus, either too close, or too far, one set
of detectors sees more light than the other. The relative output of
the two sets of detectors is indicated by the diagram. When they
coincide, the object is in focus.

J
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the light and the focal length of the microlens, to the optimum
subimage to grid and the spot size. Artzner [17] has shown
that an optimum ratio of subimage size to the grid spacing
should be much larger than l=4d, where d is the sag of the
microlens. The net result is that the sag of the microlenses
will be small irrespective of the period and focal length of
the microlenses.

A sample pattern taken from Ref. [16] is shown in

focal length of 7mm. Fig. 6.20a is that of the reference grid for
an artificial point source (Fig. 6.19). Figure 6.20b is that of
an actual sensing image from a 4.2-m telescope. Different
sub-images have different shapes corresponding to different
instantaneous atmospheric wavefront distortions.

This lens array has a sag of about 1.5 mm. The smallness
of the sag represents one of the main challenges to the lens
preparation for this application. One way to offset this is to
reduce the power of the lens by near index matching the lens
with a suitable liquid.

6.3.2. Parallel Processing (VCSELS)

With the advancement of GaAs technology, there has
emerged a new area which is based on a vertical fabrication

Figure 6.19 Optical diagram of a Shack-Hartman wavefront
analyzer. The lens array images to an array of photodetectors.
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Fig. 6.20 for a 22� 22 array with a pitch of 0.185mmand a lens
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architecture, that is, structures that are fabricated such that
their output is normal to the face of the growth. An important
example of this is vertical-channel surface-emitting laser, or
VCSEL, for short [18–21]. A schematic representation of such

Figure 6.20 Typical pattern from a 22� 22 Shack-Hartman array
with a pitch of 0.185mm and a focal length of 7mm. The upper photo
is the reference grid for an artificial point source, and the lower is the
actual sensing image from a 4.2-m telescope. (From Ref. [16].)
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a device is shown in Fig. 6.21, which is taken from Ref. [18].
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The ability to deposit precise thin layers of varying composi-
tion allows one to create not only the active lasing junction,
but also the ‘‘mirrors’’ which in the case shown are distributed
feedback gratings. This type of vertical architecture distribu-
ted over two dimensions is the ideal way to imagine a truly
parallel system where each laser can be individually
addressed. The vertical architecture is not limited to lasers.
One can also construct amplifiers, detectors, and switches.
Indeed, if optical computers ever become a reality, it may very
well be based on this type of technology.

The ability to couple light in and out of these devices
provides a real challenge because the lateral dimension of
these devices is typically in the range of 5–50 mm. Clearly,
the smaller the better in order to maximize the areal density

Figure 6.21 Representation of a VCSEL (vertical-cavity surface-
emitting laser) and how a lens array would be positioned to couple
out the light. (From Ref. [18].)
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of the device, but the lenses must also be smaller. In the lower

the microlens array would be fitted to the VCSEL to couple
light out. Many of the methods of making lens arrays will
not work for lens diameters below 50mm. What do work at the
smaller diameters are the melted photoresist method and the
diffractive element. The performance of diffractive lenses for
this application has been reported down to a diameter of 43mm.

6.3.3. Laser Eye Protection

One of the more interesting applications proposed for micro-
lens arrays is where they would be utilized as an element of
a broad band laser protection goggle. With lasers present
everywhere on the battlefield, the need for eye protection
became a real need. Moreover, the protection had to be more
than for a fixed wavelength since many lasers are purposely
randomly tuned to avoid jamming.

The optical construction is represented in Fig. 6.22. It is
essentially a 1� telescope [22]. The parallel light from the

Figure 6.22 Concept of laser eye protection. Light is focused at a
midplane containing the active switch material that would shut
down at high intensity. Second array is to provide an erect image.
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portion of Fig. 6.21, we see a schematic representation of how
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object is brought to a focus at the midplane of the lens and
then emerges as a parallel beam. Since the intention is to
use it as a goggle for human use, the images have to be erect.
This is accomplished by using a second identical lens array.
The active element is placed at the first focus and has the
property that it blocks the light when the intensity reaches
a desired threshold. Suffice it to say here that the nature of
this limiter material is crucial in determining the usefulness
of the device. The example we will use later on is a liquid crys-
tal that changes from a transmitting to a scattering state
when a certain intensity is incident. The purpose of the lens

the focal spot. The impracticality of this concept in using
conventional lenses is the total thickness of the device.

If f is the focal length of the lens corresponding to the
required NA to produce the necessary spot size at the active
plane to effect the switching, then the total thickness of the
goggle could be no less than 4f. For a conventional lens to
cover the eye without restriction, the lens diameter should
be at least 3 cm. Assuming that an NA of at least 0.25 is
required, this would yield a total thickness of 24 cm.

The microlens approach is to replace the single element
with an N�N array of microlenses operating in the same
1� mode, with a comparable NA. Since the lens diameter is
smaller, the focal length will be correspondingly smaller,
and consequently the overall thickness will be smaller. The
expression for this condition is given by Eq. (5.6) with t being
infinite, which yields the focal length as the lens thickness
divided by twice the refractive index.

As an example, a lens array made up of 400-mm-diameter
lenses on 480-mm centers was fabricated with an NA of 0.24
and an effective focal length of 0.83mm. From the expression
for the total thickness, this would yield something less than
5mm. A ray trace of the operation of an array of such

There are some trade-offs with the microlens approach.
For example, the active material can be switched by either
peak fluence or intensity. In either case, the energy delivered
to the active plane is per unit area. The individual microlens
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arrangement in Fig. 6.22 is to provide this high intensity at

elements is shown in Fig. 6.23 .
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intercepts less light, yet the intensity must be sufficient to
switch the active material. The device has been experimen-
tally demonstrated using the above-mentioned smetic liquid
crystal as the active medium (23). The output energy is
plotted against the input energy (which would correspond to

that described above. The threshold is defined as the point

Figure 6.23 Computed ray trace of lens array acting as a one-to-
one telelescope.
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the ambient laser), as shown in Fig. 6.24. The lens used was
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at which the slope deviates from unity, which in this case
occurs at about 1 mJ. The maximum level, or so-called clamped
value of the output, is the order of 1 mJ and occurs when the
ambient energy is greater than 5 mJ. In general, eye safe
levels are considered to be below 0.5 mJ.

A serious drawback to this device is the field of view.
Unless the lenses could be fabricated with a curve, the vision
of the wearer would be too restricted for practical eye use.

6.3.4. Projection LCD-TV

Projection LCD-TV is one approach to large-screen television.
The active LCD matrix is contained in a 54� 75-mm area.
The light is projected through the panel onto the wall. One
of the major problems with this projection approach is the
optical efficiency. A number of attributes contribute to this
problem, not the least of which is that it is a display based
on polarized light, so one starts with a 50% efficiency. Color
filters are another source of light loss. The feature that loses
about 60% of the available light is the geometric obstruction

Figure 6.24 Actual optical clamping data obtained by using the
optical arrangement shown in using a two-
dimensional array of 400-mm-diameter lenses imaging onto a non-
linear liquid crystal material. [23]
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Figs. 6.25 and 6.26
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on the panel itself produced by the conductors and the tran-
sistor gate. One can get an idea of this problem by looking
at the structure of a typical panel, as shown in Fig. 6.25.
The clear area, which is referred to as the aperture ratio, is
only about 40%. A microoptic solution to this problem is to
use a microlens array to focus the incident light through the

light lost by the nontransmitting area of the electronics.
In (b), one sees how the microlens directs the light through
the open "window" regions.

For the microlens approach to be viable for this applica-
tion, it is necessary to produce an array with as close as a
100% fill factor as possible [23–25]. For certain of the fabrica-
tion techniques, this poses a problem because of the effect
that the coming together of the boundaries has on the lens.
Related to this is the problem associated with having to make
lenses with noncircular boundaries. We shall see this for the
GRIN and the SMILE lenses.

Figure 6.25 Photograph of a typical projection LCD TV panel.
The pitch is approximately 100 mm.
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open area, as shown in Fig. 6.26a, b. In (a), one can see the
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Referring to Fig. 6.26, the focal length of the lens should
be close to the thickness of the cover glass. The standard cover
glass thickness is 1.1mm, but thickness as thin as 0.4mm has
been reported. Typical lens diameters are of the 100-mm order,
so that the numerical aperture of the lenses is quite low. The
problem this will produce is that this will limit the ultimate

Figure 6.26 Two concepts to utilize lens arrays to improve bright-
ness. The upper diagram (a) shows how the lens array would focus

The lower diagram (b) shows how the lens array can direct each
color light to a separate pixel, obviating the need for a color dot
array.
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the light through the open areas of the LC panel shown in Fig. 6.25.
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rough diameter of the clear opening is of the order of 60mm.
For an NA of 0.05, the diffraction limited spot size for the
red beam would be 15 mm. The problem is that the projection
lamp that is used is effectively an extended source, so that the
light is not parallel and diffraction-limited performance
cannot be achieved. The situation is indicated in Fig. 6.27.
The beam spread comes from the off-axis points of the
extended source. One can show that the spread angle y is
related to the object height through the simple relation

tan y ¼ z

2f
ð6:3Þ

Here f is the focal length of the lens. The spot size that will
form will simply be the product of this angle with the focal
length of the lens. For a 5� beam spread, the minimum spot
size would be 45mm.

The spot-size issue is even further complicated by the
physical layout of the pixels. The pixel separation in the x
direction is not the same as in the y direction. In some
designs, the rows are staggered, presenting an elongated

Figure 6.27 Consequence of extended source on the beam spread,
and ultimately on the size of the spot that can be imaged.
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spot size. For the present pixel size shown in Fig. 6.25, the
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hexagonal layout. What this means is that in order to fill
space, one has to resort to lens shapes that are not symmetric.
As an example of this, we will use the SMILE lens array [23].
The pixel pattern is shown in Fig. 6.28a. The x direction pitch
is 160mm and the y direction pitch is 190mm. If one uses the
pattern of 150-mm-diameter circular lenses, Fig. 6.28b, only
58% of the area would be covered, but the focus spot is well
defined, as shown in Fig. 6.28c. If one resorts to oval-shaped
lenses to effect better coverage, one suffers the consequence

Figure 6.28 Array of circularly shaped lenses and the images
formed to go through the LC pattern shown.
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of having an anamorphic behavior, as shown in Fig. 6.29a.



Copyright © 2005 by Marcel Dekker

What this means is that the lens has a different focal length
in the long and short directions of the lens. We show this in
the images below that pattern. The best coverage design is
that of lenses with a hexagonal shape, which is shown in
Fig. 6.29b. There is still an anamorphic effect present which

Figure 6.29 Array of oval-shaped lenses and hexagonal-shaped
lenses and the images formed. Note the lenses are anamorphic.
For the oval-shaped lenses, the image in each image plane is shown.
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has an adverse effect on the spot size in that the image is
elongated.

The planar GRIN approach [24,25] suffers from a similar
problem. One would start with a patterned set of openings to
allow the ion exchange to be accomplished. The pattern would
be set by the x and y pitch. The length of time of the exchange
would dictate the lens shape. This is schematically shown in

The ideal method of fabricating a lens array for this
application is the diffractive approach (see the discussion in

Figure 6.29 Continued
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Fig. 6.30. The planar GRIN lens suffers similar asymmetry
problems, as demonstrated by the images formed (Fig. 6.31).
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performance. For example, one can almost seamlessly
arrange the lenses in any configuration and still maintain
the spherical-like lens imaging performance. Moreover, it is
a low NA application so the resolution of the required fabrica-
tion is not an issue. A full 100% fill-factor layout is shown in

wavelength is easily remedied by adjusting the focal length of
each lens in the triad for the RGB wavelengths. The actual
function of a diffractive array to increase the efficiency of a

There have been reported efficiencies for the three lens
fabrication methods, calculated as the percentage increase
in the light through the array with the lens array in place,
relative to none. They range from 50% to 90%.

6.3.5. 3D Images

People have always been fascinated by the ability to produce a
three-dimensional image. Holography is by far the best-
known example of how this can be accomplished. However,
there is an older concept which does not rely on coherent
optical properties at all. The method is called integral
photography.

Integral photography consists of using a fly’s eye array
of lenses to record multiple images on a conventional

Figure 6.30 Formation of planar GRIN array for the same appli-
cation. (a) Patterned substrate; (b) separated; (c) partially fused;
and (d) closed packing structure (honeycomb shaped). The index
region grows as the ion-exchange time through the aperture
increases. Finally, when fronts meet, a hexagonal pattern results.
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Chapter 4) because it decouples the shape of the lens from the

Fig. 6.32a. The fact that the diffraction efficiency varies with

LCD projection panel is shown in Fig. 6.31b.
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the recording from a point P on the object. Each lens in the
array produces an image of point P at approximately the focal
length of the microlenses. Putting it slightly differently, each
lens forms an image with a different perspective. The photo-
graphic plate is developed and a positive is formed. The devel-
oped positive is registered behind the lens array and
illuminated as shown in Fig. 6.33b. Each point on the image
emits a spherical wave that is collimated by the fly’s eye lens.
All the beams reconverge to the original position of the object

Figure 6.31 Lens shapes of GRIN lens arrays and corresponding
images. (From Ref. [25]. )
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photographic plate, as shown in Fig. 6.33a [26–30]. Consider
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point. The image so formed is real and psuedoscopic, the same
as would occur for a holographic image. To obtain a more
practical concept where the image would be virtual and ortho-
scopic, a second recording has to be made. This can be done

Figure 6.32 Diffractive element lens array for the same applica-
tion, along with the images.
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in one of two ways. The first is to make another integral
photograph in the converging reconstructed beam as shown

the original as shown in Fig. 6.34b. Finally, the desired
orthoscopic virtual image is obtained by illuminating the
second exposure through the lens array as indicated in
Fig. 6.34c. The disadvantage of this is in the reduction in
the quality of the image.

Figure 6.33 Concept of integral photography. Multiple images
are formed on emulsion behind the lens array. Negative is devel-
oped and light is sent through the negative to the same lens array
to form a real 3D image.
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in Fig. 6.34a [31]. Then one makes a second exposure through
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Figure 6.34 Scheme to produce desirable virtual orthoscopic
image rather than real pseudoscopic image. The method is to make
a second recording from the first as shown in (b). Illumination of
this image from the right forms a virtual orthoscopic image when
viewed from the left.
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A second method is from a hologram of the imaging form-

that one has to introduce a different holographic process into
mix.

Burckhardt [26] has analyzed the resolution of this
method along with an estimation of the ideal microlens para-
meters to obtain this condition. His analysis shows that the
optimum microlens diameter f is given by the expression
1.24a

ffiffiffiffiffiffiffiffip
tance, b is half of the object depth, and l is the wavelength of
light. For typical values of the parameters, a¼ 50 cm and
b¼ 5 cm, and the estimate of the optimum lens diameter was
2mm. This could easily be less than 1mm for other choices of
the parameters, or with somewhat less resolution at the
values used. The expression for the maximum field angle was
also estimated as f=c, where c is distance between the lens
array and the film plane, which is essentially the focal length
of the microlens. For the above parameters, it is 10mm.

The lens array requirements for this application are not
particularly stringent, and would seem ideally suited for a
molded plastic, or even glass, fabrication process. One would
want a 100% fill factor which should be readily possible for
a spherical lens figure on a square format.

6.3.6. 3D Optical Switch

The idea here is to build an N�N all-optical switch that is
any element of the N inputs could be switched to any one of
the N outputs. The input would be an n�n 2D array, that
is N¼n�n. The light from each of the input fibers would
be collimated by a 2D lens array and sent into the switching
structure and then be refocused to the output array of fibers
by an identical lens array. There are a number of microoptic
challenges presented by this device concept. Some element
must hold the array of fibers, a fiber array. (We actually

a 2D lens array that
directs the light into the switching structure. Then, of course,
there are the switches, themselves.
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ing wavefront, as shown in Fig. 6.35 [28]. The problem here is

l=b , where, referring to Fig. 6.32a, a is the object dis-

discuss a method to fabricate such an element in Chapter
This then is to be registered to10.)
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Figure 6.35 Another scheme to produce an orthoscopic image. In
this case, a hologram is formed in the imaging beam as shown. The
first image is formed in the normal way.Viewing the developed holo-
gram will show a virtual orthoscopic image.
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The initial attempt to construct such a device was using
micromirrors, or MEMs to deflect the light. Schematically, the
switching protocol is represented by a simplified ray diagram
shown in Fig. 6.36. The motion of the two micromirrors
controls the ultimate final output position of the beam. It
should be clear that in switching from an arbitrary position
within the input n�n array to another position in the output
array, there is a worst case situation that is the one that cor-
responds to the longest distance of travel. This situation
depicted in the figure.

The optical design must consider a number of interde-
pendent factors. Among these are the overall switch size,
the micromirror size, the mirror spacing, the angle of inci-
dence to the mirror, and last but hardly least is the amount
of mirror deflection. The total loss is also a critical factor in
telecommunication applications. The most important rela-
tionship is how long a path must the beam travel, given the
mirror deflections so that it corresponds to the separation
distance of the mirrors. To complicate matters further, one
must do this within the context of Gaussian beam propaga-
tion since the inputs are from single-mode fibers. There are
a number of starting points for the optical design, the one that
is chosen depends on what is the most critical design limita-
tion. One might be presented by the physical size of the
mirror, in not wanting to largely overfill the input mirror
and consequently lose light. Depending on the overall path
as shown in the figure, one might decide as the first iteration

Figure 6.36 Schematic representation of MEMS-based 3D optical
switch. Output from SMF is collimated by microlens onto a x–y
deflectable micromirror, which then directs it to another deflectable
micromirror and ultimately to the desired output port.
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to design the optics so that this total path distance is equal to
the confocal parameter of the microlens defined by (2p=l)w0

2

(see Appendix A). This would put the minimum beam waist
at the midpoint of the path shown in the figure. One could
write the following condition:

b ¼ 2ðz0 þ zMÞ ¼ 2p
l

w2
0 ð6:4Þ

This yields the value of the minimum beam waist w0 and
then fixes the focal length of the microlens through the follow-
ing relationship:

w0 ¼
l
p

f

wF

Here wF is the modal radius of the single mode fiber,
usually about 10mm at 1550nm. Now one checks to see what
the radius of the beam would be at the micromirror which is
approximately

ffiffiffi
2

p
w0, and hopefully it is not too big. If it is,

one goes through another iteration where now one chooses
the total path to be smaller than ‘‘b’’.

array [32]. The fibers are aligned to the lens array. In (b) is
shown a 30� 30 array of micromirrors which would be
aligned to the fiber array. Finally in (c) is shown a blow-up
of the actual individual silicon-based micromirror. The mirror
can deflect in both the x and y directions as one can see from
the two sets of hinges. Foran introduction of the use of
micromirrors for photonic device application, the reader is
referred to Ref. [33]. An example of a 2D lens array used to
collimate the fiber inputs into the micromirror is shown in

APPENDIX A. GAUSSIAN BEAM IMAGING

With the invention of the laser and subsequently, single-mode
waveguides, one had to consider how beams emanating
from such sources propagate in free space. What is different
from the point of view of the simple plane wave solution of
Maxwell’s equations is that invariably the intensity
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In Fig. 6.37a, we show a picture of an assembled fiber

Fig. 6.38 .
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Figure 6.37 (a) Photograph of an assembled SMF fiber array.
Each fiber is aligned to a microlens, (b) top view of the micromirror
array (pitch 2.5mm), and (c) blow up of an individual micromirror.
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diminishes in the transverse direction, and the wavefront is
spherical, not flat.

Kogelnik and Li [34] were the first to look at this problem
which we will essentially reproduce here in abbreviated form,
since we really only want to provide some basis for Eqs. (6.2),
(6.4), and (6.5).

One starts with Maxwell’s scalar wave equation and the
general solution, f¼A(x, y, z) exp[�ikz] for a wave propagat-
ing in the z-direction. Substituting this solution into the wave
equation and assuming that A(x, y, z) is a slowly varying
complex function, so one can ignore its second derivative with
respect to z one gets the following equation:

H2
T A � 2ik

@A

@z
¼ 0 ðA6:1Þ

Here the delta symbol refers to the transverse coordinates.
Clearly, the complex function A(x, y, z) represents the

Figure 6.38 SMILETM lens 16� 20 collimating lens array, pitch
2.5mm, clear aperture 1.26mm focal length 4.2mm.
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deviation from a plane wave produced by the transverse field
profile and the curvature of the wavefront. A solution of this
equation can be written in the following form:

Aðx; y; zÞ ¼ exp �i
k

2

ðx2 þ y2Þ
qðzÞ

� �
exp½�jðzÞ� ðA6:2Þ

This is an appropriate solution for the lowest order mode, or a
gaussian intensity distribution. (Other solution would be
more appropriate for higher order models.) The key function
is q(z) which will describe the gaussian field variation as well
as the curvature of the wavefront. To make this more explicit,
one can write the function in the two parts, the R(z) repre-
senting the radius of curvature of the wavefront, and w(z)
measuring the decrease in field amplitude with z:

1

qðzÞ ¼
1

RðzÞ þ i
2k0

wðzÞ2
ðA6:3Þ

Substitution of Eq. (A6.3) into (A6.2) shows that w(z) is just
the gaussian width parameter [r=w(z)]2, in other words mea-
suring the 1=e points of the Gaussian beam as a function of z.
The beam has its minimum waist when R!1, and we desig-
nate this quantity as w0. As a result of the solution given as
Eq. (A6.2) to Eq. (A6.1), one can show that

qðz2Þ ¼ qðz1Þ þ z ðA6:4Þ

And combining this with Eq. (A6.3) yields the desired familiar
results

w2ðzÞ ¼ w2
0

2z

k0w2
0

� 	2

þ1

" #
; RðzÞ ¼ z

ðk0w
2
0Þ

2

ð2zÞ2
þ 1

" #

ðA6:5Þ

One can define an asymptotic spreading angle equivalent to

y ¼ 2

k0w0
ðA6:6Þ
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the NA in geometric optics as shown in Fig. A6.1
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The next issue is how a lens acts on such a beam. In the case
of geometric optics, one can say that for a thin lens the lens of
focal length f transforms an incoming spherical wave to an
outgoing spherical wave which is simply written in the follow-
ing way:

1

f
¼ 1

R1
� 1

R2
ðA6:7Þ

For the case of the action of a spherical lens on the type of beam,
we are discussing the same relationship holds except we gener-
alize Eq. (A6.7) to include the Gaussian intensity as well. This
means we replace the R with q and write Eq. (A6.7) as

1

f
¼ 1

q1
� 1

q2
ðA6:8Þ

Combining this equation with Eqs. (A6.4) and (A6.5) yields
Eqs. (6.2) in the text in one form or another.

Figure A6.1 Definition of NA in gaussian optics.
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7

Gratings

7.1. INTRODUCTION

stitutes a much larger topic that includes devices and applica-
tions beyond the intended scope of this book. Our main
objective was to concentrate on fabrication and application
of the important subset of microoptics; namely, microlenses.
A nonexhaustive listing of microoptical elements of impor-

tion area. However, many of the methods of lens fabrication
described in the previous chapters are equally applicable to
making some of these microoptical elements. Two important
structures for which this is true are gratings and planar
waveguides. The implementation of the former leads to
devices that can be used to redirect light, select out specific
wavelengths, or both. The fabrication of the latter in various
configurations leads to optical devices such as demultiplexers,
directional couplers, and splitters [1,2].

The fabrication of planar optical waveguides is a topic
that is amply and well covered in the literature and other
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tance is given in Table 7.1 along with an important applica-

In Chapter 1, we mentioned that the area of microoptics con-
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texts and monographs [1,2]. The common elements of the
fabrication methods covered in the previous chapters are
the photolithographic patterning followed by etching, and
the use of ion exchange. Although one of the main driving
forces for microoptic elements and devices is integrated optics,
it is not possible to do justice to this topic here. Rather, we will
deal with two of the other important microoptic elements:
gratings and the elements that make up optical isolators.
These two topics are not often discussed in detail in the micro-
optic context. Gratings fit naturally into the context of this
book because many of the methods used to make gratings
are similar to those described previously in the fabrication of
microlenses. The elements that go into optical isolators do
not share the commonality of fabrication, but they do share
the same overall area of application and are used in conjunc-
tion with other microoptical elements, such as microlenses.
Because there have been few, if any, reviews of the elements

Table 7.1 Listing of Microoptical Elements

Element Example Application

Polarizers Dielectric=metal stack (Lamipola) Optical isolatorb

Polarization
separatorc

Wedge of birefringent crystal Polarization-
independent isolator

Waveplates Slab of birefringent material Isolators
Magnetooptic
elementsd

Slab or thin film-of
Fe–garnet crystal

Isolators

Filters Dielectric stack Demultiplexers
Gratings Fiber Bragg Filters=Demux
Waveguides Etched planar in SiO2 Planar integrated optics

a Tradename of Sumitomo Osaka Cement Co. It is a way to make a wire-grid type
polarizer for the NIR by alternating very thin layers of metal and dielectric plates,
and then slicing in cross-section.

bOptical isolators are devices that allow light to pass in the forward direction, but not
in the reverse direction. They are used in such equipment as solid-state lasers and
optical amplifiers. They are made up of a series of components.

c Element that separates the two polarizations into two paths to provide polarization-
independent isolation.

d Faraday rotators: These are the essential elements in the optical isolation because
they provide the nonreciprocity property.
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that go into optical isolators, it was deemed worthwhile to
include some discussion in this book.

will be somewhat brief, compared with those given in the
previous chapters, because much of the material properties
and processes have already been discussed in the previous
chapters. The layout of the chapters will be the following: First
we will give a very brief review of the physics of the optical
element, to give some context to the subsequent descriptions
(diffraction grating and optical isolators). Then we will list
the ways these elements can be fabricated within the microop-
tics format, and finally, we will discuss some of the most
important devices in which these elements are used. We will
deal with gratings in this chapter and optical isolators in
Chapter 8.

7.2. TYPES OF DIFFRACTION GRATINGS

In Sec. 4.1.3, we discussed the physical basis of diffraction
gratings from the viewpoint of a surface relief pattern provid-
ing the periodic phase difference. This is certainly one pri-
mary way that diffraction gratings can be made. However,
there is a much more general description of diffraction grat-
ings of which the surface relief type is a special case. Actually,
the underlying parameter of significance in a grating is the
phase difference. This pattern can be produced in several
ways, which we express as follows:

DfðxÞ ¼
X
m

Df0m cos
2pmx

L

� �
ð7:1Þ

Here, L represents the grating period, the phase f is
expressed in waves, f¼nZ=l where n is the refractive index
and Z is the thickness. One can see the phase difference can
be created either by letting Z vary with x in a periodic way,
which would be the surface relief type, or by letting the refrac-
tive index vary in a similar way. The way we have written
Eq. (7.1) amounts to a Fourier series; thus we are allowing
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The descriptions given in the following Chapters 8 and 9



Copyright © 2005 by Marcel Dekker

a variety of functional forms of the way the phase can vary
through a given period.

Another useful way to classify gratings is by the charac-
terization: thick and thin. The methods of making gratings
(discussed later on) will clearly depend on what type of grat-
ing one wants to make; hence, this classification applies
equally to the fabrication [3,4]. The distinction originates
because the phase change of Eq. (7.1) can be accomplished
with a small refractive index over a very long path. From a
light-propagation standpoint, this represents a much differ-
ent case and, as a matter of fact, is closer to the way one would

is referred to as the coupled mode treatment of gratings). On
the other hand, if the grating were very thin, then small
changes in the path length have little effect on the diffraction
efficiency. Such a change might occur by a differing angle of
incidence. This is in contrast to the thick example, in which
very small changes in the path length have a very large effect
on the diffraction efficiency. So much so, that in the thick
limit the efficient diffraction occurs at only one angle of inci-
dence. This angle is called the Bragg angle. A number of grat-

Magnusson and Gaylord [3] have developed a mathema-
tical description of this thick and thin classification that is of
considerable help in determining the ultimate behavior of the
grating. The parameter of consequence is called the Q para-
meter and is defined as

Q ¼ 2pZl

n0L
2 cosY

ð7:2Þ

where l is the wavelength of light, Z is the thickness of the
grating, L is the grating period, and Y is the angle that the
light beam makes with the grating normal. The reader is

7.2.1. Thin Gratings (Q, Small)

From the Magnusson and Gaylord [3,5] analyses, in the limit
of small Q, that is less than 1, as defined in Eq. (7.2), one can
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ings are schematically shown in Fig. 7.1.

referred to Fig. 7.2 for the definition of the terms.

deal with a waveguiding structure (see Ref. [2] in which this
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express the behavior of various thin phase gratings in terms
of their diffraction efficiency. The expression for the three

these gratings produce multiordered diffraction patterns.
For example, for the sinusoidal grating, such as would be
produced by the interference of two monochromatic
beams (holographic-grating pattern), the expression for the
diffraction efficiency is

Zðith orderÞ ¼ J2
i

2pn1Z

l cosY

� �
ð7:3Þ

where Ji is the ith order Bessel function, and the other terms
are as defined in the foregoing. An exception to the multior-
dered behavior can be achieved with the use of a blazed grat-
ing, which is a special case of the sawtooth index pattern

Figure 7.1 Grating types: examples of thin gratings: (a–c) surface
relief gratings, with the geometric shape as shown; (d, e) thin phase
gratings where the variation in phase derives from the index
change rather than surface relief; (f, g) thick gratings stemming
from the periodic refractive index throughout the depth.
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most common thin gratings is listed in Table 7.2. Generally,
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different notation, the diffraction efficiency is given by the
expression

Zðith orderÞ ¼ sin2½pðg� 1Þ�
½pðg� 1Þ�2

ð7:4Þ

Figure 7.2 Model of thick hologram with slanted fringes: the spa-
tial modulation of the refractive index is indicated by the shaded
regions. The grating has period L, and grating vector K, as shown.
The incidence angles y and the grating angle f are defined.

Table 7.2 Diffraction Efficiency of Thin Phase Gratings

Type Efficiency Comment

Sinusoidal J2
j ð2gÞ j¼ order

Square cos2(pg=2) 0th order
0 Even order
(2=jp)2 sin2(pg=2) Odd order

Sawtooth sin2(pg)=[p(gþ j)]2 j¼ order

g¼pn1d=l.
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shown in Table 7.1. In this example, as shown in Eq. (4.16) in
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where g¼ pn1Z=l. The difference in the notation between Eqs.
(4.16) and (7.4) is because for a surface relief grating (see

the groove. In other words, the phase shift is expressed by
the term 2p(n0� 1)Z=l. Whereas, for the thin phase grating
(see Fig. 7.1d,e), the phase shift is determined by the refrac-
tive index difference, 2pn1Z=l. For the surface relief grating,
one ensures the optimum efficiency by making the depth
correct for the argument of Eq. (4.16) to be 0.

An important point in the fabrication of these thin grat-
ings is that quite different methods are required. For the sur-
face relief type, methods such as etching or molding of the
surface of the substrate are appropriate. On the other hand,
for the thin phase gratings, the photosensitive process
whereby the refractive index is locally ordered is the method
of choice. We will go into much more detail about the methods
when we describe the fabrication methods.

7.2.2. Thick Gratings

For the parameter Q, as defined in Eq. (7.2), when its value is
large, Q>10, the diffraction behavior changes from a multi-
ordered phenomenon to that of a single-order one when the
Bragg condition is met; namely,

cosðf�YÞ ¼ ðl=n0Þ
2L

ð7:5Þ

where Y is the angle of incidence, f is the angle that the grat-
ing vector makes with the surface normal, and n0 is the

For a holographic grating (sinusoidal index profile), the
diffraction efficiency is given by the expression

Z ¼ sin2 pn1z

l cosY0

� �
ð7:6Þ

Clearly, from the equation, this type of grating can reach
100% efficiency when the argument of the sine reaches 90�.
Kogelnik [4] has shown by coupled mode analysis of the beha-
vior of thick gratings that the Bragg condition corresponds to
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Fig. 7.la,b,c), the phase difference is fixed by the depth of

refractive index of the grating medium (see Fig. 7.2).
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a momentum-conserving relation between the wave vectors of
the input beam, the diffracted beam, and the grating vector.
Thick gratings have various properties that make them parti-
cularly interesting from an optical applications standpoint. In
particular, the sensitivity of the thick grating to small
changes in wavelength and angle provides unique applica-
tions that will be discussed later. Their behavior is shown
in Fig. 7.3. Although the n and x parameters are somewhat
obscure, one can think of n as the measure of the index mod-
ulation n1, and x as a measure of the deviation from the Bragg
condition of either the incident angle or the wavelength. Here,
the diffraction efficiency is normalized to the value at x¼ 0,
which corresponds to sin2 n.

These types of gratings are invariably formed in solids by
a photosensitive technique, usually interfering coherent
beams provide the required exposure. This will be covered
in some detail when we discuss the actual fabrication process.

Figure 7.3 Representative behavior of the falloff in diffraction
efficiency with deviation from the Bragg condition. The x-axis can
be thought of as the deviation in the angle or the wavelength from
the optimum. The curves are given for gratings of three strengths,
as indicated by the phase angle. (From Ref. [4].)
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There is sufficient literature on all aspects of holography [6,7]
that it is not considered necessary to deal with it here other
than how it relates the actual fabrication. Our main concern
is its usefulness as a grating in the field of microoptics and
with the various materials and methods by which they can
be made. In a subsequent section, we will list and discuss
the types of devices that use microgratings.

7.3. FABRICATION OF MICROGRATINGS

In the following sections, we will describe the various meth-
ods employed for making gratings on the microoptic scale.
The dimension here is roughly 1mm, or less, in spatial extent.
From the foregoing discussion, the methods will be broken
down into those applicable for the fabrication of thin surface
relief gratings and those appropriate for thick holographic-
type gratings.

7.3.1. Surface Relief Gratings

The methods to provide finely spaced patterns in surface
relief of a material are similar to, if not substantially
identical, with those for making microlenses, described
in the previous chapters. Nonetheless, we will review the
methods with specific attention to the aspects that affect the
grating performance.

7.3.1.1. Photolithography

Photolithography is the most straightforward method used to
make surface relief gratings, although it is not necessarily the
best one. This will depend on such factors as determined by its
ultimate use. The photolithographic method is used when
high-resolution gratings are required. We have discussed
the basic method in Sec. 4.2 for the fabrication of diffractive

The photoresist is spun on a suitable substrate and exposed
through a mask that contains the appropriate spatial pattern.
After development, the grating pattern is in the resist layer.
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lenses, and for convenience it is outlined again in Fig. 7.4.
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The grating pattern is then produced in the substrate by a
suitable etching technique, such as reactive ion etching (RIE).

In general, the gratings require high resolution—spacing
of the order of 0.5mm—thus, the mask must be fabricated
with the highest-resolution technique that is available. There
are two methods that can be used to prepare such masks. The
first uses standard e-beam lithography writing onto resist
that covers a metal film. After development of the resist, fol-
lowed by dissolution of the exposed metal, a pattern of metal
on glass is achieved. The type of relief pattern that will be
produced by the mask can be varied to some extent by the
e-beam-writing methods. For example, as mentioned in
Sec. 4.2.1, one can vary the transmittance through the pitch
of the pattern, by half-tone techniques that approximate
transmittance functions that are sawtooth, or sinusoidal.
The former pattern would allow a blazed grating to be made,
and the latter a pattern approximating a holographic grating.

The second method is the holographic method for which
the interference of two mutually coherent beams is used to

Figure 7.4 Representation of the classic photolithographic
production of a surface relief grating.
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expose the resist (Fig. 7.5). This method produces a sinusoidal
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pattern that may be desirable. Another advantage of the holo-
graphic exposure method is that it is capable of a much larger
area of exposure. The e-beam system operates in a step and
repeat mode; hence, stitching errors are possible.

Recently, a third type of mask called a phase mask has
found its niche in the area of exposing fiber Bragg gratings.
We will discuss this important application later in this
chapter. A phase mask is itself a diffraction grating that,
in turn, is used as a mask to produce gratings in photosen-
sitive materials. The grating is made in a way, usually
using the holographic exposure method [8], such that it
maximizes the þ1 and �1 orders and suppresses the 0th

of this type of mask is that it is essentially equivalent to a
holographic-type exposure, but requires very little coher-
ence length of the laser. In the conventional holographic
exposure, the coherence length of the laser sets the allow-
able path length difference. The excimer lasers are not very
satisfactory coherent sources, with coherence lengths of less
than 100mm. With the exposure geometry shown in
Fig. 7.6, this is not a problem because the beam is essen-
tially split at the grating – sample interface.

Figure 7.5 Representation of the interference method of exposure
to form a sinusoidal grating in a photosensitive film.
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order. It is then used as shown in Fig. 7.6. The advantage
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7.3.1.2. Molding

The molding of diffraction gratings strongly depends on the
nature of the material requirements. For most applications,
the requirement is for a robust material, such as silica. To
mold into glass requires the use of a master. The master
would contain the opposite relief pattern, as shown in Fig. 7.7.

This same method can be applied to the molding of diffraction
gratings. Here, a special low-temperature glass was devel-
oped that was compatible with the molds [9]. For the grating,

Figure 7.6 Diagram showing the use of a phase-mask to expose a
sinusoidal grating.

Figure 7.7 Schematic representation of the molding of a surface
relief pattern.
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In Chapter 2, we discussed the molding of aspheric lenses.
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show an AFM surface profile of the silica master and the
resulting pattern in the glass.

Another similar approach is to mold into a soft layer
deposited, or otherwise produced, on the surface of a hard
material. This layer could be a polymer, or a sol–gel-derived
layer. the pattern produced in a sol–gel
layer (mixture of polymer and TEOS-derived glass) produced
by the same master as used to make the grating shown in
Fig. 7.8.

7.3.2. Photosensitive Films

The type of grating we have described is a phase grating, of
which the surface relief type is the important, but nonethe-
less, special example. The more general approach is to apply
a thin photosensitive film to a hard substrate. Photosensitive
means that on exposure to light the film will undergo some
change, structural or otherwise, that will result in a change
in refractive index. There are examples of this type of mate-
rial, the most common being photographic emulsion. For
example, in Kodak 649-F, the conventional use of a silver-
based emulsion is to produce an image through a develop-
ment process that reduces silver halide to silver. However,
by special development conditions, one can bleach the silver
and end up with an almost pure refractive index change
[10]. This is how holography was performed in the early
days. The problem is the durability of the resulting material.
A related process makes use of what is called dichromated
gelatin [11]. This material can be prepared on glass, and
when exposed to light, cross-linking of the gelatin molecules
occurs. Much like photoresist, this causes changes in solubi-
lity or volume, which lead to phase changes in proportion to
the exposure. More recently, families of photopolymers have
been developed that undergo structural changes, such as
polymerization on exposure to light, which lead to refractive
index changes.

The thickness of these layers can vary from a few tenths
of a micrometer to tens of micrometers. The thickness can
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one can actually use a silica master. In Fig. 7.8A and B, we

Figure shows7.9
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Figure 7.8 (a) AFM pattern of the surface of a molded grating
embossed into a special low-temperature glass; (b) the actual mold
pattern is shown. The important point to note is the depth of the
pattern. For the mold, the maximum depth was 556nm and the
molded part yielded 543nm.

270 Chapter 7

5921-4 Borelli Ch07 R2 080604



Copyright © 2005 by Marcel Dekker

Figure 7.9 AFM pattern of the surface of a molded grating
embossed into a polymer=sol–gel composite: (a) the silica mold
and (b) the sample. Note that the depth here is 493nm, compared
with the mold depth of 556nm.
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bridge the gap between the thick and thin regimen discussed
earlier.

7.3.3. Thick Gratings

The fabrication of thick gratings follows the method by which
one would make a plane-wave hologram. This was schemati-
cally shown in and we expand on it in Fig. 7.10.
The coherent phase difference between the two beams U
and R produces an interference pattern, such that the inten-
sity is given by the following expression:

I ¼ ðUþRÞðUþRÞ� ð7:7Þ

Figure 7.10 Standard plane wave holographic exposure process:
(a) the coherent beam is split into two and is made incident onto
the photosensitive body at equal angles to produce (b) an unslanted
fringe pattern. The interference of the two coherent beams produces
a sinusoidal intensity pattern.
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where the asterisk stands for the complex conjugate. In the
simple plane wave, U and R differ in phase only by a value
of d. This means one can write Eq. (7.7) as

I ¼ E2
0f1þ exp½idðyÞ�½1þ ½�idðyÞ�g ¼ I0 cos

2 dðyÞ
2

� �
ð7:8Þ

This sinusoidal intensity pattern is incident on and through
a photosensitive material. The material responds to the
exposure in a way such that a permanent refractive index
variation is subsequently established. (This property of per-
manence is important because the applications in this book
are to make robust optical elements. This is not to say that
there is a whole other technology that is built on being able
to make and erase gratings with light or heat.) This need
not be a direct response, but may require a further step, as
we shall see, such as heating. It is important to make a dis-
tinction between the nature of the initial change that occurs
in the body and what ultimately happens. For example, the
initial state of the material may absorb the light, promoting
a structural change that will eventually be a pure refractive
index grating. To the extent that absorption persists, the
diffraction efficiency decreases.

As a result of the photoprocess induced by the intensity
variation, a phase function is produced

tðyÞ ¼ exp½2pifðyÞ� ð7:9Þ

where the phase function f( y) is given by the product of
Eq. (7.8) with the function that represents the manner in
which the refractive index develops with intensity. For the
simple plane case, this just means that a sinusoidal phase
grating has been produced, the depth of which will depend
on the specific material response.

7.3.3.1. Photosensitive Materials

There are several examples of photorefractive materials; that
is, materials that when exposed to light can undergo some
degree of permanent change leading to a refractive index
change. We have made a fairly representative list of the
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materials that have been reported to have such an effect in
Table 7.3. The mechanism for the production of the refractive
index change is quite distinct for the various materials. We
shall very briefly review each of the materials in Table 7.3.

Ferroelectric single crystals: LiNbO3 and BaTiO3 can
be considered the ‘‘original’’ photorefractive materials, and
even today to many, the photorefractive effect refers exclu-
sively to the effect observed in these materials. There is much
literature on this and related materials [12–14]; thus, we will
touch only briefly on the phenomenon. LiNbO3 is a pseudocu-
bic single crystal of the perovskite family. The important
properties of this class of materials are that it is ferroelectric,
and it is photoconductive. The ferroelectric materials are
highly polar, and undergo a spontaneous polarization at a
temperature termed the Curie temperature. Because of this
highly polar structure, these materials possess a large electro-
optic effect, which is expressible as

nðparÞ � nðperÞ ¼ Dn ¼ rE ð7:10Þ

where n(par) is the refractive index parallel to the applied
electric field, and n(per) is for the perpendicular. The photo-
conductive property derives from defect centers and impuri-
ties from which electrons can be promoted into the
conduction by exposure to light with sufficient energy. The
level of defects required to produce the photorefractive effect
is roughly parts per million (ppm).

The induced photorefractive effect occurs in the following
sequence of steps [15,16]. On exposure, the mobile electrons
are promoted from the defect into the conduction band,

Table 7.3 List of Photorefractive Materials

Ferroelectric single crystals
Polymer guest=host
Photosensitive polymers
Photosensitive glasses
Porous glass
UV-photosensitivity (fiber Bragg grating)
As2S3
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leaving behind a positively charged site. Eventually, the
charge drifts into the unexposed region where it becomes per-
manently trapped. An electric field is developed between the
region of negative charge (dark) and the positive charge
(bright). This strong internal field, estimated to be 104V=cm,
induces a refractive index change through the electrooptic
effect (see Eq. (7.10)).

The production of the diffraction grating follows the stan-

spectral range sufficient to provide the excitation of the elec-
trons out of the defects, and this depends on the specific crys-
tal and the nature of the defects. The band gap of most of
these crystals is in the region of 3–4 eV; however, the defects’
absorption that leads to the photoelectrons extends through
the visible portion of the spectrum. The dependence of the
index change on the exposure is shown in Fig. 7.11 [17]. It
is characteristic that this effect requires only small intensities
to produce significant index changes. This means that the
production of photocarriers is a very efficient process which,
when coupled with a large electrooptic effect, produces the
large index change.

Because electrons are trapped in the dark regions, it
is possible to thermally stimulate them out of the traps.

Figure 7.11 Induced refractive index change in LiNbO3 as a func-
tion of time for three exposure intensities. (From Ref. [17].)
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dard process indicated in Fig. 7.10. The light source is in a



Copyright © 2005 by Marcel Dekker

Subsequently, they can recombine with the trapped holes.
The energy depth of the trapped electrons determines the
thermal stability of the photorefractive effect. In other words,
one can thermally erase gratings.

As we will see in the applications section, LiNbO3 is a
versatile substrate in the planar-guided wave application. It
provides a platform for much functionality; the ability to form
gratings is one important example.

Polymer guest–host: In the past few years, an
all-organic version of the photorefractive effect has evolved
[18,19]. The basic idea is to mix into a polymer host, various
organic molecules that will function as the required agents
to produce the refractive index change. An example is as fol-
lows: One dissolves into the polymer matrix a molecule that
is photoreducible; that is it can promote a hole into the poly-
mer. Examples of good charge generators are donor–acceptor
charge transfer complexes, examples of which are shown in
Fig. 7.12. The required next element is a molecule to provide
charge transport. The charge-transporting function is usually
provided by a charge transfer agent that is in sufficient con-
centration to permit hopping of the hole or electrons. These
are chosen from the class of molecules such as carbazoles,

Figure 7.12 Listing of some of the molecules used for the organic
photorefractive effect: (a) photosensitizers to produce the carriers;
(b) plasticizers to control the stiffness of the polymer; (c) NLO chro-
mophores to produce the electrooptic effect; and (d) transporting
molecules and polymers to produce the conduction. (From Ref. [18].)
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hydrozones, and aryl amines. The next molecule needed is one
that provides relatively deep traps for the photogenerated
mobile species. These trapping sites are intrinsic to the
polymer configuration.

With these three elements, one can envision the
evolutionary formation of a space charge region, as shown in
Fig. 7.13. Unfortunately, the natural fast diffusion or large
drift mobility that occurs in the inorganic version is not
present in the organic version, so that a bias voltage is main-
tained both during exposure and after. This bias field is close
to 90V=mm [19].

The final ingredient in the mix is the molecule that will
provide the electrooptic effect as a result of the internal space
charge field. Here one chooses to include a high concentration
of a molecule with a large optical nonlinearity. These
nonlinear optical chromophores (NLO) are molecules that

Figure 7.13 Schematic of the photorefractive process: (a) carriers
are formed in the illuminated area; (b) charge is separated either by
drift or the bias field; (c) mobile carriers are trapped in the dark
regions; and (d) the space charge field provides the electrooptic
effect. (From Ref. [18].)
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have structures that involve a large dipole moment change
with applied field. The symmetry-breaking step that is
required here is that the sample be poled. This means that
all of the mix is now complete and the resulting refractive
index change is achievable.

The exposure for grating production in these materials is

One significant difference between the organic version and
the inorganic one is that a larger Dn is achievable in the
organic material [19].

Photosensitive polymers: We include here all of the
polymeric materials that undergo structural changes when
exposured to light, usually followed by some thermal treat-
ment. Conventional photoresist is a good example of this
class. The dichromated gelatin mentioned in the foregoing
section is another example. The reason they are included here
is that these layers can be thick enough that the grating can
exhibit thick grating behavior. The gratings are made as
shown in Fig. 7.10, with the specific exposure conditions
determined by the particular photosensitive material.

Photosensitive glass: In Sec. 3.4.3, we described the
composition of certain special glasses, and how the photosen-
sitive development of a second microphase could be used to
alter the refractive index. Reviewing the mechanism that
was described in the previous section, the UV light promotes
an electron from a donor, such as Ceþ3, that ultimately
becomes trapped. The thermal treatment that follows the
exposure frees the electron from the trap and reacts with
the mobile Agþ1 ions that are contained in the glass. The
reduced silver agglomerates to such a size to nucleate a phase
separation of an NaF phase. If one ‘‘overexposes’’ the sample,
thereby creating many nuclei, then the growth of the indivi-
dual particles is limited to a size sufficiently small to keep
the glass transparent. The refractive index increases where
the crystal is produced because the fluoride is removed from
the surrounding glass.

Efimov et al. [20a] have done a detailed study of the
induced refractive index phenomenon as related to hologram
writing anfd diffraction gratings in general in the NaF-based
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glasses. They coined the word photo-thermal glasses, or PTG
to distinguish them. Their exposure utilized a 1mW He–Cd
laser passing through a 1-10X telescope and a spatial filter.
The exposure times could be inferred from the reporting of
the exposure fluence which was 400mJ=cm2 if the spot size
were known. After the exposure, they studied the effect of
time at temperature 520�C on the ultimate refractive index

of a grating frequency of 600mm�1 along with the calculated
induced index as a function of dose is given in a related paper
[20b] and is shown in Fig. 7.14b and c.

In this material, and for any photosensitive material for
which the photorefractive process is initiated by an absorp-
tion process, the depth of penetration of the excitation and,
hence, the value of the induced refractive index change,
are limited. They report an absorption coefficient of
0.5 cm�1 at the excitation wavelength; this is only a 10%
variation in exposure and is experienced through a 1mm
sample. Consequently, the thickness of the grating can be
adjusted by the choice of the excitation wavelength. For
photosensitive glasses, the peak of the excitation is at
307nm. However, by using an exposure wavelength of
337nm, which is on the tail of the excitation peak, one can
obtain a deeper grating, at the expense of a corresponding
longer exposure time.

Doped porous glass: As with the photosensitive

can be produced in porous glass that has been impregnated
with photosensitive materials, we make a distinction
between the two different ways the porous medium can be
used to this end.

In the first method, a photosensitive organometallic
compound is loaded into the porous glass through vapor
loading or through the use of a solvent that is subsequently
evaporated off. Here, the action of the light is to alter the
physiosorbed molecule in such a way that it bonds more
strongly to the surface of the porous glass. Subsequent
heating oxidizes the metal, and the result is an oxide
phase, contained within the pores, that results in an index
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change. This is shown in Fig. 7.14a. The diffraction efficiency

glasses (see Sec. 3.4.3), permanent refractive index changes
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of the refractive change [21,22]. An example of holographic
formation is shown in gratings were
formed in a porous glass sample impregnated with an orga-
nometallic titanium compound. The exposure arrangement

Figure 7.14 (a) Diffraction efficiency for photothermal glass as a
function of thermal development time for a fixed temperature, (b)
calculated induced refractive index for the same treatment, (c) cal-
culated induced refractive index change as a function of exposure
dose. (Taken from Refs. [20a] and [20b].)
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is also shown. The exposure was accomplished with a 10-mW
He–Ne laser with exposure times of minutes. The sample
after exposure was heated to 600�C. The diffraction efficien-
cies of gratings prepared in this way were over 80%. A wide
range of organometallic compounds can be used for this
purpose [20].

The second method [23,24] involves the infiltration of the
porous structure with a photosensitive material such as a
photoresist. The photoinduced refractive index change
derives from the resist in a manner in keeping with the
composite nature of the structure [see Eq.
(3.50)]. There are several important steps that can be used

Figure 7.15 Diffracted output from gratings made in titanocene-
loaded porous glass: the exposure was 1W=cm2 for 5min. Glass was
heated to 600�C for 1hr after exposure. The exposure arrangement
is shown. Eleven gratings were exposed about 2� apart. The recon-
struction was with the single reference beam, as shown.

Gratings 281

5921-4 Borelli Ch07 R2 080604

Chapter 3,



Copyright © 2005 by Marcel Dekker

to modulate the index in the resist-impregnated porous glass.
These involve the various changes that the resist undergoes.
The inherent effect is from the structural changes in the
resist, such as the density and volume. However, one can pro-
ceed further and use the solubility difference between the
unexposed and unexposed resist to enhance the contrast.
Moreover, one can use the retained resist as a protection
when the glass is reexposed to a leaching bath. After the
resist is removed, the index pattern is purely structural in
that the exposure pattern is embedded in the pore structure.
In Table 7.4, we reproduce the refractive index (RI) changes
achieved after the various stages [23].

UV photosensitivity in SiO2–GeO2 waveguides: One
of the more interesting phenomena that has been uncovered
over the last few years is what has come to be called fiber
Bragg gratings. This name has arisen because of its wide
application as a Bragg grating in optical fiber devices as we
will see in the later section.

What the term really means is that in certain binary
silica systems, a UV photosensitivity exists. In particular,
the binary system SiO2–GeO2 is of most interest because it
has the largest effect and is the basis for most of the optical
fiber in use today.

The amount of work on this effect could fill a chapter in
itself, perhaps even a book. Consequently, here we can only
briefly describe the nature of the effect and its proposed
origin. The original report of an induced index change of the
order of 10�5 in a single-mode GeO2–SiO2 optical fiber is
attributed to Hill et al. [25]. The initial experiment used green
light into the core of a single-mode fiber. After prolonged
exposure, there appeared a weak reflection indicating that
some sort of grating was forming as a consequence of the

Table 7.4 Induced Index Change After Stages of Porous Glass
Composite Treatment

Stage Exposed resist n Resist removal Releaching
R1 0.01 0.03 0.15
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green exposure. However, the real interest began when it was
reported that one could induce the change much more effi-
ciently using deep UV radiation. Moreover, the exposure
could be made from the side of the fiber passing through the
transparent silica cladding [26]. This is the so-called side-
writing technique (Fig. 7.16). With reference to the Bragg con-
dition given by Eq. (7.5), the condition corresponds to
Y¼f¼ 90�. Measured reflection efficiencies obtained with
the side-written exposure geometry were now consistent with
that predicted from a Bragg grating with an induced refrac-
tive index change of greater than 10�4

Although there is no total agreement on the exact
mechanism for the induced index change, there is a consensus
on certain aspects. First, there is a Ge defect that has a dis-
tinct optical absorption at 240nm. This absorption band is
bleached when exposed to light within its absorption spec-
trum. Finally, new absorption bands, extending to the higher
energies, are created as a consequence of the disappearance of

on a 0.5-mm-thick slice from a preform. (The single-mode
waveguide is made by redrawing the preform into fiber.)

Figure 7.16 Schematic drawing of the exposure arrangement to
develop a fiber Bragg grating. Two interfering beams are exposing
the core of a single-mode fiber through the cladding from the side.
Typical exposure of SiO2–GeO2 fiber is 100mJ=cm2 for 10–20min
at 10Hz with 15nsec pulses from a 248nm excimer laser.

Gratings 283

5921-4 Borelli Ch07 R2 080604

the 240-nm absorption. This is shown in Fig. 7.17, measured
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There is a correlation between the existence of this absorption
center and the subsequent ability to produce a grating in the
fiber. The defect center has been attributed to an oxygen defi-
ciency [27]. In support of this are the data that show the
strength of the 240-nm-absorption band as a function of the
oxygen partial pressure used in consolidation of the soot pre-

are other processes used to prepare waveguide blanks for
which it is harder to pinpoint the conditions that favor the
formation of this oxygen-deficient center.

The mechanism for the photoinduced refractive index
change, and hence, the grating, is given by the following
explanation. The 240-nm-absorption band is bleached, which
corresponds to the destruction of the Ge-oxygen-deficient
center. The electrons and holes produced in the process
become trapped and produce new strong absorption features

Figure 7.17 A UV absorption spectrum of 0.5-mm-thick section of
93% SiO2–7% GeO2 waveguide core-cane blank showing the charac-
teristic defect absorption feature at 240nm (A) before and (B) after
exposure to 248nm excimer radiation.
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form. This is the so-called outside process (Fig. 7.18). There
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in the vacuum UV portion of the spectrum. An example of
this phenomenon is shown in the absorption spectrum,

the exposure at 248nm (100mJ=cm2, 20Hz for 10min) of a
slice of a waveguide blank containing 40% GeO2. One can
clearly see the disappearance of the 240-nm-absorption band
as a consequence of the 248-nm exposure, and the increase
in the absorption at shorter wavelengths. One can measure
a significant number of paramagnetic species after exposure,
corresponding to trapped holes and electrons. The most sig-
nificant is the Ge E0 center, which is a hole trapped on a

of this center; namely, the Ge–Ge bond, which when broken

Figure 7.18 Ultraviolet absorption spectra showing the depen-
dence of the 240-nm-absorption band on the oxygen partial pressure
during consolidation of the porous preform. Samples are 0.5-mm
slices of the consolidated blank: curve A represents sample from
consolidation in 50% O2=50% He, whereas that of curve B is of 1%
O2, and C that of <1 ppm O2. Both VUV and near UV regions are
shown, as well as the difference curves for the VUV.
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before and after exposure in Fig. 7.19. This is the result of

three-bonded Ge (Fig. 7.20). Also shown is a possible origin
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by the action of the light, produces the E0 center. The elec-
tron promoted out of this bond is also trapped, and corre-
sponding electron spin resonance (ESR) signals are also
observed [28].

Whatever the specific details of the reaction are, the
refractive index change at wavelength l is proposed to come
about through the Kramers–Kronig relation

Dnðo; IÞ ¼ c

p

Z1
0

Dað$; IÞ
o2 �$ 2

d$ ð7:11Þ

Here, the light induced refractive index is related to the
induced change in the absorption. (This relation is derived
in Appendix A.)

This is just the mathematical way of saying that if signif-
icant absorption changes are produced in the deep UV portion
of the spectrum, then the refractive index will be influenced at
all longer wavelengths.

A much larger photoinduced refractive index
change could be produced in GeO2–SiO2 compositions by

Figure 7.19 Typical absorption changes optically induced in 0.5-
mm slice of core-cane 40% GeO2 sample by 248nm exposure
(100mJ=cm2, 10Hz, 10min): (a) before exposure; (b) after exposure.
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impregnating the fiber with molecular hydrogen before the
exposure [29,30]. This impregnation is carried at room tem-
perature, or slightly above to ensure that no reaction occurs.
The pressure of the hydrogen is high to allow the order of
1020 molecules per cubic centimeter to be dissolved. The
mechanism is thought to involve the direct attack of the
Si–O–Ge bond with molecular hydrogen in the presence of
the radiation [28], leading to GeH and SiOH species. Both
of these are observed after exposure, as shown in

a ¼Geþ2 center [27]. The increase in the absorption in the
deep UV as a consequence of the exposure is large, as shown

absorption in the hydrogen-loaded preform slices is indepen-
dent of the initial defect absorption at 240nm. As a matter

Figure 7.20 Schematic representation of the possible defect struc-
ture in SiO2–GeO2: (a) A 2D representation of the Si–Ge network;
(b) the oxygen vacancy; and (c) the way the defect would interact
with light.
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Fig. 7.21. Another possibility is the formation of SiOH and

in Fig. 7.22. Note that the magnitude of the photoinduced
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of fact, in the hydrogen-loaded example, the excitation is
equally effective at 193nm. The explanation for this resides
in the suggestion that the process here is dominated by a
two-photon-initiated exciton formation that, on being
trapped, reacts with H2. We give a brief summary of the

The exposure method is generally to place a phase mask,
corresponding to the period that will yield the desired peak
wavelength reflectivity, in contact with the single-mode fiber
over the region where the fiber is to be formed. The exposure
conditions are somewhat different, but in general, a pulsed
UV source is used. This is typically an excimer laser, KrF or
ArF. There is some indication that 193-nm exposure is better
than 248nm [31]. The reason is unclear, although the higher
energy would favor processes dependent on a two-photon pro-
cess. The use of the phase mask relaxes the requirement of
long coherence length that would be needed for the conven-
tional holographic exposure. Nonetheless, one could also use
the more coherent excimer-pumped tunable dye lasers as
the source. The exposure fluence is in the vicinity of 100–
200mJ=cm2, operating at 10Hz for tens of minutes. It is also

Figure 7.21 Near infrared transmission spectra of hydrogen-
loaded core-cane blanks, before and after 248-nm exposure. Note
the increase in the absorption at 3670 cm�1, which is attributed to
the OH stretching mode.
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phenomenon in Table 7.5 in its various manifestations.
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Figure 7.22 UV and VUV absorption spectra of hydrogen-loaded
7% GeO2–93% SiO2 core-cane samples, curve A before and curve
B after 248-nm exposure. (a) Curves for a sample with a high con-
centration of oxygen vacancy defects, as indicated by the strength
of the 240-nm-absorption band; (b) spectra for a sample with little,
or no oxygen defects. In both cases, the amount of induced absorp-
tion is equivalent, irrespective of the initial difference in the oxygen
vacancy concentration.
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possible to use a doubled cw Ar ion laser. Here, although the
peak power is low, the average power is comparable with the
pulsed sources for which duty cycles are only 10�9 [32]. There
are also reports of single-shot production of gratings aimed at
producing gratings ‘‘off the draw’’ [33]. Here the peak fluence
is much higher, and it is likely that the gratings are forming
from a contribution other than the one just described. The
oxygen defect that produces the optical absorption at
240nm is necessary to couple the light. The major effect
may be thermal. Successive pulses produce large swings in
the measured efficiency, indicating a different mechanism
than pure photochemistry [33]. Nonetheless, the grating is
stable, once made.

One last point of practical significance is the thermal sta-
bility of these gratings. The thermal stability is characteristic
of a material with a distribution of trap depths. Erdogan et al.
[34] have analyzed the dependence on temperature. To obtain
long-term stability, the gratings are heated to somewhere
near 300�C to remove the unstable portion, leaving the long,
slowly decaying part of the distribution.

As2S3: Refractive index changes can be readily induced
in As2S3 glasses and films [35,36] by exposure to light near
the bandgap. More appropriately, one might include the
family of glasses As–Ge–S–Se [36]. The origin of the opti-
cally induced changes is not fully understood, although it
has been the subject of much study [34]. Two proposed
explanations are based on light-induced structural changes,

Table 7.5 Relative Comparison of Mechanisms

Initial state Defect Reaction Products Dn� 10�4

As madea ¼Ge:, ¼Ge–
Ge¼

Bleaching of
Ge–Ge

Ge0, Ge-1,2 5

H2 low temperatureb ¼Ge–O–Si Bond scission GeH, SiOH 40
¼Ge–O–Si Bond scission ¼Geþ2

aNumber of defects and mix varies considerably with method of preparation and com-
position.

b Samples are usually impregnated at <150�C at pressures >100atm.
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sketched in Fig. 7.23. The one mechanism is a double-well
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configuration in which the sulfur ion can be optically excited
to the other site, or in the mechanism the proposed optically
induced change is where a As–As bond is formed. The expo-
sure also produces optical absorption on the edge, referred to
as photodarkening Here the absorption on the

Figure 7.23 Schematic representation of two possible mechan-
isms leading to light-induced refractive index changes in As2S3.
(a) A double-well mechanism is proposed; (b) a bond breakage and
re-formation is considered. Each of these would lead to a structural
change that would cause the index to be altered. (From Ref. [36].)
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absorption edge is monitored in time as a function of
exposure [37].

In addition to uniform refractive index changes, there
are also reports of photoinduced optical anisotropy [36]. Here,
linearly polarized light is used to produce some kind of defect
alignment rendering the sample birefringent. An example of

He–Ne laser was used to produce the birefringent pattern
viewed under crossed polarizers.

Holograms have been written in As2S3 films. First-order
diffraction efficiencies of over 80% have been reported in a
10-mm-thick film using a He–Ne writing beam [38]. The expo-
sure was 15-mW He–Ne laser onto a 1-mm2 spot for 10 sec.

Photosensitive Ge-doped aluminoborosilicate
glasses: Gratings have been written in photosensitive glasses
with a composition based on a Ge-doped alumino-borosilicate.
The photorefractive effect in this conventionally melted glass
is modeled after that in Ge-doped silica fiber as discussed in
detail in the previous section. Specifically, the use of molecu-
lar hydrogen is required to produce a large photorefractive
effect. One observes experimentally all of the same attributes
of the photoreaction in these glasses as one sees in the
Ge-doped fiber indicating the same H2 mediated mechanism

index, measured in 633nm waves, as a function of time of

Figure 7.24 Log of measured transmission change in As2S3 film
at 514nm as a function of time for the powers of (1), 0.4; (2), 0.9;
(3), 3.5; (4), 20W=cm2. (From Ref. [37].)
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this effect is shown in Fig. 7.25 where a linearly polarized

is operative [34a] in Fig. 7.26 is shown the induced refractive
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Figure 7.25 Photomicrograph of induced birefringence in As2S3

glass: the exposure was polarized with an He–Ne laser at 633nm,
15mW, 1.5mm beam, for 15min. Picture was taken under crossed
polarizers with the exposure polarization direction oriented 45�

relative to the polarizer direction.

Figure 7.26 Induced refractive index change as a function of
exposure time at different molecular hydrogen content for Ge-doped
borosilicate glass 248nm exposure was 90mJ=cm2 at 50Hz.
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248nm excimer laser exposure for three different hydrogen
loading concentrations. The induced index is just the number
of waves per unit thickness (0.8mm in this case) multiplied by
the wavelength. In Fig. 7.27a is shown 1550nm reflectively of
a apodized grating made in the glass by the schematic expo-
sure shown in Fig. 7.27b. We will see in a later section the
application of this material as a basis for a tunable filter for
optical measurements.

Figure 7.27 (a) 1500-nm reflection spectrum of grating made in
Ge-doped borosilicate glass by 248-nm exposure through a phase
mask, and (b) schematic of experimental exposure set-up.
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7.4. APPLICATIONS

The applications of diffraction gratings of small dimension
can be broadly classified into two areas: optical interconnects
and optical waveguide components and devices. The grating
utilization for the two areas is quite distinct. In the optical
interconnect application, the grating is primarily used to
redirect the light. In the optical waveguide application, the
grating is primarily used to separate different wavelengths
and to modify propagation characteristics. We will cover a
few of the representative applications in the following
sections.

7.4.1. Optical Interconnects

The optical interconnect application has to do with the trans-
fer of optical signals in the three-dimensional (3D) spatial
domain [39–41]. For example, the connection between chips
or boards could be accomplished faster optically than electro-
nically. The electrical signal is converted to light by a LED,
and transmitted as light to a detector at some other spatial
location. The advantage of this is based on the assumption
that the electronic method is limited by the RC time, which
becomes more an issue as dimensions of the circuit become
smaller.

A couple of simple functions are shown in
Figure 7.28A shows the way light from one place on the chip
might be communicated to another position on the same chip.
The diffraction grating would be a thick or phase holographic
type for high efficiency. Figure 7.28B shows the communica-
tion between boards. In this case, there are both fan-out type
gratings, one beam to N, and fan-in gratings, n beams to one.

In this function, the grating element is used in combina-
tion with other microoptic elements. For example, the output
from the source is collimated for the diffraction grating to be
effective, similarly a lens would be required to focus the light
onto the detector.

A wonderful example of the power of diffractive optics is
in the ability to combine optical functionality. For example, in
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the foregoing application, there are two elements required,
one to collimate the beam from the source and the other to
diffract it with the grating to form a fan-out pattern. Kostuk
et al. [39] have designed a diffractive element that combines
both functions. We schematically show the combined function
in and a picture of the eight-level diffractive
element in Fig. 7.29b.

Figure 7.28 Schematic drawings of the way gratings can be used
to optically connect places on (a) the same chip, and (b) on separate
chips or boards.
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A somewhat different, but related, grating function has
to do with the beam tracking of a compact disk (CD) player
[42]. The optical device is shown in There are
actually two gratings that are used. The first is a simple thin

Figure 7.29 Schematic of a diffractive element that combines (a)
collimating lens and fan-out function; (b) a photograph of the actual
diffractive element. (From Ref. [39].)
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phase diffraction grating placed right after the laser diode as
shown. Its function is to split the beam into three, a strong
zeroth order, and two weaker first-order beams. The three
beams then pass through a segmented holographic-type grat-
ing that focuses them onto the disk. After reflection, the
beams are directed differentially by the different segments
onto the five-element photodetector array. Comparison of
the signal from the detector array leads to a discernment of
the tracking error.

7.4.2. Optical Waveguide Components

The fiber Bragg grating is by far the most important example
of the use of a grating structure in the optical fiber area, in
particular in wavelength division multiplexing (WDM). Its

Figure 7.30 Schematic of the read element of a CD player show-
ing the position of the two gratings. The function of the holographic
grating is to diffract the return beam onto a detector array to pro-
vide tracking information. (From Ref. [40].)
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function is to select a wavelength from a number being
carried in the fiber and to reflect it backward where it can
be coupled out. Before we address the specific applications,
it will be useful to present the phenomenon in terms of mode
coupling. With this background, one will be able to see how
gratings can be used for a wide range of applications.

The general formulation is written in terms of the
perturbing influence of a periodic refractive index pattern
(grating) on the mode propagation in a given waveguiding
structure. It can be shown (1) that the coupling between
two modes, represented by form of Eq. (7.12) will occur if
the condition expressed by Eq. (7.13) exists between their
propagation constants:

Ek ¼ A0k exp½2pj bkðzÞ� ð7:12Þ

bk � bm ¼ p
2p
L

� �
ð7:13Þ

Here, p is an integer and L is the grating period. One repre-
sents the grating as variation in the dielectric constant of
light guiding medium

E ¼ E0 þ DE ð7:14Þ

For the cases with which we will be dealing, the variation
in E will be in the propagation direction; that is, E¼ E0þDE(z).
Starting with Maxwell’s equations and representations in the
form of Eq. (7.12), together with making all the standard
assumptions [1], one obtains the standard coupled mode
equations

dA1

dz
¼
X
j

k1mAm expð�jDb1mzÞ

dA2

dz
¼
X
j

k2mAm expð�jDb2mzÞ ð7:15Þ

dAl

dz
¼
X

klmAm expð�jDblmzÞ
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where the klm are the coupling constants that are defined
by the overlap of the lth and mth mode, in the following
way:

klm ¼
ZZ

E�
l ðx; yÞDEðx; yÞEmðx; yÞdxdy ð7:16Þ

and Db is defined by

Dblm ¼ bl � bm þ p
2p
L

� �
ð7:17Þ

There are two applications that can now be discussed in terms
of this development.

The first is the use of the fiber Bragg grating as a highly
selective filter in WDM systems [26]. In this example, the
fiber is carrying many wavelengths and the grating is fabri-
cated at the appropriate spacing to reflect one. This is sche-
matically shown in Fig. 7.31. The performance of an actual
fiber grating made in the manner described in the foregoing

represents a rather simple example in that one has to concern

Figure 7.31 Schematic of the way fiber Bragg gratings would be
used to remove selected wavelengths traveling in a WDM system.
The trunk carries all of the wavelengths. After encountering a grat-
ing made to highly reflect one of the wavelengths, it is picked up by
the directional coupler and carried out.
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is shown in Fig. 7.32, both in reflection and transmission. This
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oneself with only a single forward and backward mode, which
reduces Eq. (7.15) to just two terms A1(b) and A2(�b). One can
make Db¼ 0 by choosing b1¼ p=L¼�bm, according to
Eq. (7.17). The solution for the reflectivity—that is, A2(z)=A1

(0)—is simply given by

R ¼ tanh2ðkzÞ ð7:18Þ

Figure 7.32 Actual transmission (red) and reflection (blue) curves
vs. wavelength of a fiber Bragg grating. In this example, the
GeO2content was approximately 10mol%, and the fiber was hydro-
gen loaded before exposure to 240-nm radiation.
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If one assumes a sinusoidal form for the axial refractive index,
that is, Eq. (7.14) is written as

nðzÞ � n0 ¼ Dn cosð2pz=LÞ ð7:19Þ

then k in Eq. (7.18) is simply given by the quantity (b=2)Dn.
For this geometry, the Bragg condition (see Eq. (7.5)) gives
L¼ (l0=2n0), thus one can see that k¼ pDn=l0. Theoretically,
a peak-to-valley index change of 2� 10–4 (corresponds to a
Dn¼ 1� 10–4) would produce a 96% reflection (14 dB) for a
1-cm-long grating. The actual specifications for this applica-
tion are quite stringent not only in terms of the magnitude
of the reflectivity, but also the flatness of the reflectivity vs.
wavelength. To achieve this flatness, very deep gratings are
needed (large Dn). A problem that is encountered in the
grating formation stems from the fact that one is using
Gaussian-shaped beams, so that Eq. (7.19) has a Gaussian
envelope. To compensate for this, there are several tricks that
could be termed apodization. One way is to pull the sample
away from the mask. In this way, the diverging beams pro-
vide a uniform exposure on the ends to raise the average
refractive index. There are also such things as apodized
masks [8].

There is another way one can obtain an estimate of the
induced refractive index change. This comes from the mea-
sured shift in the peak reflection wavelength as the grating
develops. From the Bragg condition, one sees that the peak
wavelength is just the product of the grating spacing and
the refractive index of the medium in which the grating
resides. Here, in which the refractive index change is induced
by the laser exposure, the average index is also changing. One
can see from Eq. (7.19) that the average index change is Dn, so
that the peak reflection wavelength of the grating would shift
to longer wavelengths by the amount lDn. For the foregoing
example, one should see a shift of 0.15nm for a grating made
for 1500nm. In general, the measured wavelength shift indi-
cates a refractive index change in excess of what is deter-
mined from the reflectivity. This occurs because the actual
contrast in the material produced by the interfering beams
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is coupled with the explicit dependence of the refractive index
with the exposure intensity. It should be clear that, to the
extent that the intensity pattern produced by the interfering
beams does not produce high contrast, for whatever reason,
then the average index will increase and the Dn will decrease.
This will produce a larger wavelength shift, larger navg, yet a
lowerreflectivity, smallerDn.Generally speaking, thehydrogen-
impregnated samples yield a better agreement between the
two index change numbers.

The next example for the use of the fiber Bragg gratings
is for selective wavelength filtering [43,44]. For example, in a
Er-doped fiber amplifier, the gain may not be flat over some
wavelength interval. Thus, one designs a grating such that
it couples light from the core mode to lossy cladding modes
over the appropriate wavelength interval.

The loss should exhibit a wavelength dependence over
the interval to compensate for the variation in gain. To accom-
plish this, one generally uses forward coupling; that is, one
couples the core mode to lossy cladding modes traveling in
the same direction. This means that the bs are all positive.
From Eq. (7.17), one can see that the grating spacing will
now be large. Because of this, these gratings are often called
long-period gratings. Typically the grating period is 0.4mm to
effectively couple the core mode to lossy cladding modes. The
modes one is trying to couple are those that have some over-
lap with the core mode, consistent with having a nonzero inte-
gral of Eq. (7.17) and, at the same time, extend out into the
cladding sufficiently to access the surface so that they can

The coupling constants are smaller here because the modal
overlap is not large. This requires a larger value of Dn to
make k a reasonable number, as indicated by Eq. (7.17).

Another possible application is the use of fiber gratings
for dispersion compensation [45]. The width of a pulse propa-
gating down a fiber broadens in time as a consequence of
wavelength dispersion. This just means that the band of
wavelengths that are contained within the time pulse do not
travel at the same speed and, as a result, spread apart. To
compensate for this, one could design a series of gratings that
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escape. A schematic of this application is shown in Fig. 7.33.
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Figure 7.33 Representation of a long-period grating used for pas-
sive gain equalization: (a) the modal profile of the core mode and a
typical lossy cladding mode with sufficient overlap; (b) the transmit-
tance vs. wavelength, indicating the wavelength of the various
modes that are being coupled out; (c) an idealized representation
of the gain-flattening function. (From Ref. [44].)
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couple wavelengths into the cladding for some distance where
their speed is different to compensate for the speed difference
in the core mode. This is most efficiently done with a long-
period chirped grating. A chirped grating is one for which
the pitch is a function of the distance. With appropriate
design of the chirp, each wavelength can be coupled to a clad-
ding mode accordingly to provide compensation.

Planar-based: A more conventional grating, although
hardly in a conventional way, is one that uses demultiplex
light in the manner shown in Fig. 7.34a. This is a planar
device by which the output of a waveguide-carrying multiple
wavelengths is directed at a grating. The function of the
grating is to separate the wavelengths into separate paths,

Figure 7.34 (a) Schematic of planar grating-based wavelength
demultiplexer made by photolithography and reactive ion etching;
(b) SEM photomicrograph of the grating pattern in the SiO2.
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ultimately coupled back out into separate waveguides. The
grating is etched into a planar material from the top using
photolithography and RIE. A scanning electron micrograph
(SEM) of a portion of the etched grating made in a CVD-pre-

formance here was for an individual channel bandwidth of
0.45nm, the crosstalk (isolation between channels) was
15 dB. Issues concerning wall verticality and edge feature
sharpness contribute to the overall loss of the device, which
is polarization-sensitive and more than 20dB.

One can also use the same idea using planar photorefrac-
tive Bragg gratings, as shown in Fig. 7.35. Here the entire
structure is in the planar waveguide framework. The multi-
wavelengths guided in encounter the slanted chirped Bragg
grating, sending each wavelength out at a different angle.
The reported performance of this grating is for a 50GHz spa-
cing, the isolation is 9 dB [46].

There is a significant body of work devoted to the so-
called ‘‘planar waveguide’’ technology. Often analogy is made
to electronic circuits where essentially the entire optical func-
tion is confined to a plane. The grating demultiplexer dis-
cussed above is an example of such a device. We included
this because it was another way to make a grating device
not because it was a planar-like structure.

Figure 7.35 Schematic drawing of the demultiplexer based on a
photorefractive Bragg grating made in a planar waveguide format.
Multiple wavelengths enter the planar guide, then encounter a
chirped Bragg grating. The diffraction angle is a function of the
wavelength, as shown. (From Ref. [46].)
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However, there is an architecture which utilizes a 3D
grating, but also might be viewed as a planar structure. An
example of this architecture is a device termed a ‘‘tunable
filter’. The function here is to have a filter with 50GHz band-
width tunable over maybe 30–50nm of the communication
band. The scheme is to write 50–100 50GHz-spaced gratings
onto a flat piece of photosensitive glass (or any other suitable
solid medium). The gratings are fabricated from the top face
using a 248-nm excimer laser through a phase mask. How-
ever, they are utilized in the direction normal to this as
shown. In other words, the grating is addressed from the edge
face. The schematic of this is shown in Fig. 7.36. The
input=output fibers are shown and the input fiber makes a
slight angle with the normal to the edge face so that the
reflected beam is directed to the output fiber.

Figure 7.36 Schematic representation of a tunable filter device
based on an array of gratings made in a photosensitive planar med-
ium. Input and output fibers are slightly tilted to allow diffraction
beam to picked up by adjacent fiber as shown.
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The tunability comes from moving the collimated output
of a single mode fiber to the desired grating. A grating written
in such a fashion as described is shown in Fig. 7.37. This
device concept utilizing the bulk photorefractive material is
able to produce a 25GHz filter.

APPENDIX A. ‘‘DERIVATION OF KRAMERS–
KRONIG RELATION’’

This technique to calculate the induced refractive index is so
commonly referred to in the literature and used in estimating
the changes in refractive index from absorption data that it is
worthwhile to understand its physical basis.

Its formal basis is the well-known Cauchy integral
formula from the theory of complex variables

f ðzÞ ¼ 1

2pi

Z
C

f ðz0Þ
z� z0

dz0 ðA7:1Þ

Figure 7.37 Measured values of a nominal 50GHz grating made
n the Ge-doped borosilicate glass. Grating was exposed from the top
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Consider the case represented by Fig. A7.1 where there are
no singularities enclosed by the closed path, C, and further
f (z)! 0 as jzj!1. This means the value of f (z) will be
determined by the integration along the real axis since the
integral over arc goes to 0 as R!1 as assumed. In the
event of a singularity on the real axis, one then draws
the arc as shown around the point and it is obvious that the
contribution along this small arc goes to 0 as e!0, thus
maintaining the fact we can write f (z) as an integral along
the real axis

f ðzÞ ¼ 1

2pi
P

Z1
�1

f ðz0Þ
z� z0

dz ðA7:2Þ

The symbol P represents the condition of principal value
which allows for the possibility of singularities on the real
axis. What is amazing about this formulation is that by
separating f (z) into real and imaginary parts, one can now
write an integral of the Re[ f (z)] in terms of Im[ f (z)] and vice

Figure A7.1 Contour of path defining the integral described as
Eq. (A7.1).
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versa

Re½ f ðzÞ� ¼ 1

p
P

Z1
�1

Im½ f ðz0Þ�
z� z0

dz0;

Im½ f ðzÞ� ¼ �1

p
P

Z1
�1

Re½ f ðz0Þ�
z� z0

dz0

ðA7:3Þ

One now needs to show that the dielectric function e(o) of a
dielectric, or the equivalent linear electric susceptibility,
w(o), satisfies the condition of f (z) stated above. We need to
establish that e(o) must have no singularities in the upper
half of the complex plane, Im z> 0, and that e(o)!0 as
joj!1. One defines the dielectric or susceptibility in terms
of the response of the medium, the polarization, to the applied
electric field, where R(t�t0) is the linear response function

PðtÞ ¼
Z1
�1

Rðt0ÞEðt� t0Þdt0 ðA7:4Þ

Because of causality, one must demand that R(t0)¼ 0 for
t0< 0. The dielectric function, or more appropriately the
linear susceptibility, is the Fourier transform of this response
function. In other words, it represents what the response of
the dielectric medium is in the frequency domain. The dielec-
tric constant and the susceptibility are simply related by the
expression e¼ 1þ 4pw, and it makes no difference which one
we adopt

wðoÞ ¼ ðe� 1Þ
4p

¼ 1ffiffiffiffiffiffi
2p

p
Z1
�1

Rðt0Þ expðiot0Þdt0 ðA7:5Þ

One can show that if R(t0)¼ 0 for t0< 0, then this implies that
w(o) has no singularities for Im o> 0, and further that
w(o)! 0 as joj goes to infinity [48].

We have established that the dielectric function satisfies
the condition allowing it to be represented by Eq. (A7.2) and
its consequences in Eq. (A7.3). Equation (A7.3) requires a
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bit more algebraic manipulation to turn into Eq. (7.11) in the
text. One assumes that f (z) is either even or odd so as to be
able to break the integral into a part form 0 to 1, and �1
to 0. Further, we cast it into the optical representation of
f (z), namely, the complex dielectric constant and write it in
the following form:

Re½ f ðzÞ� ¼ e1ðoÞ ¼
2

p
P

Z1
0

o0e2ðo0Þ
$ 2 � o02 do0 ðA7:6Þ

Further, one could use the relationships of the real and ima-
ginary parts of the dielectric constant to the complex refrac-
tive index (nþ ik), e1¼n2�k2, and e2¼ 2nk, with the
absorption coefficient relation to k through a¼ (4p=l) k. An
alternative way of writing Eq. (A7.6) is the following:

nðoÞ � 1 ¼ 1

2p
P

Z1
0

o0kðo0Þ
o2 � o02 do

0 ðA7:7Þ

Even a simpler approach is to deal with just the differences, in
other words Dn(I), and Da(I), since that is the context it is used
in the text. This is the form that is written in Eq. (7.11).
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8

Optical Isolators

8.1. BACKGROUND

Small-sized optical isolators are a relatively recent invention
brought about by the need for protection of optical devices
from stray reflected signals [1,2]. The two most common
examples are laser diodes and optical amplifiers. The reflected
light destabilizes the output of laser diodes, whereas with
optical amplifiers, the reflected light could prematurely
‘‘dump’’ the inverted population. The optical isolator package
must always be small to fit into optoelectronic device struc-
tures; therefore, they require a rather ingenious arrangement
of micro-optical components.

The elements that make up the optical isolator depend on
the specific kind of isolation required. This distinction is
usually made by requirements on the state of polarization of
the input beam and the source of the reflections. There are
essentially three types of isolator constructions that we show

The simplest is shown in Fig. 8.1a; it consists of a polar-
izer aligned with the polarization direction of the optical
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Figure 8.1 Schematic representations of three types of optical iso-
lators. (a) Simple circular polarizer type; (b) more general Faraday
effect type where all reflections, irrespective of the source are
rejected; (c) polarization independent type, meaning that it rejects
backward traveling light irrespective of input polarization (polari-
zation direction through the device are indicated by the arrows);
(d) circular device showing how the return beam is captured at
the upper port; (e) application of the circulator where it is used to
capture the reflected beam, l2 in the drawing, from a Bragg grating.
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source, followed by a quarter-wave plate with its optic axis
aligned at an angle 45� to the polarizer direction. For this
arrangement to work, the backward-directed light would have
to come from a direct reflection. The initial light is made cir-
cularly polarized by the action of the l=4 (90�-phase shift).
After the reflection, the phase is advanced (or retarded) by
180�, and then it passes through the waveplate again, and a
�90� shift is produced. The net effect then is a 180�-phase
shift that corresponds to a 90� rotation. This is crossed to
the polarizer thereby blocking the reflected light. The limita-
tions of this type of isolator are obvious: first, the source must
have a fixed polarization direction; second, and much more
restrictive, is that the only blocked light is from direct reflec-
tions that do not suffer any additional phase shift.

isolator in that all light returning, regardless of its origin, will
be blocked. This is because it uses the Faraday effect that
acts on the phase of the light in a nonreciprocal fashion.
The Faraday effect is the rotation of the axis of polarization
of light with an applied longitudinal magnetic field.

Y ¼ VHL ð8:1Þ

where Y is the rotation, H is the applied magnetic field in the
direction of the light, L is the sample path length in that
direction, and V is the constant of proportionality, called the
‘‘Verdet’’ constant. The nonreciprocity means that the rota-
tion will continue in the same sense independent of the direc-
tion of the light. This is in contrast to say a half-waveplate
that will also rotate the polarization, but in the opposite
sense, depending on whether the direction of travel is forward
or backward. The origin of this nonreciprocity stems from the
fact that the magnetic field direction does not change, and the
sense of rotation derives from its direction, not the light direc-
tion. In referring to Fig. 8.1b, one, sees that the light from the
polarized source is rotated 45� by the Faraday element. It
then passes another polarizer that is aligned in this direction.
Any light returning will be polarized at 45� by this polarizer
that rotates the polarization by an additional 45� in the same
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direction. This makes the polarization 90� relative to the
initial polarizer; hence, it is blocked. The one major limitation
of this type of isolator is that it requires a linear-polarized
source. Its major use is for laser diodes in which this criterion
is met.

The third type of isolator is the so-called polarization-
independent type. This structure removes the limitation of
the previous two isolators in that it blocks return light irre-
spective of the initial state of polarization of the source. This
is an important condition because in single-mode optical
fibers, the state of polarization is not constant owing to mode
coupling between the TM and TE modes. Not only is the state
of polarization unknown, but it is changing with time. The
structure is shown in The polarization indepen-
dence derives from the splitting of input beam into the two
orthogonal polarizations. This is accomplished by using the
different ray paths of the ordinary and extraordinary rays
of a birefringent material. The Faraday element is used to
provide the nonreciprocity. We have shown in Fig. 8.1c a
representation of the polarization condition after each ele-
ment. This has been done for both the forward and backward
direction. It should be clear that the rejection arises by having
the polarization of the backward-traveling beams arrive at
the input birefringent prism, reversed by 90� from what they
were at the beginning.

In the Appendix we will give the Jones matrix form [3]
for each of the elements. What this will allow one to do is to
quickly determine the state of polarization as a consequence
of passing through any sequence of these elements in any
order.

A related device is called a circulator [4]. It has the same
exact structure as the polarization-insensitive isolator; how-
ever, its function is to separate and capture the backward
beam as shown in Fig. 8.1d. A common application is to place
it before a reflecting fiber Bragg grating, thus routing the
reflected beam out. This is shown in Fig. 8.1e.

In the next subsections we will discuss the elements that
go into the isolator. For example, we will cover polarizers,
waveplates, polarization separators, and Faraday elements.
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Following that we will discuss actual optical isolator struc-
tures.

8.2. POLARIZERS

The familiar polarizing material called Polaroid is not ade-
quate for highly reliable micro-optic devices because it is
made in a plastic base. Moreover, that limits its use for the
telecommunication wavelengths window. There are various
inorganic materials that can be used as polarizers in this
region. It would be worthwhile to make the following distinc-
tions for the type of polarizers. There are essentially three
types of polarizers, (1) dichroic, (2) wire-grid, and (3) beam
separators. We schematically represent the three effects in
Fig. 8.2.

In the dichroic type, one is dealing with a material that
absorbs the light strongly in one polarization orientation,

Figure 8.2 Three types of polarizers: dichroic, which works on
the principle of an anisotropic absorption; wire-grid that is based
on the behavior of the reflection of light from a pattern whose spa-
cing is comparable to the wavelength of light; and birefringent
crystals where the polarization components are separated by double
refraction.
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and not in the other. The polaroid is such a material in which
the anisotropic absorber is an aligned molecule within the
plastic strip. The stretching of the plastic leads to the align-
ment. We shall see that there is a glass analogue to this
approach called Polarcor.TM

The wire-grid type relies on reflection to differentiate the
respective polarizations. A good example of this is the polari-
zer used to polarize light in the near infrared (IR) spectrum. It
is based on the property that light polarized parallel to the
wires is strongly reflected, whereas that perpendicular is not.

A common example of the beam separator type is the
birefringent crystal polarizers in which the linear polarized
components refract differently as a consequence of the aniso-
tropic refractive index. As a result of this, for light entering
at an angle to the optic axis, the two polarizations will see
different refractive indices and travel different paths. This
is discussed in a later section.

In the following sections we will go through examples of
each of these types, together with some discussion of how they
are made and their level of performance.

8.2.1. Dichroic Polarizers

The dominant IR polarizer is the ‘‘stretched’’ metal–halide
glass type. They are made from special alkali aluminoborosi-
licate glasses that contain Ag and or Cu, together with
halides, such as Cl and Br [5]. The glasses are subsequently
heat-treated to develop a phase-separated droplet metal–
halide phase within the glass. The glass is then heated to near
its softening temperature and then stretched, which provides
elongation of the metal–halide droplets in the process. The

an electron photomicrograph of the elongated metal–halide
phase (Fig. 8.3b). At this stage, the glass is birefringent, but
not dichroic. The glass is now in the form of a strip 2–4 cm
wide and 3mm thick. To produce the dichroic property, the
stretched glass is treated in an atmosphere of pure hydrogen
at 400�C for sufficient time to chemically reduce the metal–
halide phase to the metal. The optical dichroism now comes
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from the anisotropic interaction of the metal needle with the
incident radiation. The absorption in the direction parallel
and perpendicular to the long direction of the particle can
be expressed as Eq. (8.2) [6]:

g ¼ NVke2
½ðL1ðe1 � 1Þ þ 1�2 þ ½L1e2�2

ð8:2Þ

where N is the number of particles per unit volume, V is the
particle volume, k is the wavenumber (2p=l), and e1, e2, are
the real and imaginary parts of the dielectric constant of
the metal normalized to the optical dielectric constant of the
glass. The L1 refers to the depolarization factors for the
respective symmetry directions derived from potential theory.
The depolarization terms define the local field in the principal
directions of the particle

Eloc ¼ Eext þ 4pLP ð8:3aÞ

Figure 8.3 Schematic drawing of the method used to make polar-
izing glass. (a) Glass containing a droplet phase is stretched above
the glass softening temperature that produces a force that elongates
the droplet. The forces involved are the shear force on the particle
as a consequence of the applied stress, and the restoring force
related to the interfacial energy. (b) An electron micrograph of the
resulting stretched glass.
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where Eext is the external field. The anisotropy develops as a
consequence of the way the external field redistributes (Eloc)
around the particle. One notes that if the first term in the
denominator goes to zero, then a resonant-like behavior is
observed. This behavior is assured if the following is true:

e1 ¼
L� 1

L
ð8:3bÞ

When for a given aspect ratio—measure of the major to
minor axes—of the particle, the Ls are determined, the term
will become zero if at some wavelength e1 achieves this value.
For free-electron-like metals, such as Ag, Au, and Cu, the real
part of the dielectric constants is negative, thus the condition
in Eq. (8.3b) is always met for some wavelength. For rela-
tively simple shapes, such as prolate spheriods, the depolari-
zation terms are easily obtained. The transmittances in the
stretched direction and perpendicular to that direction for a
Polarcor material are shown in Fig. 8.4. Contrasts of more
than 50dB are common. Another desirable feature is the
breadth of the high-contrast region. This is likely due to a
distribution of particle aspect ratios.

Figure 8.4 Typical transmittance spectra of the polarizing glass
in the direction parallel to the stretched direction, and perpendi-
cular to that direction.
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8.2.2. Wire-Grid Polarizers

The wire-grid polarizer is based on the fact that, if the spacing
of a parallel array of long conducting wires is small enough,
then it will reflect radiation for which polarization is in the
direction parallel to the wires, and transmit radiation with
the polarization perpendicular to the wire array direction.
The transmittance and the contrast a as function of the ratio
of the wavelength to the wire spacing, where it is assumed
that wire width is equal to half the wire spacing, is shown in

0 [7]. The expres-
sion for this case in the two-dimensional limit are the following:

Tj ¼
4n0A

2
j

1þ ð1þ n0Þ2A2
j

; j ¼ 1 is perpendicular

j ¼ 2 is parallel

ð8:4Þ

where

A1 ¼
1

4B
; B¼ ðd=lÞ 0:3466þ0:25Q

ð1þ0:25QÞþ0:0039ðd=lÞ2

" #

Q¼ 1

½1�ðd=lÞ2�1=2�1

ð8:5Þ

One can see from Fig. 8.5 that to obtain usable contrast
one needs to have the ratio l=d be greater than 2 and prefer-
ably greater than 8, to obtain a contrast of 20 dB. For the
near-infrared wavelengths this means a separation of
200nm. which is about at the present photolithographic limit.
The contrast is relatively flat with wavelength because the
contrast curve slopes are not steep.

One method of making such devices is the straightfor-
ward use of photolithography with which one would pattern
the metal lines at the desired separation. This is pushing the
limit of resolution of the optical method for the shorter wave-
lengths. One additional possibility is to pattern a larger period
and reduce the separation by a high-temperature redraw pro-
cess, similar to that described earlier for the polarcor material.
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Figure 8.5 (a,b) Graphs of the computed transmittance and the
contrast of a wire-grid polarizer as a function of the grid pitch nor-
malized the wavelength. (From Ref. [7].) (c) Transmission spectrum
of commercial wire-grid polarizer made by ‘‘nano-opto’’, Somerset
NJ, 08873.
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Another technique is to prepare the structure by deposit-
ing alternate layers of a metal and dielectric film of the thick-
ness corresponding to the separation for the desired
wavelength. The number of layers are built up to a thickness
of the about 100mm. The wire-grid structure is formed from a
cross-sectional slice, as shown in Fig. 8.6. This is a process
used to produce polarizers under the trade name LamipolTM.
The reported extinction ratio is higher than 45dB [8].

Figure 8.6 Representation of LamipolTM wire-grid type polarizer.
(a) The schematic of the alternate metal dielectric structure and (b)
the actual dimensions of the finished element.
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8.2.3. Gratings

Gratings also have a polarization dependence, that is, the dif-
fraction efficiency can be different for light polarized along the
grating relative to across the grating [7]. However, most of the
large effects are associated with reflection gratings and are
angle- and wavelength-sensitive. For the micro-optic applica-
tion, a normal incidence transmission grating is preferred,
if not required.

An example of a normal incidence transmission grating
that produces a high polarizing is one that is based on sin-
gle-crystal LiNbO3. It is based on the interesting property of
the induced index change that occurs on ion exchange of Hþ

into LiNbO3. The Hþ ion exchange is used to increase the
refractive index and is a standard way in which waveguiding
structures are made in LiNbO3 [9]. The incorporation of the
Tiþ3 into the lattice produces an anisotropic refractive index
change, changing more in the crystallographic c-direction
than in the basal plane. If a pattern of equally spaced lines
were produced by the ion exchange by the standard photo-
lithographic method, then as a consequence, the grating will
have a different efficiency for light polarized along the grating
than for the perpendicular. This follows because the phase of
the grating j¼ 2pDnL=l will be different for the two direc-
tions; Dn(par)¼nc�n0, and Dn(per)¼na –n0. It actually
turns out that Dn(per) is negative. The polarizer action occurs
by applying a patterned film of a given index of sufficient
thickness to exactly ballance the Dj(per), then there will be
no phase shift for light polarized perpendicular to the grating
direction, and have Dj(par)þ Dj(per) for the direction paral-

The limitation is in the spacing of the ion-exchange lines
produced that will determine the diffracting angle.

8.2.4. Reflection from Thin Metal Layers

It is clear from the solution of Maxwell’s equation at the
boundary between a metal and a dielectric that the reflectiv-
ity will be different for light for which polarization is perpen-
dicular to the plane of incidence, s-polarized, from that for
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which the polarization lies within the plane, p-polarized [10].
Consequently, it is possible to produce a polarization separa-
tion as a result of reflection from a metal—dielectric interface.
One of the more dramatic examples of this effect is the cou-
pling to the surface plasmon of the metal [11]. Here, the
reflectivity for the s- and p-polarized component can be quite

arrangement is that of light traveling in a medium of refrac-
tive index n making contact with an A1 film an angle y. The
calculated reflectivity as a function of the incident angle for
633nm is shown in Fig. 8.8b,c for two different metal
thicknesses. For this arrangement, the metal must be very
thin to allow the electromagnetic wave to set up the surface
plasmon mode. The word plasmon is used to represent a
quantized inhomogeneous electron density wave.

Figure 8.7 Schematic representation of the LiNbO3 grating polar-
izer. Initially, Hþ is diffused in the alternating regions. This pro-
duces the index profiles shown at the right for the a and c
direction. The last step is to give the diffused region as oxide coating
to eliminate the index step in the a direction as shown on the right.
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8.2.5. Optical Waveguide Polarizers

From the solution of Maxwell’s equations for single-mode
guided waves, one naturally obtains two solutions, usually
referred to as the TE and the TM modes. Considering E¼ (Ex,
Ey, Ez) and H¼ (Hx, Hy, Hz), then z-propagation the TE mode
is defined by the nonzero components (Hx, Ey, Hz), whereas
the TM mode is defined by (Ex, Hy, Ez). It is clear from this

Figure 8.8 Diagrams defining the behavior of the reflection from
a thin metal film. In the two graphs the amplitude reflection is
shown as a function of incident angle for the s and p states of the
polarizations; this is shown for two different metal layer thick-
nesses. (From Ref. [11].)
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that the polarizations of these two modes are orthogonal. The
propagation constant is different for these two modes; how-
ever, the difference is usually not large. One can take advan-
tage of this difference to create a polarizer. A straightforward
way to accomplish this is to use a Mach–Zehnder configura-
tion. This is shown in Fig. 8.9. Directional couplers are guides
brought sufficiently close to together to overlap their modal
fields for a length long enough to allow that coupling to pro-
ceed to whatever extent is desired. There are a few ways this
can be accomplished, one of which is to draw down a rod that
has two cores to waveguiding dimensions. It is conceptionally
easier to imagine this is a planar fabrication, although the
operation is the same.

One attaches unequal arms to each leg as shown. By
unequal is meant that the propagation constants, or lengths,
or both are not the same. One then completes the structure
with another directional coupler. The idea is the following:
for an arbitrary polarization input into one arm, the respec-
tive bLs are chosen such that the TM is made to come out

Figure 8.9 Representation of a single mode fiber Mach–Zehnder
structure that would separate the input polarization into TE and
TM at the output. b1 represents the propagation constant in each
arm for the respective polarization. L represents the length of the
respective arm. Choosing the correct value for b and L make the
phase shift for the TE mode in the upper arm an even multiple of
p, and in the lower an odd multiple. The opposite should be true
for the TM mode.
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one arm and TE out the other. If there is no phase shift
between the arms, light entering, say the upper arm, will
always exit the lower arm. If one can introduce a p-phase
shift, then light in the upper arm will exit the upper arm. If
in the upper arm one wants the phase shift for the TE to be
an even multiple of p, it will exit the lower arm. Likewise
one designs the bLTE, so that this will produce a phase shift
of an odd multiple of p; consequently, the TM mode will exit
the upper arm. One designs the lower arm to do just the oppo-
site. It should be clear that the guides in the two arms should
be reasonably anisotropic to allow for the different phase
shifts for the TE and TM components.

8.2.6. Birefringent Crystals

The method of using the difference in the propagation of
orthogonally polarized components of a ray in birefringent,
single crystals to produce a polarizer is well known. One
can understand this behavior referring to the indicatrix,
which is a way to represent the refractive index for crystals
of arbitrary crystallographic symmetry [12]. One writes it in
the form,

a

n1

� �2

þ b

n2

� �2

þ c

n3

� �2

¼ 1 ð8:6Þ

where a, b, and c are the principal axes of the crystal, and nj is
the values of the refractive index along this direction. This is
the general case of a biaxial crystal. With no loss of
generality, one can discuss a uniaxial crystal for which a n
is equivalent to b, and n1¼n2¼n0. Now we have a two-
dimensional (2-D) representation that we can show graphi-

along the two axes will have a different refraction, depending

n1, no matter what the ray direction, called the ordinary ray,
whereas the other component will see an index somewhere
between n0 and n3, depending on the exact angle. It is this
situation that is represented by the ellipse in Fig. 8.10a and
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Figure 8.10 The upper figure is a representation of the index
ellipsoid with principal axes x1 where the dark region represents
the plane normal to the direction of incidence as indicated by the
line OP. The middle figure shows that the wave normal does not fol-
low the same direction as the ray normal for the extraordinary
which accounts for the double refraction phenomenon. The lower
figure shows how one can use this effect to create a polarizer called
a Nicol prism. The crystal is cut to make the extraordinary ray
totally internally reflected when the ordinary ray is transmitted.
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represents the condition for the extraordinary ray. The direc-
tion this ray will take is determined by the wave normal, as

the tangent to the curve at the point P. One sees that the
wave normal makes an angle with the ray direction that repre-
sents the difference in refraction relative to the ordinary ray,
the wave normal of which would always be in the ray direction.

There are several variations of the method, but they are
all based on separation of the two rays and then, ultimately,
rejecting the extraordinary ray. A simple example of this is
the so-called Nicol prism. Here the cut of the crystal combined
with its orientation relative to the input beam, totally intern-
ally reflects the extraordinary ray (see Fig. 8.10c).

These are obviously all derived from single crystals, but
there is an artificial way to create birefringence that we dis-
cuss later in the beam separator section. The reason for this
is that it is used in devices as a beam separator, rather than
as a polarizer, although it would be possible to fashion it into
a polarizer.

8.3. WAVEPLATES

Waveplates are optical elements that provide specific phase
shifts between the orthogonal polarization components of
a light beam. In general, one can write the expression for a
light beam of arbitrary state of polarization relative to an
x–y reference frame,

E ¼ Exxþ Eye
�jdy ð8:7Þ

where x and y are the unit vectors in the given direction, Ex,
Ey, the real amplitudes, and d is a phase shift. If d¼ 0 one has
linearly polarized light making an angle tan�1 (Ey=Ex) with
the x-axis. If Ex¼Ey and d¼ p=2, one would have circularly
polarized light. There is a convenient way to present the func-
tion of a waveplate using the Jones matrix formalism that we

result of the action of a waveplate of phase shift equal to
d¼ 2pDnL=l, the optic axis of which makes an angle f relative
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to the reference axis. An arbitrary polarization can be decom-
posed into Ex and Ey, which represents the input to the matrix
equation

Eout
x

Eout
y

 !
¼

cos f � sin f

sin f cos f

� �
ejd 0

0 1

 !

�
cos f sin f

� sin f cos f

� �
Ein

x

Ein
y

 ! ð8:8Þ

One obtains the state of polarization of the beam after
having passed through the d phase-shift waveplate. Some
simple examples that can be easily verified from Eq. (8.8)
are the following. If d¼ p (called a half waveplate, or l=2),
then for a linearly polarized input, say Ex¼ 1, Ey¼ 0, the
result will be linearly polarized beam rotated 2j from the
x-direction. Clearly, if j were equal to 45�, the effect of the
half waveplate would rotate the polarization direction of a lin-
early polarized beam by 90�. The use of half waveplates to
rotate the polarization is the common. Another common use
is to create circularly polarized light from a linearly polarized
state. This is done by letting d¼ p=4, and j¼ 45.

Figure 8.11 Reference system showing a d phase shift waveplate
whose optic axis makes an angle f with the reference axis. The
incident beam makes an angle (90� y) with the reference axis.
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As we have mentioned in most applications, the role of
the waveplate is to produce one state of polarization from
another. More commonly, to convert linearly polarized light
into another state of polarization, or vice versa. From the
discussion in the previous section it is easy to see that bire-
fringent materials provide the simplest way to produce

that by putting OP in either the x1 or x2 direction will give
rise to the condition that the vibrating component in the x3
direction will travel at a different uniform speed relative to
that in either the x1 or x2 directions. In this orientation there
is no double refraction.

8.3.1. Single Crystals

The common waveplate materials are made from slices of uni-
axial single crystals cut in such a way that they contain the
c-axis. Crystals such as quartz, calcite, rutile, and mica are
often used because of their relatively large birefringence.
The phase shift is calculated from the expression.

d ¼ 2pðne � n0ÞL
l

ð8:9Þ

where (ne�n0) is the difference in refractive index along the
respective optical axes, and L is the thickness of the plate.
The refractive indices for the aforementioned crystals are
listed in Table 8.1.

Clearly, these waveplates are fabricated to a give thick-
ness to produce the desired phase shift at a given wavelength.

Table 8.1 Birefringence of Common Crystals at 589nm

Crystal n0 ne

Calcite 1.658 1.486
Quartz 1.544 1.553
Rutile 2.616 2.903
Mica 1.56 1.59
CaWO3 1.92 1.936
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Because the birefringence is quite large (0.01–0.1) the phase
shift is multiple order; that is, dþm2p, m being an integer.
There are certain advantages to what are called zero-order
waveplates (m¼ 0) because of their reduced sensitivity to
wavelength, thickness, and angle of incidence [13]. To make
a zero-order plate of materials with large birefringence would
make the thickness inpractically thin. One method to make a
zero-order waveplate with a reasonable thickness is to glue
two pieces together with the optic axis rotated 90�. The differ-
ence in the thickness then constitutes the phase shift, which
can be zero-order.

8.3.2. Stretched Glass

The stretched metal–halide glasses discussed earlier are
transparent before the halide phase is chemically reduced to
the metal. Consequently, they exhibit birefringence derived
from the anisotropic local fields. Similar to the foregoing
expression for the absorption cross-section for a collection of
aligned particles, one can write the expression for the bire-
fringence [14]

Dn ¼ Vf

4n

� �
ðe� 1Þf½L1ðe� 1Þ þ 1��1 � ½L2ðe� 1Þ þ 1��1g

ð8:10Þ

where Vf is the total volume fraction of the particles, e is the
ratio of the optical dielectric constant of the particle relative
to the medium (np=no)

2, and L1 and L2 are the depolarization
factors along the symmetry axes of the particle that are
dependent only on the aspect ratio of the particle. The phase
shift as a function of thickness for various different wave-

8.4. BEAM SEPARATORS

In the foregoing section we discussed the use of double refrac-
tion for achieving polarization separation. It also can be used
to provide a convenient way to separate the incident beam
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into separate paths. The advantage of this approach is that
one can produce an interferometer-type structure necessary
to produce an optical isolator that is independent of the input

tially two ways to bring about this behavior; birefringent
single crystals and artificial structures that utilize form bire-
fringence.

8.4.1. Single Crystals

We have already discussed the aspect of double refraction in
uniaxial single crystals relative to the polarization directions.
The phenomenon of refraction is more complicated to deal
with especially when the angle of incidence does not coincide

ray, one has the ordinary Snell’s law form,

sin yi ¼ n0 sin yr0 ð8:11Þ

However, for the extraordinary ray, one can write a similar
form, but only after recognizing that the refracting angle

Figure 8.12 Phase shift vs. sample thickness for stretched halide
glasses. Results are from a number of measurement wavelengths.
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with the optic axes, as shown in Fig. 8.13. For the ordinary
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depends on the angle of incidence through the dependence of
the velocity with angle. One could write this as,

sin yi ¼ nðyiÞ sin ye ð8:12Þ

where the n (y1) reflects the dependence of the velocity with
angle. The closed expression for the beam-split angle will be
given later.

Figure 8.13 Representation showing how double refraction is
used to separate the TE and TM components of an incident beam.
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8.4.2. Form Birefringence Structures

Alternate thin layers of dielectric materials can develop a
high degree of optical anisotropy, proportional to the disparity
of the refractive indices of the alternating layers [15]. The
definitions of the terms are given in Fig. 8.14. Taking the
ordinary wave as that for which the electric field is parallel
to the layers, and the extraordinary wave as that for which
electric field is perpendicular to the layers, the refractive
indices are given by the following expression [16]:

n0 ¼ ½n2
1qþ n2

2ð1� qÞ�1=2

ne ¼
1

n1

� �2

qþ 1

n2

� �2

ð1� qÞ
" #1=2 ð8:13aÞ

where q is the ratio of the thickness of the n1 layer to the
period. It should be clear that for this expression to hold the
period is much less than the wavelength of light. There is a
closed form expression for the beam-split angle, which is
given by the following:

tan f ¼ ðn2
0 � n2

e Þ tan y
n2
0 � n2

e tan
2 y

ð8:13bÞ

Figure 8.14 Representation of the alternate layer structure of
artificial birefringent medium. y represents the slant angle of the
layers and j is the resulting splitting angle which is dependent
on the index difference of the layers and y.
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The angle y is defined relative to the direction of the slant of
the layered structure. The split angle reaches the maximum
value when the slant angle is given by the expression

y ¼ tan�1 n0

ne

� �
ð8:14Þ

When this is true then the maximum split angle is just

tanf ¼ n2
0 � n2

e

2n0ne
ð8:15Þ

for small values of Dn, this reduces to the split angle which is
equal to Dn in radians. The case of the stretched glass dis-
cussed earlier would only split beams by the order of
1.5min of are. On the other hand, the splitting angle for the
alternate dielectric layer structure can be as large as 30�.
The comparison between the two common single crystal
materials is shown in Fig. 8.15.

Figure 8.15 Splitting angle as a function of slant angle for two
layer structures. A comparison is made to calcite and rutile. (From
Ref. [16])
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8.5. FARADAY EFFECT

The optical isolator is essentially based on the nonreciprocity
of the magneto-optic Faraday effect. The Faraday effect in a
material is the rotation of the plane of polarization with a
longitudinally applied magnetic field

y ¼ VHL ð8:16Þ

Here, y is the rotation of the polarization direction, H is the
magnitude of the magnetic field in the direction of the light
propagation, L is the sample path length, and V is the con-
stant of proportionality called the Verdet constant. All materi-
als exhibit such an effect to some degree. The microscopic
origin of the effect is beyond the scope of this book. The reader
is referred elsewhere [17] for a discussion of the quantum
mechanical nature of the Faraday effect. It will have to suffice
to say here that the effect originates from the magnetic field
splitting of the atomic energy levels of the constituent atoms
(ions), and the corresponding differences that arise in the
oscillator strengths of the transitions to the split levels. The
transitions in question turn out to have different oscillator
strengths for left and right circularly polarized light. One
can schematically represent the situation as shown in

from the splitting and the corresponding selection rule for
the transitions relative to the left or right circular polarization
[17]. The example depicted here is for the so-called diamag-
netic effect. This simply means that the ground state is nonde-
generate; and thus, only the excited states can be split by the
external magnetic field. When the ground state is degenerate,
(paramagnetic case), then a similar picture arises, but now, the
ground state is also split. The circular dichroim is much larger,
however, because the populations of the two split ground states
are different as a consequence of the temperature.

The macroscopic phenomenological treatment of the
Faraday effect shows that it arises from a nonlinear optical
effect from a nonlinear term in the optical frequency polariza-
tion as indicated In Eq. (8.17)
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PiðoÞ ¼ wijEjðoÞ þ wijkðo;o;0ÞEjEk

þ � � � þ gijkðo;o; 0ÞEjHk þ � � �
ð8:17Þ

The first term is the ordinary optical dielectric tensor refrac-
tive index, the second is the next nonlinear term in the elec-
tric field that would lead to such phenomena as the linear
electro-optic effect. One can add cubic terms, another such
leading to other effects. The next written term is a mixed field
term involving both the electric field and the magnetic field.
And is responsible for the Faraday effect. One can see this
in an approximate way be realizing that the refractive index
(e[o])1=2 is proportional to the derivative of the polarization
relative to the electric field.

dPðoÞ
dEðoÞ ¼ w ¼ ðe� 1Þ

4p
ð8:18Þ

Figure 8.16 Representation of the origin of the Faraday effect.
A magnetic field splits the degenerate excited state (diamagnetic
effect). The absorption band splits into two states according to left
and right circular polarized light. From the dispersion of these
two absorption bands, the refractive index difference for left and
right circularly polarized light arises.
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To evaluate the nonzero tensor elements one must use the
symmetry operations consistent with the overall symmetry
of the crystal. It is at this point that the difference between
the way the electric field transforms compared with the mag-
netic field under certain symmetry operations comes into
play. The most important and illustrative is the behavior of
the respective fields under the inversion operator. For the
electric field one uses the simple cartesian unit vectors to
demonstrate the inversion, as shown in Fig. 8.17. Because
the magnetic field is associated with the spin of the electron
rather than its vibration, one uses clockwise and counter-
clockwise spin directions around the unit vector directions
to ascertain the behavior of the magnetic field under any
given symmetry operation. As one can see from comparing
the result for inversion in Fig. 8.17a and b, the electric field
is characterized by E¼�E, whereas H¼H under inversion

Figure 8.17 The transformation of a polar vector similar to the
electric field under the symmetry operation of inversion compared
to that of an axial vector similar to the magnetic field.
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For the case of cubic or isotropic symmetry, one can show that
the dielectric tensor for the case of including the first and
third terms of Eq. (8.16), has the form [18]

e ¼
e0 �4pjgH 0

4pjgH e0 0
0 0 e0

0
@

1
A ð8:19Þ

Importantly, the Faraday effect term appears only in the off-
diagonal elements. This is directly due to the way the mag-
netic field transforms under the symmetry operations. The
practical significance of these off-diagonal terms is that they
influence, not the linearly polarized light, but rather, the cir-
cularly polarized light. As we discussed earlier in microscopic
explanation, the Faraday effect is really a magnetic-
field-induced circular birefringence. In other words, right
circularly polarized light travels with a different speed
through the material in the presence of a magnetic field than
does left circularly polarized light. It is simple to image line-
arly polarized light as made up of two in-phase circular-
polarized components, that is E¼ (1� j, 1þ j). If one adds a
phase shift d to one component relative to the other, as the
Faraday effect would do, then the result would be a linearly
polarized beam rotated at an angle half that of the phase shift.

8.5.1. Reciprocity

Reciprocity is the word often used to describe the symmetry
relation between the cause and effect in a medium [19]. If
we put it in terms of the present context, it would state if
one propagates light in the forward direction through an opti-
cal medium, the resultant state of the light will be the same as
that if the light had been propagating in the reverse direction.
As an example, consider the action of a birefringent sample,
the thickness of which makes it a half-waveplate at some
wavelength. Consider now that a polarized beam is incident
from the left, making an angle jwith the optic axis. The effect
would be that the polarization direction would rotate to an
angle 2j in say the clockwise direction when viewed in the
direction of propagation. (The actual sense of rotation would
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depend on whether the optic axis was the fast or slow axis.)
Invocation of reciprocity would say that light traveling
through the sample from the left would produce the exact
same effect. The consequence of this would be that the rota-
tion is just reversed from the forward-traveling effect, when
the sense or rotation is reckoned from the original propagat-
ing direction. The formal presentation of this problem would
consider how the dielectric tensor transforms on the reversal
of the propagation direction. The Faraday effect represents
the classic nonreciprocal effect because Eq. (8.19) has the
dielectric tensor elements that contain the magnetic field.
The explanation of the lack of reciprocity can be argued in
two ways. The first way is merely to invoke the fact that
because the magnetic field is not reversed for the backward-
traveling wave, the situations are not equivalent. The second
way to understand the lack of reciprocity is outlined in the
preceding section where we described the different transfor-
mation properties of H as compared with E. In either case
one is left with the situation that for the backward-traveling
wave the form of Eq. (8.19) would be such as to reverse the
signs in the off-diagonal element.

8.5.2. Verdet Constants

One can classify the nature of the Faraday effect into two
categories: diamagnetic and paramagnetic. Moreover, one
can distinguish between paramagnetic and ferrimagnetic in
the sense that the ferrimagnetic materials are invariably
crystals and large magnetization occurs with a relatively
low-applied field. In other words, the Faraday effect will be
hysteric and saturate at some value of the applied field. In

constant for the various classes of materials. We will break it
down into both diamagnetic and paramagnetic glasses or
crystals. The final category will be the ferrimagnetic crystals.
The units of the Verdet constant will be in degrees of rotation
per tesla (104Oe) of field per centimeter of length. Similar to
all magnetic effects, the units are as diverse as the number of
people who write papers. The Verdet constant is certainly no
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Table 8.2 Representative Verdet Constant for Various Materials

Materials V (deg=Tcm) Wavelength (nm)

Glasses
FR-123 (Tb-borate)a �67 633
FR-5b �68 633
Pr-phosphatec �38 633
FR-7 (Tb-fluorophos)c �33 633
SF-59c 27 633
Tl-gallated 52 633

Paramagnetic crystals
CdMnTe 2000 633
EuF3 �250 633
Tb3Al5O12 �170 633
Bi4Ge3O12 29 633
ZnSe 112 633

Ferrimagnetic crystalse (degrees=cm)
YIG 870 633

280 1064
210 1300

Bi3Fe5O12 �55,000 633
Gd1.6Bi1.4Fe5O12 �28,500 633

�1800 1300
Gd2Bi1 �3300 1064

�2100 1300
Y1.7Bi1.3Fe5O12 �2100 1300
Yb0.7Tb1.7Bi1Fe5O12 �1800 1300

�1200 1550

aKigre.
bHoya.
c Schott.
d Aitken, B.G.; Borrelli, N.F. Thallium-containing glasses with high optical
nonlinearity, Proceedings International Symposium on Glass Problems,
Vol 1, 527–533, Sept. 4–6 Istanbul, Turkey, 1996.

eWeber, M. J. Ed. CRC Handbook of Laser Science and Technology, Suppl
2, Optical Materials; CRC Press: Boca Ratan, FL, 1995.
Sources: From SPIE 30th Annual International Technical Symposium on
Optical and Optoelectronic Applied Sciences and Engineering. Conference
Proceedings 681, Laser and Nonlinear Optical materials; ‘‘Faraday
Rotator Materials for Laser Systems,’’ M. J. Weber, July 1996.
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exception. In the early literature, one often sees min=Oe cm,
and lately one sees radians=Tm. They are all relatively easily
converted to one another. In the ferrimagnetic crystals, the
Verdet constant will be given as the saturated value. That
is, it will be at the value achieved at sufficient field to saturate
the hystersis loop. The field is not often listed, but is the order
of a few kOe for most of the ferrimagnetic crystals. It is desir-
able, on the one hand, to have them of sufficiently hard mag-
netic materials, a high coercive field, stable against stray
magnetic fields, and on the other hand, not to require a large
magnet to provide saturation. As we will shortly see, the opti-
cal isolators that employ the Faraday element should be as
compact as possible. This favors the high Verdet constant fer-
rimagnetic crystalline materials, because less than a milli-
meter of path length is required to produce 45� of rotation.

8.5.3. Other Nonreciprocal Effects

There have been two reported nonreciprocal effects, in addi-
tion to the Faraday effect. The first is based on a nonrecipro-
cal phase shift experienced by light propagating in the TM
mode of a magnetic waveguide with the external magnetic
field perpendicular to the propagation direction [20]. The
TM mode is the only state that experiences the nonreciprocal
phase shift because it has a component of the electric field in
the propagation direction. The extent of the phase shift is pro-
portional to the Verdet constant, but much smaller in magni-
tude. Because Ez changes sign at the center of guide, the
waveguide structure must somehow be asymmetrical to avoid

ways that this is suggested both in a planar format as well
as a cylindrical fiber structure.

The relevant literature citations that deal with other
nonreciprocal structures are Refs. [21a–b]. They are all based
on planar waveguide structures utilizing some aspect of
off-diagonal elements of the dielectric tensor to effect nonreci-
procal behavior. Because each is unusual and unique, it is dif-
ficult to deal with them here without extensive background. If
the reader is interested, consult the original articles.
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cancellation. This is shown in Fig. 8.18. There are various
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8.6. ACTUAL OPTICAL ISOLATOR
STRUCTURES

The need for ways to eliminate, or capture light traveling back
along an optical path has become great in laser diode and
fiber-based amplifier systems. Because these are commercial
devices that have many other components, to a large extent
the isolator function has to fit the device. As a good example
of this, the total thickness of the isolator, or circulator package
is a major issue, the thinner the better. This means that if the
Faraday effect is being used, then the rotation of 45� must be
achieved in as thin a sample thickness as possible. This is true
for all the functions, beam separation, waveplates, polarizers,
or others. This is why the isolators in use predominantly use
ferrimagnetic crystal slices as the Faraday rotator because
the rotation per unit path length is so much larger.

In this section wewill deal with two important structures.
The first will be the polarization-insensitive fiber pigtailed
device, and the other will be the planar waveguide device.

8.6.1. Polarization-Insensitive Isolator

This is the isolator of choice for optical fiber amplifiers
because the state of polarization is not fixed in optical fibers

Figure 8.18 (a) Coiled optical fiber with asymmetric core. Mag-
netic field is applied perpendicular to the axis of the fiber. (b) Three
possible core designs to avoid cancellation. In the first, half of the
core is air; in the second, the core is made of two different materials
with the opposite sign of the Verdet constant; and the third, two
coupled cores of different Verdet constants are used. (From Ref.
[20] with permission.)
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owing to TE–TM mode coupling. We showed this type in

Here, we see the lenses that couple the light from the pigtail
fibers. The lenses are gradiant index (GRIN) microlenses as

under the micrograph with the appropriate length scale. The
beam separation is effected by a slice of a single crystal of
rutile. The half waveplate is quartz, and its optic axis is
oriented 22.5�, so that it rotates the polarization by 45�. The
Faraday rotator is the ferrimagnetic garnet called BIG
(TbYbxBi3�xFe5O12) at a thickness of about 0.38mm. The Ver-
det constant must be 118�=mm because 45� is required. The

magnetic field can be either from small external permanent

Figure 8.19 Schematic representation of the elements that
constitute a polarization independent isolator. The beam paths
are shown for the forward and the backward paths. The polariza-
tion direction is indicated above the elements.
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closest material shown in Table 8.2 is the YBi-garnet. The

Fig. 8.1c. The structure is shown in more detail in Fig. 8.19.

of an isolator is shown in Fig. 8.20. Each section is identified
described in Chapter 3. An actual 60�SEM photomicrograph
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magnets mounted in the package, or with sufficiently hard
magnetic materials, the fully magntized state of the crystal
is used. In this case no external magnets are needed. The
actual function of each element is shown in the appendix
using the Jones matrix method.

The isolation of these isolators (amount of backward light
that leaks through) is over 50 dB. Typical insertion losses are

tors in the schematic of a forward pumped Er-doped fiber
amplifier structure. In the more sophisticated WDM designs
circulators are extensively used to separate out the
backward-traveling diffracted wave.

Figure 8.20 SEM photograph of an isolator of the design shown in
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Fig. 8.19. The elements are indicated below the photo.

1 dB, or less. Fig. 8.21 shows the actual positions of the isola-
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What are the disadvantages. At first glance, it would
appear then the extreme hybrid construction of the assembly
would make it prohibitively expensive. However, the price has
decreased as the volume has increased; hence, this may not be
a problem, at least for the present applications. The perfor-
mance is more than adequate, so the move to some other
approach is not likely unless the alternative performs at
equivalent, or better levels of isolation: It would certainly be
desirable to have a more integrated design, such as an all-
fiber structure, but this is not likely to happen soon. The more
integrated isolators will likely be of a planar nature as
described next.

8.6.2. Integrated Planar Isolator

The approach to a fully integrated planar optic circuit, that is
an optical equivalent to the silicon chip, will require the abil-
ity to fabricate planar optical isolators. The simplest way to
approach this is to have the Faraday element act as a guided
wave. An example of such a scheme is shown schematically in

film in such a way that it mates with low loss to the incoming
and outgoing waveguides that are carrying the signal. For a
ridge waveguide in the magnetic film, it is to be mated with

Figure 8.21 Schematic of an Er optical amplifier showing the
position of the isolators, marked as ISO.
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Fig. 8.22. The idea is to fabricate a waveguide in the magnetic
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a cylindrical guide, but it could also be planar. Structures
such as this have been made and tested. Wolfe et al. [22] have
fabricated the channel guide in a (BiY) 3(FeGa) 5O12 material
exhibiting a rotation of 133�=cm at 1550nm. This layer, as
well as the other single-crystal layers shown, was epitaxially
deposited by LPE on GGG. Isolation of greater than 40dB was
reported. It should be borne in mind that this is not the polar-
ization-insensitive design. To do this, one would have to
implement a separate path, as in the device shown in

polarization splitter into the beam to create two paths.

Figure 8.22 Planar waveguide isolator. The Faraday film is fash-
ioned into a channel waveguide as shown. The film is epitaxially
grown on GGG and the other layers establish a guiding structure
to provide the correct modal field matching the input and output
cylindrical guides. (From Ref. [22].)
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Fig. 8.1c. This would likely entail some sort of yet unspecified
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A fully implemented design [23] for which even the mag-
net is deposited as a thin film, is shown in Fig. 8.23. Here too,
the garnet layers are epitaxially prepared on a GGG (gadoli-
nium gallium garnet) substrate. To facilitate the waveguiding
of the Faraday film, in this case the bismuth-doped YIG, other
layers of garnet are deposited. The purpose here is to lower
the refractive index between the core and the cladding so that
the single-mode thickness of the guiding layer is the order of
4–5mm. The magnet was a TbCu-type material deposited by
sputtering.

8.6.3. Other Isolator=Filter Applications

8.6.3.1. Array Isolator

The idea of integration is as important in the opto-electronic
domain as it has been in the purely electronic area. Unfortu-
nately, it is somewhat more difficult to implement because of
the innate differences in the components. A good example of
this is an attempt to integrate a function of an ‘‘array isolator’’
device. The objective is to have eight or more channels of data
entering a structure which function as an isolator for each
channel. The pitch, or separation of the inputs is to be either
0.25 or 0.5mm. A schematic of such a device is shown in

array isolator compared to a commercial single channel

Figure 8.23 Fully implemented planar isolator where even the
magnet is deposited as a film. (From Ref. [23])
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Fig. 8.24a. In Fig. 8.24b we show a photograph of an actual
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isolator package [24]. One sees that it involves the technology

holders as discussed in as well as isolator
elements mentioned above. The total thickness of the device
is just 4.55mm, yet it contains two lens arrays, two polariza-
tion beam splitters, a garnet crystal and a half wave plate.
The cross-section of the device is 5mm� 5mm.

Figure 8.24 (a) Schematic representation of an array optical
isolator for a 1–8 fiber array (taken from Ref [24]) and (b) a
photographic comparison of the size of the arrayed isolator package
to that of a commercial single channel fiber isolator.
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of lens arrays that we discussed in Chapter 2, of fiber array
Chapter 9t,
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8.6.3.2. Filters

The idea of using a series of birefringent crystal to produce a
filter with a specific spectral shape (often called Solc filter)
has been suggested [25–28]. There are a number of different
structures but the idea is the same in that they are based
on the idea that the propagation of two waves at different
speeds will produce a phase difference and consequently a
sinusoidal variation in the amplitude with wavelength. If
the beam passes through a series of birefringent elements,
phase shifts d1, d2, . . . , dN in sequence, then there will present
the permutations of all the n-fold sums and differences, up
to N. Each term would be equivalent to a different spatial
frequency component, so one can consider the overall
spectral shape as a result of a finite-term Fourier series.

AðoÞ ¼
Xn

Cn expðianoÞ ð8:20Þ

The values of an represent the various permutations of the
phase shift. As a simple example, suppose there were three
birefringent elements with all the same phase shift, then
the series of Eq. (1) would be the following:

AðoÞ ¼C0þC1 expðioÞþC2 expð2ioÞþC3 expð3ioÞ
ð8:21Þ

The values of the coefficients control the amount of each
frequency component and are the adjustable parameters
that are used to synthesize the desired spectral shape. The
way this is done in the birefringent crystal case is by
the choice of angle the optic axis of the crystal makes with
the input since this determines the splitting ratio into the
two orthogonal propagation directions.

In the birefringent crystal approach, angles that respec-
tive crystals make with the input polarization are a, b, and g,
the additional phase in each crystal over and above the inte-
gral order are signified by jl. The free spectral range is given
by the expression,

fFSR ¼ C

LDn
ð8:22Þ
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L is the path length and Dn is the magnitude of the birefrin-
gence. The total phase shift in each crystal is given by the
following:

di ¼
2p
l
LDnþ fi ¼

2pf
f0

þ fi ð8:23Þ

One can symbolically write the sequence of operations as

The symbol R stands for the rotation and P for the phase shift

e1
e2

� �
out

¼ AðfÞPðd3ÞRðgÞPðd2ÞRðbÞPðd1ÞRðaÞ
e1

e2

� �
in

ð8:24Þ

The angle f is the analyzer angle (projection of the output of
the last crystal back onto the original axis defined by the
input polarization) and is related to the crystal angles by
the expression

j ¼ 90� ðaþ bþ gÞ ð8:25Þ

An example of a 100GHz filter fashioned from three slices of
the birefringent crystal yttrium vanadate is shown in

There is another interferometric scheme that utilizes a
Mach–Zehnder fiber structure as its phase shifting element.

The same formalism is used as in Eq. (8.24) where the
rotation matrices are replaced by the coupling matrices. The
coupler matrix is given by the following expression where a
is the coupling constant of the Mach–Zehnder structure

CðaiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ai

p
i
ffiffiffiffi
ai

p

i
ffiffiffiffi
ai

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ai

p
� �

ð8:26Þ

8.6.3.3. Tunable Gain-Flattening Filter

The amplification produced by a EDFA (erbium-doped fiber
amplifier) is not uniform across the telecom spectrum of
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Fig. 8.25.

This is shown in Fig. 8.26. The design is the same as above.

Jones Matrix elements (see Appendix) in the following form.
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1530–1560nm. To compensate for this condition, use is made
of a static GFF (gain-flattening filter). There are a number of
approaches to provide such a function and they are all inter-
ferometrically based.

However, in the dynamic situations, it is desirable to be
able to tune the filtering function in real time, both in ampli-
tude and frequency. In Eq. (1), the added phase term is fixed
where it would be desirable to be able to adjust it in real time.
The amplitude or depth of the transmission is provided by the
splitting ratio into the two paths. Again, in the static devices,

Figure 8.25 Transmission vs. frequency of a three birefringent
crystal filter.

Figure 8.26 Fiber Mach–Zehnder interferometer.
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this is a fixed ratio controlled either by the angle the polariza-
tion makes with the optic axis of the crystal in the case of the
birefringent crystal device, or by the coupling coefficient in
the M–Z approach. It would be desirable to control the trans-
mission depth as well in time.

A tunable GFF with an electrooptic phase shifting prop-
erty to tune the wavelength has been proposed [29]. The
control of the attenuation will be accomplished by rotating
the angle to the birefringent crystal using variable Faraday
element

y ¼ VLMH ð8:27Þ

[24].
The overall function can be described as follows. The

polarized light input from the fiber is incident on a Faraday
element. The rotation produced by this element will alter
the angle that the polarization will make with the birefrin-
gent crystal.

As mentioned above, the rotation produced by the Fara-
day element ultimately determines the angle the polarization
makes with the birefringent crystal optic axes as shown in
Fig. 8.27. The beams are then incident on an electro-optic
crystal whose optic axes are aligned to that of the birefringent
crystal. The electro-optic effect can be either linear or quadra-
tic in the applied electric field

Dnr
E

E2

� �

d ¼ 2p
l
DnL

ð8:28Þ

The total thickness and net static birefringence of these two
crystals determines the free spectral range. The variable
phase derives from the electro-optic crystal portion of the
birefringent crystal. The sample then goes through another
Faraday rotation equal and opposite to the first in order to
restore the alignment of the polarization direction for the
output analyzer.
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We schematically show the sequence of elements in Fig. 8.27
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The state of the polarization under the respective opera-
tions is most easily described by using the Jones matrix
formulation where each matrix represents the function of
each element as shown in the Appendix.

8.9. APPENDIX A.: JONES MATRIX

There is a convenient and useful formalism that helps one
deal with the sequence of actions that different optical
elements perform along a light path. These elements produce
things ranging from phase shifts to axis rotations. The basic
idea is to define a 2� 2 matrix for each operation. The
sequence of operations becomes nothing more than the pro-
duct of the matrices in the order that the element is encoun-
tered along the path. Since optical isolators contain a number
of elements, use of the Jones matrix formalism proves quite
useful in describing their overall function.

The light beam is represented by a column vector, the
components being the x and y components of the field.

Figure 8.27 Schematic representation of a tunable gain-flatten-
ing filter using a Faraday and electro-optic material as the tunable
elements.
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The output from the element is then related to the input by
the matrix expression,

Eout
x

Eout
y

� �
¼
¼

a11 a12
a21 a22

� �
Ein

x

Ein
y

� �
ðA8:1Þ

The matrices for the most common operations will be listed in
the following:

Rotation (clockwise angle y)

R ¼ cos y � sin y
sin y cos y

� �
ðA8:2Þ

Phase shift d with optic axis making an angle f

S ¼ cosf � sinf
sinf cosf

� �
exp ðjdÞ 0

0 1

� �
cosf sinf
� sinf cosf

� �
ðA8:3Þ

Polarizer at angle g

P ¼ cos g � sin g
sin g cos g

� �
p1 0
0 1� p1

� �
cos g sin g
� sin g cos g

� �
ðA8:4Þ

The overall effect of a series of optical elements is just the pro-
duct of the particular matrices representing the function in
the order they appear. Reciprocity can be expressed as the
equality of the matrix multiplication, applied forward, or in
reverse.

For the Faraday rotator, which will have the form of
Eq. (A8.2), because of the nonreciprocity attributable to the
magnetic field, light traveling in the opposite direction must
be represented by the matrix

cos y sin y
� sin y cos y

� �
ðA8:5Þ

where y¼VHL.
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9

Photonic Crystals

9.1. BACKGROUND AND INTRODUCTION

Over the past few years, more attention has been paid to an
approach to light propagation in dense media based on a some
what different way of looking at the solutions to Maxwell’s
equations [1,2]. The different look is based on the realization
that one can cast Maxwell’s equations as a mathematical lin-
ear operator and, thereby view the solutions in different
terms. This is the familiar quantum mechanical formulation
for which one defines the hamiltonian operator [3]. The hamil-
tonian operator acts on a fictitious set of functions called the
wavefunctions, in the form

HC ¼ EC ð9:1Þ

H ¼ �ðh=2pÞ2

2m
H2 þ VðxÞ ð9:2Þ

Here the periodic potential that the electron sees is contained
in the V(x). The particular linear operator H represented by
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Eq. (9.2) has a number of useful and important properties
[2,3]. It is sufficient here to mention that, in general, the
set of eigenfunctions H is orthogonal and complete, allow-
ing one to express any state of the electron as an infinite
linear combination of these unique functions. The concept
is similar to being able to represent any vector in three
spaces as a linear combination of the unit vectors in the
x,y, and z directions. When Eqs. (9.1) and (9.2) are applied
to electrons, say in a crystal where the electron experi-
ences a periodic potential owing to the charged lattice,
one then obtains a map of allowable bands of energy as a
function of the wavevector k. For a simple illustrative
example in one dimension, one writes the wavefunction in
the form

CðxÞ ¼ uðxÞ expð jkxÞ ð9:3Þ
Here the periodicity is contained in the property of u(x)
such that u(xþa)¼u(x) where a is the period of the poten-
tial that the electron is in. The result of this formulation
results in an energy (frequency) vs. k diagram as shown
in What one sees is the shape of the
energy bands based on what one would expect for a free
electron. [This corresponds to V(x)¼ 0 in Eq. (9.2), and
u(x)¼ 1 in Eq. (9.3).] The symmetry of the structure allows
one to draw the extended picture of the bands as shown.
For example, the energies must be the same as k¼ 0 and
all multiples 2p=a, where a is the period of the lattice. This
will be true for any value of k within the range
�p=a < k < p=a which is termed the reduced Brillouin zone
[3]. What is important to see, and forms the particular
emphasis in what follows, is that in the presence of a non-
zero potential, the bands split as shown. What this means is
that there will be forbidden ranges of energies for the elec-
tron. These so-called bandgaps play the crucial role in all
semiconductor devices. It is the judicious placing of impuri-
ties or defects in these materials that provide localized
energy levels within the gap. It is the electrons and holes
from these localized levels that are manipulated to produce
the transistor.
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One can write Maxwell’s equation in terms of the mag-
netic field H in this form as well as shown in Ref. [2].

Hx
1

eðrÞHxH
� �

¼ o
c

� �2
HðrÞ ð9:4Þ

Figure 9.1 Simple one-dimensional reduced Brillouin representa-
tion of energy bands for free electrons and the effect of the modifica-
tions produced as a consequence of the periodic potential of the
nuclei as a solid lattice. The effect is the opening of "forbidden gaps",
regions of energy within which the electron cannot reside.
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where e is the dielectric constant. Following the notation of
Ref. [2], one can define the operator Y as

Y ¼ Hx
1

eðrÞHx
� �

ð9:5Þ

so that the operator form is

YH ¼ o
c

� �2
H ð9:6Þ

Aside from the fact that one can now apply the considerable
and powerful computation methods developed over the years
for large-scale quantum mechanical calculations, based on
Eq. (9.1), to an entirely new area, the significance of this for-
mulation has a more conceptual benefit. The solution of
Eq. (9.4) for any given spatial variation in the dielectric con-
stant e(x, y, z) (here we mean the optical dielectric constant
that is equal to the square of the refractive index) gives rise
to an energy vs. propagation constant diagram similar to that

the next section, but here it is sufficient to realize that the
eigenvectors of Eq. (9.4) will be of the form

Hn ¼ An exp½ jðotþ kn � rÞ� ð9:7Þ

where kn characterizes the nth propagation mode. We will
show a number of these for different geometries in the follow-
ing sections.

In one sense, it should come as no surprise that a forbid-
den energy or frequency gap would occur as a result of a per-
iodic pattern in the refractive index. The dielectric multilayer

this phenomenon in a more familiar context. Normally, one
would see the transmission, or reflection, plotted against the
wavelength for a stack of alternating layers of refractive indi-

vs. wavelength as a function of the number layers to indicate
how the reflection maximum begins to rise and flatten as the
number of layers increases. It is only in the limit of an infinite
number of layers that a flat, totally reflecting spectral region,
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cies [4] as shown in Fig. 9.3a–c. We have shown the reflection
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Figure 9.2 (a) Multilayer dielectric stack of thin films. Refractive
index alternates from n2 to n3 in each layer. (b) The calculated infi-
nite layer one-dimensional photonic bandgap; here, the condition of
equal optical thickness was used.
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or gap, would result. It is this condition that corresponds to
the photonic bandgap depiction, described in the foregoing,
at which frequencies within a certain region are excluded.
Plotting the behavior of the multilayer stack in this way

Figure 9.3
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there is a gap in the possible propagating frequencies indi-
cated by the separation on the y-axis. One can compare the
calculated gap to that predicted by the conventional approach
(for example, see Ref. p. 69) where a transfer matrix
approach is used. It can be shown that the reflection will
increase exponentially with the number of layers when the
argument of the polynomial has an exponential behavior,
rather than a sinusoidal one. The condition is thus expressed
as the following equation:

cos2 b� ð1=2Þ 1

n1
þ 1

n2

� �
sin2 b < �1 ð9:8Þ

Here, b¼ (2p=l)a[(1=n1)þ (1=n2)], a is the period and the
ns are the indices of the layers. The gap is then the values of
a=l for which Eq. (9.8) is met. We will see from a practical
point of view, the gap is to be viewed as existing for some arbi-
trarily defined reflectivity, as close to 100% as desired.

It is the extension of this forbidden gap concept into two
and three dimensions, in particular, the structures that will
be required, that will provide the interesting microoptic appli-
cations that we will try to cover in the succeeding sections.

9.2. FREQUENCY VS. K DIAGRAMS

Following the method described in the previous section, the
code written by Joannopoulos et al. [7] was used to calculate
the photonic bandgap for a few structures that have two-
dimensional periodicity. This is just to familiarize the reader
with the types of behavior that can arise from different
geometries. The first is that of a square array of dielectric

gap in the sense that the no mode is everywhere forbidden.
This is referred to as a full gap. Such a full gap is exhibited
for a structure shown in Fig. 9.4b where cylindrical holes
are hexangonally arranged. Note that there is a normalized
frequency region, roughly between 0.43 and 0.5, at which no
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cylinders, as shown in Fig. 9.4. Here, there is no overall bad-

[4],
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modes exist for any direction. The width of this gap is a func-
tion of the ratio of the refractive index of the material that
constitutes the cylinders and that of the surrounding mate-
rial. In the example shown, the ratio is 3.6. The dependence
of the width of the gap as a function of this ratio is shown

single-dimension case where there was no threshold for the
appearance of a gap. One can understand this difference, at
least qualitatively, in that in two dimensions one has both
TE and TM modes possible. One can see on inspection of

Figure 9.4 Calculated energy diagrams for two simple 2D lattices
as shown. (From Ref. [20].)
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TE. Similarly, if one made the inverse structure holes, rather
than posts, one would have seen the opposite situation occur.
Suffice to say here that with sufficient disparity between the
dielectric constant, one can force an opening of a full gap.

There is another very important aspect of the photonic
crystal approach. That is the role the defect in the structure
plays in the allowable energy states. Identical with the role
defects play in the electronic band structure, the result is
the formation of localized states that may appear within the
forbidden gap. The way that one calculates the consequence
of defects is to proceed with the calculation of the infinite
periodic array except to remove, one or more of the periodic

be a whole line of holes, as shown in Fig. 9.6b. The extent that
the translational symmetry is broken by the presence of the
defect determines the way one can represent the results. If,

Figure 9.5 Computed value of the refractive index contrast
required to produce a full gap for a triangular pattern of holes.
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Figure 9.6 Representation of defect states (a) and (b) in a 2D
array. In the former, one element is missing, and in the latter, a
whole row is missing. (c) The standard energy vs. k diagram for
the perfect array. (d) A representation that shows the consequence
of defect structures such as (a) and (b). The energy of the first four
TM modes for a 10� 10 array is plotted in ascending order for both
the perfect array and one with a single defect. In this representa-
tion, not only is the gap evident, but also the localized state caused
by the defect.
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for example, the translational symmetry is maintained in the
propagation, as would be true if the propagation were along

represent the modes relative to the k corresponding to this
direction. However, if the propagation were perpendicular to
the line, the translational symmetry is broken, and there is
no way to define k. There are several ways to display the
allowable energy of defect structures. One way to do this is
to plot the modes in ascending order of energy. We have done
this for the example discussed earlier for which one defect is
located in the middle of a 10� 10 array for the first four TM
modes, as shown in Fig. 9.6a. We have done this because a
gap exists for the TM modes, as seen from the conventional
energy diagram for the infinite (Fig. 9.6c). Because there is
no way to represent the situation of a defect on this diagram,
for there is no k, one can circumvent this difficulty; we replot
results in the way shown in Fig. 9.6d. This is done for the
defect-free case where the gap is still a feature of this
representation. For the defect case, one sees not only the
gap, but also the mode in the gap, which is the desired result.
In general, then, the description of cases with defects will
have to be represented in this way, or a similar way, or
directly in the time domain.

Again, it should be borne in mind that these calculations
are based on a 2D model and thus infinitely long cylinders or
holes in the z-direction are assumed, as well as infinite
extended in the x–y plane. The diagrams we have shown
are for the case in which the light propagation is confined to
the x–y plane, that is, perpendicular to the cylinder direction.
Joannopoulos et al. [2] have shown that for propagation out of
the plane, kz not equal to zero, the gaps tend to close. We will
see in a later section that gaps can open up in the z-direction
for certain structures.

9.3. STRUCTURES

We have shown some simple photonic crystal structures in
the previous section. Although they provide some practical
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properties themselves and can be used to demonstrate certain
unique properties, it will be the more complicated 3D struc-
tures that will likely be important. We will briefly discuss
these prototype structures so that the reader will have a bet-
ter appreciation of the fabrication challenges.

9.3.1. Two-Dimensional

What are meant here are structures that have a two-dimen-
sional periodicity, but exist in three dimensions. The struc-

imagine other arrangements of holes or posts, but the energy
diagrams are not expected to be significantly different. The
truncated version of these idealized structures is what one
can really produce. In other words, the posts or holes will
not extend to infinity, but will be limited by the fabrication
process. As we will see, the fabrication of some of these struc-
tures is well suited to conventional high-resolution e-beam
lithography. Others will require new and unique fabrication
techniques.

9.3.2. Three-Dimensional

The extension of periodic dielectric structures into three
dimensions is not hard to imagine, and actually the number
of possibilities grows. As Joannopoulus et al. [2] have pointed
out, just take any three-dimensional lattice of points and
place a dielectric sphere at the points. A hexagonal close-
packed arrangement of spheres would be a simple example
of this. One can also use the lattice to construct a photonic
crystal by imagining dielectric cylinders connecting the

energy gaps of consequence. The Brillouin zone is now in
three dimensions and the full gap criterion takes on a more
demanding role. Nonetheless, such structures have been pro-
posed. One must also consider the possibility of fabrication.
There are some structures that can be made, at least in
principle, and the reader is referred elsewhere ([8], and the
references contained therein) for a more complete discussion.
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We will primarily be dealing with the 2D structures and fab-
rication methods in this book. This is simply because the fab-
rication of the three-dimensional structure is much more
complicated and is not yet to a point at which one can write
any synopsis or comparison of them.

9.3.3. Magnetic Photonic Crystals

We saw before that one can write the Maxwell operator in the
following way, analogous to the Hamiltonian in quantum
mechanics:

Y ¼ r x
1

eðrÞr
� �

x ð9:9Þ

Figure 9.7 Representation of 3D structures arising from point
symmetry arrangements: in the upper figure one puts a sphere
where the point would be and in lower one runs tubes from the
points. (From Ref. [2].)
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The tensor way of writing this would be the following:

Yq ¼ dqmlr m½elkdkijr iHj� ð9:10Þ

where dkij¼ 1 for 123 and any single permutation, ¼�1 for
any two permutations, and ¼ 0, otherwise.

One can easily show that if the dielectric tensor ‘‘e’’ is of
the form eI, where I is the identity tensor then the following is
true:

oðkÞ ¼ oð�kÞ ð9:11Þ

Clearly, this is not the most general case. Consider the situa-
tion of an otherwise isotropic medium in a static magnetic
field. One can now define the dielectric tensor from the follow-
ing [25]:

D ¼ eEþ igBxE ð9:12Þ

The g for an isotropic material is a scalar, but in the more gen-
eral case, it is a tensor whose form depends on the symmetry
of the material.

If one expands Eq. (9.12) for the case of a static magnetic
field in the z-direction, one has the following result:

D ¼
e �igBz 0

igBz e 0
0 0 e

0
@

1
A Ex

Ey

Ez

0
@

1
A ð9:13Þ

In the case of no external magnetic field, one has the sym-
metric dielectric tensor, but the general condition that is
required is that it be Hermitian

eij ¼ ½e �
ji � but eij 6¼ e �

ij ð9:14Þ

The expression for the dielectric tensor in Eq. (9.14) is now
the one we will use in Eq. (9.9) or (9.10). One finds now that
although Y is still Hermitian (conjugate transpose is equal)
nonetheless Y 6¼Y�. The latter is the condition that deter-
mines time reversal property. This means that Eq. (9.11) is
no longer necessarily true. It was true in the special case
where the dielectric tensor was real and symmetric. Conse-
quently in the situation described above where the external

378 Chapter 9

5921-4 Borelli Ch09 R2 081604



Copyright © 2005 by Marcel Dekker

magnetic produces a dielectric tensor as in Eq. (9.12) leaves
open the possibility that in certain cases (symmetries) time
reversal is indeed not holding.

To consider time reversal in the more general case, and
in particular the consequence it may have on spectral asym-
metry, one must consider its properties in more detail. It is
clear that for the anti-symmetric o(k)¼�o(�k) condition to
hold then both time reversal and spatial inversion must not
be elements of the symmetry group of the crystal. The situa-
tion has been considered for the case of the degeneracy of
energy bands in magnetically ordered crystals. Time reversal,
in addition to t!�t, has the effect of reversing the direction
of the spin. For crystals exhibiting magnetic ordering (either
internal or through an external magnetic field), the symmetry
classification has to be expanded to take this condition into
account. The fact that the time invariance operator is non-
unitary does not allow for a simple representation, as exists
for the spatial symmetry operations.

For the higher dimensional structures, one must satisfy
the requirement that there is no element of the group (group
‘‘Gk(R)’’ is made up of the symmetry operations, Ri of the par-
ticular point in the Brillouin zone) which takes k to �k. This
condition must be true for any arbitrary point of the BZ. The
next condition that should be met to insure a strong asymme-
try follows from Ref. [26] which states that there is some
direction of the wave vector where there is a symmetry opera-
tion R such that the following is true:

Rk ! k for some R 2 G ð9:15Þ
Figotin and Vitebsky [27] show some computed examples

Here they use alternate layers of magnetic and non-magnetic
materials to create a dielectric reflector. To have spectral
asymmetry in a 1D structure requires anisotropy of the mate-
rial that makes up the non-magnetic layer. It is important to
realize that this is not required for higher dimensional struc-
tures. In other words, in 2D photonic crystal structures, the
materials that make up the structure, both magnetic and
non-magnetic can be isotropic.
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The important practical thing to note here is the possibi-
lity of having a structure where the propagation characteris-
tics of a given mode can be radically different in the forward
and backward directions by a change in the direction of a
magnetic field. In a real way, this is related to the discussion
in Sec. 8.5 concerning the Faraday effect. In that case, the

Figure 9.8 Representation of the frequency vs. propagation con-
stant diagrams for (a) a conventional three layer dielectric stack
displaying the normal spectral symmetry o(k)¼o(�k) and
(b) where one layer is a magnetic, and the other two are anisotropic
dielectrics leading to a spectral asymmetric behavior as shown.
(Taken from Ref. [27].) (c) Cross-section of photonic crystal struc-
ture with point group that would permit spectral asymmetry.
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characteristic that changed with propagation direction was
the sense of the polarization rotation. In the situation here,
we are extending the propagation characteristic to the group
velocity. In the example shown, it would be possible at some
frequency to essentially have a zero group velocity in the
(�k) direction, while having a non-zero in the (þk) direction.
Even more intriguing is the device idea where one could
switch from one to the other group velocity by reversing the
direction of an external magnetic field.

The desired property derives from only certain symme-
tries. The inclusion of time invariance as a symmetry element
increases the number of point group symmetry groups from
32 to 122. They break down into three classes:

a. the original 32 applicable to non-magnetic crystals;
b. 32 where T is a symmetry element of the group; and
c. 58 where T is not a member of the group, but is in

combination with one or more of the other elements
of the group, RT.

In order to achieve the spectral asymmetry condition one
needs to choose the 2D structures from the last class since the
time inversion operator must not be an explicit member of the
point group for spectral asymmetry to exist.

An example is shown by the Brillouin zone for the

represents the group C3. We have satisfied the requirement
that there in no element of group C3 which takes k to �k. This
is true for any arbitrary point of the BZ. The next condition
that should be met to insure a strong asymmetry states that
there is some direction of the wave vector for Eq. (9.15) to
be true. We see that the direction K to M satisfies this condi-
tion under the threefold rotations.

9.4. PHOTONIC CRYSTAL FIBERS

The unique aspects of the photonic crystal structure that has
been demonstrated thus far have been in photonic crystal
waveguide fibers. This is in large part due to the existing
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and available capability to fabricate such periodic structures
in fiber form. Similarly it can be stated that the slower pro-
gress in the general area of both 2D and 3D photonic crystals
has been due to the lack of such readily available and acces-
sible fabrication techniques. For the fibers, there was a tech-
nology in place for the fabrication of fiber-optic faceplates that
utilized the bundling of capillary tubes in a hexagonal close
packed pattern and then re-drawing them to the appropriate
dimension. We will show this technique, as well as others, in a
subsequent section.

Russell et al. [9–11] were the first to report the results
on the propagation in a micro-structured fiber with a
periodic dielectric strucure shown in It might
appear surprising to see an effect of a periodic dielectric
structure in the plane perpendicular to the axis of the fiber
on the propagation in the fiber axis direction. In the prior
section, we have been concerned with propagation in the

ever, as described above, the modes that exist are described
by a vector, ‘‘k’’. One can write the expression for the electric
field for a given mode propagating in the axial, or z-direction
in the following form:

Eðr; zÞ ¼ Aðr;k?Þ expðikzzÞ ð9:16Þ

The component of this vector in the axial, or z-direction, kz,
is used to characterize the any given fiber mode. The compo-
nent of k in the radial direction, k?, is the one that samples
the periodic structure, and as we will see gives rise to energy
gaps, just as we have seen in the in-plane propagation. The
momentum conserving condition provides us with the
following relationship between these quantities:

ðnk0Þ2 ¼ k2
z þ k2

? ð9:17Þ

The refractive index of the medium of the propagation is
denoted by n, and k0 is the free-space propagation constant,
2p=l0.
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plane of the periodic structure as shown in Fig. 9.4. How-
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9.4.1. Generalized Description of Propagation of
Light in Fiber

Before we discuss the various kinds of photonic crystal fibers
and their properties and applications in subsequent sections,

Figure 9.9 Photographs of photonic crystal fibers produced by
Russell and his group, upper is a solid core and the bottom is a
hollow core.
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it is useful to first consider a unified way to look at light
propagation in a fiber consistent with what we might already
be familiar within the broad optical waveguide literature. In
other words, in the normal description of waveguide propaga-
tion, one hardly ever sees this expressed on a frequency vs.
propagation constant diagram as we see used above for the
description of light propagation in photonic crystal structures.
In will be instructive to have a description where we can see
the behavior of the more familiar conventional optical wave-
guide as well as that of photonic crystal waveguides.

The easiest way to start is to draw a frequency vs.
z-propagation constant diagram for an infinite block of glass
with a refractive index of n0

are projection diagrams in that they include all allowed
values of k?.) All modes are allowed above the line represen-
ting the reciprocal of the refractive index of the glass. Below
this boundary line modes are forbidden (shaded area) since
on that line kz¼nk0. We can consider the space below this line
as a ‘‘forbidden gap’’. Now, let us introduce a rod of glass into
this infinite glass whose refractive index is n1>n0. We can now
draw a dashed line with the slope of the reciprocal of its rod
index, to indicate its position in the forbidden gap as shown
in Fig. 9.10b. The presence of the rod of higher refractive
index glass creates a defect state in the gap. The defect state
permits localized modes to exist which would be otherwise for-
bidden. By being localized we mean they can propagate in the
z-direction modes with decaying field in the radial direction.
This is nothing more than the description of a conventional
step-index optical waveguide. We sketch in Fig. 9.10b what

Figure 9.10 Schematic representations of normalized frequency
vs. propagation constant for (a) solid piece of glass of refractive
index ng. Forbidden gap (shaded region) is defined by the line with
slope 1=ng; (b) rod of glass with a larger refractive, nc, index is
inserted into infinite glass. Dashed line corresponds to this with
slope 1=neff. All of the conventional step-index guided modes fall
between this line and the boundary line. The fundamental mode,
is sketched in as the solid line.

"
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the dispersion of these modes would look like on this diagram.
As expected, for the lowest order mode, at the large value of
kz, the mode is essentially all in the core and its dispersion
hugs the line representing the core refractive index. As one
goes to smaller kz, the mode must eventually spread into
the matrix glass (cladding) and thus become asymptotic to
the line corresponding to the index of the matrix glass. The
slope of this curve is the group velocity do=dkz. The derivative
of the reciprocal of the group velocity is the waveguide disper-
sion term. One can see that the zero-dispersion point
(d2kz=do2¼ 0) will occur in the region of the transition from
the light essentially traveling at the velocity of the core index
to that of traveling at the velocity of the cladding.

We now look at the situation where into the solid piece of
glass, index n0, we produce a periodic array of holes, refrac-

lity, we use ‘‘holes’’ here to mean any material with an index
less than the matrix glass.) Two new things appear in the
resulting o vs. kz diagram. First, we see that energy gaps
(shaded areas) now appear, and some above the light line of
the glass. (The light line for air divides the diagram into the
region above where propagation in air is allowed and the
region below where it decays in air.) The second difference
is that the limiting index line (often referred to as the fun-
damental space-filling mode or FSM) is no longer a straight
line with a slope of the reciprocal glass index. The first effect
occurs as a result of interference phenomena analogous to,
but clearly much more complicated than the 1D dielectric
stack case. Where the gaps appear and how wide they are is
a function of the exact geometric pattern of the holes, and

Figure 9.11 Schematic representation of normalized frequency
vs. propagation constant for (a) a photonic crystal structure as
shown in the inset. Energy gaps now appear above the FSM and
vacuum light line. The FSM is now a curved line. (b) Solid-core
defect introduced as shown. Defect modes appear below the FSM.
(c) Hollow-core defect as shown in inset. Defect line can now inter-
sect a gap that lies above the vacuum light line as shown.

"
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tive index ¼ 1, as shown in the inset to Fig. 9.11a. (In actua-
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their geometry, as well as the refractive index difference
between the matrix material and that of the holes. For
example, the air-fill fraction, that is the volume fraction of
the air holes to the total volume, plays a critical and rather
sensitive role in producing wider gaps. The reason for
this is not really understood.

The non-straight gap boundary mode line, or FSM, is a
result of the fact that light can redistribute between the
holes and the glass in a continuous manner as a function of
wavelength. An easy way to imagine the reason for the curva-
ture of this line which divides the allowed modes from the
forbidden ones is to consider the behavior at very small kz
and very large kz. At large values of kz, the line has the
expected slope corresponding to the 1=n0. However, as we go
to very small values of kz, the wavelength is now very large
compared to the hole spacing and it essentially sees an aver-
age refractive index. One would see a steeper slope depending
on the air fraction. The steeper slope gradually merges with
the lesser slope giving rise to the curved boundary line. What
is important about this feature is that one can control to some
extent the curvature of this line by the specific geometry and
air fraction.

The next structures to consider are the ones shown in

a solid glass region which will act in a similar way to a core in
a step-index fiber. In other words, the localized propagating
modes will still appear in the forbidden gap below the FSM;
however, some interesting situations occur that are unique
to the photonic crystal version. This type of photonic crystal
fiber is often referred to ‘‘solid-core’’ fiber, or sometimes more
simply as a PCF. In Sec. 9.4.2, we will discuss in more detail
the most interesting consequence of the solid-core photonic
crystal fiber.

In Fig. 9.11c, we have created a larger central hole
among the periodic array of holes. This enlarged hole consti-
tutes a defect, that is it represents a break in the perfect
periodic structure. If the structure has forbidden gaps above,
the FSM, or more importantly, above the vacuum line, and
the dispersion line of the defect passes through one of these
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gaps then a localized mode can propagate. As we will see
below, the size of the unique hole will determine whether
its dispersion will intercept one or more of the gaps.

It is of interest to note that there is not any meaningful
distinction to be made between the guiding mechanism for
localized modes propagating above or below the vacuum line,
or in any gap. Often people refer to the conventional wave
guiding mechanism as due to total internal reflection. This
ray-based terminology is not appropriate for structures where
the dimensions are comparable to the wavelength of light.
What is really being referred to is that the refractive index
of the core is larger than the index of the surrounding clad-
ding. But, this condition is always met for any guided mode.
This can be seen from the momentum matching conditions
expressed in Eq. (9.17) for the core and the cladding. For a
localized mode to propagate, one must have k?(cl) to be
imaginary, thus by subtracting the momentum matching
equation for the cladding from that of the core, the quantity
nc

2�ncl
2 must always be> 0. The solution of Maxwell’s

equation for a given structure produces the allowed modes,
some of which will be localized. The mechanism is always
the same in all cases; simply put it involves the destructive
interference of the modes in the outgoing radial direction
leading ultimately to the localization in the core. We may
see reference to ‘‘diffractive’’ modes, but in the same way, this
is a needless specification.

9.4.2. Solid-Core Photonic Crystal Fibers

9.4.2.1. Endlessly Single Mode Behavior

The unique aspect of the solid core PCF is the ability to con-
trol and manipulate ‘‘waveguide’’ dispersion. The waveguide
dispersion of an ordinary step-index optical fiber can be
understood from the consideration of the effective index of
the mode. We can express this by the following limiting condi-
tion for the allowable values of the effective index:

n ðcladdingÞ < neff < n ðcoreÞ ð9:18Þ
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The wavelength dependence of this mode index varies with
wavelength through the way the light distributes itself in
the two media as a function of the wavelength. In other
words, one can think of the effective mode refractive index
as some weighted value between the core and cladding index,
and the weighting factor is dependent on the actual light
distribution between the two.

In a micro-structured fiber or PCF, there is another
parameter that enters in and that is how much of the light in
the cladding itself is distributed in the glass webbing relative in
the air holes. As mentioned above, this distribution between air
holes and webbing makes the boundary line between allowed
modes and forbidden modes, curved not straight. Furthermore,
the degree of curvature is a function of the ratio of the hole size
to the pitch, in addition to the overall geometric pattern of holes.
In general, then one has control of the waveguide dispersion
through geometric parameters. The simplest way to think of this
is that now the effective cladding refractive index depends on the
way the light is distributed between the air holes and the glass
webbing at any given wavelength.

This behavior leads to a very interesting feature of the
‘‘micro-structured fibers’’ with a solid core. This feature is
called ‘‘endlessly single mode’’ behavior [9,10,27]. To under-

(a), we show a schematic diagram of the defect mode structure
of a conventional step-index fiber. It is single mode only below
the the dashed vertical line. From the momentum conserva-
tion equation (9.17), one can write the condition for single
mode as the following:

2p
l
r
ffiffiffiffiffiffiffi
ðn2

c

q
� n2

clÞ < 2:4 ð9:19Þ

Here, we have assumed that the effective index is essentially
equal to the cladding index. In the solid-core micro-structured
fiber, the cladding index in the LHS of the above equation is
now a function of the wavelength

2p
l
r
ffiffiffiffiffiffiffi
½n2

c

q
� neff ðlÞ� ð9:20Þ
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This is not to be confused with material dispersion. Rather it
is what is usually termed as ‘‘waveguide dispersion’’ since it
derives from the relative distribution of the light in the
media in which the light is traveling. It appears in a step-
index fiber from the distribution of the light between the core
and cladding as a function of wavelength. In the micro-
structured fiber, an additional distribution factor comes into
play in the way the light distributes itself within the air
holes and glass that make up the ‘‘cladding’’ region. How this
is manifest on the o vs. k diagram is in the bending of the
lowest line dividing the allowed modes from the forbidden
modes. This is shown in Fig. 9.12b. In the step-index fiber,
this line is straight as shown in Fig. 9.12a. (This ignores
material dispersion.) The bending in the micro-structured
fiber allows one by appropriate choice of the geometry of the
holes to essentially ‘‘trap’’ the fundamental mode between
the defect line defined by the index of the core, and the

Figure 9.12 Schematic representation of how endlessly single
mode behavior occurs. (a) The situation in a conventional step-index
waveguide. The dashed line indicates the point in which the struc-
ture supports just one mode; (b) photonic crystal in the multimoded
condition; (c) optimum design of periodic structure to trap the single
mode excluding all the other higher modes out of the gap.
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boundary line so that the mode can propagate as a single
mode at all wavelengths.

modal behavior as a function of the geometric parameters of
the hexagonal structure depicted diagram is shown in

fiber displaying the endlessly single mode property, compar-
ing the profile at long and short wavelength, is shown in
Fig. 9.13b. One can see clearly how the light in the cladding
is redistributing as a function of wavelength. One distinct
advantage of this behavior is that one can obtain single mode
performance with a large effective area fiber.

9.4.2.2. Dispersion

A related consequence of the ability to produce large waveguide
dispersion in solid-core micro-structured fibers is the ability to
position the zero-dispersion point to wavelengths as short as
800 nm through structural changes. An example of this is the
triangular lattice geometry of air holes in silica, where the
change in the hole to pitch ratio is used to position the wave-

In the upper graph, the hole diameter to pitch ratio is 0.3, and
the dispersion parameter, ‘‘D’’, is plotted against wavelength
for the values of the pitch that are listed. In the lower curve,
the same is done for a hole to pitch ratio of 0.4. In this case,
the index of the glass is 1.5 and the holes are air. One can see
that one can move the zero-dispersion point from roughly
700 nm out to 1700 nm for the case of silica with air holes.

One can imagine how this arises by considering the effect
that the particular geometry has on the nature of the curva-
ture of the line defining the gap as was discussed above.
The zero-point of the dispersion comes from the inflection
point of the defect dispersion (the lines drawn between the
gap line and the line representing the core). It is where the
mode makes its transition between being tightly bound to
the core to that of extending into the cladding. We shall
discuss the applications of this unique feature later on in
the section on Applications.
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We show this schematically in Fig. 9.12C. The computed

Fig. 9.13a. The computed modal profile of a micro-structured

length of the zero-dispersion point. This is shown in Fig. 9.14.
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9.4.3. Hollow-Core Photonic Crystal Fibers

In the above discussion, we have described photonic crystal
waveguides that guide light in the lowest gap. In this regime,
the gap in which the defect mode is propagating is below the

Figure 9.13 (a) Calculated modal behavior as a function of nor-
malized wavelength with the diameter of the holes to the pitch in
a triangular structure as shown. Comparison to conventional
step-index fiber is shown by the dotted line. (b) Calculated modal
profile in the endlessly single mode condition comparing the long
wavelength intensity distribution to the short wavelength.
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ering modes that are in gaps above this line and in particular
above the vacuum line as shown in Fig. 9.11C.

The simplest example of this guiding structure is the

first examined by Yeh and Yariv [28]. The simplest way to
look at this as if it were a dielectric stack wrapped around
to a cylinder. There is another structure that is somewhat less
intuitive that also is capable of producing propagating modes
above the vacuum line and that is the one shown in Fig. 9.15b
[14]. It is an array of holes on a triangular lattice with a
larger hole cut out to serve as the core. To make this all

Figure 9.14 Calculated dispersion parameter D vs. wavelength
for triangular lattice as a function of pitch. This is done for two
different hole sizes. The structure is air=holes in silica. The
typical step-index silica waveguide dispersion is also shown for a
comparison.
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Bragg configuration shown in Fig. 9.15a. This structure was
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understandable in a more quantitative way, one must appeal
to the computation codes that are available. (For example, see

the form of Eqs (9.4) with the particular periodicity of the
dielectric structure represented by the function e(r). One pro-
jects all the allowed solutions onto a ‘‘o vs. kz diagram’’ (These
are the diagrams we schematically represented above in

energy gaps above the vacuum light line. As mentioned above,
the so-called ‘‘light lines’’ are lines with slope 1=n. They divide
the diagram into an upper portion where modes with effective
index of less than refractive index ‘‘n’’ can propagate, and the
lower where they decay exponentially, and therefore do not
propagate. When we consider the light line with slope of
unity, we are speaking about the modes that can propagate
in vacuum, or air. An actual experimental result for light
propagating in a triangular structure of holes in silica with

Figure 9.15 (a) Schematic drawing of a hollow-core Bragg
waveguide. (b) Schematic drawing of a hollow-core waveguide in a
triangular lattice.
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Fig. 9.10 and 9.11.) What is important is the appearance of

a hollow core is shown in Fig. 9.16.

Appendix A.) What is done is to solve Maxwell’s equations in
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The way one can produce a localized mode above the
vacuum light line is to produce some sort of defect, or
designed disruption in the periodic structure whose disper-
sion intersects the forbidden gap. The easiest realization of
this is to enlarge one hole of the array. One can approximate
the dispersion of the defect by using the dispersion equation
of the perfectly reflecting cylinder [29]. By perfectly reflecting
cylinder is meant the solution for the propagation in a cylin-
der of radius ‘‘rd’’ where the field is made to vanish at the
boundary

o
c

� �2
¼ b2 þ fnm

rd

� �2

ð9:21Þ

Here rd is the radius of the circular defect, and fnm are the
eigenvalues of the mth zero of the Bessel function of order n
for the TM modes. (For the TE modes, it is the derivative of
the Bessel function.) The first TM mode would correspond to
f01¼ 2.4 in Eq. (9.21). Knowing the frequency position of
the lowest order gap, one calculates the approximate radius
of the defect in order to have it intercept the defect dispersion

Figure 9.16 Actual SEM picture of a hollow-core waveguide with
an inset of a photograph of light propagating in the core.
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line. This is what is schematically drawn in Fig. 9.17 to show
how it determines the effective bandwidth of the localized
mode. Calculations of the modal pattern of the first two modes
of the structure shown are depicted in Fig. 9.18.

The confinement of the mode is determined by the
number of layers surrounding the hollow core as well as the
contrast in refractive index [30]. This is similar to the concept
that one uses to determine the reflectivity of a dielectric stack.
Often the word tunneling is used to describe the extent of
radial flow of energy permitted by a given structure. This

Figure 9.17 Schematic representation of pass band of a hollow-
core waveguide. The defect line is governed by the expression given.

Figure 9.18 Computed modes for real structure to SEM bitmap
was used as input to the code for the computation.
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analogy to a dielectric stack is less obvious in the case of struc-
tures made up of a triangular pattern of holes. This just points
out that the actual destructive interference pattern that is set
up in the propagation of the modes in this structure is a truly
complicated 3D problem capable of being dealt with only thro-
ugh the use of Maxwell’s equations numerical mode solvers.

9.5. FABRICATION TECHNIQUES

We will briefly review some of the more important fabrication
methods that have been used thus far in the construction of
photonic crystal structures. We will cover the simpler 2D
methods as well as the photonic crystal fiber. For the 3D
methods, the reader is referred to Ref. [31].

9.5.1. E-Beam Lithography

The major additional problem in the use of the standard state-
of-the-art e-beam lithographic method to create a simple two-
dimensional photonic crystal pattern is the depth. The
required separation distances are of the order of,
a=l¼ 0.4� 0.5 as indicated from the energy vs. k diagrams
of the simple structure. If one is considering telecommunica-
tion devices, this translates into separations of 600 nm, which
present no real resolution problem. However, the stipulation
of how deep is more difficult to answer. As we pointed out
in the earlier sections, the 2D structure, which is periodic
structure in the x–y plane, is assumed to be infinite in the z
direction. The measure of how deep in the z-direction, as well
as the related issue of how extended in the x–y direction, must
come from some estimate of how fast the field decays. As we
will see later on in the application, the devices will all be
based on creating a defect state thereby localizing the light
to a given region. It will be the field decay in this arrangement
that will be the measure of the required dimensions.

In any event, one might anticipate a dimension of some-
thing close to 10 periods, which would translate into the order
of 5 mm if the wavelength regimen were 1500 nm. This is
quite deep for conventional resist. In other words, what is
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important is the etching contrast between the resist and the
substrate. Thus, it will also depend on what type of material
one is trying to use for the pattern.

An example of a technique that can be used to enhance
the contrast of patterning in silicon is to use the resist to pat-
tern a thermal oxide grown on top of the wafer [14]. The oxide
material is then used as the resist for the subsequent deep
reactive ion-etching step.

There is a novel process involving the use of an electron
beam deposition in a scanning electron microscope. Molecules
are injected in a gaseous phase and aggregated through the
action of the electronic beam. As a result small posts of the
organic composite can be precisely positioned [17].

It is too early to tell how the less than ‘‘perfect’’ structures
will correspond in performance to the idealized mathematical
structures. Issues such as roughness of the holes, radius var-
iation, perpendicularity, and other natural consequences of
the fabrication process are likely to influence the actual propa-
gation, but to what extent has yet to be determined.

9.5.2. Nanochannel Arrays

An interesting approach to making a two-dimensional array
of channels is to use a precision-patterned texturing treat-
ment of the surface of polished Al [30]. This is done just before
an anodization step. The molded depressions serve as initia-
tion points and guide the growth of the channels in the oxide
film. The initial texturing was accomplished by a special
molding process. The process is schematically shown in

Note the last step removes the Al, and
one obtains holes that go all the way through. Scanning elec-
tron microscopic (SEM) pictures of some of the patterns that
were produced by the method are shown in Fig. 9.19. The
authors claim that the method can be applied to other materi-
als, such as semiconductors, by using a two-step process.

9.5.3. Other Methods

There have been a number of novel methods that have been
applied to the fabrication of periodic 2D arrays. One involves
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Figure 9.19 Texturizing treatment of Al to produce nanochannel
patterns. (a) Mold used to pattern Al; (c) on anodization the textured
regions etch differentially; (b,d) the channels; (e) when the Al is
removed the holes go all the way through; (f) The lower panels
are SEM micrographs of the hole patterns that could be produced.
(From Ref. [18].)
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the use of unique exposure schemes applied to photopolymeric
materials. An example is shown in Fig. 9.20. Here the inter-
ference of multiple beams is used to produce a hexagonal
3D pattern as shown in a photopolymerizable resin [32].
There are related techniques using two-photon photoche-
mistry [33,34]. The essential advantage here is to be able to

Figure 9.20 Representation of photolithographic steps to produce
a ‘‘pile of logs’’ photonic crystal structure. (Taken from Ref. [32].)
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expose a region in a 3D structure. Another method is to utilize
self-assembly of colloidal particles. A schematic is shown in
Fig. 9.21 as well as an SEM photo of an array of polystyrene
spheres [35].

Figure 9.21 Self-assembly method to produce a photonic crystal
structure for colloidal particles. (Taken from Ref. [35]).
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9.5.4. Photonic Crystal Fiber Fabrication

There are available approaches to the fabrication of fibers
that have a periodic structure of refractive index in the direc-
tion normal to the axial direction. The advantage of this struc-
ture is that it is compatible with existing optical fiber
technology. We will cover the major methods in the making
of photonic crystal fibers, both solid and hollow core.

9.5.4.1. Capillary ‘‘Stack-and-Draw’’

The process starts with a tube with a desired ratio of wall
thickness to inside diameter [36]. The hole may either be
drilled to establish the correct radius to wall thickness, or
may be formed by the process by which the tube was made.
Schematically the process is shown in Fig. 9.22. Here a hole
is drilled into a rod, which is then finished to a hexagon to
allow the stacking. The rods are usually redrawn to reduce
their size and then stacked as shown to the close-packed

Figure 9.22 Schematic drawing of the ‘‘stack-and-draw’’ techni-
que to make a photonic crystal fiber. Glass is formed into a hexago-
nal-shaped tube. Tube is redrawn to intermediate size and
sectioned into smaller pieces and then stacked as shown. A jacket
is placed around the assembly and then this perform is redrawn
to fiber.
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structure. The bundled structure is then redrawn until the
desired pitch is achieved. This may be done in more than
one step. The intermediate pitch is more than likely the order
of 50mm. The final redraw takes the preform to the fiber form
with the desired range of 1–5mm. For the solid-core version,
the defect is introduced by replacing the center element of a
bundle with a fiber that did not contain a hole. For the
hollow-core fiber, one or more rows of fibers are removed from
the center to produce the hollow core.

There are a number of critical process features. One
must maintain the geometric integrity of the structure, that
is, all the dimensions and shapes. This is especially true
around the center core region. All these dimensional varia-
tions have an effect on the position of the gaps and their
widths.

9.5.4.2. Bragg-type Waveguides

This fabrication of this fiber structure has roots in the propo-
sal of a structure that guides light by diffraction put forth by

and is sometimes referred to as a Bragg fiber. In the original
structure, the contrast was quite low consistent with the abil-
ity at the time to produce rings with high contrast. The MIT
group [37] has pioneered a method of construction which
essentially rolls a high contrast layered structure into the
desired cylindrical form. The refractive index of the layers is
of the order of 1.5 and 3. The thickness of the layers is also
designed to meet a kind of broadband quarter wave condition.
They design the radius of the center hole to be consistent with
the propagation of the low loss TE01 mode. It appears that in
this type of Bragg structure the tunneling loss (confinement
due to destructive interference) has a strong dependence on
the particular mode. The reader is directed to the detailed
analysis in the literature [28a]. The single-mode behavior of
such guides is a function of mode stripping due to loss. In
other words, the structure is multimoded but only one mode
has sufficiently low loss to propagate over any long distance.
This behavior is in contrast to the diffractive waveguide fibers
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that are based on a periodic array of holes where the lowest
order mode seems to propagate with similar loss.

9.5.4.3. Multiclad

There is no reason that the index of the included phase of the
array has to be 1; in other words, there need not necessarily
be holes. In terms of strength and structural integrity, it
would be much easier if the included phase were another
glass. Clearly, this presents a lower contrast case, but as far
as the extended single-mode behavior indicated by

index contrast is to move the flattened portion of the curve
to larger values of L=l and d=l. There are methods to make
optical fiber couplers by a technique in which multiple cores
within a common cladding tube are redrawn to separation dis-
tances that are sufficiently close to that of the photonic crystal
structures. This process can be extended to make arrays of
cores within the same cladding host.

For the reader not familiar with the multicore process,

for a four-core structure [20,21]. There are four preforms shown.
These would be made by any of the waveguide processes such
as MCVD. For the photonic crystal, they are rods with a core
of a different refractive index. The desired spacing would be
provided by the starting core to rod diameters. The assembly
shown in Fig. 9.23a is collapsed under vacuum so that all the
gaps disappear, ultimately yielding a structure shown in
Fig. 9.23b. Bundling these together using a square rod would
produce the repeating extended structure. One should be able
to see how this process can be extended to other geometries.

Lucent has used a variety of micro-structured designs

sensitivity, increase acceptance angle for fiber laser applica-
tions, and capitalize on unique dispersive properties.

9.5.4.4. Extrusion

This is a method that involves the extrusion of a powder in a
binder through a metal die. The die geometry contains the
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Fig. 9.11B, it still persists. The effect of the lower refractive

one is referred to Fig. 9.23a,b in which the process is shown

like the one shown in Fig. 9.23c that reduce environmental
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desired spacing and shape characteristics. One can then heat
the extruded body to drive off the binder and further heat it at
a higher temperature to consolidate the body to theoretical
density. This process was originally developed to produce
ceramic honeycomb structures [22], but it can be applied to
such materials as glass or silica. Depending on the specific
material, the preform can be redrawn to reduce its size.

Figure 9.23 Representation of the multicore process: (a) The upper
curve shows the initial structure for a four-core device. (b) The lower
shows the result after drawing down to fiber size. (c) Cross-section of a
solid-core photonic crystal fiber with microstructured cladding.
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Bundling and further redrawing would be required to reduce
it to the 1- to 10-mm range. Example of extrusion process is

made by extrusion is shown in Fig. 9.24b.

9.6. APPLICATIONS

It is a bit premature to talk about actual applications of
photonic crystal structures because few, if any, devices have
actually been fabricated for any kind of real evaluation.
However, there have been a number of ideas put forth based
on the mathematically modeled behavior, and these have been
interesting enough to warrant the discussion that follows.

9.6.1. Filters

One can consider the use of the photonic crystal structure as
being manifest as narrow-band multilayer optical filters. It
employs the defect structure discussed in the foregoing, one
period missing, or skipped in the dielectric stack, to create

Figure 23 Continued
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the allowable mode. This is commonly referred to as a Fabry–
Perot filter. One can easily understand the name because it is
the conventional Faby–Perot etalon structure with the
mirrors stemming from the multilayer stacks. The behavior

defect (skip one-layer sequence). The spectra are shown in

Figure 9.24 (a) Schematic of the extrusion process, (b) Photo-
graph of a photonic crystal perform made by extrusion.
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spectrum of the 15- and 21-layer stack of Fig. 9.3 with the
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Figure 9.25 Calculated reflectance vs. wavelength for a multi-
layer dielectric stack where one layer is skipped to produce the
defect, a Fabry–Perot filter: (a) 15 layers and (b) 21 layers. The
lower two traces are a blowup of the cases showing how the
width and depth of the transmission dip depend on the number of
layers.
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the allowed propagation through the localized state in the
gap. The position of the transmission maximum, the width
of the transmission peak Dl, and the peak transmission are
functions of the mirror reflectivity, hence, of the number of
layers, and index contrast and thickness of the alternating
layers that make up the stack.

9.6.2. Microcavities

In two dimensions, one can have a similar behavior. Here,
the defect is referred to as a microcavity [23] because the
defect is surrounded by the undisturbed periodic structure.
Villeneuve et al. [23] show the computed spectral behavior
for a simple dielectric structure, as shown in
They compute the output transmittance spectrum in
Fig. 9.26c at a single point, labeled detector in the drawing,
for a polarized input pulse, the spectral width of which is
shown in Fig. 9.26b. An important performance property,
namely the quality factor o=Lo was calculated as a function

important from another point of view: the physical size
required for the device. The typical pitch is roughly less than
a micrometer, so the total dimension of the device in the x–y
plane is less than 10mm. The rods here are assumed infinite
for the calculation. If one assumes that the performance as
stated will not suffer by truncation to the same level as in
the x–y plane, then the entire filter is a 10-mm cube. This
issue notwithstanding, one could imagine a spatial array of
such elements, each tuned to a different wavelength by
the particular choice between the rod diameter and the
spacing.

Foersi et al. [38] have demonstrated a microcavity in a
waveguide structure. The structure consisted of spaced holes

Figure 9.26 Two-dimensional photonic crystal filter arrange-
ment: (a) schematic of the measurement; (b) input pulse; (c) mea-
sured transmission of structures. SEM photo of an actual
waveguide structure made in silicon. (From Ref. [38]).

"
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Fig. 9.25c and d. The transmission spike is a consequence of

Fig. 9.26a.

of the size of the crystal, as is shown in Fig. 9.27. It is also
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in a ridge silicon waveguide. They reported measurements of
a microcavity resonance in a PBG structure integrated
directly into a sub-micron-scale waveguide of 1.56 mm with
a quality factor of 265. This is an analog of a distributed
feedback device.

9.6.3. Waveguides

If one extends the defect along a whole line, rather than just a
point, one can then have a structure that guides light by dif-
fraction. For example, consider when light is forbidden to
propagate in the energy region, as indicated in
for the TM modes of a square array of dielectric rods. By
removing a row of the rods, there now appears allowable
states within the forbidden gap, as indicated by the solid line
[2]. For this particular structure, the simple removal of a
single row is sufficient to produce a single-mode condition.
The propagation around a bend is simulated in Fig. 9.28b
[8]. This is essentially an illustrative example, rather than a
representation of an actual structure. It is after all a two-
dimensional structure. Nonetheless, it does indicate the
possibility of building a true three-dimensional waveguiding
structure.

One might question the advantage of guiding light by
diffraction, rather than refraction. There certainly is no lack

Figure 9.27 Quality factor o=Do vs. number of elements in the
array for the structure shown. (From Ref. [38].)
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of technology available to construct extensive planar-
waveguiding structures, and this has been amply demon-
strated [24]. One could argue that the photonic crystal offers
possibly smaller structures. However, small is only as good as

Figure 9.28 Representation of the dispersion of the defect within
the forbidden gap of the 2D structure shown. The lower figure
shows the time domain simulation of the propagation around a
right-angle bend. (From Ref. [8].)
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it allows efficient light coupling in and out. Once one arrives
at submicron dimensions, this becomes the major problem.
However, if the photonic crystal structure were to be totally
integrated, source pathways, detectors, all fabricated in the
same volume, then the overall size would be an advantage,
and coupling once in and once out, even if it were inefficient
would not be a severe drawback. If GaAs were the material,
this would be within the realm of possibility.

Kuchinsky et al. [39a] have produced 3D localization in a
channel waveguide of a photonic crystal with 2D periodicity.
The structure is schematically shown in the inset to
Fig. 9.29. The localization in the plane of the structure is pro-
duced through diffraction, while confinement in the z-
direction (thickness direction) is through the conventional

Figure 9.29 Band diagram for a channel waveguide with a struc-
ture shown in the inset. Guidance is considered refractive in the
plane and refractive in the z-direction. The labels refer to the pri-
mary guiding nature, 1 refractive-like, and 2,3 diffractive-like.
(Taken from Ref. [39a,b]).
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silicon–air interface. Three-dimensional band structure calcu-
lations showed that with an appropriate thicknes, one could
support a small number of modes. These modes were shown
to be of the two kinds indicated, diffractive and refractive.
The dispersion curves of these modes are labeled by the
numbers 1, 2 and 3 From the shape of the
curves, it was concluded that curve 1 corresponds to a refrac-
tive mode, whereas curves 2 and 3 are diffractive modes
because their group velocity approached 0 at the BZ
boundary.

Temelkuran et al. [39b] have reported a low loss struc-
ture 1D stack based on the idea of omnidirectional reflectivity
for broadband propagation in the near IR. The dielectric
properties of the layer materials (like polyethylene for the
low index layer), and the high index layer which in this case
was Te are much better suited to the longer wavelength IR.

The realization of true 3D structures is still a fabrication
issue, namely the ability to produce periodic structures in all
three dimensions. One example of this is shown in Fig. 9.30.
What makes the problem even more difficult is the lack
of ability to produce specific designed defects within the
structure.

Figure 9.30 Example of a 3D photonic crystal structure. (Taken
from [31].)
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9.7. OPTICAL FIBERS

One area of photonic crystals that has progressed quite
rapidly into possible applications is that of photonic crystal
fibers. As we have discussed above, these are essentially 2D
periodic structures drawn into optical fiber dimensions in
the z-direction. The two categories, solid core and hollow,
have distinctly different application areas. In the former, it
is essentially their unique dispersion characteristics that
drive the applications, whereas for the hollow core, it is the
fact one can propagate in essentially vacuum that drives its
applications. In the following, we will briefly review some of
the important applications of both types of photonic crystal
fibers.

9.7.1. Solid-Core Fiber Applications

function of wavelength of a solid-core fiber for two ratios of the
hole radius to the hole separation distance (pitch) in a silica=
air structure. For our purposes, one can approximately write
the GVD (group velocity dispersion) as the sum of the mate-
rial dispersion contribution and the waveguide contribution

D ðps=km � nmÞ ¼ �l
c

d2ðnm þ neffÞ
dl2

ð9:22Þ

Here, neff is defined through the relationship as b¼neffk0¼
(o=c0)neff. This ability to control and tailor the dispersion of
a guiding structure has two major application areas. The first
is that of optical fiber dispersion compensation devices. The
normal spread of the signal pulses in a communication fiber
through dispersion eventually has to be corrected otherwise
the pulses overlap and bit information is lost. The dispersion
compensation fiber module consists of an optical fiber with the
opposite dispersion. For device compactness, one would do
this with a fiber with a very large opposite dispersion so that
the compensating fiber can be relatively short. The solid-core
photonic crystal fiber affords this range of dispersion values
by the appropriate design.
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The second area is in the ability to fabricate a single
mode fiber with a high optical nonlinear coefficient, the most
important of which is being able to initiate the nonlinear
response with low pump power. In most applications, the effi-
cient utilization of the nonlinearity requires that one operates
in or near the zero-dispersion wavelength regime. For most
highly nonlinear glasses, this wavelength is in the wave-
length region>2 mm. The following are some examples of
how by moving the zero-dispersion wavelength to the more
practical wavelength region of the near IR through the use
of the photonic crystal approach.

9.7.1.1. Soliton Fiber

Propagation of soliton pulses in silica-based optical wave-
guide fibers is well established. The phenomenon results from
the balancing of the broadening of the pulse through disper-
sion with the narrowing of the pulse produced by self-phase
modulation. The propagation is governed by the so-called
nonlinear Schrodinger equation [40]

i
@A

@t
¼ b2

2

@2A

@T2
� gjAj2A ð9:23Þ

Here, A(z,T) is the complex amplitude of the z-propagating
wave, in the slowly varying envelope approximation, and T
is reckoned from the moving pulse T¼ (t� z)=vg, vg being
the group velocity. In this equation, b2 represents the group
velocity dispersion defined as the following:

b2 ¼ @2b
@o2

¼ �l2D

2pc
ð9:24Þ

The dispersion parameter D in units of ps=km nm is more
commonly used to characterize the GVD. For soliton propaga-
tion, the magnitude of b must be negative, correspondingly
the value of D must be positive.

One can show that the peak power required to support
the fundamental soliton is given by the following equation:

PðWattsÞ ¼ 3:11jb2j
gT2

¼ 0:495l2jDj
cgT2

ð9:25Þ
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T is the pulse width. However, if one also demands that the
wavelength of the soliton be consistent with the telecommuni-
cation band, then the wavelength is restricted to the region
1500–1600 nm. It is invariably the case that materials that
are highly nonlinear have large material dispersion in this
wavelength range. However, it is seen from the data of

more practical wavelength and in doing so take advantage
of the lower power required to support a soliton in a highly
nonlinear material.

9.7.1.2. Parametric Amplification

The nonlinear phenomenon can be used to amplify or other-
wise modify a signal beam at one frequency through the inter-
action with a pump at another frequency [40]. For parametric
amplification, there are two beams, a pump beam is used to
transfer power to the signal beam. This can be written as
the following:

Ps ¼ w1111ðos ¼ 2op � oiÞEpEpEI
� ð9:26Þ

The propagation mismatch is given by

Db ¼ 2bp � bI � bs; ð9:27Þ

with the frequency condition being

Do ¼ op � os ¼ oI � op ð9:28Þ

If one expands b in a power series in frequency (o�on) where
n¼p, s, and substitutes the expansion into Eq. 9.28 one
obtains

Db ¼ 2pcDl2

l2
Dþ Dl

dD

dl

� �
ð9:29Þ

Here, D is the measure of the GVD. The overall efficiency of
the process will be diminished by the phase mismatch accord-
ing to the expression

sin2 DbL

Db2
ð9:30Þ
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It should be clear from Eq. (9.30) that to optimize the process,
the wavelength should be near the zero-dispersion point.

This phenomenon is related to the four wave interaction
termed optical phase conjugation. In this case, the phase con-
jugate of a signal beam is created from the interaction of the
signal with a suitable oriented pump beam. Yariv and
colleagues [41] proposed the use of phase conjugation in optical
fibers as a dispersion compensation technique. He suggested
that if one formed the phase conjugate of a pulse after having
broadened from traveling a length of fiber L1 and then sent
the conjugate through a section of fiber L2 such that

D1L1 ¼ D2L2 ð9:31Þ

then the pulse would have resumed its initial width. In effect,
the conjugate had a reversed GVD. On the other hand, the
group velocity itself is not reversed in sign, so the pulses
would still be maintained in the same temporal order.

9.7.1.3. White Light and Continuum Generation

This application uses the high nonlinearity produced by a
small core and fs-laser pulses (see next chapter) to produce
nonlinear mixing of the beams. This is essentially four wave
mixing gone wild. To make this process efficient, it must be
done at or near the zero-dispersion point of the pump laser
to reduce the phase mismatch between the interacting beams.
In a normal step-index fiber, it is very difficult to move the
zero-dispersion point to the 800 nm region where the fs-laser
source is readily available. With a properly designed solid-
core photonic crystal fiber, this is easily accomplished. With
a step-index fiber, it would require essentially a silica rod in
air to achieve the same shift in zero-dispersion.

Light in the range of 390–1600 nm has been generated in
a photonic crystal fiber using 100 fs pulses at 800 nm [42]. See

9.7.2. Hollow-Core Fiber Applications

The initial interest in the hollow-core fiber was that it could
yield the lowest possible loss fiber. Only about 5% of the light
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is carried in a lossy material and that material itself is of loss
of the order of 0.15 db=km. We will cover this application in
some detail below. Meanwhile other applications have been
suggested again capitalizing on the hollow-core structure.
Two of these new applications include high power light pipes
for visible and uv laser light, and tunable deep uv generation
through fs-laser pulse propagation through noble gas filled
cores.

9.7.2.1. Ultra-low Loss Telecommunication Fiber

Assuming a non-absorbing gas fills the core, the loss of a
hollow-core fiber could be 20� less than that of the best
silica core fiber. This is based on the fact that about 5% of
the light is carried in the glass that constitutes the webbing.
The rest of the light is carried in the voids. As a consequence,
the length of fiber between amplifiers could be 20� longer.
The issues that will impact this reality are not insignificant
by any manner of means. Notwithstanding, significant
progress toward this goal has been made over the last few
years. Smith et al. [43] reported a loss of 13 db=km in the

Figure 9.31 Result of continuum generation in a photonic crystal
fiber. One hundred fs pulses with a peak power of 1.6 kW at 800 nm
into a PCF produced a continuum from 390 to 1600 nm.

420 Chapter 9

5921-4 Borelli Ch09 R2 081604



Copyright © 2005 by Marcel Dekker

1300–1700 nm wavelength region. Their result is shown in
Fig. 9.32 for the structure shown. One notes the width of
the passband is from about 1300 to 1800 nm interrupted by
a region of higher loss. This full passband corresponds to
the wavelength difference corresponding to the intersection
of the dispersion of the defect mode with the boundaries of
the forbidden gap as we had indicated in Two
other groups (Blaze Photonics and Crystal Fibre) have
reported of similar losses in unspecified lengths hollow-core
fibers.

From a more detailed computational examination of the
forbidden gap region (the geometric coordinates of the real
structure are used in the computation which was obtained

hole defect, corresponding to the first two modes. The choice
of the radius of the defect value was guided by Eq. (9.21).

Figure 9.32 Measured loss vs. wavelength in 100 m of a hollow-
core photonic crystal fiber with a structure shown in Fig. 9.33.
(Taken from Ref. [43].)

Photonic Crystals 421

5921-4 Borelli Ch09 R2 081704

9.17.Fig.

from an SEM photograph Fig. 9.33), one sees a number of

the expected dispersion lines produced by the larger central
interesting and unexpected features in Fig. 9.34. One sees
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Figure 9.33 The structure has the following reported para-
meters, pitch was 4.7 mm and the volume fraction of air was 94%.
The average core radius was 12.7 mm. (Taken from Ref. [43]). Left
from initial; Right from final.

Figure 9.34 Detailed calculation of the allowable localized modes
of the structure shown in Fig. 9.33. The two nearly horizontal lines
are the core modes, the fundamental and next higher order mode.
The four steeper lines represent the ‘‘surface’’ modes. The inset
shows the interaction or mixing of the core modes with the funda-
mental modes. (Ref. [43].)
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The spectral position of these lines is in rough agreement with
one would estimate from the 100% reflecting cylinder approx-
imation.

The other modes that are calculated to exist in the gap
can best be described as ‘‘surface modes.’’ They arise from
the dielectric structure that constitutes the transition from
the perfect, or near perfect structure to any terminating
surface like that provided by the central hole. In his book,
Joannopoulos et al. [2] discuss in some detail the nature of
surface modes. Depending on the specific nature of the geo-
metric termination of the structure, these surface modes
can fall within the forbidden gap and propagate as a well-
defined localized mode. The unique characteristic of these
localized surface modes is that they decay both in air (core)
and into the photonic crystal (cladding). In the language of
mode propagation, this means that both transverse wave-
vector components are imaginary. This condition makes
these modes tightly bound to the interface since they are
decaying in both directions. These are the kinds of modes

the core modes. The calculated mode field patterns
confirm that these modes are indeed surface modes with
the light confined to the boundary of the hole. (See

What is significant about this calculation is the predic-
tion of an interaction of these surface modes with the core
modes as indicated by the avoided crossings. These avoided
crossings correspond to the mixing of the two modes, that is
the core mode takes on surface mode character and vice
versa.

Allan et al. [44] propose that it is through this interaction
of the core mode with the surface modes that the higher loss
feature from 1500 to 1600 nm arises. It is important to note
that this measured higher loss region corresponds to the spec-
tral region where the avoided crossings are computed. They
proposed a coupled mode approach to simulate the situation
using the calculated avoided crossing results to gain an
estimate of the magnitude of the interaction. They wrote
the following coupled differential equations for the core mode
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and the surface mode:

dAc

dz
¼ �ikAK expðiDbzÞ ð9:32Þ

dAK

dz
¼ �ikAc exp � iDb

2
z

� �
� gAK ð9:33Þ

Here, Db¼ bK� bc and k is the coupling coefficient which is
given by

k ¼ o
4
e
ZZ

EKðx; yÞEcðx; yÞdxdy ð9:34Þ

The parameter g represents the loss. In other words, it was
assumed that the surface modes were lossy. Strictly speaking,
the actual loss is assumed to be from the surface mode coupling
to the extended modes. They assumed this coupling was
strong.

Figure 9.35 Photograph of the intensity profile of a surface mode.
Mode decays into both the air core and the photonic crystal
cladding.
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Solving the above two equations, and using the calcu-
lated avoided crossing results to estimate the value of b(l),
they were able to fit the actual loss region quite well with
an appropriate value of g. (See Fig. 9.36.) The value of b con-
trols the spectral width of overlap while g determines the peak
loss. They summed the loss estimate over wavelength for the
interaction of the four surface modes with the first two core
modes and obtained a reasonable fit for the high loss region.
The conclusion of this analysis is that to lower the loss still
further, one must find a way to fabricate the core of the fiber
in such a way as to move these surface modes out of the gap.

In view of the coupling explanation of the loss, it is also
important to be able to maintain the same structure over long
lengths since the coupling of the surface modes to the

Figure 9.36 Calculation of the loss feature as a result of coupling
of the core mode to the surface modes according to Eqs. (9.32)–
(9.34) in the text. The estimate of the strength of the interaction
was taken from the measured width of the avoided crossing shown

mode interactions. (Taken from Ref. [44]).
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extended modes requires an axial variation in the refractive
index. There is experimental support for this idea in the
comparison of the normalized transmission of the above-
mentioned low loss fiber. This is shown in Fig. 9.37 where
the normalized transmission of the first and last meter of a
100 m length of fiber is compared to the transmission through
the entire 100 m. The coincidence of these three curves indi-
cates the uniformity of the structure.

The group velocity dispersion of the fundamental mode

sured by Ouzounov et al. [45] using a tunable femtosecond

sion point is determined to be at 1430 nm for this fiber struc-
ture.

The theoretical analysis of waveguiding in the
Omniguide� hollow-core structure was extensively analyzed
by Johnson et al. [37]. The bandgap diagram with the disper-

Figure 9.37 Normalized transmission of the initial and final

entire 100 m. The close agreement speaks to the axial uniformity
of the fiber over this length. (Taken from Ref. [43]).
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in hollow-core fiber described above, Fig. 9.33, has been mea-

pulse source. The result is shown in Fig. 9.38. The zero disper-

sion of the various modes is shown in Fig. 9.39a. They showed

potions of the 100 m fiber of Fig. 9.32, compared to that over the
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that the lowest loss mode was the TE01. The computed radia-

modal pattern of the lowest loss TE mode is shown in
Fig. 9.39c along with the HE11 mode for comparison. The hol-
low-core size was chosen to be relatively large which provided

Figure 9.38

output of the hollow-core fiber. (Taken from Ref. [45]).
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(a) Measured dispersion of hollow-core fiber of Fig.
9.33, and (b) autocorrelation measure of pulse shape at input and

tion leakage (tunneling loss) is shown in Fig. 9.39b and the
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the low loss condition for the TE01 mode. In other words, the
actual structure is multimoded but by virtue of the much
lower loss of the TE01 mode relative to the other supported
modes, the result is essentially a single mode fiber. The larger
the core the lower the loss of the TE01 mode and the greater
the disparity in loss relative to the other allowed modes. This
is in contrast to the triangular lattice fiber where the core size
is more in keeping with a single mode propagation. They also
do an analysis on the loss through perturbation of structure
such as bending a dimensional change to indicate the stability
of the loss. Nonetheless in the Omniguide case, one must keep
in mind that these are theoretical losses due only to radiation
leakage whereas in the triangular lattice structure the loss in
measured loss and as shown above is not yet to the level
where one needs to worry about tunneling.

9.7.2.2. Light Pipes for High Power

One obvious advantage to having a fiber with a hollow core is
that the power that can be transmitted is very high because
of the significant reduction in the magnitude of nonlinear
mechanisms that contribute to optical damage. Ouzounov
et al. [45] have shown that in an inert gas filled core, one
can propagate 100 fs pulses with mJ peak energy at
1400 nm with no evidence of any damage. Utilizing the dis-
persion results given above, in the case of an air-filled core,
sufficient nonlinerarity is present to allow very high energy
soliton propagation.

The loss required for this application is of the order of
0.1 db=m, so fibers are already meeting this criterion. There
are other issues having to do with core size and numerical
aperture that may not be so easy to meet, however.

The propagation of shorter wavelengths is also possible
by either using a smaller pitch structure (wavelength of gaps

Figure 9.39 (a) Calculated band diagram for Omniguide struc-
ture, (b) calculated radiation leakage for different modes as labeled,
(c) depiction of the low-loss TE01 mode compared to the HE11 mode.
(Taken from Ref. [37]).

3
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are scaled to pitch), or propagation in the higher order gaps. A
triangular hole structure with a pitch of 2mm produced a gap
in the 900 nm wavelength regime. The practical limit in the
pitch imposed by the closing of the air holes in the redraw pro-
cess is around 1 mm, so one might anticipate gaps in the
400 nm region with this approach. It is not clear at this point
whether propagation in these higher order modes is more pro-
blematic than in the fundamental mode. One might argue
that whatever constitutes the disorder parameter that leads
to the surface modes would be more significant at the shorter
wavelengths.

9.7.2.3. Deep UV Harmonic Generation

Another application that has come to the fore is one where one
utilizes fs-pulse excitation into a gas filled hollow core to cre-
ate extremely high peak intensity (Terawatt=cn2). The high
intensity combined with the tuning of the refractive index dis-
persion of the noble gas by the ambient pressure to a near
zero value permits efficient harmonic generation to second
and third, and higher orders. Results obtained in gas-filled
capillary tubes [46–49] show efficient tunable uv generation,

The phase matching condition can be written by adding a
term to the momentum matching condition written above for
a 100% reflecting cylinder in Eq. (9.21). Here, however, we
add a term corresponding to the presence of the gas in the
tube with refractive index n¼ 1þPd(l), with P being the pres-
sure and d being the conversion factor

kðlÞ2 ¼ k2
0½1þPdðlÞ�2 �ðfn=aÞ

2

kðlÞ � k0½1þPd�� f2

2a2

1

k0
ð9:35Þ

As we have seen above in Eq. (9.27) (section on Para-
metric amplification) for the nonlinear process to be enhanced
the phase mismatch between the pump and the generated
waves must be small. By using Eq. (9.35), an adjustment of
the gas pressure, gas species, waveguide radius and the
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Figure 9.40 Deep uv generation of light in gas-filled capillary
tube. (Taken from Ref. [46]).
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spatial mode in which the light propagates, the phase mis-
match can be tuned to produce the desired harmonic.

The inert gas-filled hollow-core photonic crystal fiber ver-
sion offers the advantage of a lower pulse energy because of
the smaller core size relative to a capillary to maintain the
same intensity, and an enhancement of the nonlinearity
because the pressure required to achieve zero dispersion is
higher.

APPENDIX A. MATHEMATICAL FRAMEWORK

The intention is not to present any more mathematics than
absolutely necessary, especially in light of several excellent
articles that are available [2,5]. Nonetheless, it is valuable
to see the formulation, and how the solutions are derived in
the photonic crystal framework. This is especially true here
because the solution of Maxwell’s equations cannot be
different, but the approach to obtaining the solution is quite
different.

One is looking for a solution to Eq. (9.4) in terms of what
are called plane waves. What this means is that one wants to
write the solution as an infinite series of plane waves of the
form exp i(k � r). Further one uses the periodic repeating
nature of the dielectric structure to simplify the writing of
the resulting sum. The periodicity of the structure can be
characterized in real space and reciprocal space. A simple
example of the relation between a structure in real space to

two-dimensional (2D) square structure. The figure on the
right is referred to as the Brillouin zone and the shaded
portion, the primitive portion thereof. The capital Greek
letters refer to different points on, or in, the primitive cell
and represent points corresponding to the symmetry they

the complete symmetry of the structure, whereas the other
points contain less, depending on the way they transform
under the complete set of symmetry operations possessed by
the structure. The plane wave expansion of H for any given
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value of k will be in reciprocal space in the following form [6]:

HkðrÞ ¼
X
G

hG exp iðkþGÞ � r ð9A:1Þ

The G represents an arbitrary set of vectors in reciprocal
space. On next expands the 1=e term in Eq. (9.4) in a similar
fashion

1=e ¼
X
G

eðGÞ�1 exp iðG � rÞ ð9A:2Þ

Substituting Eq. (9.8) and (9A.1) into (9.4) leads eventually to
the expressionX

G0

fe�1ðG�G0ÞgðkþGÞðkþG0ÞhG0 ¼ o
c

� �2
hG ð9A:3Þ

This constitutes a matrix equation with the matrix of the form

YG;G0 ¼ ðkþGÞðkþG0Þe�1ðG�G0Þ ð9A:4Þ
The eigenvectors are the field amplitudes and the eigen-

values are the frequencies. One can summarize the steps in
the calculation of the frequency of the allowable modes as
follows. Based on the symmetry of the dielectric arrangement,
construct the Brillouin zone. Choose a basis, that is the num-
ber of Gs that are needed for the respective representations.
Compute e�1(G) as the Fourier transform of the spatial

Figure 9A.1 Example of the rteal lattice on the left and the corre-
sponding reciprocal lattice on the right. The symbols refer to posi-
tions of the Brillouin zone, center, edge corner, and so on.
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dielectric structure e�1(r). For each value of k, selected sym-
metric directions in the Brillouin zone, calculate Yk

G,G0. Then
solve Eq. (9A.4)
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10

Femtosecond–Laser Interaction
in Glasses

10.1. INTRODUCTION

In the last few years as a consequence of the rapid develop-
ment of mid-infrared ultra-short laser pulses (in particular,
Ti–sapphire laser operating at 800-nm), an entirely new
way of fabricating three-dimensional photonic structures
has been accomplished [1–3]. These ultra-short pulses
(<100 fs) offer a way to obtain very high peak intensities of
the order of 1015 W=cm2. For example, a laser pulse with a
pulse width of 100 fs and a pulse energy of 10 mJ focused to
a spot size of 5 mm produces a peak intensity of that order.
(In Appendix, a brief description of the method used to pro-
duce ultra-short pulses will be given.) A unique aspect of
using <100 fs pulses is the distinct way in which the interac-
tion with transparent and absorbing materials occurs as a
consequence of the pulse duration. One example of this is
the observable damage threshold increases as one uses
shorter pulses as shown in The reason for this
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originates from a distinctive mechanism of the interaction of
short pulses with solid materials. We will discuss this point
briefly in the next section.

The practical use of the ultra-short laser pulse technique
in material fabrication technology falls into two broad cate-
gories. The first is the high pulse energy regime where the
fs-laser is used to physically remove material through abla-
tion as the mode of making precise patterns. This is often
referred to as laser micro-machining [4–7]. Although laser
ablation is not new, it will be shown how the use of short
pulses avoids many of the problems heretofore associated
with laser ablation. We discuss the ablation of absorbing
materials and transparent dielectrics.

The second category is the low exposure intensity regime
where the refractive index (or any other physical modification)
can be permanently modified without causing physical damage
in transparent media such as silica and other glasses [1–3]. One
distinct advantage of this technique is that because of the
highly nonlinear nature of the laser=material interaction, one
can produce patterns inside a body on a three-dimensional way.

We will then deal with the high fluence ablation
approach, and its applications. Then we will cover the lower

Figure 10.1 Laser damage threshold of Au as a function of pulse
duration (taken from Ref. [8]).
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fluence interaction with transparent media such as silica
where the refractive index can be altered up to values of
0.01. We will present the results of applications and devices
based on this phenomenon.

10.2. GENERAL THEORY OF OPTICAL
DAMAGE IN SOLIDS

The interaction of solids with ultra-short pulses is quite differ-
ent than that of longer pulses basically in that pulse duration is
short compared to the transfer of the energy to the nuclei. Thus,
the process is highly nonequilibrium, with electrons at a much
higher temperature than the nuclei. This makes one able to
produce a plasma-like electron concentration because the
energy transfer to the lattice does not occur on this time scale.
In other words with a longer pulse one must consider the
de-excitation of the electron density which continually drains
electrons. At the same time the lattice temperature is going
up. In short, the ultra-short pulse regime allows one to achieve
electrons concentration that can be produced no other way.

It would be helpful for the following discussion to briefly
review the mechanisms by which damage is produced and
how it depends on the intensity and pulse duration [8–10].
The primary damage mechanism for long pulse lasers >1 ps
is called avalanche breakdown. The process begins with a
stray electron in the conduction band acquiring energy
through an inverse ‘‘Bremsstrahlung’’ mechanism. Light
interacts with the electron and accelerates it when it collides

process grows in this manner until breakdown occurs. During
the duration of the pulse, energy is being transferred to the
lattice, thus raising the physical temperature. In general, in
this regime the damage threshold goes with the square root
of the pulse duration. However, when the pulse gets short
enough the range of the electron is insufficient for this
mechanism to be effective. The increase in the damage
threshold as the pulse becomes shorter as indicated in

mechanism to something different.
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If the pulse is short enough, shorter that the electron–
lattice relaxation time, the electron concentration can build
to a density of 1020=cm3. These electron densities could not
be sustained with longer pulses because the electron is being
simultaneously being de-excited. (It is like trying to fill a
bucket with a big hole in the bottom.) The mechanism by
which the electrons are produced is either by tunneling,
or multiphoton excitation (see Fig. 10.3). Both of these

Figure 10.2 Schematic representation of the initiation of the ava-
lanche breakdown mechanism (taken from Ref. [6]).

Figure 10.3 Comparison of multiphoton excitation in (a) to
tunneling in (b); in both cases, electron in the conduction band is
produced from photons with less than band gap energy.
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mechanisms require very high intensity, but the shorter
pulses make this condition easier to attain. This is in contrast
to the longer pulse situation where the initial electrons are
essentially stray electrons. This is why to some extent the
damage threshold is so variable in the long pulse regime. In
the high intensity short pulse regime, the initial electrons
are themselves formed by the light, so the damage event is
more predictable.

How damage explicitly occurs and how to characterize it
is still a matter under study. It will be discussed in the follow-
ing sections as we cover laser ablation and induced refractive
index change in transparent solids.

10.3. ULTRA-SHORT LASER PULSE ABLATION

We will be primarily concerned in this chapter with dielectric
materials, or putting it another way, with materials whose
band gap is much larger than the laser wavelength. However,
the fs-laser technique can be quite useful for absorbing mate-
rials as well, so a brief discussion of this area will be given.
Clearly, one will be limited to patterns on the surface of the
material, however, in the case of absorbing materials an
advantage of using a fs-laser over a longer pulse duration is
in the reproducibility of the ablation, and the ability to obtain
a smaller spot size. The latter is due to the fact that in the
Gaussian beam, only the high intensity portion of beam is
used. We will deal briefly with the fs-laser ablation of absorb-
ing materials first.

10.3.1. Absorbing Materials

Metals are very problematic materials for microstructuring
with laser techniques because of their high thermal conduc-
tivity, and relatively low melting temperature. With pulse
duration of >1 ns, the ablation of metals is always accompa-
nied by the formation of extensive heat-affected regions and
physical material transport. This limits the achievable
precision and quality of the desired structure. The improve-
ments afforded by fs-laser pulses are (a) very rapid energy
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deposition resulting in plasma formation, (b) absence of
molten metal, and (c) negligible heat-affected zones.

Nolte et al. [7] give a very complete description and dis-
cussion of a typical micromachining process in metals. They
describe an imaging system that focuses a flat-top profile onto
a copper foil which is mounted on a computer controlled three-
axis translation stage inside a vacuum chamber. The beam
fluence used was 140–460 mJ=cm2; the pulse duration used
was 150 fs. Use was made of a vacuum chamber (10�4 mbar)
to avoid nonlinear effects in air and minimize re-deposition
of the ablated material. Examples of patterns and the feature
size that were written by this technique are shown in

experimental data for the feature depth as a function of the
incident fluence, and compare it to a simple model which
relates the depth to the threshold fluence and the penetration
depth of the beam. Mourou et al. in their US patent [8] show a
plot of the damage threshold vs. pulse width obtained on a
gold film. They use a 200 fs-pulse from a 800-nm Ti–sapphire
laser. The arrow on the graph indicates the significant change
in behavior.

There are commercial system available that provide
the laser and the three-axis micropositioning stages for

Figure 10.4 Electron micrographs pf laser ablation writing on
copper. The 800 nm 150 fs-light, 700 mJ per pulse, was focused with
a 150 mm lens (taken from Ref. [7]).

444 Chapter 10

5921-4 Borelli Ch10 R2 081604

Figs. 10.4 and 10.5 taken from the same work. They also show



Copyright © 2005 by Marcel Dekker

patterning intricate and precise surface structures. An exam-

10.3.2. Dielectric Materials

The process of laser ablation of dielectric materials shares a
lot in common with the absorbing materials discussed above
except that the initial excitation occurs by a higher order pro-
cess. In other words, the thermal conditions leading to abla-
tion likely are similar, but the way the initial excitation is
effected is different because the laser wavelength is below
the band gap. This is borne out by similarity of the damage
threshold as a function of pulse duration for silica as shown

In general, one starts the explanation of the damage pro-
cess by positing the existence of a stray electron, which then

Figure 10.5 SEM photograph of holes drilled in copper. Holes are
80 mm in size, on a 150 mm pitch. In this case, the laser frequency
was double to 390 nm with a pulse energy of 40 mJ. (picture taken
from Ref. [7]).
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gets accelerated by the light. Then by collisions it produces
two electrons, and the avalanche process begins as described
above. This stochastic-like nature of the seed electrons is the
reason why ablation, or optical damage in general can be so
hard to reproduce. In the case of ultra-short pulses, the seed
electrons can originate from multiphoton excitation because
of the very high intensity, thus the initiation of the avalanche
process is more consistent. This point is shown clearly in
Fig. 10.7 where a comparison is made between the damage
threshold of fused silica with 7 ns pulses, upper curve, and

Figure 10.6 Damage threshold vs. pulse duration for silica (taken
from Ref. [8]).

Figure 10.7 Laser-induced breakdown vs. laser fluence in silica
for (a) 7 ns pulses, and (b) 170 fs pulses (taken from Ref. [12]).
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170 fs pulses in the lower curve [12]. Both transmission and
plasma emission data are plotted. The transmittance is a com-
plicated phenomenon involving the light interacting with the
plasma. The important point is that the plasma emission
yields a rather distinct threshold. One can see the almost ran-
dom behavior of the 7 ns data, while that of the 170 fs is quite
consistent. This is directly attributable to well-defined multi-
photon initiation of the plasma formation.

Kautek and Kruger [5] have measured the ablation
depth as a function of the number of pulses for 20–300 fs pulse
duration for Corning code 7059 glass as shown in Fig. 10.8.

10.3.3. Other Applications

Other than the ability to pattern surfaces with the use
of focused fs-laser beams, there are a few new suggested

Figure 10.8 Ablation depth vs. number of pulses in barium boro-
silicate glass at 20, 50, 120, and 300 fs (taken from Ref. [5]).
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applications in dielectric materials. One scheme is to make a
3-D memory storage device by altering the energy state of a
dopant in the glass [13]. The schematic of the operation is
shown in Because of the short pulse duration,
regions of the glass that are exposed to the focused beam
experience intensities >1012 W=cm2. At this intensity, it is
proposed that one can convert Smþ3 to Smþ2, thus the absorp-
tion, as well as the fluoescence is altered dramatically in the
exposed spots, allowing them to read.

Another unique idea is to manipulate the focused
fs-laser generated microvoids in silica glass. Watanabe
et al. [14] focused fs-laser inside the silica glass to create
local structural changes or more specifically, optical damage

Figure 10.9 Ablation depth vs. number of pulses for different
fluences=pulse duration combinations for the barium borosilicate
glass. From upper line to bottom in fs=mJ, 50=15, 50=30, 120,20,
120=40 (taken from Ref. [5]).
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in the form of microvoids. They used a Ti–sapphire laser
operating at 800-nm, 1 kHz, 130 fs pulse, with an energy
per pulse 0.5–2.3mJ depending on the NA of the focusing
objective. What was unique was their ability to physically
move the void by moving the exposure spot. This is shown
in First, they produced three microvoids as
shown in (a). They then translated the focus by a distance
of 0.5mm in the negative z-direction. Continuing this
process, they could step the void to a distance of 5 mm as
shown in (e).

Figure 10.10 Schematic rendition of a 3-D memory based on writ-
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10.4. INDUCED REFRACTIVE INDEX

The unique aspect of the interaction of fs-laser pulses with
glass is the ability to produce permanent refractive index
changes without physical damage. In other words, up till
now we have been describing phenomena which cause signifi-
cant physical changes, like ablation or the formation of micro-
voids. An example of an over exposed track where physical

most part, these phenomena are ultimately driven by a ther-
mal mechanism. What we are to discuss below is not likely
thermally induced, although this point has been argued.
Nonetheless, there appears to be in addition some sort of
structural change that is discernible only through a change
in the refractive index. This ability has led to a number of
very interesting suggestions and demonstrations for optical
devices. The idea of a 3-D structure of coupled light guides
is one of the more fascinating suggestions.

10.4.1. Typical Refractive Index Altering
Exposure Set-up

An amplifier (e.g., Spectra Physics Spitfire model) seeded by
the oscillator is typically the source of 800-nm, 40–100 fs
pulses having a repetition rate of 1–20 kHz, depending on

Figure 10.11 SEM picture of fs-laser spots and the ability to move
them, see text for explanation (taken from Ref. [14]).
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the specific model, and energies up to 30-mJ. Mitutoyo objec-
tives, typically 0.26 NA are used and they give a good compro-
mise between a reasonably tight focusing and about 3-cm long
working distance enabling to fabricate waveguides in thick
samples. There are essentially two writing methods, the first
is the ‘‘longitudinal’’ writing technique when the sample is
traversed parallel to the optical axis of the beam, while the
other is the ‘‘top writing’’ method. These are depicted in

beam is accomplished by a three-dimensional translation
stage usually with speeds ranging from 1mm=s to 1 mm=s.
The longitudinal writing method has the advantage of produ-
cing a cylindrical profile compared to an elliptical one in case
of top-writing scheme. Multiple-scan writing can also be used.

Waveguide-like patterns written in a number of different
glasses by the method shown in Fig. 10.13b are shown in

Figure 10.12 Light scattering from a damaged track in an
attempt to write a waveguide.
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photograph of the near field of light propagating in the wave-

the induced Dn for SiO2 on the 800 nm laser-pulse energy
has been measured and the typical curve is presented in

velocity is shown in Fig. 10.17b [3]. There is a weak depen-
dence of Dn vs. velocity for values higher, than 40–50mm=s
and it sharply grows with velocity decreasing below the

Figure 10.13 Schematic representation of the fs-laser waveguide
writing technique; (a) axial or longitudinal writing, (b) top-writing.

Figure 10.14 Microscope pictures of fs-laser written waveguide-
like tracks in four different glasses (taken from Ref. [1]).
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silica by the longitudinal method is shown in Fig. 10.15 [3]. A

guide is shown in Fig. 10.16. Representative dependence of

Fig. 10.17a [3]. The functional dependence on translational

values of 30–35 mm=s (Figs. 10.2a and 10.3a). For the fixed
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velocity of 10 mm=s, the refractive-index increase in fused
silica is saturated at pulse energies around 0.75 mJ and then
decreases slightly Visual inspection of light-
coupling into the waveguide written either with pulse
energies in excess of 1 mJ or at translation velocities below
5–10 mm=s showed the presence of scattering centers along
the written track that lead to losses. This appears to be the
result of physical damage similar to that shown in

Figure 10.15 Typical refractive index profile measured for a light
guiding structure written with the focused 800 nm 40 fs laser under
optimum conditions [3,25].
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10.5. PHYSICAL MECHANISM FOR INDEX
CHANGE

The physical origin of the refractive index change that can be
produced in glass by fs-laser exposure is not really well under-
stood. There have been a number of papers relating to the
‘‘damage’’ of glass and crystals [2,8,9,11,16]. The word
‘‘damage’’ is taken to mean catastrophic mechanical damage
such as breakdown, or ablation. However, at exposures well
below these estimated thresholds, some sort of permanent
alteration of the refractive index is occurring without any
evidence of physical damage.

Below we are examining the effects that may cause the
increase of the refractive index in glasses as a result of irra-
diation by femtosecond laser pulses. First, we discuss the role
of the localized heating that accompanies the interaction of
intense ultra-short pulses with the glass. Several mechanisms
of nonlinear absorption are considered in the literature [17],
the main being multiphoton absorption, tunneling, and

Figure 10.16 End-on microscope picture of white light
propagating through fs-laser written waveguide structure.
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Figure 10.17 Dependence of induced refractive index in silica;
(a) as a function of translational velocity at fixed pulse energy,
and (b) fixed velocity of 10 mm=s as a function of pulse energy [25].
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avalanche ionization. The electron excitation kinetics equa-
tion can be written in the form:

dne

dt
¼ WðI; �h$;DÞ þ ZIne; ð1Þ

where n is the free electron density, I is the laser pulse inten-
sity, o is the laser frequency, D is the glass band gap, W is the
ionization rate, and Z is the avalanche coefficient. Usually, W
is calculated using Keldysh formula [17]. In case of multipho-
ton ionization, the ionization rate can be presented as

W ¼ sðkÞIk; ð2Þ

where the value of k refers to the order of the multiphoton
process.

To estimate the contribution of the multiphoton absorp-
tion and avalanche ionization one can compile
based on the data for the comparable experimental condi-
tions. The data in the table indicate that for the short pulse
duration of 20–40 fs the avalanche ionization has a negligible
contribution.

Depending upon the electric field strength E the non-
linear light absorption may occur due to the multiphoton ioni-
zation (MPI) or due to tunneling. Tunneling mechanism is
involved for higher electric field when this field distorts the
boundaries of the bandgap. According to Refs. [9,18] the criti-
cal parameter g is used to distinguish these two processes is
given by the formula

g ¼ O
ffiffiffiffiffiffiffiffiffiffiffiffiffi
mredD

p

eE
; ð3Þ

where O is the laser frequency, mred is the reduced effective
mass, and e is the electron charge. The case of g�1 (high
laser frequency and=or low electric field) corresponds to mul-
tiphoton ionization while in case of g�1 tunneling is domi-
nating. For the two regimes described above electron
excitation occurs through multiphoton absorption in the low
pulse energy case and through tunneling in the high energy
case. However, as concerns the waveguide formation the
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unanswered question remains how much of the absorbed light
energy is transferred to the lattice.

10.5.1. Thermal Model

Although the explicit thermal mechanism is not known, it is
thought to involve the local rapid heating of a small volume
of the glass at the focal spot. Heating the glass and freezing
in the high temperature state could produce a lowering of
an index, instead of an increase. However, one might imagine
a shock wave generated by the rapid expansion leading to
compression and an increase of refractive index [3].

Streltsov and Borrelli [3] measured the absorbed energy
from fs-laser pulses that were focused inside the bulk of the
sample, which was constantly translated so not to maintain
the focus in the same spot of the sample. The energy after
exiting the sample was monitored relative to the input. The
results at 800-nm for both fused silica are plotted as absor-

thermal situation corresponding to the experimental expo-
sure conditions using a finite-element heat diffusion equation
with a heat source term added appropriate to the pulse
energy, pulse duration, and repetition rate. In the case stu-
died with a 20 kHz repetition rate, the time between pulses
was sufficiently long relative to the thermal diffusion time
(around 1 ms) so that only one pulse does the heating. Since
the translation speed is slow in comparison to the repetition
rate, the spot is relatively fixed.

The temperature rise was calculated using the absorbed
energy, which was obtained from the measured value of the
absorption coefficient. On the basis of the absorbed energy
data and the thermal model, they were able to make a guess
at the temperature rise associated with our experimental

Although the predicted temperature rise is significant
and seems to initially track the index change, it is nonetheless
difficult to conclude on the basis of these data that the
temperature is the dominant parameter.
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bance vs. pulse energy in Fig. 10.18. They then modeled the

exposure protocols. This is shown in Fig. 10.17b for silica.
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10.5.2. Color Center Model

It has been suggested that the possible source of the induced
refractive index change is the effect of the radiation to pro-
duce color centers [19] in sufficient number and strength as
to alter the index through a Kramers–Kronig mechanism.
This has been a proposed mechanism for the index change
produced by deep-UV excitation of the Ge-doped silica fibers
resulting to fiber Bragg gratings [20]. In deep-UV irradiated
Ge-doped silica fiber, the Ge E0 center concentration is of
the order of 5�1017 cm�3. The exposure was with 1 MW=cm2

per pulse for 106 pulses from a 248-nm excimer laser that
resulted in induced refractive index change of the order of
10�4. For pure silica, the numbers of Si E0 and NBOHC that
can be produced with much longer exposure at 193-nm are
the order of 1015 cm�3 [13].

Streltsov and Borrelli [3] measured the dominant color
center produced by the fs-laser exposure (i.e., in the case of
silica it was the Si E0 center). The measured results indicate
that color centers of the order 3�1019 cm�3 are being

Figure 10.18 Measured nonlinear absorption in silica as a func-
tion of incident 800 nm pulse energy [25].
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produced. In comparison to the Si–Ge case mentioned above,
this could correspond to refractive index changes of 10�3.

They used the comparison of annealing behavior to learn
if the color centers and the induced refractive index might
have a common origin. In Fig. 10.19 is plotted the normalized
induced refractive index change as a function of temperature
for silica and compared it to the normalized E0 concentration.
The color center signal is seen to diminish at a faster rate
with annealing temperature compared to the induced refrac-
tive index change. On the other hand, different thermal stabi-
lity notwithstanding, the positive argument for the color
center origin for the induced refractive index is that because
of the high electron density produced by the fs-laser exposure
there are sufficient trapped species (color centers) created to
produce the index change via Kramers–Kronig.

10.5.3. Structural Change Model

There is the possibility that the induced refractive index
change derives from some sort of structural change which in

Figure 10.19 Temperature stability of the fs-laser induced refrac-
tive index change (triangles) as compared to that of the Si E0 color
center (circles) [25].
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turn produces an index change. An example of this would be
deep-UV induced density changes that have been observed in
silica and other binary systems [21]. The signature of laser-
induced densification is the stress that is produced in the sur-
rounding unexposed medium in response to the volume
changes produced in the exposed region. In the 800-nm laser
case we would appeal to a multiphoton excitation of the same
phenomenon as observed with deep-UV exposure. A represen-

a for writing speeds of 10–100mm=s at pulse energy of 1 mJ.
The scan of the measured retardance for a 0.5-mm sample
thickness is shown in Fig. 10.20. This resulting refractive
index change calculated from the measured birefringence as
a function of the writing speed for two exposure energy is
an order of magnitude smaller indicating that densification

There is another study alluding to fs-laser-induced struc-
tural changes evident from change in the Raman spectrum

peaks at 490 cm�1 and 605 cm�1

tural change. For the case at hand, one must further propose
the link between the observed increases in the refractive
index and the growth of these peaks. It has been reported
such changes occur in the Raman spectrum and indicate that

Figure 10.20 (a) Axial stress birefringence profiles of exposed
tracks viewed under crossed polarizers, (b) the map of the magni-
tude of the induced birefringence.
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tative set of stress birefringence patterns is shown in Fig. 10.9

have been correlated to struc-

alone cannot account for the entire effect (Fig. 10.19).

[22] (see discussion and references therein). Raman spectrum
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structural changes have occurred [22]. On the other hand,
Stretsov and Borrelli [3] using a micro-Raman instrument
directly examined four tracks each corresponding to different
exposure energy ranging from 1 to 4 mJ. They found, only at
the highest energy of 4 mJ was there any evidence of a change.
On the other hand, measurable refractive index changes of
>10�3 were obtained for all the tracks although the track
written at 4 mJ had visible mechanical damage.

10.6. DEVICE APPLICATIONS

The induced index change that can be produced by controlled
fs-laser exposure has been used to produce a number of novel
structures that could have photonic device implications. The
general view is that it extends one’s ability to create index
patterns in real 3-D dimensions, like a 1 cm cube. The limita-
tion in dimension of the path produced is imposed by the
working distance of the writing lens. This is easily seen from

Figure 10.21 Schematic diagram of optical waveguide writing by
high repetition laser pulses. Near-field patterns at 800 nm on
fluoride glass waveguides where the core diameters are (a) 8mm,
and (b) 17 mm and (c) 25mm respectively. Far-field patterns of a
fluoride waveguide for different wavelengths. The sample was the
same as that observed in left.
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The thickness of the path through the sample cannot exceed
the working distance of the lens. Unfortunately, one also need
a reasonably high NA to produce the high intensity at the
focus. Since these are opposing properties one must adopt a
trade-off. The best lens used has an NA of the order of 0.25
and a working distance of around 20 mm. In the following
sections, we will review the structures that have been made
and their performance.

10.6.1. Waveguide Structures

The first optical structure that was made utilizing the fs-laser
exposure-induced refractive index change was an optical
waveguide embedded in a 3-D piece of silica, or glass. Hirao
and co-workers [1] were the first to report writing such struc-
tures. They used an amplified 810-nm Ti–sapphire laser with
120 fs operating at 200 kHz with an average power of 1 W.
A 5-mm beam was focused using a 5–20� microscope objective
to a moving XYZ stage (speed could be controlled from 0.1 to
10 mm=s). They were able to write measurable tracks in a
wide variety of glasses such as silica, fluoride glasses, lead-
silicate and even a sulfide glass using this technique. The
microscope pictures of the written pattern were shown in

shown does not insure that a true waveguide structure has
been written. However, for the fluoride glass they show a ser-
ies of near-field patterns for three track diameters clearly
showing the expected higher order modal behavior change.
The authors are not specific to how they altered the diameter
of the guide. There is some indication that they used multiple
scans and in that process the altered region could be widened.
They also show a far-field pattern for one of the guides at two
different wavelengths. The bulls-eye pattern appears to
originate from the interference of the guided mode with light
from the launch that is not guided. In other words, it comes
from the mismatch of the NA of the lens and the acceptance
NA of the guide. Since the guides are so short, 1–2 cm, one
cannot strip out the unguided light. The estimate of the
induced index change is quite high, 0.01.
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Fig. 10.14. The fact that one can see the written track as
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Homoelle et al. [23] reported on a more extensive study of
the induced refractive index of silica and boron-doped silica as
a function of writing fluence and speed. There results are

intensity that is important, not the fluence per se. One must
be careful to factor in the pulse duration when comparing
results from different authors since they most often report
the exposure in terms of the pulse energy.

The method used to estimate the refractive index of the
waveguide was to measure the NA from the far-field pattern.
What was interesting was the apparent correlation of the
induced refractive index change with induced densification.
Although it may not be the sole source of the index change,
it seemed to account for the enhanced sensitivity of the
B-doped silica.

Hirao and co-workers [1] reported losses as low as
0.1 db=cm, but without any description of the method by
which it was obtained. Florea and Winick [24] report on the
results of a standard cut-back method and obtained a value
of 1.3 db=cm at 633 nm.

10.6.2. Couplers

If one were to implement a true 3-D structure using the fs-
laser technique one would need to make directional couplers
and gratings to direct the light from one part of the 3-D struc-
ture to another. Hoemelle et al. [23] were the first to demon-

made using a 60 fs pulse at 1 mJ with a writing speed of 30m=s.
An Ar-laser was used to show the relative coupling efficiency.
More recently Streltsov and Borrelli [25] wrote a directional
waveguide structure and measured the splitting ratio to be
near 3 db. Their results are indicated in In
Fig. 10.23a is shown the actual dimensions of the beam
writing paths that were used. In (b) figure, the near-field
output is shown as indicated, and in (c) is shown the far-field
output.

Minoshima et al. [26] also reported on the fabrication of a
directional couples as shown in This design
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shown in Table 10.1. It should be kept in mind that it is the

strate a Y-coupler as shown in Fig. 10.22. The structure was

10.23.Fig.

10.24.Fig.
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provides a controllable coupling interaction distance. One
problem is the rather sharp corners which could cause
loss. Nonetheless, they found excellent correlation of the
coupling with length as shown in the (c) through (d) figures.

[27]. Here a central straight waveguide is coupled to two adja-
cent guides as shown. When light is input into the central
guide one can see equal amount of light in the two adjacent
guides as shown in (a). When light enters through one of
the adjacent guides, one can see light coupled to the central
guide and only a very weak amount to the other adjacent
guide as expected. This result is shown in (b).

There are some nonobvious difficulties in creating these
structures. The first is that since the induced index is a func-
tion of the writing beam speed, one must be sure that is traver-
sing the path changes that it is done in a continuous manner at
the same speed. Otherwise one develops regions of higher
index and perhaps different diameter. Although this difficulty
can be overcome with appropriate hardware and software, the
second poses a more serious problem. This is that in the writ-
ing of the second waveguide because of the proximity to the
first written guide, there is a change in the index of the first
guide. This interaction is tolerable in the case of a two-guide
coupler but it becomes much more serious as the number of
guides increases. Each newly written guide has an effect on
the characteristics of all of the other guide previously written.
This makes maintaining a knowable and constant coupling
ration to all the guided very difficult to obtain.

Figure 10.22 Y-coupler written by fs-laser method. Light
entering from left is split in the y-section (taken from Ref. [23]).
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A more ambitious 3-D structure is shown in Fig. 10.25
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10.6.3. Gratings

and properties of gratings. The most important of these are
the so-called fiber Bragg gratings. They are used as filters
in their short period version and mode couplers in their long
period state. Mention was also made of methods of making
holographic gratings in bulk glasses as well. These gratings

Figure 10.23 Directional coupler written by 400-nm 30-fs 2.5-nJ
laser pulses, speed—10-mm=s.
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We have discussed in some detail in Chapter 7 the methods
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could extend through a millimeter or more of glass. In the
above-mentioned scheme of an integrated 3-D structure, grat-
ings localized to given positions within the structure would be
required either to redirect the light or couple light from one
waveguide to another adjacent guide. The fs-laser writing
technique would allow such a positioning is a cube of glass.

Florea et al. [28] have written gratings with a 10mm
pitch into silica with a fs-laser with pulse energies of 0.5–
10 mJ. The writing beam was focused inside the sample and
each grating line was drawn by scanning the focused laser
into parallel lines perpendicular to the eventual beam propa-
gation direction. They used a 50� objective to form the ulti-
mate writing beam. The scan rate was reported to be
25 mm=s. Since the top-writing method was being used, the
depth of the grating was determined by the Rayleigh range
of the focused beam and the threshold intensity of the writing
process. What this means is that the actual affected area is

the measurement of the diffraction efficiency vs. pulse energy.
This direct writing of gratings has also been done for making
long-period gratings in optical fibers by the ERATO group in
Japan.

Kawamura et al. [29] used a more sophisticated writing
method based on the ‘‘colliding’’ of two short pulses inside a

Figure 10.24 (a) Phase contrast microscopic image of one of the
directional couplers. The aspect ratio of the image is compressed
by a factor of 5 in the horizontal direction in order to better visualize
the directional coupler. The arrow in the image indicates the inter-
action region. (b) Schematic of the coupler. Separation, d, and inter-
action length, L, are varied with the fixed total length, 25 mm. He–
Ne laser is guided into one of the input ports and the output power
at two ports is measured. The coupling ratio between the two wave-
guide ports, R, is obtained. (c) Interaction length dependence of the
coupling ratio for waveguide separations d¼ 8-mm (d) d¼ 10-mm
and (e) d¼ 2-mm. Experimental results (dots) and their best-fit
results to sinusoidal curves (lines) are shown. The period of the
oscillation increases from (c) 5, to (d) 9, to (e) 14 mm which is consis-
tent with the coupled mode theory.

J
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smaller than the actual focal spot size. In Fig. 10.26 is shown
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Figure 10.25 Schematic of 3-D coupler with dimensions. (a) Photo
of output when light is initially in the center guide, (b) when light is
initially in one of the outer guides.
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silica sample. This is essentially two beam interference
technique. They used 50ms pulses with a duration of 500 fs.
A photomicrograph of the resulting gratings are shown in
Fig. 10.27.

One limitation of the former method is that it will write
gratings with a pitch smaller than 1 mm at an arbitrary depth
will be a problem. However, this is not a limitation of the
interference method.

Figure 10.27 Photo of holographic writing of volume-type micro-
gratings in silica (taken from Ref. [29]).

Figure 10.26 Diffraction efficiency of grating written in silica as a
function of the pulse energy. Pitch of grating is 10 mm (taken from
Ref. [28]).
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10.6.4. Waveguide Amplifier

Another required aspect of a fully functional 3-D optical
structure is some way to produce gain, either a laser or an
amplifier. Sikorski et al. [30] wrote a 1 cm long waveguide
in a Nd-doped glass using the fs-laser writing method. They
reported a gain of 1.5 dB=cm at the signal wavelength of
1054 nm using 346 mW of 514 nm pump. The gain was mea-
sured as the ratio between the signal power with the pump
turned on and with the pump off.

10.6.5. Optical Storage

There have been a few attempts to utilize the ability to pro-
duce highly spatially localized optically altered regions as a
basis for a 3-D memory. Glazer et al. [31] showed the results
of patterned damage in a cube of fused silica using a 0.5mW,
100 fs pulse focused through a 0.65 NA microscope objective.
The schematic of the idea is shown in Fig. 10.28. The bit is
read by use of transmitted light in a microscope with a
0.95 NA objective. The spacing between bits was 2 mm. The
spacing between recorder layers was 15mm. From their analy-
sis of the recorded bit, the lateral extent was the order of
1 mm, although this was limited by the resolution of the

Figure 10.28 Schematic diagram of 3-D optical storage device
[31].
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optical microscope, and the longitudinal extent was 2.5mm.
Using an SEM technique to look at an exposed recorded spot,
the estimate of the size was considerably smaller and led to an
estimate of the ability to record 1013 bits=cm3. This technique
relies on physical damage, some sort of microvoid in the silica.

The other attempts have proposed to use a photo-thermal

By photo-thermal is meant that the initial exposure initiates
the effect in the material, but the index change is not mani-
fest until a subsequent thermal treatment is performed.
Kondo et al. [32] used a Ce=Ag-based photosensitive glass
as their medium. The exposure was with a 630-nm laser with
150 fs pulses, and pulse energy of 80 nJ at 1 kHz for 5 s. The
beam was focused into the glass using a 50 mm focal length
lens. They then scanned the beam at a rate of 25mm=s to form
lines of exposure. The glass was then given a heat treatment,
540�C for 30 min to develop the NaF phase. The resolution of
the developed lines of NaF phase was the order of 10mm.

Streltsov and Borrelli [33] used essentially the same
material and method. Their exposure was at 800 nm with
much shorter pulses of 30 fs and correspondingly much lower
pulse energy. They also used a shutter so to make distinct
exposure spots as would be the case for a memory application.

The dots correspond to the subsequently thermally formed
NaF phase. Figure 10.29b shows the developed pattern look-
ing in from the side. The length of the NaF-containing region
comes from the Rayleigh range of the focusing objective. In
Fig. 10.29c is shown the diffraction pattern produced by the
3-D pattern.

In another novel variation on the optical memory appli-
cation, a report by the ERATO group in Japan (REF)
describes the ability to change the valence state of Smþ3 in
glass after exposure to focused fs-pulses at 800-nm at a power
level of 200 mW. The photoluminescence of the Sm-ion in the
exposed region compared to the unexposed region is shown in

region is attributed to Smþ2, whereas the weak luminescence
in the unexposed region is that of Smþ3. It appears that an
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The exposure pattern in a given plane is shown in Fig. 10.29a.

Fig. 10.30. The sharp emission lines exhibited in the exposed

material as the recording medium (see Chapter 3, Sec. 3.4.3).
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electron has been excited through a multiphoton process and
is trapped by the Smþ3 to form Smþ2. They propose that this
is a possible scheme to make what amount to a 4-D memory.
The spatial location of an altered spot as described above, and
in addition the a spot with an different emission wavelength.
Of course the read mechanism now would have to correspond-
ingly more complicated.

10.6.6. Miscellaneous Applications

There have been a few rather novel applications involving the
use of fs-laser exposure reported in the recent literature.
Marcinkevicius et al. [35] describe a novel way to microma-
chine a silica glass. They essentially created a damage track
of a line of small voids. They used 120 fs pulses focused by a
1.3 NA oil immersion objective to make the damage track.
They then subjected the sample to a HF etching bath for a
period of a few hours. The action of the HF solution was to
dissolve the thin glass regions between the voids. They
ultimately were able to obtain a 12mm diameter track
through a sample of silica that was 0.12 mm thick.

Streltsov [36] were able produce a much longer channel by
using a much lower NA objective. They were able to obtain a
18mm diameter channel to a distance of 0.8 mm after the HF
treatment. They used an exposure protocol of 40 fs pulses at
10mW with a translational speed of 0.1 mm=s. A photomicro-

the technique to make holes of much larger diameter by using
a helical damage track pattern. In this case they were able to
produce a 0.12 mm diameter channel through a 2 mm thick
sample of silica. A photomicrograph of such a channel is shown

Figure 10.29 Series of photomicrographs of 3-D structure written
in a photosensitive glass, see text. A is an end-on view of photo-
produced CaF2 crystals, B side view showing depth of exposure,
and C, a diffraction pattern produced by the 3-D grating [33].
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graph of their result is shown in Fig. 10.31. They extended

in Fig. 10.32. An important application of this new technique of
drilling holes in fused silica in shown in Fig. 10.33 where an
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Figure 10.30 Emission spectra of (a) the waveguide formed by the
laser irradiation and (b) the non irradiated area in a Sm3þ doped
fluoride glass. The excitation wavelength is 514 nm. This shows that
the photo-reduction of Sm3þ to Sm2þ has occurred simultaneously
with the refractive index change.

Figure 10.31 Photomicrograph of fs-laser hole drilling in silica.
See text for explanation of the technique.
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Figure 10.32 Photomicrograph picture of single hole shown in the

Figure 10.33 Standard optical waveguide fiber inserted into hole
made by fs-laser drilling.
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above in Fig. 10.31. Diameter is 125 mm.
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optical waveguide is shown threaded through the laser-made
channel. The technique enables one to precisely position holes
in a 2-D array in a 2 mm thick piece of fused silica thus provid-
ing a way to position a 2-D array of single mode optical fibers as
schematically shown in Fig. 10.34.

10.7. INTERACTION WITH CRYSTALS

All that we have discussed above involved the interaction of
the fs-laser pulses with glass. The interaction with crystal
appears to more difficult to generalize in terms of the ability
to alter the refractive index without causing physical damage.
The mechanisms that have been proposed for the refractive
index change in glass do not readily carry over to crystals.
This is primarily because the crystal structure, unlike the
glass, has much less ability to accommodate changes.
Consider the example of stress. If the effect of the fs-laser
interaction were to in some way lead to a volume change,
the crystal if it were not to damage would have to find a
way to structurally adapt. One possible way would be to create

Figure 10.34 Schematic of fiber array holder.
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Figure 10.35 Fresnel-like lens made in single crystal CaF2 plate
by Fs-laser exposure.

Figure 10.36. Image formed by lens in Fig. [10].
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slip-planes, or other oriented changes that would still allow the
crystal to maintain the crystal structure. In general, it is safe to
say that it is much harder to produce, and control refractive
index changes in crystals than it is in glass, and the mechanism
may be quite different from that proposed for glasses.

As an example we show the refractive index pattern writ-
ten in a (111) oriented CaF2 single crystal with a 800 nm fs-

forms a Fresnel lens structure. We show the image formed

length of 0.5 mm. The induced refractive index change is esti-
mated to be 0.01 and corresponds to a decrease. Electron
microscopic studies indicate that the exposed region does
not show a diffraction pattern. This lack of a discernable
diffraction pattern could mean that the number of point-
like defects produced by the irradiation is so large that the
crystalline structure is essentially gone.

In quartz, one also sees a similar decease in the refrac-
tive index. In LiNbO3 it is not so clear as to the nature of
the refractive index change indicating that the mechanism
in this case is even more complex.

10.8. APPENDIX A

10.8.1. Mode-Locked Lasers: Ultra-short Pulses

One of the significant advances in lasers over the last 10 years
has been the development of the ultra-short pulse mode-
locked laser. Mode locking is an old laser concept, however,
the ability to produce an array of stable sub-picosecond pulses
is much more recent. Mode locking is based on establishing a
temporal relation for modes propagating in the cavity. In gen-
eral many modes would experience some level of gain. The
objective of mode locking is to provide some controlled loss
mechanism in the cavity (or external) to create a stable tem-
poral train of pulses The loss in combination with the gain
lifetime, will determine the width of the pulse. In simple
terms, in a pumped laser cavity, when the gain of any given
mode is sufficient to overcome the loss, one gets a laser spike.
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laser exposure in Fig. 10.35. The index pattern essentially

by this lens in Fig. 10.36 with an estimate of the effective focal
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The gain is depleted, but the pump is still on so the gain
recovers till threshold is reached again and another spike
occurs. This would proceed in a chaotic way, but with the
appropriate way of controlling the loss, one can stabilize this
behavior into a well-behaved train of pulses.

can support many modes, all those who fit according to the
wavelength and the physical distance between the mirrors,

L ¼ ml=2; m is an integer ðA10:1Þ

The round trip transit time then is simply

T ¼ 2L=c ðA10:2Þ

We sketch the gain spectrum of the laser medium, and the

the pulses with period T and pulse width t. A breakthrough
toward the narrowing of the pulse duration to sub-picosecond
came with the discovery of what is called passive mode
locking. The use of the term passive comes from the compar-
ison to the prior approach that used electo-optic or acouto-
optic modulators in the cavity to establish the mode locked
state. The modulator was placed in the cavity and driven at
an rf frequency that satisfied the following relation:

f ¼ 2m=T where m is an integer ðA10:3Þ

The initial passive system used an organic dye as the gain
medium, rhodamine-6G, and a saturable absorber, DODCI.
The mechanism for the pulse formation is indicated in

intensity in the cavity grows. The gain is high because the
inversion is high due to the added loss of the absorber. When
the intensity is high enough the absorber saturates, indicated
by the arrow in the diagram. The inversion now is suddenly
reduced leading to the start of the laser pulse. The pulse will
persist until the gain drops below threshold. One can see that
the shape of the pulse is governed on one edge by the speed at
which the absorber saturates and on the other edge by the
recovery time of the gain medium.
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A typical gain cavity is shown in Fig. 10A.1a. The cavity

modal separation as Dn in Fig. 10A.1b. In Fig. 10A.1c we show

Fig. 10A.2. As one can see when one pumps the system the
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Figure 10A.1 (a) Schematic of gain medium in an optical cavity,
(b) Skeych of a gain curve of tube of the active medium with the
modal separation indicated, (c) Schematic of pulse train generated
showing spacing and width of the pulses.
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Figure 10A.2 Schematic representation of how pulse is formed
when saturable absorber is used. Intensity in cavity grows until
sufficient to saturate the dye which initiates the leading edge of
the pulse, inversion is then depleted which determines the trailing
edge of the pulse.

Figure 10A.3 Schematic representation of the Kerr Lens mechan-
ism for mode locking. See text for explanation.
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Figure 10A.4 (a) Representation of an actual Kerr Lens optical cavity showing the prisms used to provide
dispersion compensation, (b) Typical mode locked pulse, (c) Typical spectral width of a pulse.
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Although the dye-based system could produce sub-
picosecond pulses, there were some undesirable features.
For a number of reasons, the gain medium of choice was the
Ti–sapphire laser. It was an efficient laser material with a

Figure 10A.4 Continued
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much broader gain bandwidth, but it had a longer excited
state lifetime and a smaller gain cross-section than the dye.
Because the lifetime was too long, the recovery time was too
slow for the use of the saturable absorber method. What
was found was an entirely new way to produce short pulses
which is called Kerr Lens Mode Locking. A simple diagram

re-collimate the light in the cavity so that the focus in inside
the laser crystal. The aperture provides the loss. When the
intensity gets high enough, then the refractive index of the
sapphire crystal is raised as indicated by the high-frequency
Kerr effect. So it is a very fast switch since it is a purely elec-
tronic phenomenon. The problem that ensues is that there is
also considerable dispersion produced by the nonlinearity
(self-phase modulation) which broaden the pulses.
To compensate for this a number of prisms are added to the
path as shown in A representative temporal
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11

Negative Refractive Index Materials

11.1. BACKGROUND

The exposition of the consequences of light propagation in a
material that exhibits both a negative dielectric constant
and a negative magnetic permeability was first published by
Veselago in 1968 [1]. It set the framework for a number of
interesting and unusual properties that derive from this
hypothetical condition. Since then a number of articles have
appeared dealing with the idea [2,3], we will review his math-
ematical approach below, as well as how this formalism leads
to the interesting physical manifestations. This will be
followed by a review of the most recent work that is
suggestive of ways to find materials with the desired negative
quantities and how well the experiments or simulation
conform to what was predicted.

It should be realized that there is nothing physically
impossible about a material that exhibits a negative dielectric
constant, or a negative magnetic permeability. Nonetheless,
the odds of finding both at the same time is rare and requires
some thought as to how it may be brought about.
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One starts withMaxwell’s equations for a lossless dielectric

HxE ¼ �1

c

@B

@t
ð11:1Þ

HxH ¼ 1

c

@D

@t
ð11:2Þ

One defines the normal linear constitutive relations in
the following form:

D ¼ eE; B ¼ mH ð11:3Þ
One can combine Eqs. (1) and (2) in the standard way

and substitute Eq. (3) and obtain the following familiar wave
equations:

H2E ¼ em
c2

@2E

@t2
ð11:4Þ

H2H ¼ em
c2

@2H

@t2
ð11:5Þ

Comparing this to the form of the classic wave equation one
concludes that em=c2 is equal to the reciprocal of the square of the
velocity of the wave and thus determines the refractive index as

n2 ¼ em ð11:6Þ
In the typical case for the common materials in the opti-

cal regime, they are not magnetic, here, then m is taken as
unity and we get the commonly seen relation between the
refractive index and the dielectric constant.

To examine the consequence of having the negative sign
of e and m, we go back to Eqs. (1) and (2) and use the solutions

E
H

� �
¼ Eðx; yÞ

Hðx; yÞ

� �
exp iðkz� otÞ ð11:7Þ

One obtains the following two expressions relating E and
H to the wave vector, k:

kxE ¼ o
c
mH ð11:8Þ

kxH ¼ �o
c
eE ð11:9Þ

490 Chapter 11

5921-4 Borelli Ch11 R3 102304



Copyright © 2005 by Marcel Dekker

The vector product has a convention associated with it. If
one writes a�b¼ c, one refers to the triple (a, b, c) as a posi-
tive triple linked to a right-handed xyz coordinate system, and
a negative triple if associated with a left-handed based coordi-
nate system. One can be more quantitative with respect to
this classification by the value of the determinant formed by
the direction cosines of the vectors in the order of the triple.
If the value of the determinant is þ1, it is a positive triple
(right-hand system, and �1 if it is a negative triple left-hand
system). An easy way to keep this straight is to point the
thumb of the right hand in the direction of the vector a, the
forefinger in the direction of b, and then the middle finger will
point in the direction of the product, c.

From Eqs. (8) and (9), it is clear that E, H, and k, form a
right-handed system when e and m are both positive. Follow-
ing from this fact and the definition of the Poynting vector
which gives the direction of energy flux carried by the wave,
one can write the following:

S ¼ ðc=4pÞE�H; ð11:10Þ
The energy flux of the wave for a right-handed system is in

the same direction as k, the propagation vector. If we now con-
sider the situation where both e and m are negative, ‘Eqs. (8)
and (9) reverse their signs and one is led to a left-hand system
of reckoning of the cross products. As a consequence, the direc-
tion of the energy flux carried by the wave is now opposite to
the propagation direction defined by k. That is to say the
Poynting vector and the propagation vector are antiparallel.

In an anisotropic material for certain propagation direc-
tions one can have the Poynting vector and propagation vector
making some angle with respect to other, the angle propor-
tional to the magnitude of the anisotropy of the refractive

Snell’s law refers to the phase index, while it is not relevant to
the group index, or Poynting vector. We shall briefly discuss
this below for the case of photonic crystal structures.

A number of ordinary phenomena take a novel twist as a
consequence of this change in handedness, the most impor-
tant of which is the concept of a negative refractive index.
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11.2. EFFECT OF MAGNETIC PERMEABILITY

One can also see the consequence of including the magnetic per-
meability of the material into the expression for the Brewster
angle. For the general case that includes the magnetic
permeability, one has for s-polarized light (light polarized
perpendicular to the plane of incidence) the following expression
where one is going from vacuum to thematerial with values of e,
and m [4]:

tan yB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � n2

n2 � 1

r
ð11:11Þ

For the p-polarization direction, one has the following expression:

tan yB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2 � n2

n2 � 1

r
ð11:12Þ

Where we have used Eq. (6) to define the refractive index.
Equation (12) is theordinarydefinition for theBrewsteranglecon-
dition for a medium=air interface. In the case where m¼ 1, there
can be no solution for Eq. (1). However, for the case where m> !,
and in particular for the situation where m2>n2 one can have
finite reflectivity at the Brewster angle for the s-polarization.
One can also show that at normal incidence from a
vacuum=material interface there will be no reflection if jej ¼ jmj.
This is a well-known effect in the microwave region [5].

11.3. NEGATIVE REFRACTIVE INDEX

We now examine the consequence of having both e and m nega-
tive. One of the most striking manifestations of this situation
is the way light is refracted as it passes from a right-hand
medium to a left-hand medium. This result is based on the
left-hand way of reckoning the vectors, E, H, k. For the
refraction problem, the boundary conditions that must be
satisfied at the boundary are the following:

Et;1 ¼ Et;2; Ht1 ¼ Ht;2; e1 En; ¼ e2En;2; m1Hn1 ¼ m2Hn2

ð11:13Þ
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Here, the subscript ‘‘t’’ refers to the transverse component and
‘‘n’’ to the normal component, and the numerical subscripts
refer to the medium.

This is equivalent to stipulating that the z-component
(parallel to the interface) of k must be conserved across the
boundary. But as one passes from a right-hand material to
a left-hand material, the direction of the kz is antiparallel.
According to Fig. 11.1, this would require that

n1 sinY1 ¼ �n2 sinY2 ð11:14Þ

This means that we define a negative refractive index in the
left-hand materials and that for such materials we must take
the negative value of the square root of Eq. (11.6). Using Eq.
(11.14) as the new version of Snell’s law, one gets the interest-
ing phenomenon where light bends to the other side of the

Figure 11.1 Schematic diagram showing direction of refracted
beam from a positive refractive index medium to a positive medium
(ordinary Snell’s law) and into a negative medium where the sign of
Snell’s law is now negative.
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with a right-hand system.
Initially, there was some concern about this phenom-

enon, but it has been shown experimentally in the microwave
regime [6]. We discuss the structure that was used to produce
the negative index material in a later section.

11.4. NEGATIVE INDEX MATERIALS

One can make a distinction between the negative index mate-
rials as described above by possessing an negative e and m,
compared to propagation behavior in photonic crystals where
one can have modes with negative effective refractive index.
In the latter case, certain propagating modes in periodic
dielectric structures are made up of materials with positive
dielectric properties, the negative index behavior derives from
very strong anomalous dispersion near the Brillouin bound-
aries. So really there are two classes of materials that show
unusual refraction phenomena, and ultimately negative
refractive index, or left-hand behavior. The first is that of
materials with a negative refractive index (negative e and m)
which we will discuss below, and the second is that of photo-
nic crystals which can exhibit a negative effective index
through strong anomalous dispersion produced at the
Brillouin boundary.

A convenient graphical way to show the unusual propa-
gation behavior in photonic crystal structures is through the
use of what is called the wave-vector diagram [7]. It is a 2-D
plot of the wave-vector as a function of angle for a given
frequency and state of polarization. Typically, it is shown as
a kx vs. ky plot which is equivalent to the effective index in
the respective directions. For an isotropic material, it is just

it is an ellipse. For photonic crystal structures, as discussed
in the pattern can be quite ornate, reflecting
the symmetry of the local structure and strong frequency
dependence. For the hexagonal pattern of holes in a dielectric
medium, it has at a frequency removed from a band edge, the
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a circle as shown in Fig. 11.2a. For a birefringent material,
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form of a six-pointed star pattern shown in Fig. 11.2b. As the

sharper features of the pattern smooth out and eventually
becomes a circle again. It is this change in behavior that will
make the distinction between anomalous refraction and nega-
tive refractive index behavior.

One can use the wave-vector diagram to track the
propagation through boundaries between different media. In
Fig. 11.2, we have added an inner circle which represents
an interface with an isotropic index such as air. The radius
of the circle is proportional to the refractive index of the
medium it represents. As one can see from the construction,
drawing lines from the origin to the points of intersection of
the circles with an arbitrary horizontal line (momentum

Figure 11.2 Wave-vector diagram (kx vs. ky plot) with constant
frequency contours, (a) homogeneous material, and (b) photonic
crystal.
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conservation) measures the propagating condition (because of
symmetry, the intersection with a dashed line at negative ky
yields the reflecting direction). The same construction is
shown for the photonic crystal structure and clearly it results
in a much more complicated behavior as a consequence of the
periodic structure. Snell’s law is no longer determining the
relation between the propagation directions unless we define
an effective index of the photonic crystal of the medium.

The other interesting aspect of this construction is that
the normal to the wave-vector surface at any point is the
group velocity

vg ¼ HkoðkÞ ð11:15Þ
One can show that this vector [@o=@kx, @o=@ky] is every-

where normal to the contour formed by o(kx, ky)¼o0.
In Fig. 11.3, we show how the propagation changes as a

function of incident direction. This is not to be confused with a
negative refractive index effect. In the negative index
medium, the group velocity and the momentum of
propagation vector are traveling in opposite directions as
the left-hand system would require. In this case, the two
are an angle with respect to each other, in the same half-

Figure 11.3 Construction with wave-vector diagram showing the
determination of the group velocity. Inner circle represents air.
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As Notomi [10] has pointed out, the difference between
these two behaviors (anomalous refraction and true negative
refraction) is a matter of the strength of the dispersion
produced by a given structure or, for that matter, any strong
dispersion producing phenomenon. In the case of photonic
crystals, this strength is determined by the proximity of the
frequency to the forbidden band gaps. In a very real way,
strong anomalous dispersion is the source of all negative
refractive index phenomena in all cases. When it gets strong
enough to make the refractive index negative at a frequency
close to a resonance, then we have the left-hand system where
the energy flow is in the opposite direction to the momentum
of the wave.

11.5. METHODS OF PRODUCING NEGATIVE
REFRACTIVE INDEX BEHAVIOR

As we have mentioned above, there are two distinct ways to
produce the phenomenon associated with a negative refractive
index. The first way is to find, or design a material, or struc-
ture that exhibits the property of negative e and negative m.
As we will see there are physical phenomena that can be
exploited to produce negative e, and more exotic ways to
produce a negative magnetic permeability greater than unity
at optical frequencies [8,9]. The second way, as we have
alluded to in the previous section, is to use the periodic

Figure 11.4 Real part of the dielectric constant vs. the square of
the wavelength for metallic silver.
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up locally of positive refractive index with sufficiently high
contrast to permit the propagation of a mode with a negative
effective phase velocity [10,11]. In a given periodic structure
not all propagating modes have this property and even those
that do will do so only in a limited frequency range. We first
deal with the methods that have been suggested to produce
both negative e and m, sometimes called ‘‘metamaterials’’.

11.5.1. Use of Resonant Structures

The behavior of electron plasma can easily exhibit a wave-
length region of negative e. The classical expression for the
frequency of an electron plasma oscillation is given by

o2
p ¼ Ne

2

m
ð11:16Þ

In metals where the electron density is high and one can
approximate the effect of the positive nuclei by using an
effective mass for the electron, one describes these collective
electron oscillations as plasmons. The dielectric function then
can be expressed as the following:

eðoÞ ¼ e1 þ ie2 ¼ ei �
o2

p

oðoþ igÞ ð11:17Þ

Here e1 and e2 represent the real and imaginary parts of the
dielectric and op is the plasma frequency. In the free electron
case eI is equal to unity, but in this case, it is used to include
the interband contributions to the dielectric function, as well
as the so-called free electron contribution. One can see that if
the frequency is sufficiently below the plasma frequency,
o�op, then e can become negative. To demonstrate this we

dielectric constant as a function of wavelength for silver
colloids in glass. One can see the characteristic wavelength
squared dependence described by Eq. (11.20) over a spectral
region >500nm. The surface plasmon frequency for silver
in a glass matrix is found to correspond to a wavelength of
400nm.
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Generating negative magnetic permeability at optical
frequencies is a much greater challenge. For magnetic mate-
rials, the magnetic permeability diminishes at high frequen-
cies. A suggested method to produce magnetic behavior at
optical frequencies is using nonmagnetic materials in a
nanostructured array.

Smith et al. [12] were the first to critically look at a struc-
ture that yields a negative refractive index. They proposed a
split ring structure (SRR) as shown in Fig. 11.5. A time
varying magnetic field applied normal to the plane of the ring
induces a current. These currents produce a magnetic field
that either opposes or adds to the incident field. This is the
source of the desired magnetic permeability. The specific
design of the structure is explained in the reference
mentioned above, in other words what purpose the split
serves, and why two rings with their openings opposed. This

Figure 11.5 Resonance curve of copper split ring, c¼ 0.8mm,
d¼ 0.2mm, r¼ 1.5mm (taken from Ref. [12]).
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has to do with lowering the resonant frequency and overall
optimizing the interaction with the field. The dimensions of
the SRR must be small relative to the free space wavelength
which in this case is in the microwave regime. Here, the struc-
ture is designed to have a resonance at 4.8GHz.

Smith et al. [12] chose to show the results of this analysis
of the properties of the SRR in the form of a frequency vs.
propagation constant diagram as reproduced here in
Fig. 11.6a–d. This is an interesting way to look at the
phenomenon in that if either m or e go negative no propagation
is possible, thus the appearance of a gap is conformation of

Figure 11.6
two orientations of the magnetic field relative to the axis of the ring,
(a) parallel and (b) perpendicular. The gaps are attributed to the
region where either e or m is negative. The figures (c) and (d) are
for the case where a wire structure has been added to the split ring
structure in the orientations as shown. The wire structure intro-
duces an allowed state in the gap of (c) (taken from Ref. [12]).
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a negative value of either m or e. The upper two figures, a and
b, are for the orientation of the magnetic field as indicated. In
both cases, a narrow frequency gap is predicted. They
interpret the gap in (a) as due to a negative value of m and
that of (b) to a negative value of e. This distinction is made
by adding thin wire structure to the split rings as shown in
(c) and (d). It is known from the analysis of the thin wire
structure alone that one can reduce the plasma resonance
into the desired microwave regime. This means that one can
obtain a negative value of e through Eq. (11.20) in the range
of interest. By doing so they show that a defect band is pro-
duced in the gap corresponding to the configuration of (c) with
the characteristic negative dispersion. This would confirm
that in this case one has both negative e as well as negative
m. For the other orientation shown in (d), the defect state lies
outside the gap.

Some other examples of proposed structures are shown

or near resonance, such that large magnetic moments are
possible. The preferred mechanism for optical frequency
excitation of the metal structure is through surface plasmon
resonance. The example of the approach that we show here
is that proposed by Panina et al. [4]. This involves the use
of either an open ring or the parallel wire structure as shown

the exact mathematical derivation of the magnetic permeabil-
ity. It is sufficient here to give qualitative description. There
are restrictions on the size of the structures, lengths, thick-
ness, etc. to allow the analysis to be carried out. Suffice to
say that the dimensions are all to be smaller than the wave-
length of light. (In the example given by Panina, the length
of the loop is 100nm and the cross-section 10nm). The circu-
lating currents when large enough, then become the source
of the magnetic field interaction and hence the desired
permeability.

Utilizing a 2-D array of such parallel wire sets has an
effect depending on how one adds the contributions We repro-

oriented along the wire axis. They [4] calculate the real and
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in Fig. 11.7 [13,14]. The structures are designed to work at

in Fig. 11.8. The reader can go to the original papers to follow

duce one result here as Fig. 11.9, where the electric field is
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Figure 11.8 Detailed drawings of the structures indicating the
directions and quantities used in the analysis, (a) split ring, (b) wire
pair (taken from Ref. [4]).

Figure 11.7 Other suggested composite medium structures which
could lead to negative e and m at optical frequency (taken fromRef. [4]).
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imaginary part of the dielectric and magnetic polarizability,
for the single pair and then estimate the result for an array
of these two-wire elements. The separation distance is labeled
as 30nm in the figure. They show the result using an effective
medium approach which broadens the resonance and
produces no negative value of m0. One must keep in mind, that
the goal is to produce a negative value of m0 and e00 while main-
taining a reasonably low loss, that is, a small value of e00.
These data for this structure do not indicate a region of
negative e and m.

11.5.2. Photonic Crystals

Certain modes in a photonic crystal propagate with a negative
refractive index. Foteinopoulou et al. [14] and others [10,11]
have done a simulation of the modes that propagate in a
2-D photonic crystal structure made up of locally positive
materials. They used a hexagonal structure with the hole
radius to pitch ratio of 0.35. They let the structure be air holes

Figure 11.9 Calculated effective magnetic permeability and
dielectric constant vs. frequency of composites containing wire pairs
after Ref. [4].
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in a medium with a value of e¼ 12.96. For a particular
unspecified mode they calculated the effective refractive
index (kx=k0) as a function of normalized frequency
(pitch=wavelength). This is shown in Fig. 11.10. One can see
that the index goes abruptly negative at a normalized
frequency of approximately 0.61 and continues to grow
more negative as the frequency decreases.

The suggested requirement for such a mode or modes to
exist is that they be relatively isotropic with respect to the
wavevector direction. In other words, such modes cannot have
negative k in one direction in reciprocal space and positive in
another. A map where we show the normalized frequency as a
function of the position in the Brillouin for the first seven

Figure 11.10 Calculated effective refractive index vs. normalized
frequency for a 2-D triangular photonic crystal structure. Specific
mode is not specified (taken from Ref. [16]).
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bands (modes) is shown in Fig. 11.11 We show in Fig. 11.12
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a map of the frequency surfaces as a function of kx and ky for
the sixth band which exhibits a negative effective index [16].
Here, one clearly sees the required smooth isotropic
nature of the surface.

Figure 11.11 Band diagram for the first eight modes for triangu-
lar lattice photonic crystal structure; fifth mode counting from the
bottom exhibits negative refractive index.

Figure 11.12 Full equi-frequency wave-vector diagram for the
fifth mode shown in Fig. 11.11. Dome-like shape shows required
isotropic nature in all direction of k-space.
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Foteinopoulou et al. [14] also did an interesting simula-
tion of the incidence of a monochromatic wave onto a PC
structure which exhibits a negative effective index. Their
simulation is reproduced here as Fig. 11.13. Here, one sees
a somewhat unusual development of the field as the
incident light strikes the surface. There is a point in time
where the field seems undecided how to propagate, then
at a somewhat longer time the field distribution clearly
emerges in the negative direction. The concern about any
violation of causality is clearly taken care of by the predic-
tion of a transition time where the refracted wave is
trapped wherein it has time to reorganize before heading
in the negative direction.

Figure 11.13 Time sequence simulation of the refraction of light
as it passes from a positive medium into a negative medium. Impor-
tant aspect is the indication of a transition time where phases reor-
ganize (taken from Ref. [14]).
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11.6. APPLICATIONS

It is premature to talk about applications in particular in the
optical frequency regime, but nonetheless it is interesting to
discuss some of the more fascinating ideas even if they never
do come to reality.

11.6.1. Behavior of Negative Refractive Index
Lens

Velesago [1], and more recently Pendry [15] have pointed out
the unusual phenomenon of the imaging capability of a flat
piece of material that possesses a negative refractive index.

see how this comes about from the transfer matrix formalism.
We reproduce the transfer matrix here for the convenience of
the reader

M ¼
 

1� T
nf1

T
n

T
nf1f2

� 1
f1
� 1

f2
1� T

nf2

!
ð11:18Þ

The f ’s refer to the radius of curvatures of the first and second
surfaces, Rc¼ (n� 1) f. The convention used here is that if the
curvature is convex, f is positive, so for a double convex
surface both f1 and f2 are taken as positive. From this defini-
tion of f, it changes sign under a curvature change, say convex
to concave and also from positive to negative index change.
Consequently, a simultaneous change in both leaves f
unchanged. We can use these simple rules to create the trans-
fer matrix for a medium with a negative refractive index.

Bi-convex 
1þ T

nf � T
n

�T
nf 2

� 2
f 1þ T

nf

!
ð11:19aÞ

Bi-concave 
1� T

nf � T
n

�T
nf 2

þ 2
f 1� T

nf

!
ð11:19bÞ
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Actually, if one refers back to Eq. (2.4) in Chapter 2 one can
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We show the schematic ray trace for a number of simple situa-
tions in Fig. 11.14. The values of n in all the matrices are to be
taken as the absolute value. A general rule is that the
imaging properties of a negative lens with a negative index
is like a positive lens with a positive index.

The most interesting manifestation of the behavior of a
negative refractive index medium is that a flat plate can also
image light. One can see this quite easily by letting the value
of f in either Eq. (11.16a), or (11.16b) go to infinity, and then

1

y2
m2

� �
¼ 1 �T=n

0 1

� �
1
m1

� �
ð11:20Þ

From this one gets the relationship between the working
distances, as indicated in the figure as the following:

Figure 11.14 Ray trace of light through a bi-convex lens made of
a negative material (a) and through a bi-concave lens of a negative
material.
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trace the ray (1, m ) to obtain the picture shown in Fig. 11.15
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s2 ¼
T

n
� s1 ð11:21Þ

One can see that as long as T=n> s1, a real image will appear
at a distance s2. Note that one cannot collimate light with
such a lens.

However, Pendry et al. [15] did show that a slab of a
negative refractive index material has the capability to focus
all Fourier components of a two-dimensional image, even the
evanescent wave. The latter fact is the surprising result in
that he shows that as a consequence of the negative index
medium, the normally decaying evanescent is amplified as
it travels through the negative medium. The reader is
referred to the paper for the derivation of this result.

11.6.2. Optical Waveguide

Another interesting realization of a negative index medium is
to consider the existence of a waveguide with an air core and a
cladding made up of a material with a negative refractive
index. Shedrivov et al. [16] were the first to investigate a very
similar situation where the core of a slab waveguide
was a negative material and the cladding was a positive

Figure 11.15 Rays traced through a parallel-faced slab of nega-
tive material showing imaging.
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material. We shall see that this is really no different in result,
so we will follow this approach with the slight difference of
the core being the positive medium.

We investigate the conditions for bound modes in a slab
waveguide where the cladding exhibits a negative refractive
index, or more precisely, where the cladding medium has
e< 0 and m< 0. We start with the following picture and defini-
tions.

e2,m2

e1,m1 x"! z
"
2L
#

The y-direction is out of the paper. The appropriate
differential equation for the TE modes is

@2Ey

x2
þ @2Ey

@z2
¼ emmm

c2
@2Ey

@t2
; m ¼ 1;2 ð11:22Þ

We assume Ey takes the form

Ey ¼ EðxÞ exp½iðot� bzÞ� ð11:23Þ

Substituting Eq. (23) into Eq. (22) gives the following
differential equation in each region:

d2E

dx2
þ ðk20emmm � b2ÞE ¼ 0 ð11:24Þ

where k0¼o=c. The solutions of Eq. (3) in each region can be
written as

Em ¼ Cm exp
h
iðk20emmm � b2Þ1=2x

i
þDm exp

h
� iðk20emmm � b2Þ1=2x

i
ð11:25Þ

We first consider the case where k20e1m1 > b2 or
b2=k20 � n2

b < e1m1. For the simple layer structure, we
have symmetric and antisymmetric solutions for the guiding
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layer

EyðxÞ ¼ A cosðhxÞ ð11:26aÞ

and

EyðxÞ ¼ A sinðhxÞ

where

h ¼ ðk20e1m1 � b2Þ1=2 ¼ k20ðe1m1 � n2
bÞ

1=2 ð11:26bÞ

For the cladding jxj>L, we ignore the positive exponential,
since this corresponds to an unbound mode

Ey ¼ B exp �p xj jð Þ; ð11:27aÞ

where

p ¼ ðb2 � k20e2m2Þ
1=2 ¼ k20ðn2

b � e2m2Þ1=2 ð11:27bÞ

We initially are looking for solutions for b such that

k20e2m2 < b2 < k20e1m1 ð11:28Þ

or

e2m2 < n2
b < e1m1

This is the normal condition for waves that are guided by total
internal reflection. One has two boundary conditions

E1yðLÞ ¼ E2yðLÞ ð11:29aÞ

and

H1zðLÞ ¼
i

om1

@E1y

@x
¼ i

om2

@E2y

@x
¼ H2zðLÞ ð11:29bÞ

If one applies the boundary conditions, one gets the following
expressions for the allowable values of b. The first is for the
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symmetric modes and the second is for the antisymmetric
modes

h
m2
m1

tanðhÞ ¼ p ð11:30Þ

and

�h
m2
m1

1

tanðhÞ ¼ p;

where p and h are defined in Eq. (26b) and (27b). It is also
useful to define the quantity V, which yields a relation
between p and h

V2 ¼ h2 þ p2 ¼ k20ðe1m1 � e2m2Þ ð11:31Þ

which implies p2 ¼ V2 � h2 ¼ k20ðe1m1 � e2m2Þ � h2.

In a similar manner for the TM modes, one can write Hy

as we did for Ey. Similarly, the boundary conditions require
the continuity of Hy and Dz at x¼L. The latter is expressed
in terms of Ez by the following expression:

�i

oe1

@H1y

@x
¼ �i

oe2

@H2y

@y
ð11:32Þ

We now proceed to calculate the allowable modes from Eq.
(11.30). We can look at both cases, the case where both e, m
are both positive (normal case) and where they are negative.
The only distinction we need make is in the signs we use in
(11.30). We plot the left-hand side of the both equations, for
the case where m2=m1 is positive and equal to 0.8 and also
for the case where the ratio is negative. This is shown in

values of b, we also plot Eq. (11.32) for various values of V.
The intersection of these segments of circles with the tangent
functions yields the allowable values of b.

These modes derived from the negative index case are
not unusual in that they look like modes of the normal posi-
tive material. It should be noted that at this point it makes
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Fig. 11.16a where h is plotted vs. p. To obtain the allowable
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Figure 11.16 (a) Transverse wave vector for cladding, ‘‘p’’ plotted
against that in core, ‘‘h’’ according to Eq. (11.30). The intercepts with
the lines representing Eq. (11.32) are the allowable values of b Value
of m2=m1 was taken as þ0.8. (b) Same as in ‘‘a’’ except m2=m1 is taken
to be negative and thus the plot is of p vs. the real part of ‘‘h’’ corre-
sponding to Eq. (11.34). The intercept with the lines corresponding
to (11.35) are the allowed values of b for this case.
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no difference whether we make the core or the cladding the
negative medium. What we did assume was that both h and
p were real, that is,

e2m2 < n2
b < e1m2 ð11:33Þ

This is the normal assumption that is made in waveguides
because it is the only region that real values of b occur. This
is easily seen from where the points of intersection occur in

However, the unique aspect afforded by one of the layers
having a negative refractive index is that there is another region
of h–p where a real value of b exists. To examine this region we
recognize that to be a bound solution the field must decay into
the cladding layer. In the normal positive index case the field
in the core is sinusoidal, and the appropriate boundary condi-
tions can be met at the boundaries, in particular the continuity
of Bz for the TE case and Dz for the TM case where the value is
positive on both sides of the boundary. However, what is differ-
ent in the case where one of the layers has a negative index is
that the slope of the field at the boundary must have slopes with
opposite sign which permits a new situation, that of a mode that
decays from the boundary both into the core and the cladding
layer. Mathematically, one can see this situation by letting h
(k? in the core field) be an imaginary number. This can occur
by allowing b2> k0

2n1
2 in Eq. (11.30). This makes h¼ iZ

imaginary and thus putting this into Eq. (11.30)

iZ
m2
m1

tanhðZLÞ ¼ p ð11:34Þ

and

�iZ
m2
m1

1

tanhðZLÞ ¼ p

Using the same graphical technique as before although now
plotting Z vs. p and recognizing thatEq. (11.31) is nowwritten as

V2 ¼ p2 � Z2 ð11:35Þ

we obtain the results shown in Fig. 11.16b.
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Fig. 11.16a and b.
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One can see that a solution for b does exist while having
p> 0. The solution in this case yields a sine hyperbolic form in
the core, thus fulfilling the feature of decay into the core. The
full solutions for the y-component of the electric field and the
z-component of the magnetic field for this antisymmetric case,
for the inside and outside layers are the following all multi-
plied by exp[i(ot� bz)]

EyðxÞ ¼ expð�pLÞ sinhðZxÞ

HzðxÞ ¼
i

om1
ðiZÞ expð�pLÞ coshðZxÞ; �L < x < L

HxðxÞ ¼
�i

om1

@Ey

@z
¼ �i

om1
ð�ibÞ expð�pLÞ sinhðZxÞ ð11:36Þ

EyðxÞ ¼ sinhðZLÞ expð�pjxjÞ

HzðxÞ ¼
�i

om2
p coshðZLÞ expð�pjxjÞ; jxj > L

HxðxÞ ¼
�i

om2
ð�ibÞ sinhðZLÞ expð�pjxjÞ ð11:37Þ

For the symmetric case, the equations would look similar with
cosh replacing sinh. It would appear that for the TM
modes the solutions would be the same except to replace the
m with e.

To examine the energy flow, one can use the Poynting
vector for each region. This was done by Shedrivov et al.

The actual realization of this type of waveguide that is
having the core or the cladding mode exhibit a negative
effective index, is not obvious. One could imagine a hollow

at some frequency, there were extended modes (cladding
modes) with a negative effective refractive index of the
cladding.

Photonic crystal structures can effectively act asanegative
index medium. Parimi et al. [17] have actually demonstrated
imaging in the microwave regime (9GHz) by a 2-D flat lens
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[16] and is reproduced here in Fig. 11.17.

core waveguide as discussed in Chapter 9, Sec. 9.4.5, where
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(see Eq. (11.26) made up of a periodic structure of aluminum
rods on a square lattice, that is a photonic crystal. This was a
clear demonstration. The same group also have shown nega-
tive index behavior in a prism of the same structure [18].

11.6.3. Negative Refraction Devices

As we mentioned above in Sec. 11.4, the phenomenon known
as negative refraction also has some useful manifestations.
We discussed above how the photonic crystal structures
significantly enhance the negative refraction effect, which
will lead to large group velocity dispersion. This can be seen
from the behavior shown in where the sharp
changes in curvature with the propagation direction produce
large dispersion of the group velocity. The direction of
the group velocity can deviate significantly from that direc-
tion. One can then use this large dispersion of the group
velocity to produce what has been called a ‘‘superprism’’ [19].

Figure 11.17 Poynting vector field for propagation in a slab of
negative index medium surrounded by a positive index medium
as computed in Ref. [16].
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Kosaka et al. have shown and is reproduced here in
Fig. 11.18 [19]. The simulation shows the result for a photo-
nic crystal structure, which produces a 50 angle between two
wavelengths that are only 0.01mm apart. The inset shows
how one could use thus to spatially separate a large number
of wavelengths.

Another practical property that can be derived from the
negative refraction behavior is a way to spatially separate

behavior. Here, an unpolarized input beam is incident on a
triangular lattice structure at a particular angle such that
the TM and TE modes travel significantly different paths.
This is no difference in concept to what we described in
Sec. 8.4.2 except the 2-D periodic structure enhances the

The larger size of the effect in the 2-D structure allows
one to easily make a polarizer that is a structure with suffi-
cient path difference to allow one polarization state to be

Figure 11.18 Simulation of the negative refraction in a photonic
crystal structure showing large difference in group velocity direc-
tion for different wavelength; superprism concept. Taken from
Ref. [19].
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polarization states. In Fig. 11.19 we show a simulation of this

effect (for example see Fig. 8.14).

rejected. This is shown in Fig. 11.20.
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APPENDIX A. NEGATIVE EFFECTIVE
REFRACTIVE INDEX

The analogy of negative phase velocity in a periodic structure
for some or all modes at some point in the BZ to that of nega-
tive effective mass of an electron as a consequence of curva-
ture of E(k), makes it tantalizing to try to figure out some
simple mathematical correlation. One approach is to recall
the Taylor series expansion of the dispersion relation of the
propagation constant in a fiber, that is kz� b, which is related
to the phase index, neff¼ bc=o.

b ¼ neff
o
c
¼ b0 þ

@b
@o

o0 � oð Þ þ @2b
@o2

o0 � oð Þ2þ � � �

ðA11:1Þ

Figure 11.19 Schematic of polarization separator device using
negative refraction. Arbitrary input polarization splits into two
paths, one for TE and one for TM. Optimum design of photonic crys-
tal structure produces largest path difference.
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It shows that the effective refractive index could go negative if
dk=do, (reciprocal group velocity), and or d2k=do2 were
negative enough. There is also a more general way to write
the group velocity for which we are not restricting the propa-
gation to just the z-direction.

vg ¼ Hko ðA11:2Þ

Of course in one dimension 1=vg¼do=dk as we have in
Eq. (1). What this suggests is to write Eq. (1) in a vector form,
that is, just replace k with k. Thus, for each of the
three Cartesian directions one would have the following
expression:

ki ¼ k0i þ
@ki
@o

o0 � oð Þ þ @2ki
@o2

o0 � oð Þ2 for i ¼ x; y; z

ðA11:3Þ

There is another way to write this, so that one can more easily

Figure 11.20 Schematic of negative refraction in a photonic
crystal structure acting as a plarizer. Similar concept to the
polarization separator, but here TE mode is reflected while TM
mode is transmitted.
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use the calculated equi-frequency surfaces, o(j)

ki ¼ k0 þ
1

@o=@ki
ðo0 � oÞ þ @

@o
1

@o=@ki

� �
ðo0 � oÞ2

ðA11:4Þ

The evaluation of the sign and magnitude of the coefficients
of the frequency term in Eq. (A11.4) for each direction
would indicate whether k could be negative. One can recog-
nize the group velocity in the linear term, and the disper-
sion of the group velocity in the squared term. This shows
that it is these terms, their magnitude and sign that can
give rise to the negative effective index effects discussed
above.

It is not hard to imagine the similarity between band
theory as it deal with electrons in a crystal compared with
photons in a periodic dielectric structure. Both deal with a
motion of a particle influenced by a periodic disturbance. The
dynamics of electrons in a crystal are dominated by the nature
of the energy surface E(k). One can draw many parallels both
in terminology, as well as physical phenomenon [20,21].

REFERENCES

1. Vesalago, V.G. The electrodynamics of substances with simul-
taneous negative values of e and m. Sov. Phys. (Uspekhi)
1968, 10 (4), 509–514.

2. Shelby, R.A.; Smith, D.R.; Schultz, S. Experimental verifica-
tion of a negative refractive order. Science 2001, 292, 77.

3. Pendry, J. B. Optics: Positively Negative. Nature p. 22, 423,
May 2003.

4. Panina, L.V.; Grigorenko, A.N.; Makhnovsky, D.P. Optomag-
netic composite medium with conducting nanoelements. PR B
2002, 66, 155411–1 to 155411–17.

5. Wangness, R.K. In Electromagnetic Field. Wiley: New york,
1979.

520 Chapter 11

5921-4 Borelli Ch11 R3 102304



Copyright © 2005 by Marcel Dekker

6. Houck, A.A.; Brock, J.B.; Chuang, I.I. Experimental observa-
tion of a left-handed material that obeys Snell’s law. PRL
2003, 90 (13), 137401–137411.

7. Russell, P.StJ.; Birks, T.A.; Loyd-Lucas, D. Photonic bloch
waves and photonic band gaps. In Confined Electrons and
Photons; Burstein, E., Weisbuch, C., Eds.; Plenum Press:
London, 1995.

8. Pendry, J.B.; Holden, A.J.; Stewart, W.J.; Youngs, L. Extre-
mely low frequency plasmons in metallic mesostructures.
PRL 1996, 76 (25), 4773–4776.

9. Podolsky, V.A.; Sarychev, A.K.; Shalaev, V.M. Plasmon modes
and negative refraction in metal nanowires composites. Opt.
Express 2003, 7 (11), 735–745.

10. Notomi, M. Negative refraction in photonic crysrtals. Opt.
Quant. Electron. 2002, 34, 133–143.

11. Schvets, G. Photonic approach to making a material with a
negative index of refraction. PR B 2003, 67, 035109–1 to
035109–11.

12. Smith, D.R.; Padilla, W.J.; Wier, D.C.; Nemat-Nasser, S.C.;
Schultz, S. PRL 2000, 84, 4184–4187.

13. Sievenpiper, D.F.; Sickmiller, M.E.; Yablonovitch, E. 3D wire
mesh photonic crystals. PRL 1996, 76 (14), 2480.

14. Foteinopoulou, S.; Economou, E.N.; Soukoulus, M. Refraction
in media, with a negative refractive index. l PRL 2003, 90
(10), 107402–107411.

15. Pendry, J.B. Negative refraction makes a perfect lens. PRL
2000, 85 (18), 3966.

16. Shedrivov, I.V.; Sukhorukov, A.A.; Kivshar, Y.S. Guided
modes in negative-refractive index waveguides. PR E 2003,
47, 057602–1 to 057602–11.

17. Parimi, P.V.; Lu, W.T.; Vodo, P.; Strindar, S. Imaging by flat
lens using negative refraction. Nature 2003, 426, 404.

18. Parimi, P.V.; Lu, W.T.; Vodo, P.; Sokoloff, J.; Derov, J.S.;
Sridhar, S. Negative refraction and left-handed electromagnit-
ism in microwave photonic crystals. Phys. Rev. Lett. 2004, 92
(12), 127401–127411.

Negative Refractive Index Materials 521

5921-4 Borelli Ch11 R3 102304



Copyright © 2005 by Marcel Dekker

19. Kosaka, H.; Kawashima, T.; Tomita, A.; Notomi, M.;
Tamamura, T.; Sato, T.; Kawakami, S. Photonic crystals for
micro lightwave circuits using wavelength-dependent angular
beam steering. Appl. Phys Lett. 1999, 74 (10), 1370–1372.

20. Russell, P.St.J.; Birks, T.A.; Lloyd-Lucas, F.D. Photonic bloch
waves and photonic band-gaps. In Confined Electrons and
Photons; Burstein, E., Weisbuch, C., Eds.; Plenum Press:
London, 1995.

21. Ziman, J. Principles of the Theory of Solids. Cambridge Press:
Cambridge, 1964, 155 pp.

522 Chapter 11

5921-4 Borelli Ch11 R3 102304




