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Abstract This book presents in detail state-of-the-art analog circuit techniques for
the very low-voltage and low-power design of systems-on-chip in CMOS
technologies. The proposed strategy is mainly based on two basis: the
Instantaneous Log Companding Theory, and the MOSFET operating
in the subthreshold region. The former allows inner compression of the
voltage dynamic-range for very low-voltage operation, while the latter is
compatible with CMOS technologies and suitable for low-power circuits.
In this sense, the required background on the specific modeling of the
MOS transistor for Companding is supplied at the beginning.

Following this general approach, a complete set of CMOS basic build-
ing blocks are proposed and analyzed for a wide variety of analog signal
processing. In particular, the covered areas include: amplification and
AGC, arbitrary filtering, PTAT generation, and pulse duration modula-
tion (PDM). For each topic, several case studies are considered to illus-
trate the design methodology. Also, integrated examples in and

CMOS technologies are reported to verify the good agreement
between design equations and experimental data. The resulting analog
circuit topologies exhibit very low-voltage (i.e. 1V) and low-power (few
tenths of ) capabilities.

Apart from these specific design examples, a real industrial applica-
tion in the field of hearing aids is also presented as the main demonstra-
tor of all the proposed basic building blocks. This system-on-chip ex-
hibits true 1V operation, high flexibility through digital programmabil-
ity and very low-power consumption (about including the Class-
D amplifier). As a result, the reported ASIC can meet the specifications
of a complete family of common hearing aid models.

In conclusion, this book is addressed to both, industry ASIC de-
signers who can apply its contents to the synthesis of very low-power
systems-on-chip in standard CMOS technologies, as well as to the teach-
ers of modern circuit design in electronic engineering.

xxv



Chapter 1

INTRODUCTION

Abstract This chapter is devoted to introducing the context of the presented
work. Motivations for CMOS implementations of low-power system-
on-chip applications are explained first. Then, limitations of the state-
of-the-art CMOS analog techniques are studied. As a result, the In-
stantaneous Companding Theory is chosen here as the most efficient
and complete signal processing alternative for very low-voltage opera-
tion. A short overview of this theory is presented through a generalized
device-independent nomenclature. Problems on migration from previ-
ous bipolar implementations of this theory to modern CMOS processes
are argued. Hence, the final goal of this work is defined as the research
on novel CMOS analog circuit techniques compatible with CMOS tech-
nologies, which should exploit the low-voltage capabilities of Log Com-
panding processing.

1. Low-Power Applications and CMOS
Technologies

Portable and miniaturized system-on-chip applications have always
exhibit an increasing demand in the microelectronics market and, par-
ticularly, in the biomedical field with products such as hearing aids,
pacemakers or implantable sensors.

System portability usually requires battery supply, except in some
special cases such as RF-powered telemetry systems. Unfortunately,
battery technologies do not evolve as fast as applications demand, so
the combination of battery supply and miniaturization often turns into
a low-voltage and/or low-current circuit design problem. In particular,
these restrictions affect more drastically the analog part of the whole
mixed system-on-chip. As a result, specific analog circuit techniques are
needed to cope with such power supply limitations.

1



2 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN

Since analog design techniques are usually device-dependent, the choice
of the most suitable technology is of basic importance. In this sense,
fully integrated CMOS implementations are preferred to bipolar and
BiCMOS approaches. Motivations for such a choice are mainly based
on the expected evolution of the semiconductor technology. Predictions
extracted from [1] argue that designs, thus, circuit techniques based on
CMOS technologies will feature the following advantages:

Low Costs. In case of not requiring the last generation of sub-micron
CMOS processes, like the CMOS analog circuit techniques proposed
in this work, silicon area costs have become affordable even for small
series of full-custom ASIC designs.

Mixed A/D. Today’s semiconductor industry is mainly pushed by
CMOS digital designs which actually set the specifications for the
next generations of ULSI technologies. Any analog circuit technique
capable of being compatible with future digital standards concerning
supply voltage, as shown in Figure 1.1, and current consumption, will
have greater chances of success in ever more digital environment.

Design Portability. It seems clear that analog designs using just the
small set of standard CMOS devices (i.e. complementary MOSFETs
and eventually poly-Si capacitors) must be easier to translate to other
similar technologies than circuits requiring many different types of
basic elements (e.g. complementary BJTs, rectifying diodes, JFETs,
high-value passive resistors and capacitors or zener diodes), which
must satisfy many electrical specifications.

Current progress in N/MEMS [2] can make monolithic
systems with smart sensors possible in the short term. The integra-
tion of both transducers and circuitry in the same silicon bulk could
increase system performances and reduce the overall package size.

Large Scaling. Although every technological step forward has been
preceded by a prediction of insoluble physical barriers, CMOS tech-
nologies always break their own scaling limitations and stand as the
leader in the microelectronics semiconductor industry. This tendency
is not expected to change in the next future.

In conclusion, research on low-power CMOS analog circuit techniques
seems to be of particular interest for the current market demands as
they combine both a standard technology and an increasing range of
application products.
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2. State-of-the-Art Low-Power Analog Design
The low-power term is often applied to both low-voltage and low-

current circuit specifications without much discrimination. In fact, the
circuit strategies adopted to overcome such design problems can even be
in opposition. For example, specific biasing control techniques to deal
with the scaling down of supply voltage may cause an increase in the
overall current consumption due to the extra auxiliary circuitry added.
Hence, it is important at this point to separate these two different de-
sign constraints in order to compare correctly the solutions existent in
literature. The map of Figure 1.2 symbolizes this independence between
low-voltage and low-current optimization strategies. The graphical com-
parison of the state-of-the-art analog circuit techniques refers to an ar-
bitrary circuit design of A short description of the specific
circuit approaches for low-voltage operation is listed below:

Rail-to-Rail includes all strategies oriented to extending the signal
voltage range up to the available room between supply rails. Most
of them are mainly based on the redesign of the input and output
stages in order to increase their linear range [3, 4, 5, 6, 7].
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Multistage stands for multiple but simple cascaded stages instead
of single cascoded structures. Efforts are then focused on their fre-
quency stabilization with nested compensating loops [8, 9].

Bulk-Driven strategies make use of the MOSFET local substrate as
an active signal terminal to obtain lower equivalent threshold volt-
ages [10, 11].

Supply Multipliers bypass the low-voltage restriction by performing
an step-up conversion of supply voltage through charge pumps [12,
13, 14, 15, 16, 17, 18, 19], typically from 1.5V to 3V.

In a similar way, the main circuit techniques for low-current consump-
tion applications are enumerated as follows:

Adaptive Biasing is based on non-static current bias to optimize
consumption according to signal demands. Bias dynamics are defined
either by local positive feedback [20, 21] or by feedforward [22, 23]
controls.

Subthreshold Biasing of classic topologies by operating their MOS
transistors in the weak inversion region at very low-current levels [24].
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The present work is focused on the low-voltage environment. In this
case, a more detailed revision of the first circuit techniques reports the
following drawbacks:

All the low-voltage strategies except those using supply multipliers
are actually partial solutions since they are addressed mainly to the
design of operational amplifiers only.

The bulk-driven option is also in opposition to general anti-latch-up
rules of any standard CMOS process.

Although supply multipliers are the only global and perhaps the most
used solution for very low-voltage operation, they need large capac-
itive components, take an important Si area overhead and exhibit
high extra current consumption, which make them not suitable for
small package and low-current applications.

As a result, the next section introduces an alternative signal process-
ing approach more suitable for low-voltage environments.

3. Instantaneous Companding Theory
Classic continuous-time analog signal processing [4] makes use of cur-

rent (I) and voltage (V) as linear representations of internal signals.
Practical integrated circuits implementing such processing usually ap-
peal to passive components for the linear I /V behavior, while semicon-
ductor devices are only devoted to auxiliary control, like operational
amplifiers in active-RC techniques [26]. Even in fully integrated solu-
tions, such as MOSFET-C and the active components are
linearized to emulate this ideal linear law between I and V.

On the other hand, the aim of the companding signal processing [28,
29, 30, 31, 32] reviewed here is to exploit the intrinsic non-linear I / V
characteristics of semiconductor devices to process signals linearly more
efficiently. The basic idea of companding theories is to choose the I-
domain for the input and output linear signals, with a given dynamic
range defined according to:

but yo process them internally using an equivalent V-domain with
compressed dynamic range The general scenario is
depicted in Figure 1.3.

The first step in the signal chain includes an extra compression
and is ended by a expansion of the original dynamic range, which
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give the general name to the theory: companding=compressing+expanding.
Since is kept constant through all these stages, voltage companding
is also called the current-mode approach. However, the current-mode do-
main term [33] also includes other linear processing techniques like cur-
rent conveyors-RC [34], so the first terminology is preferred here. The
direct benefits of such internal non-linear processing are more tangible
in the following environments:

High-Frequency. Since electric parasitic elements in any semiconduc-
tor planar technology are mainly capacitive, a reduction in the inter-
nal V dynamic range also decreases the portion of power wasted to
charge and discharge the parasitic elements of the integrated circuit.
Hence, larger bandwidth-to-power ratios can be achieved with the
same devices. This was the original motivation of first companding
signal processing theories [3].

Low-Voltage. Thanks again to the compression of the internal
large voltage swings around the bias point are reduced, so the nec-
essary room between power rails can be scaled down without extra
circuitry.

In order to obtain the desired internal the companding pro-
cessing is performed by basic building blocks with I / V characteristics
similar to the general function depicted in Figure 1.4. Due to the curved
shape, around any arbitrary amplitude reference larger I signals
will be always attenuated in the V-domain with respect to the equiva-
lent reference while lower I amplitudes will be amplified, all in a
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non-linear way. Hence, a reduction in the corresponding internal
is achieved, as shown in the same example of Figure 1.4 for an input
dynamic range of two decades (low compression has been chosen
in this case to show the above idea more clearly). Obviously, the final

compression depends on the particular shape of the I/V charac-
teristic: the steeper the function is, the more reduction is obtained in
the equivalent internal V dynamic range, as shown in Figure 1.5. Tak-
ing this progression to the limit, an ideal           characteristic would
concentrate all the in the single amplitude, thus shrinking the
internal dynamic range to

The great advantage of the Companding Theory in the microelectron-
ics field is that it allows to exploit the intrinsic non-linear I/V curves of
semiconductor devices, such as diodes and BJTs, for a direct circuit im-
plementation of this type of signal processing. Hence, the design strategy
is based on large signal device equations, which has nothing to do with
small signal approximations around an operating point or any lineariza-
tion technique as in the classical approaches referred to the beginning of
this section. As a result, the output signal is distortion-free as long as
the I/V device characteristic approximates the theoretical companding
curve.

It is important at this point to note that both the compressing and
expanding processes are ideally instantaneous and at the device-level,
instead of other system-level processing techniques including Syllabic
companding [20, 37, 38, 39, 40, 21, 22] and time-variant compressing
techniques for AGC such as [3, 4].

After the above overview, the nomenclature to be introduced next will
allow a device-independent generalization of the existing companding
theories, a necessary previous step for any new technology implementa-
tion proposal.

Actual semiconductor devices can be typically modeled by I/V curves
similar to those in Figures 1.4 and 1.5 and symbolized here by the com-
panding function F:

Also I and V variables will be represented by the general signals
and defined as:

where stands for the physical terminal current (e.g. Anode or
Collector), and corresponds to some specific current including tech-
nological, geometrical and thermal parameters. In an equivalent way,
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symbolizes the differential voltage between device terminals (e.g. Anode-
Cathode or Base-Emitter) normalized to the thermal potential In
fact, the specific constants of proportionality in (1.3) depend on each
particular semiconductor device.

From a processing point of view, the previous compression
stage can be now formulated as and the posterior
expansion as both depicted in Figure 1.6. Although these
pre and post stages are clearly non-linear, the key to any Companding
Theory is to find the suitable internal processing for each F
function, allowing a final cancellation of such non-linearities which may
cause the system to be externally seen as linear.

Examples of internal compression can be computed for realistic
F functions such as quadratic and exponential laws which give the name
to Square-root and Log voltage companding, respectively. Results are
shown analytically in Table 1.1 and graphically in Figure 1.7. In both
cases the exhibits an important dynamic range reduction com-
pared to the classical linear approach with Here it can
be seen again that the total amount of reduction in depends on
the specific shape of F. In the case of an exponential law, compression
also changes along the region of operation defined by the bias point
Typical values of at room temperature in most semiconduc-
tor devices make it necessary to locate In these cases,
compression tends to increase proportionally to this bias point according
to:
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where both and are expressed in dB. As an example, the
significant compression observed in Figure 1.7 for the Log case (less than
1 octave of per 3 decades of ) agrees with the general idea that
a forward-biased diode exhibits an almost constant differential voltage

never doubled or halved even for a large dynamic
range of current
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4. CMOS Subthreshold Companding Proposal
From the Translinear Principle [4] to Log filters [1], most of the com-

panding processing theories have chosen Log compression through expo-
nential law F functions:

Although some effort has been made to develop a similar processing
based on square-root companding [47, 48, 49, 50, 51, 52, 53, 54], the first
option still seems to supply more useful mathematical tools for signal
manipulation because of its power function nature

Almost all Log companding theories have been implemented using
BJT-based circuit techniques for bipolar or BiCMOS technologies like [4,
56, 3, 1, 2, 8, 2, 60, 15, 62, 18, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74,
75, 76, 77, 78, 79, 80, 16, 82, 83, 84, 85, 86, 87, 88, 13, 15, 91, 14,
93, 94, 95, 12, 97]. Unfortunately, CMOS implementations cannot be
mapped from these previous bipolar circuits due to important differences
at topological, device and also technological levels. In particular:

Most of the companding bipolar circuit topologies were originally
developed to exploit the high-frequency capability of this processing
theory and are not low-voltage compatible (e.g. because of the use
of cascode structures).

The MOS device exhibits first-order analog deficiencies with respect
to the BJT such as asymmetric I/V curves from input terminals,
reduced exponential law poor output conductance, physical
mismatching and flicker noise.

Standard CMOS technologies do not usually allow the integration
of large value passive devices (i.e. resistors and capacitors), unlike
bipolar processes.

Also, the few previous CMOS proposals suffer from a lack of gen-
eralization due to local bulks (i.e. separated wells not in compliance
with anti-latch-up rules) [98, 10, 100, 101], poor low-voltage opera-
tion [102, 103] or redundant circuitry [104, 105].
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The aim of this work is the research on novel analog circuit tech-
niques based on the MOSFET operating in subthreshold to exploit the
low-voltage capabilities of Log companding signal processing.

The new circuit techniques are based on the MOS transistor operating
in its weak inversion region [8] as the basic companding processor. The
low current levels available in this region of operation make them suitable
for the low-frequency range (up to 100KHz). Hence, target applications
for the circuit techniques presented are very low-voltage audio-frequency
systems-on-chip, typically battery-powered (e.g. hearing aids). Special
attention is paid to the low-voltage performance (down to 1V) of the
proposed design techniques.

The main work strategy is shown in Figure 1.8. Since companding
processing takes direct advantage of device non-linear characteristics,
apart from the Companding Theory itself, a deep knowledge of MOSFET
modeling is also needed as previous background.

5. Structure of this Book
In order to define the third input of this work in Figure 1.8, hearing

aids were chosen as probably the most restrictive application example in
terms of low-voltage specifications. Based on the typical signal process-
ing requirements for these types of systems, the contents of this work
have been organized as follows:
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Chapter 1 - Introduction. An overview of the low-voltage CMOS
analog companding context of the work and its motivations.

Chapter 2 - MOSFET Modeling for Companding. A detailed
description of the MOSFET equations used within this publication.
Device modeling focuses on Companding Theory implementation,
ranging from the analytical model for hand design to its manual ex-
traction procedure.

Chapter 3 - Amplification and AGC. New circuit techniques de-
voted to signal amplification. Design procedures for gain stages, from
general purpose controllable amplifiers to full syllabic AGC systems.

Chapter 4 - Filtering. Novel circuit techniques introduced for sig-
nal filtering. Basic building blocks and design methodologies for
frequency selective stages, from integrators to arbitrary high-order
circuits.

Chapter 5 - PTAT Generation. Circuit techniques proposed for
the generation of static PTAT I/V references.

Chapter 6 - Pulse Duration Modulation. Application of the new
circuit techniques for computing PDM signals for Class-D output
stages.

Chapter 7 - Dynamic Range. An overall and qualitative study
of the circuit techniques presented, in terms of signal resolution and
distortion.

Chapter 8 - Industrial Application: Hearing Aids. Development
of a true 1V CMOS Log-domain analog hearing-aid-on-chip for an
industrial customer.

Chapter 9 - Conclusions. General knowledge derived from the re-
sults and possible future work in this field.

Appendix A - Simulation and Test. Tips and tricks for numerical
simulation and lab setup to measure the performance of the proposed
circuits.

Specific background on Companding Theory is supplied at the begin-
ning of each chapter when needed. Apart from the general application
example of Chapter 8, illustrative designs with experimental data are
given at the end of each chapter as well.
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Chapter 2

MOSFET MODELING FOR COMPANDING

Historically, numerical simulation has always been a bottleneck in the
design of integrated circuits since it requires a proper balance between
accuracy and computation time. A good example of this compromise is
today’s most used CAD standard for microelectronics called Simulation
Program with Integrated Circuit Emphasis (SPICE) [1].

However, from the analog point of view, not only high numerical ac-
curacy is needed for the analysis, but also analytical device models for
the synthesis process. If the designer has no access to a simple set of
device equations to operate mathematically with them in a user-friendly
way, analog design becomes a kind of trial-and-error procedure between
handwork and numerical simulation as pointed out in [2], which is quite
time-consuming and does not return any optimum circuit topology.

This necessity is of particular importance for the analog circuit tech-
niques developed in this work since the Companding Theory directly
exploits the device-level characteristics to perform its signal processing.
Hence, an accurate but easy-to-use model has to be chosen for the MOS
transistor. Standard SPICE models for industrial CMOS technologies
such as the public domain BSIM3 [1, 2] exhibit good enough accuracy for
any simulation tasks of this work. However, this accuracy and compu-
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Abstract The contents of this chapter focus on the MOS device background
needed to develop the analog circuit techniques presented in this work.
Special attention is paid to the analytical large signal I/V model as
the main tool for circuit design when implementing the Companding
Theory. A specific extraction procedure is also introduced to obtain the
required technological parameters either from numerical models or from
experimental data.

1. Model Requirements for Analytical Design



tation efficiency have been increased by using a larger number of fitting
parameters, thus making the equations more complex.

As a result, the first task of this work was to set up a simple but
accurate analytical model for the bulk enhancement metal-oxide-Silicon
field effect transistor (MOSFET), always keeping in mind the analog
companding design point of view. Special attention must to be paid to
the large signal I/V equations since their non-linearities are the basis
for the CMOS analog circuit techniques presented. The main features
of the ideal device model are as follows:

Local Bulk terminal as the reference potential for the MOSFET sym-
bol, instead of the classical common-source structure (no nomen-
clature!). This scheme is suitable for the anti-latch-up rules of CMOS
processes and gives more powerful equations to design circuits with
MOS devices exhibiting non-grounded drains or sources.

Explicit expressions, making the body effect useful for
design purposes, for example.

Bidirectionality from drain-to-source in accordance with the partic-
ular physical symmetry of the MOS transistor from these two termi-
nals.

Single expressions for all regions of operation. The asymptotic behav-
ior of this model in each particular region should match the limited-
range equations in classical models.

Continuous first derivatives around all the boundaries of the different
regions of operation, which prevents discontinuity in all small signal
parameters.

In this sense, all equations in this chapter refer to the device nomencla-
ture of Figure 2.1, where and stand for drain current,
drain-to-bulk, gate-to-bulk and source-to-bulk voltages, respectively.
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2. Large Signal Equations

2.1 DC Drain Current

The first step toward a suitable MOSFET modeling for companding
design is related to the non-linear behaviour of such a transistor, which
allows direct implementation at the device level of the inner non-linear
processing within the Log domain.

For the Companding Theory, the most interesting characteristic of the
MOS device is the static non-linear drain current as a function of the
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terminal voltages. The following expressions are a simplification of the
full EKV model [5, 6] which serves to reduce the number of technological
parameters needed and to facilitate its usage during hand design (see [7]
for more in-depth knowledge on the physical basis of this model).

In order to eliminate redundant formulae, only the NMOS-type equa-
tions will be described, although the dual PMOS case is directly obtained
supposing opposite sign in the threshold voltage and the following sym-
metry:

The total can be understood as the sum of two opposite com-
ponents, forward and reverse which only depend on the

and biasing, respectively, according to:

where and stand for the well-known pinch-off and threshold
Voltages, while and correspond to the specific current, sub-
threshold slope, current factor (for a channel aspect ratio W/L) and
thermal potential (about 25mV at room temperature) respectively.

It is important to note the equivalence between the above functions
and the general companding formulae introduced in Chapter 1. Thus,
the idea of implementing the theoretical companding function F through
the non-linear shape of the device I/V curve can be seen more clearly.
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In the MOSFET case, the normalizing constants for the and
in (1.3) are the specific current and the thermal potential,

respectively.
While the explicitncss and bidirectionality of the general drain current

expression are already verified by (2.2), its validity for all regions of
operation and derivative continuity depends on the particular function
F. The general solution proposed by the EKV model is:

Hence, the final can be rewritten as:

This analytical and yet simple expression gives the analog designer a
powerful mathematical tool for the synthesis process. For example, ap-
plying the asymptotes of F from (2.5) to (2.6), it is easy now to obtain
the drain current expression for each region of operation just by hand
manipulation. The exhaustive results are listed in Table 2.1 for weak,
moderate and strong inversion as well as for conduction, forward and
reverse saturation. For our purposes, the role of the smoothing function
F is more important in the boundary between weak and strong inversion
regions in saturation. Figure 2.2 shows this fact graphically, where mod-
erate inversion can be identified as the region where no single asymptote
approximation is dominant. Instead of using the voltage boundaries of
Table 2.1, a current reference is preferred to identify the above inversion
regions. In this sense, the inversion coefficient is defined as:

Now, the IC parameter lets the designer locate and compare the re-
gions of operation for MOS transistors through a logarithmic scale, with-
out being concerned about the particular values of the terminal voltages.
For example, the moderate inversion region can be approximately iden-
tified with one decade around IC = 0dB, as depicted in Figure 2.2.

Second-order effects must be considered when using small MOSFET
geometries [8, 1] such as velocity saturation, lateral bird-peaks or diffu-
sion charge sharing. However, the channel length modulation (CLM) [8]
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is perhaps the most important effect in analog environments, since it
tends to lower the output device impedance in saturation according to:

The static I/V description of the MOS device presented in the pre-
vious subsection does not include by definition any time dependence, so
some additional information is needed in order to predict its transient
behavior. Such dynamic large signal modeling is performed through the
non-linear voltage-dependent intrinsic MOS capacitances. Since the fi-
nal target of the application is located at the low-frequency range (up to

where stands for the CLM parameter and is inversely proportional
to the channel length L.

2.2 Quasi-Static Capacitances
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100KHz), redistribution time constants of non-quasi-static models [8, 9]
can be neglected here. Furthermore, the MOS capacitance model is not
used in this work to study high-frequency parasitic elements, but to
evaluate signal distortion in all-MOS companding proposals.

The interesting subset of MOSFET transcapacitances for our purposes
is depicted in Figure 2.3 and may be defined as:

where Q stands for charge. In general, all the above elements are
non-reciprocal (i.e. due to the MOS device asymmetries
(e.g. gate versus source terminals). Since bulk-charge related and

can be obtained from:

only the three transcapacitances controlling the charge in the isolated
gate are developed. The following expressions for all regions of operation
are extracted from the general EKV model:
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where stands for the nominal oxide capacitance, while and
symbolize the forward and reverse inversion coefficients defined ac-

cording to (4.57):

The asymptotic values for each region of operation can be again de-
rived just by hand manipulation. The exhaustive results are listed in
Table 2.2 and Figure 2.4.

3. Small signal Parameters
The following information is intended to be mainly used in this work

for the design of the auxiliary control circuitry around the basic CMOS
companding topologies. The main tools for studying its loop gain, sta-
bility and other frequency domain specifications are the set of transcon-
ductance parameters shown in Figure 2.5. Their definition comes from
the linear incremental model:
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The equivalence of the above parameters with the classical set of
transconductances referred to the source instead of to the bulk is as
follows:
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The exhaustive expressions of all parameters in each region of opera-
tion are listed in Table 2.3. Again, thanks to the analytical properties
of (2.6), these parameters have been easily derived by simple mathemat-
ical hand manipulation.

From the given results, it should be clear now how the continuity of
all these parameters along the different regions is ensured by the deriva-
tive properties of (2.5). For example, taking the forward saturation
case of in Table 2.3, the change of the normalized param-
eter through the weak, moderate and strong inversion regions can be
expressed as:

The graphical representation of this expression in Figure 2.6 does not
suffer from the typical discontinuity in the moderate region exhibited by
simpler MOSFET models [10].
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4. Noise Equations
A small signal and spectral model is chosen for the intrinsic noisy

phenomena of the MOS transistor. Due to their random nature, the
equivalent noise sources are described in terms of power spectral den-
sities (PSD). The main expressions are again derived from the EKV
model, although they have been rewritten here as equivalent parallel
current sources between drain and source terminals. This nomenclature
facilitates dynamic range and signal-to-noise studies in the I-domain for
the circuit techniques developed.

Two different types of noise are considered for the MOS device [11]:
thermal, caused by the random movement of free electrons in a resistive
material, and flicker, originated by fluctuations in the conductivity of
imperfect junctions, the interface in the MOSFET case.

The thermal component exhibits a flat or white PSD proportional to
the total charge stored in the channel:
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is the thermal factor, while and stand for the forward and re-
verse inversion coefficients, respectively. The equivalent noise transcon-
ductance is interpolated through the different regions of operation via

as listed in Table (2.4). Reverse saturation has been omitted due
to its full duality to the forward case.

On the other hand, flicker noise exhibits a or pink PSD in terms
of equivalent gate voltage:

where stands for the flicker factor, with a strong technological
dependence (up to 2 orders of magnitude between complementary de-
vices but very little sensitivity with respect
to the drain current. Finally, the total noise drain current can be com-
puted as the root-sum-square of the thermal and flicker components,
provided these two phenomena are not correlated:

The dominant range for each noise component is of particular inter-
est when compared to the signal bandwidth, since it can help to select
between different circuit strategies. In this sense, the noise corner fre-
quency is defined here as the boundary between thermal and flicker
spectral regions (i.e.
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5. Technology Mismatching Model
Although not usually included in standard simulation models, real in-

tegrated MOSFETs manifest non-deterministic variations of their elec-
trical properties. These time-invariant deviations are caused by phys-
ical mismatching originated mainly during the manufacturing process.
While these effects may not be critical in digital designs, they play an
important role in the practical dimensioning of MOS devices for analog
circuit techniques based on matching ratios, like the case of this work.
As a result, a stochastic model needs to be added to reflect this random
behavior.

Only transistor-level technology mismatching will be considered here,
that is, differences between two identically sized MOS transistors of the
same integrated circuit. Process spread at both batch and run levels
are usually covered by the corner models (e.g. worst speed and worst
power).

For a general electrical parameter (P), two types of variations
are observed:

Local variations with correlation distances comparable to device di-
mensions. Commonly caused by non-uniform distributions of im-
planted, diffused or substrate ions, local mobility fluctuations, gran-
ular oxide and trapped charges in oxide. They can be fitted to a
spatial zero-mean normal distribution.

Global variations when correlation distances are larger than practical
device geometries. In this case, the origin can be found in the wafer
fabrication and oxidation process. Normal probabilistic distributions
are also used to model these type of variations.

Under the assumption of non-correlation, the total deviation of
is the root-sum-square of all contributions. A well accepted model for
CMOS technologies [12, 13] is formulated as:

where and stand for the mismatching parameters of local
and global variations, respectively. While the first component depends
only on the device area (WL) , the latter is related to the distance (D)
between the two matched MOS transistors. The above equation does
not take into account other important aspects of the layout such as
device perimeters, substrate orientation, surrounding layers and thermal
gradients. Hence, in order to avoid further geometrical variables, the
practical recommendations compiled in Table 2.5 are supposed to be used
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in the physical design of the analog circuit. In fact, the contributions
of global variations can be strongly reduced by minimizing the distance
D down to the lithography limits specified in the design rules of the
CMOS process. As a result, the total deviation of can be simplified
according to (2.24).

The electrical parameters usually modeled are and Also in the
context of this work, the mismatch of the drain current is of particular
importance when designing the final dimensioning of the MOS devices.
The total deviation can be obtained supposing non-correlation be-
tween these two electrical parameters:

When speaking in terms of resolution in the I-domain, a more useful
figure is the relative mismatching rather than the absolute val-
ues. Furthermore, this type of study is commonly interesting when the
MOSFET is operating in saturation with high output impedance, hence
behaving as a controlled current source. In this case, (2.25) can be
rewritten as:

Due to the non-linear law of the drain current versus the threshold
voltage, such a current mismatching changes along the saturation regions
of operation. Practical values of and deviations are collected in
Figure 2.8 and Figure 2.9 from experimental reports [12, 13, 14, 15,
16, 17, 18, 19, 20, 21, 22]. Based on these data, a comparison between
both terms of (2.26) returns a dominance extending from deep weak
inversion regions to medium strong inversion regions.

In this sense, a knee inversion coefficient is defined as the
boundary between and dominant mismatching regions in strong
inversion:

An example of a typical behaviour is plotted in Figure 2.7. For a
typical CMOS technology, so that and

the resulting is locates this boundary at more
than two decades over

Hence, considering only deviations, the asymptotic expressions
for each region of saturated inversion are as follows:
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The maximum and constant relative deviation is reached at weak in-
version due to the factor in Table 2.1. On the other hand, the sen-
sitivity versus tends to decrease for larger voltage overdrives. Also,
once strong inversion is reached, W sensitivity tends to vanish. Such
an effect is a cancellation between the decrease of
and the increase of the gate sensitivity to according to
Table 2.1.
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6. Parameter Extraction Procedure
In the previous sections, an analytical device model has been set up

for the synthesis of the CMOS analog companding circuit techniques
developed in this work. However, this by-hand design tool would not be
of much benefit without a method to determine its parameter values (i.e.

and for any given CMOS process. The aim of this section is
to present a stand-alone procedure to obtain this set of basic parameters
either from numerical models or experimental data. This strategy does
not intend at all to be an exhaustive device characterization method ,
but to provide the designer with some independence from the technology
models supplied by the foundry.

The procedure starts by extracting the CLM parameter from a linear
fitting of versus curve in weak and strong inversion saturation
regions. The parameter is computed from the exponential slope of
versus in weak inversion saturation, while the unitary current factor

is extrapolated by applying a quadratic fitting of the same curve in
deep strong inversion. Finally, can be extracted from an operation
point located in the moderate inversion region of the same I/V charac-
teristics. The complete algorithm is detailed in Table 2.6 and has been
numerically implemented through Matlab© [10]. The boundaries of the
different regions of operation are automatically selected by studying the
curve slopes through the small signal parameters As can be seen,
three curves are needed for the complete extraction, although vs
is also checked only for verification. The following examples are based
on the same CMOS double-metal double-poly-Si process of all
design examples and the industrial application of Chapter 8. The fitting-
results when applying Table 2.6 (with and to ex-
perimental NMOSFET curves are shown in Figure 2.10. The equivalent
extraction for the typical BSIM3 model is also plotted in Figure 2.11.

Since the analytical equations do not take into account important
second-order non-idealities, it is advised to repeat the above procedure
for different device geometries in order to study small geometries ef-
fects. A matrix device example for the same CMOS process is
depicted in Figure 2.12. The resulting exhaustive extraction can be seen
in Figures 2.13 and 2.14. The following aspects should be noted:

Reduction in for short channels due to velocity saturation at high
drain-to-source voltage bias.

Equivalent increase of for narrow devices caused by lateral bird-
peak geometries.
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Table 2.6. Procedure for extracting and MOSFET parameters.

Require numerical resolution [%], supply voltage

Require unitary vs in strong inversion:

Select forward saturation boundaries:

Compute from linear regression following (2.8):

Require unitary vs in weak inversion:

Repeat the two previous steps to obtain

Require unitary vs in forward saturation:

Select weak inversion boundaries:

Compute from exponential regression following Table 2.1:

Select strong inversion boundaries:

Compute unitary from quadratic regression in Table 2.1:

Compute in moderate inversion following Table 2.1:
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Lower for short MOS transistors originated by the drain and
source diffusion charge sharing.

Inverse proportionality between CLM parameter and the channel
length itself.

Good stability of the subthreshold slope versus both the process
spread and the device scaling. In fact, this behavior agrees with the
information supplied by the foundry [24] which reports less than a
5% tolerance for 40 lots.

The procedure presented in this section is far from being an exhaustive
characterization method [25, 26, 27, 28, 29]. However, its accuracy has
been proven good enough to detect practical errors in the selection of
BSIM3 parameters, when applied to simulation models, and variations
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in electrical parameters of CMOS runs, when used with experimental
data. Both situations have been confirmed by the foundry itself [24].

Finally, the extracted MOSFET model must be completed by an es-
timation of the mismatching parameter. Only a single device ge-
ometry is needed to compute the parameter from (2.24); nev-
ertheless, at least 2 different channel dimensions are recommended to
verify the law. In our case, statistics for the large and small device
geometries of Figure 2.12 were available from the foundry and in-lab
measurements, respectively. The correlation between the experimental
data and the mismatching model is depicted in Figure 2.15. The result-
ing agrees with other studies already reported in
Section 5. Practical information about numerical simulation of techno-
logical mismatching is given in Appendix A.
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Chapter 3

AMPLIFICATION AND AGC

Abstract This chapter includes all the new circuit techniques developed for gain
stages. After reviewing its Log companding principle, the CMOS core
topologies are proposed and compared. The optimum strategy is chosen
in terms of low-voltage and CMOS technology compatibility. A com-
plete set of very low-voltage basic building blocks is then presented for
either fixed, programmable or syllabic full AGC systems. Finally, the
validity of the novel CMOS circuit techniques are demonstrated through
some design examples.

1. Log Companding Principle
The main purpose of any amplifying stage is to obtain a linearly scaled

copy of the input signal at the output port. Using the generalized nomen-
clature introduced in Section 3, this proportionality can be specified as:

where G stands for the gain factor. The above transfer function must
then be translated to the compressed in order to identify the
necessary processing after the compressor and before the expander. This
step is accomplished by applying the Log companding function F of (1.5)
to the previous expression:

where:

with being the gain control signal necessary to keep the sys-
tem externally linear. It is easy to see that external amplification is

51
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equivalent to internally adding an independent term, as indicated in
[1, 2]. Direct control of allows electronic tuning for either fixed,
programmable or time-variant amplification factors. Furthermore, the
linear relation in a log scale such as (3.3) is of special interest when pro-
cessing signals with large dynamic range (e.g. audio applications). In
particular, the use of such logarithmic amplifiers simplifies the synthesis
at the system level of compression laws in AGC algorithms [3, 4]. In this
sense, a general attenuation system is modelled in Figure 3.1.

The AGC system usually involves two identical Log amplifiers devoted
to signal processing and control of the threshold knee point
respectively. The feedback path begins with an envelope detector which
sets the transient response of the whole loop through the attack and
release times [5]. Typically, this block consists on a full-wave rectifica-
tion plus some filtering to compute the effective envelope
according to the particular signal processing application. For example,
in the case of syllabic AGC for hearing aids, two low-pass filters with
time constants around 10ms and 250ms are usually combined to ensure
fast protection against overshoots while maintaining speech intelligibil-
ity, respectively. The result of comparing and the processed
is then translated to the Log domain, where first-quadrant-only prop-
agation automatically ensures linear operation for (i.e. the
threshold knee point). Once in close loop operation, the scaling factor

defines the following non-linear compression curve:
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Hence, the resulting output dynamic range reduction can be expressed
using the compression Ratio (CR):

where upper and lower boundaries from (3.4) are the limiting (i.e.
and linear (i.e. CR = 1 : 1 ,

cases, respectively. Note that AGC compressing must not be
confused with the companding approach itself, since the latter operates
instantaneously, restores the original dynamic range at the output, and
is directly synthesized at the transistor level.

2. CMOS Generalization
As was mentioned in the introduction of this work, the circuit imple-

mentation of the general Log companding function (1.5) at the device
level will be performed here by the use of the MOSFET I/V curves
in the weak inversion region. Furthermore, since the basic amplifier
block can be formally understood as a current-controlled current source
with voltage-controlled exponential gain, saturation operation is chosen
here for the main MOS transistors in order to obtain a higher output
impedance. Taking the asymptotic expression of in Table 2.1 for the
forward case and neglecting channel length modulation (CLM), three
terminals of the MOSFET exhibit the desired exponential law F: gate,
source and bulk. The resulting internal signal compression through each
terminal will be named gate- (GD), source- (SD) and bulk-driven (BD),
respectively:

where V , I and stand for the compressed voltage signal at the
selected terminal, the linear current signal at the drain, and the biasing
reference for the other terminals, respectively. Based on the required
processing in the compressed V-domain from equation (3.2), three dif-
ferent G tuning techniques are also proposed: gate- (GC), source- (SC)
and bulk-controlled (BC), which correspond respectively to the

and sources in the summary of Figure 3.2. Both de-
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vices M1 and M2 are supposed to operate in weak inversion saturation
in order to implement the compression and the expansion functions.

In fact, all three types of gain control can be mixed together and are
compatible with all three types of driven signals in (3.6). Supposing
technological, geometrical and thermal matching between M1 and M2
devices, the unified expression of the resulting gain G in the I-domain
is given by:

The first conclusion from the above equations is the verification of the
linear relation in decibels between G and all gain control voltages. An-
other important feature of all strategies is the possibility of synthesizing
both amplification and attenuation factors too. depending on the sign of
the differential voltage In the trivial case of all topolo-
gies are reduced to the classical current mirror Also, all con-
trol strategies require a proportional-to-absolute-tempcrature (PTAT)
voltage reference to cancel their first-order thermal sensitivity due to

The synthesis of such references is addressed in Chapter 5.
However, there are some important differences between gate-, source-

and bulk-controlled topologies which force the choice of the optimum
solution:

GC does not need low-ohmic sources, although some techno-
logical dependency still remains through parameter

BC approach exhibits the largest control voltages for the normal range
of causing an extreme reduction in the available room for
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low-voltage operation and incompatibility with anti-latch-up rules of
standard CMOS processes. For example, a G = ±60dB would need
a for at room temperature.

SC topology shows the best gain sensitivity versus control voltage, as
seen in Table 3.1, and independence from technology as well. Unfor-
tunately, it requires low-impedance sources for the control of

3. Basic Building Blocks
This section proposes very low-voltage CMOS implementations of all

the required auxiliary circuitry around Figure 3.2 in order to build up
from programmable amplifying stages to complete AGC systems in the
Log domain.

3.1 General-Purpose Controllable Amplifier Cell
Taking into account all the considerations explained in the previous

section, the GD-SC combination is chosen here as the most suitable
topology, so the rest of this chapter will be devoted only to this approach.
The differential control voltage in Figure 3.2 splits into two
sources referred to as ground as shown in Figure 3.3. Unless
specified, local substrates of NMOS and PMOS devices in all circuits
are assumed to be connected to minimum and maximum
system potentials, respectively.

This modification simplifies the synthesis of such low-impedance sources,
as discussed later on in this section, and also supplies two independent
signals in the Log domain for gain control, as in the AGC example of
Section 4. From (3.8), the resulting gain expression is:
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with sensitivity around 0.43dB/mV at room temperature. In practice,
these gain control signals are usually limited to which
corresponds to a total programmable amplification range as large as
±60dB.

As with any current processor, some extra circuitry must be added
to Figure 3.3 in order to provide a low enough input impedance, ideally
null. However, zero impedance cannot be achieved in practice. Fur-
thermore, dynamics has to be introduced at this point because even low
enough values of input impedance are difficult to keep so low along the
entire frequency spectrum due to the parasitic capacitance present in
any CMOS environment. In particular, the input capacitance will
be an important bandwidth limiter, equivalent to the output load capac-
itance in voltage processing. The simplest circuit solution for the control
of the M1 compressor is shown in Figure 3.4(left), where stands for
the input biasing. However, the active load topology exhibits a strong
relation between the input impedance and itself through
which in practice does not achieve low enough values. As a result, CLM
effects tend to cause input distortion at the compressor stage. Hence,
the optimum strategy aims to minimize the drain voltage slew at M1.

The above circuit problem has already been faced in the design of
dynamic current copiers for Switched-current (SI) systems, as in [6]. The
solution classically proposed for low-voltage operation [7, 8, 9] makes
use of a voltage gain stage inserted between drain and gate of the input
transistor M1, symbolized in Figure 3.4(right) by an operational voltage
amplifier (OVA). Indeed, the static input impedance is reduced by the
DC voltage gain of the OVA block and so distortion, due to
CLM. On the other hand, as warned by some authors [10, 11], a drawback
arises when trying to stabilize this local feedback loop, split now into two
poles. In order to identify the exact cause of such instability, a complete
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small-signal analysis is applied to study both the input impedance
and the transfer function (T):

where L, and stand for the loop gain, input and compensa-
tion poles, respectively:

As predicted, the static input impedance

Since in practice the OVA block must also be implemented by means
of CMOS devices, its output impedance will be in the same order as the
input transistor M1. Thus, can then be expressed only in terms of
capacitance ratios:

has been reduced by the OVA gain factor However, from a dy-
namic point of view, the new two-pole distribution of both and

returns the following Damping factor
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Now the stability problem can be easily understood: a large pole
splitting is required for practical values of to limit the closed loop
frequency overshoot. Note that L not only includes but also the
gain of the equivalent feedback inverter The more is
increased to obtain lower input impedance, the more capacitance ratio
is needed to ensure stability. For example, taking the general expression
of the maximum frequency overshoot:

flat response would need a ratio of about two
decades for a minimum L > 40dB! In practice, the compensation capac-
itor for a minimum realistic value of parasitic would not be
CMOS integrable and would also drastically reduce the available signal
bandwidth at the input compressor.

A novel circuit technique is presented in Figure 3.5 to lower the in-
put impedance while relaxing stability conditions, too. The new strat-
egy makes use of an operational transresistance amplifier (ORA) in the
feedback loop. The equivalent description in terms of current Convey-
ors [12, 13, 14] is depicted in the same figure to clarify the functionality
of this block.

The circuit ensures the DC biasing of M1 at and signal propa-
gation as the ORA tends to balance its input currents by controlling the
gate of the input transistor. However, unlike the classical approach, the
ideally null input impedance of the ORA moves the input pole to high
frequencies while reducing the voltage loop gain
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The compensation pole, however, can be easily kept at the same location
by making As a result, the stability condition (3.13)
is relaxed to integrable values of Based on this strategy, a low-
voltage CMOS implementation is proposed in Figure 3.6, where the ORA
block is built through M3-M6. The key parameters for the stability con-
dition can be rewritten as follows:

Apart from its good low-voltage compatibility, a particular advan-
tage of Figure 3.6 is the fact that the pole splitting exhibits a direct
proportionality to the voltage loop gain:

In consequence, the stability condition becomes affordable and easier
to design by hand calculation:

Recalling the same example mentioned before, flat response
requires in this case only a suitable dimensioning of the compensation
capacitor The graphical comparison of Figure 3.7
demonstrates the validity of this circuit strategy:

Finally, the additional design constraint to choose the absolute values
of K and can be derived from bandwidth requirements:
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The following flow diagram depicts the complete design process:

Due to the resulting impedance values (typically below for
optional V/I conversion at the input linear V-domain can be eas-

ily obtained by a simple series of a resistor and a decoupling capacitor,
as illustrated in Figure 3.6. Furthermore, the proposed control tech-
nique minimizes the CLM effect at the compressor M1, allowing even
minimum channel length selection for such a device. This possibility
means an important Si area saving due to the wide aspect ratios usually
required in compressors and expanders. The same technique also applies
to the expander transistor M2, provided that a similar control loop is
included at the input of the cascaded stage.
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The next design step consists of adding the biasing scheme to the
basic cell of Figure 3.3. This task includes the generation of both the
input bias level to accommodate the incoming linear signal
and the proper value to be subtracted at the expander in order
to obtain a DC-free output signal Also, the auxiliary circuitry
dedicated to biasing must adjust such current references dynamically to
any changes in the states of caused by either user programming
or AGC feedback. In this sense, the key design parameter here is the
maximum signal level or full-scale according to the power and
dynamic range issues explained in Chapter 7.

A general low-voltage CMOS implementation of the biasing scheme
is proposed in Figure 3.8. The proper DC current levels are computed
here through M7-M8 which act as a parallel GD-SC cell controlled by
the same gain G and operated in principle as an attenuator (i.e.

Its output is permanently monitored by M9-M10, so in case it
exceeds the allowed range (i.e. the error amplifier M11-
M12 automatically corrects the input value. The required copies of
both for the compressor and the expander devices M1 and M2 are
obtained through M13-M15 and M16 respectively. Hence, the proposed
solution is compatible either with amplification (G > 1) or attenuation
(G < 1) factors. The detailed biasing expressions for each case are given
in Table 3.2, where the design variable N sets the resolution of the whole
control. For G > 1, larger N values return better insensitivity to G as
can be seen in Figure 3.9. In these cases, some frequency compensation
at M7-M8 may be required when

3.2 Low-Impedance Gain Control Voltage Sources
Once the signal path of the basic GD-SC amplifier cell has been com-

pleted, this subsection is addressed to the control of its gain G. Even for
fixed gain stages, built-in voltage-controlled voltage sources are usually
needed to translate a general high-impedance PTAT reference or control
signal to the desired low-impedance port of the amplifier in
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Figure 3.8. Due to the inner voltage compression of the GD-SC topol-
ogy, signals are commonly limited to less than (i.e. 200mV at
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room temperature), so no rail-to-rail operation is needed for such voltage
sources. In fact, the main circuit specifications are:

Low-amplitude input

High-impedance input

Follower output

Low-impedance output with sink capability

Previous implementations for this kind of auxiliary blocks are based
on a constant-current-fed resistor [2, 15]. However, apart from requiring
the corresponding resistive layer in the CMOS process, this approach
suffers from a bad compromise between power and area. On the one
hand, the static consumption of the source must be set as high as
On the other hand, such a value is dependent on the itself and the
resistor value. As a result, this circuit solution exhibits an inverse pro-
portionality between power consumption and the resistor value, which
usually translates into a high Silicon area. In the case of minimizing the
static current consumption of the source, the value of the resistor must
be increased to reach specifications. On the other hand, if com-
pact solutions are preferred by scaling down the resistor element, the
quiescent current needs to be multiplied by the same factor to obtain
the desired output voltage.

A new circuit alternative is proposed here based on a variable MOS
resistor. The basic strategy is depicted in Figure 3.10, where M1 plays
the role of the tunable resistor element operating in strong inversion
conduction. The telescopic biasing through M2 ensures proper opera-
tion even for almost-zero values of The OVA block supplies an
additional gain in the case of that very low ohmic outputs are
required. In fact, and since M2 is operating in saturation, the general
expression of the output impedance can be approximated by:

Two different low-voltage CMOS implementations based on this tele-
scopic topology are presented in Figure 3.11. The first solution (left) is
optimized against technology mismatching by using the reduced group
of devices M3-M6 to compute the error signal. Furthermore, this option
returns a very low output impedance at the port while preserv-
ing a high input impedance at the input However, only moderate
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noise performance is achieved due to the gain factor synthesized
by the same four devices M3-M6. In this sense, a second approach is also
proposed in Figure 3.11 (right) to alleviate this last problem. Although
not very low or high impedance can be obtained at the output and input
ports respectively, an important resolution improvement comes from the
fact that

In any case, in both cases should be chosen according to the
bandwidth and Power Supply Rejection ratio (PSRR) requirements of
the particular application. Another interesting design parameter for this
basic building block is its minimum output voltage Taking
the expression of the drain current in strong inversion conduction for
M1 from Table 2.1, the overload situation will occur when:
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where stands for the minimum voltage drop of the output
to ensure its nominal value and good PSRR. Supposing large sinking

the final design equation can be expressed as:

An integrated realization of the proposed low-impedance gain con-
trol voltage source of Figure 3.11(left) is depicted in Figure 3.12, while
Figure 3.13 shows its typical behaviour.

3.3 Full-Wave Rectifiers
In the case of building AGC systems around the proposed Log am-

plifier, such as the general model of Figure 3.1, rectifying is usually the
first step towards the computation of the approximate root-mean-square
(RMS) value of the output signal. Furthermore, full-wave rectifiers are
preferable in order to minimize the ripple in the control path of the
AGC, otherwise higher order filtering is required to avoid excessive out-
put distortion. In practice, a key design parameter for the rectifier is
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the maximum output error in absence of an input signal, which gives
the effective resolution of the rectifying process. Such an offset is usu-
ally generated by a combination of two sources: a residual DC input
level, and an internal component due to circuit asymmetries.

Based on these design considerations, a novel low-voltage CMOS re-
alization of a precision full-wave rectifier is presented in Figure 3.14,
where and stand for the incoming output from the Log ampli-
fier and the full-wave rectified signal, respectively. Since current offsets
caused by technology mismatching are also related to current bias, the
proposed circuit approach minimizes such component by choosing quies-
cent biasing levels as low as However, in order to
avoid any incoming offset, a low enough impedance should be also seen
at the input to allow DC decoupling as depicted in Figure 3.14. Both
design constraints can be achieved by the local feedback loop M1-M8,
which ensures a low-enough input impedance even for very low values
of current biasing. Two operation cases should be distinguished: while
positive phases of are processed by M1-M5 devices, negative swings
are rectified through M6-M8, so the full rectified waveform is finally
collected via M9-M10. Some frequency compensation may be
required depending on the ratio.
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3.4 Envelope Filtering
Typically, frequency selective stages are needed in AGC systems to

compute the approximate output envelope from its full-wave rec-
tified representation As already pointed out in Section 2, this
step usually involves a combination of different first or second order
low-pass filters, depending on the desired performance in terms of signal
distortion. In any case, the general design problem to be faced can be
formulated as finding a solution for the following ordinary differential
equation:

where stands for the Corner frequency at -3dB. Arbitrary filtering
can be easily synthesized in the Log domain context of this work through
the novel low-voltage CMOS circuit techniques presented in Chapter 4
(Please refer to Chapter 4 for a more detailed analysis of the basic build-
ing block proposed next).

In the particular case of a low-pass response, the most suitable choice
are the non-saturated cells, which are based on the SD compression law
of (3.6). From equation (3.24), the required processing in the compressed
V-domain can be expressed as:

In order to finally obtain a circuit implementation, the internal state-
space variable is stored across a grounded linear capacitor C. Hence,
(3.25) is finally translated into the charge domain (Q) as:
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where stands for the tuning parameter of the non-linear transcon-
ductance, which controls the charge and discharge current of the
capacitor C. The splitting in expression (3.26) is similar in form to the
MOSFET drain current expression in weak inversion conduction from
Table 2.1. In fact, the remaining part of equation (3.26) is equivalent
to a signal-dependent gate tuning. Such control can be supplied by a
matched device operating in weak inversion saturation, fed at and
sharing the same source bias.

Based on this idea, a low-voltage CMOS implementation of the low-
pass envelope filter is proposed in Figure 3.15, where all boxed devices
are supposed to operate in weak inversion. The input compression and
output expansion processes are performed by M1 and M2 transistors,
respectively. The role of the shifter M4-M5 is to optimize automati-
cally the low-voltage operation of all telescopic devices according to the
maximum input signal level The core of the low-pass filter con-
sists of the non-linear transconductarice pairs M6-M9 and the voltage
followers (VF), while sources are devoted to tuning according
to expression (3.27) (i.e. about 0.16nA/pFKHz at room temperature).
The VF block can be implemented using the mismatching-optimized fol-
lower already proposed in Figure 3.11 (even with its devices
removed).

The topology of Figure 3.15 also includes an additional filter
sharing the compressor and a set of MOS switches to select between the
first and second order response via a by-pass of the first stage. Based
on this approach, a dual first-order envelope filter example for syllabic
AGC is presented in Section 4.

3.5 Log Ruler
In the general AGC model of Figure 3.1, the effective output envelope

must be translated back to a Log scale for the synthesis of the CR
parameter. In this sense, the reference value of such a Log rule is the
processed threshold knee itself. Due to the SC strategy chosen in
the Log amplifier of Figure 3.8, the SD compression law (3.6) should be
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implemented in the logarithmic evaluation of so that the resulting
control signal is fully compatible with Based on these
specifications, a low-voltage CMOS proposal is shown in Figure 3.16
where the boxed devices are supposed to operate in weak inversion sat-
uration.

In fact, the proposed circuit topology can be understood as the basic
GD-SC amplifier of Figure 3.3 with its input and output fed at and
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respectively. According to design equation (3.9) and the
resulting control signal follows:

Hence, the required first-quadrant only propagation of in Fig-
ure 3.1 is already implemented here thanks to the boundary condition

Continuous tuning of the AGC threshold knee point is reduced
to programing the current source.

3.6 Compression Ratio Scaling
The final step in order to close the general AGC loop of Figure 3.1 is

the linear scaling factor which defines the overall compression ratio
according to (3.5). Since the required processing can be
seen as computing a fraction of while the negative sign in is
easily implemented by selecting the output control port
In that case, the unused port may be devoted to programing the
open loop gain in the linear range (i.e. of the AGC system.
An illustration of this idea can be found in Section 4

From the point of view of the circuit, the voltage scaler has to
process only the limited range Taking into account
this particularity, a low-voltage realization is proposed in Figure 3.17
(left). No absolute accuracy, high linearity or large resistance values are
required in practice for the resistive divider due to the ratio-based design
and the limited range of As a result, monolithic implementations
using local wells can usually meet the relaxed specifications for such
components. In any case, an all-MOS approach based on a new grounded
MOS resistive circuit (MRC) is also proposed in Figure 3.17 (right) to
avoid the use of passive resistors.
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A novel low-voltage implementation of the grounded MRC block is
presented in Figure 3.18 (left). Linearization of the equivalent resis-
tance is based on operating the core device M1 in the strong
inversion conduction region. The MOS drain current equation in this
regime follows from Table 2.1 and

The basic idea is to introduce a voltage compensation at the gate to
obtain a linear incremental behaviour in terms of
From (3.29), the required compensation is found to be ideally

The feedback device M2 of Figure 3.18 operating in saturation
generates a gate voltage compensation which is an
exact solution for In general, some quadratic term remains
in the MRC impedance as:

where:

In order to simplify the adjustment of through in (3.31),
a self-tuning circuit is also proposed in Figure 3.18 (right), resulting in
an effective



72 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN

Integrable values of resistance typically range
like the experimental example of Figure 3.19. Apart from the calibrating
and tuning possibilities, important Si area savings can be obtained with
the proposed MRC compared to the equivalent passive implementation
through n-well resistors. For example, taking the same CMOS process
of Figure 3.19 with and of minimum width
and pitch, the required n-well area would be increased by a factor of
4. Typical results of the novel MOS resistive circuit such as the one
in Figure 3.20 exhibit enough linearity, as these blocks are devoted to
controlling computation rather than the actual signal processing.

4. Design Examples
Two design examples are presented here as demonstrators of the pro-

posed CMOS circuit techniques. Specifications have been chosen for
their usage in very low-voltage portable audio applications like hearing-
aids-on-chip. The target technology in both cases is a CMOS
double-metal double-poly-Si process. The first circuit is depicted in
Figure 3.21 and consists of the general purpose amplifier topology of
Figure 3.8 including both gain control voltage sources. The overall per-
formance of this implementation is summarized in Table 4.4. Detailed
graphical results can be also seen in Figures 3.22, 3.23 and 3.241.

The second design example is a complete AGC stage built around the
previous amplifier cell and following the high-level model of Figure 3.1.
Its low-voltage CMOS implementation is based on all the basic build-
ing blocks proposed in previous sections. In this case, two first-order

1Distortion results match with the theoretical expressions of Chapter 7 since
and so at 50% of full-scale.
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low-pass filters are connected in parallel, sharing the compressor M5-
M8 of Figure 3.15 for the envelope detection. Both filters are tuned at

thus integrating two equivalent linear resistors of about
Corner frequencies of 14Hz and 0.6Hz are selected using exter-

nal capacitors of 4.7nF and 100nF, respectively. The transient behaviour
results in an attack time of and release times adapted to the



Amplification and AGC 75



76 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN

input burst duration of up to as shown in Figure 3.25. The
flexibility of the presented CMOS circuit techniques allows independent
programming of the AGC threshold knee point the compres-
sion ratio as well as the open loop gain
through the port. All this configurability is summarized in Fig-
ure 3.26. The complete AGC stage can truly operate at 1.0V supply,
while exhibiting a power consumption as low as
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Chapter 4

FILTERING

Abstract The following chapter includes all the new circuit techniques related to
frequency selective stages. After reviewing the Log companding princi-
ple of operation, the generalization for the MOS transistor is presented.
Based on these results, different types of CMOS basic building blocks for
arbitrary Log filters are proposed in conjunction with a compact synthe-
sis methodology. This research is extended to all-MOS implementations
for their integration through digital CMOS technologies. Finally, some
filter cases and design examples are presented as demonstrators.

1. Log Companding Principle
Due to the wide variety of frequency selective transfer functions, this

introduction will only focus on the integrator as the basic example to
illustrate the Log companding principle of signal filtering. Referred to
the normalized nomenclature introduced in Chapter 1, the integrator
output satisfies:

with being the general time constant. The above ordinary differ-
ential equation must now be translated to the compressed in
order to study the equivalent non-linear internal processing which pre-
serves the external linearity of the system. As first proposed in [1] using
diodes, this step is performed by applying the Chain Rule to the previous
expression, using the Log companding function F defined in (1.5):

79
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It is clear at this point that one of the advantages of Log F functions is
the simple equivalence between and domain derivatives. This special
property is common to all translinear devices, for which its transconduc-
tance shows a linear dependence with respect to its current
as with exponential and hyperbolic F laws.

Thus, in order to integrate the necessary processing physically in the
is linearly controlled through the voltage stored

across a linear capacitor (C):

According to the above linear relation, the derivative has a direct
correspondence in the compressed domain:

where and has been chosen for simplification. As proposed
in [2], the necessity of inductive components from (4.1) can be skipped
in favor of integrable capacitive elements by the use of a tuning current

so that the underbraced term corresponds to the charging and dis-
charging current of C. As a result, the above equation allows an
equivalent expression in terms of a product of currents:

Such a product can be synthesized through the Translinear Principle
(TP) [3, 4]. Unfortunately, the TP was originally intended for bipo-
lar elements (i.e. diodes and BJTs) which present first-order differences
with respect to the MOS transistor as already explained in Chapter 1. In
consequence, the next section presents a new TP rewritten for the MOS-
FET as a previous step before to introducing the CMOS basic building
blocks for Log filtering.

2. CMOS Generalization
The well-known Translinear Principle was originally oriented to bipo-

lar semiconductor devices, such as diodes and BJTs operating in their
active region. Hence, all device currents were supposed to be controlled
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by differential voltages. Although the MOSFET biased at weak inver-
sion saturation exhibits a similar exponential function from Table 2.1, its
drain current asymmetry from gate to source or drain voltages caused
by non-unitary subthreshold slopes and non-local substrates

requires a new evaluation of the TP validity for such de-
vices. The following study presents the topological restrictions that any
CMOS basic building block must verify to implement products based on
the TP, as in (4.6).

The starting structure is a Translinear Loop (TL) made of MOS de-
vices operating in weak inversion saturation and connected through gate
and source as depicted in Figure 4.1 (results can be easily generalized to
either reverse saturation and PMOS transistor types).

Due to the anti-latch-up rules of CMOS technologies, no bulk-driven
topologies will be considered here as already argued in Chapter 3. Thus,
all local bulks are always connected to voltage supplies ( and for
NMOS and PMOS transistors, respectively) unless specified. Following
the TP approach, the main equation is first obtained by applying the
KVL to the loop:

where CCW and CW stand for counter-clock and clockwise, respec-
tively, taking the gate-to-source reference. In order to obtain the final
product of currents, the above equation must be rewritten in terms of a
sum of logs as:
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However, even supposing global thermal and technological match-
ing, which would eliminate and dependencies, some signal-
dependent terms marked in both expressions still remain, causing dis-
tortion.

The new solution proposed here solves the above problem by build-
ing all MOS TLs by means of matched pairs in gate-driven (GD) (i.e.
common source and bulk ) or source-driven (SD) (i.e. com-
mon gate and bulk ) configurations. Such a rearrangement
enables one-by-one cancellation of all signal-dependent marked terms
in (4.8) and (4.9), thus obtaining the desired product of currents:

As a result, MOS loops must always be built by means of the allowed
topologies listed in Figure 4.2.

Furthermore, only a single cell type from the above table should be
used in the same TL. This requirement of not mixing GD and SD el-
ements can be clearly seen in the example of Figure 4.3. The general
expression (4.7) is particularized in this case to:

and developed as:

As argued, matched pairs enable cancellation of and signal-dependent
terms and
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However, even overall isothermal operation does not return the final
desired product, but:



84 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN

Consequently, two different types of MOS TLs can be generally dis-
tinguished. Consider the example of Figure 4.4, with a particular loop
which can be understood as GD or SD MOS TL. Although the starting
and final design equations are unique,

the mismatch requirements differ depending on the basic cell type:

GD. Transistors are arranged in gate-driven matched pairs named M1-
M2 and M3-M4 as indicated in Figure 4.5, developing (4.15) into:



Filtering 85

The signal-dependent parts can be canceled in:

However, some extra technological parameters still remain in the
isothermal product:

Hence, GD MOS TLs require physical matching of all devices in the
loop (i.e. M1 to M4) to obtain the desired final design equation (4.16).

SD. The same MOS TL, however, can be rearranged using the source-
driven pair distribution M2-M3 and M1-M4 of Figure 4.6. Now,
according to the new matched groups, (4.15) is rewritten as:



86 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN

In this case, after canceling all signal-dependent terms:

no extra technological parameters appear in the product expression
and only an isothermal operation is necessary. Hence, SD MOS TLs
only require technological matching at the pair level (i.e. M2-M3 and
M1-M4).

In conclusion, GD can be understood as a subcategory of SD MOS
TLs, as declared in the following generalized Translinear Principle for
MOS devices of Figure 4.7 (compatible results are reported by other
similar theoretical analysis [5, 6, 7]).

3. Basic Building Blocks
General filter specifications are usually expressed in terms of an arbi-

trary frequency selective transfer function in the s-domain and order N,
as in the following expression for the one-input one-output case:

The resulting structures usually require multiple MOS TLs, which are
more difficult to identify than those in Figure 4.1. Hence, the theoretical
shortcut proposed by [8] will be selected here to rewrite the product
of (4.6) in terms of direct signals:

From the point of view of the circuit, the above expression defines
the internal non-linear transconductance required to achieve external
linearity, as symbolized in Figure 4.10.
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In an isothermal closed loop containing an even number of saturated
weak inverted MOS devices with non-isolated bulks, arranged so that
they are grouped in common gate matched pairs, the product of the
drain current densities in the clock-wise direction is equal to the product
of the drain current densities in the counterclockwise direction.

In order to generalize results, an equivalent matrix description based
on the state-space (SS) representation [9] will be used for (4.22):

Careful attention must be paid when selecting the filter representation
in the I-domain since all linear variables must verify to
allow their internal Log mapping. This issue is addressed in the design
methodology proposed in Section 4. In any case, the second SS equation
in (4.24) can be easily synthesized in the linear current domain through
simple KCL algebra. Thus, the major design problem to be faced is
reduced to implementing N first-order ordinary differential equations
symbolized for the as:
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The Chain Rule strategy is now applied to each row in order to trans-
late specifications into the equivalent SS V -domain. At this point and
as already mentioned in Chapter 1, circuit techniques are specific for
the particular Log companding function F chosen. The next subsec-
tions propose different CMOS possibilities, all of them compatible with
Figure 4.2.

3.1 Saturated CMOS Cells
As introduced in Chapter 3, three Log companding F functions can

be obtained at the transistor level from a MOSFET operating in weak
inversion saturation according to the terminal used to compress the in-
ternal voltage signal: gate- (GD), bulk- (BD) or source-driven (SD), as
illustrated in Figure 4.9.

Following the device model equations from Table 2.1,



Filtering 89

the following study is limited to GD and SD F functions only. No
bulk-driven strategies [10, 11, 12] will be considered in this work due
to their compatibility problems with anti-latch-up rules of CMOS tech-
nologies. Applying (4.26) to (4.25), the equivalent non-linear processing
in the compressed V -domain is found to be:

From the viewpoint of the circuit, the final non-linear differential equa-
tion to be implemented in the charge domain (Q) results in the following
transconductances:

where identifies the capacitor current, and tuning parameters are
defined in the case as:
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For both options, positive-to-absolute-temperature (PTAT) current
references should be used to eliminate first-order thermal dependencies.
In this sense, the companding PTAT circuit technique described in Chap-
ter 5 is suitable for the tuning of the above expressions.

By inspecting (4.28), two complete sets of low-voltage CMOS cells
are proposed in Figure 4.10 for compressors, transconductances and ex-
panders. All boxed devices are supposed to operate in their weak in-
version saturation region. The resulting F functions at the cell level
are:

where and are reference values for the linear and compressed
domains, respectively. The separated definition of compressor and ex-
pander basic building blocks allows independence between signal range

and frequency tuning specifications. Also, such splitting
simplifies multi-path propagation of compressed input signals. Further-
more, all resulting filter topologies are compatible with syllabic circuit
techniques such as [20].

Notice that transconductances for A and B coefficients are synthe-
sized to only charge or discharge the SS variable stored in Such
simplification is derived from the Log nature of I/V compression which
requires otherwise and for the GD and SD
cases, respectively. This idea can be seen more clearly in the graphical
representation of the non-linear transconductances required for each co-
efficient in Figure 4.14. In practice, operation point stability is ensured
at the SS matrix level as addressed in Section 4.

The role of the operational transresistance amplifier (ORA) is to sup-
ply a low enough input impedance at the compressor transistor to mini-
mize the channel length modulation effects, as well as to enable optional
linear V/I conversion through a simple input resistor. When not re-
quired, this block can be directly replaced by a short-circuit. Also in the
SD case, a voltage follower (VF) is mandatory for each capacitor

3.2 Non-Saturated CMOS Cells
These alternative cells use the same Log companding F function as

the Saturated SD type given in (4.30), so that both compressor and
expander basic building blocks can be taken directly from Figure 4.10.

However, in this case each coefficient of the SD differential equation
in (4.28) is split as shown for the case:
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Now, the second summation has an immediate correspondence to a
DC current source attached to as depicted in Figure 4.12. The under-
braced terms recall the MOSFET equation in weak inversion conduction
from Table 2.1, so it is implemented in the same figure through the de-
vice M1 operating in this region. The remaining part is equivalent to a
signal-dependent gate tuning applied to M1. Such control can
be supplied by a matched device operating in weak inversion saturation,
fed at and sharing the same source bias as depicted by M2. Its
correct functionality requires both isothermal and technological match-
ing for the boxed pair, so this cell is still compatible with Figure 4.2.

The main design equations for M1 and M2 are:
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Knowing the boundary condition:

the KCL at the capacitor terminal is identical to the original one
in (4.31):

Based on this idea, an alternative set of low-voltage CMOS cells are
proposed in Figure 4.12. As expected, the tuning parameter
matches with the corresponding saturated SD equation in (4.29). Again,
a VF block is required to sense each grounded capacitor and also a
current inverter (CI) may be needed in this case for negative coefficients.

At first glance, this strategy seems to suffer from limited dynamic
range due to the need of keeping the main transistor out of saturation.
But such condition has not been supposed in the splitting of expres-
sion (4.31). In fact, the basic building blocks of Figure 4.12 work per-
fectly even after enetring the saturation region, which can be understood
just as an asymptotic case of the general conduction expression of Ta-
ble 2.1. This idea can be clearly seen in the graphical comparison of
Figure 4.14. In our particular case, saturation is equivalent to block-
ing the corresponding SD cell of Figure 4.10. In practice, this limit is
difficult to reach due to the inner voltage compression of Log compand-
ing. For example, taking the SD F function from (4.30), the resulting
compressed swing for a 90% full-scale input signal is reduced to:

To illustrate this, different modulation indexes are represented in Fig-
ure 4.13, where non-saturation is the usual region of operation for signals
of up to 100% full-scale.

In any case, the design of the filter operating point is of essential
importance for these cells to be able to take advantage of such avail-
able dynamic range and to eliminate redundant parts, as discussed in
Section 4.



94 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN



Filtering 95

3.3 Auxiliary Circuitry
Usually, compressor and expander MOS pairs must be designed with

wide aspect ratios1, typically (W/L) > 100, for practical full-scale val-
ues of Such geometries are not reached in the
transconductance network due to the target spectrum
and the integrated capacitance values As a result,
a minimum channel length is preferable for compressors and expanders,
if allowed by flicker noise and technology mismatching, in order to ob-
tain compact circuits. Similar to the input impedance control presented
for amplifiers in Chapter 3, the proposed ORA implementations of Fig-
ure 4.15 can be used for compressors to neglect distortion caused by
channel length modulation (CLM). Apart from its low-voltage capabili-
ties, such topologies allow for simple frequency compensation according
to the damping factor expression:

1In order to obtain large values and keep devices in their weak inversion region as studied
in Chapter 7.
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where and stand for the compensation and parasitic input
capacitances, respectively. distortion at the expander is also minimized
provided that similar structures exist at the input of the cascaded stage.

Based again on the internal voltage compression, both VF and CI
auxiliary controls do not require rail-to-rail operation. In this sense, two
compact VF and CI+VF implementations are presented in Figure 4.16
(left) and (right), respectively. In the second auxiliary circuitry, the
role of the current inverter (CI) is to supply a low-impedance voltage
copy from the ports and a current copy from the ports, as
symbolized by the following matrix description:

Finally, some additional circuitry is needed to supply levels,
which can be understood as operating point shifters in the compressed
domain. The built-in generator proposed in Figure 4.17 allows optimiza-
tion of low-voltage operation by setting the minimum drain drop across
the telescopic transistors of Figures 4.10 and 4.12 to:

where upper and lower MOS devices are supposed to operate in weak
inversion saturation and conduction, respectively.

A brief comparison between all three types of CMOS basic building
blocks proposed in this section results in:
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GD cells: Filter structures synthesized with these elements exhibit
the best compacted Si area since no auxiliary circuitry (i.e. VF and
CI blocks) is needed. On the other hand, global matching between
all cell pairs requires more complex layout techniques.

Saturated SD cells: The main advantage of these basic building
blocks is their tuning independence from technology, as well as an
easier layout with local matching only at cell level. On the other hand,
filter implementations require some extra area and power overhead
proportional to their order due to the auxiliary circuitry.

Non-saturated GD cells: The same considerations from the previ-
ous class also applies for these blocks. Furthermore, DC errors are
reduced in this case due to its direct drain-to-source connectivity.
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Since matching problems are then located in the VF and CI blocks,
their optimization can be independent from tuning.

4. Design Methodology
Once the new basic building blocks have been presented, a specific

synthesis methodology for these cells is introduced in this section. Two
design issues are considered: stability and compact circuits.

The proposed strategy is based on the matrix transformations de-
scribed in Table 4.1. Such a design flow starts with an arbitrary SS
description of the filter according to (4.24), and returns
a totally equivalent filter optimized for the presented ba-
sic building blocks. Basically, the proposed procedure ensures the same
compressed voltage operating point for all inputs, internal variables and
outputs through a two-step matrix transformation.

The main advantages of synthesizing filters under Table 4.1 are:

A stable and centered compressed operating point. Due to the Log
companding function F defined in (1.5), designers must ensure that

otherwise In other words, if then
for GD and SD laws, respectively. The existence of a positive

and centered operating point solution in the I-domain through this
procedure does not ensure that I > 0 is fulfilled but it helps to
find a stable operating point.

All compressors and expanders can share half of the circuitry. Fol-
lowing step 1, the circuit reductions of Figure 4.18 can be applied
between input compressors and output expanders. The resulting Si
area savings are of special interest due to the geometry requirements
of these blocks as explained in Chapter 7.

Simplification of internal transconductances. Step 2 (or alternatively
3) in Table 4.1 ensures the same operating point for all inputs, in-
ternal SS variables and outputs. This situation usually returns du-
plicated or at least non-independent tuning coefficients in matrix A
and B. In that case, circuit reductions based on simple geometrical
MOS ratios can be applied, like the proposals of Figure 4.19 where:

Suppression of all current sources attached to capacitors in Figure 4.12.
Equal operating points from Table 4.1 automatically remove all DC
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Table 4.1. Proposed SS matrix algorithm for filter synthesis.

0 Initial matrix description and

1 Normalize C through a linear transformation to share
circuitry and for compressors/expanders, and

and

2 Search for a linear transformation to keep previous
and achieve

and

E.g. One-input second-order systems:

3 If then use an extra dummy input to verify

and

E.g. One-input second-order systems:

Note: if more than one solution is possible in steps 2 or 3, then choose to
obtain same coefficients per row or positive coefficients outside diagonal
which simplify non-linear transconductance cells.
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current sources for the non-saturated SD cells. This fact can be eas-
ily verified just by forcing the operating point condition
in (4.25):

Since all I(DC) are identical, (4.39) results in Qualita-
tively, such a simplification comes from the fact that since all internal
compressed voltages exhibit the same DC value, no static current can
flow through the network of non-saturated MOS devices. Apart from
the circuit reduction itself, the above characteristic optimizes the fil-
ter full-scale.

5. Case Studies
The following subsections include the synthesis of some basic filter

prototypes. They show both the usage of the three proposed types of
CMOS basic building blocks as well as the application of Table 4.1.

5.1 Integrator
The general transfer function and its equivalent matrix description

can be written as:
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where and stand for the Natural frequency and time constant,
respectively. The above SS model already verifies Table 4.1 and can
be directly used to synthesize the topologies depicted in Figure 4.20.
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Note that compressor and expander share half of the cell because of the
unitary matrix coefficient.

5.2 First-Order Low-Pass
In this case, the filter prototype is described by:

where stands for the corner frequency at -3dB. The above SS de-
scription also verifies all desired conditions, so that the first-order low-
pass topologies are directly obtained in Figure 4.21.

5.3 Second-Order Low-Pass
This filter type is described by the following transfer function proto-

type:

where and stand for the central frequency, damping
factor, corner frequency and peak frequency, respectively. A valid SS
description can be derived through standard techniques [14]:
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Clearly, this initial matrix system already verifies step 1 of Table 4.1.
However, it fails to ensure a positive stable operating point for the first
SS variable since all coefficients are negative and all variables must be
positive. In this sense, some matrix transformation is required to ensure
a DC solution in the Log domain. After applying Table 4.1 to (4.46) as
detailed in Table 4.2, the resulting SS system still repre-
sents the same filter prototype (4.45) but now it allows a positive and
centered operating point for all input, internal and output variables.
Since the A and B matrices present equal coefficients per row, the non-
linear transconductance network can be strongly simplified as depicted
in Figures 4.22, 4.23 and 4.24. Furthermore, independent tuning of
the Central frequency and dumping factor may be easily implemented
through the control of the corresponding tuning currents.

5.4 Second-Order Band-Pass
This filter prototype is initially described by the following transfer

function and SS matrix system:
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Table 4.2. One-input one-output order low-pass example of Table 4.1.

0 Initial matrix description (4.46).

1 Normalization of is already verified. Hence:

2 Search for a linear transformation to keep previous and
achieve

3 Choose the most suitable in terms of circuit implementation:

The simplest solution by inspection is

thus:
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where Q, and BW stand for the central fre-
quency, quality factor, lower and upper frequencies, and bandwidth,
respectively. Again, a stability problem arises, related in this case to
the second SS variable. Hence, Table 4.1 is applied to
in Table 4.3. However, unlike the previous filter prototype, no linear
transformation exists to satisfy all requirements, so the extra dummy
alternative (i.e. step 3) is chosen in the same procedure. Again, the
resulting SS system exhibits a stable and centered operat-
ing point, shares parts between compressor and expander, and has equal
coefficients per row which simplifies the non-linear transconductances.
Furthermore, the second-order low-pass prototype of (4.45) can be also
obtained by adding an expander to the second SS internal variable:

Now, both second-order band- and low-pass transfer functions are
obtained for the same input as marked in:
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Direct synthesis of such a system through the three Log companding
CMOS basic building blocks is shown in Figures 4.25, 4.26 and 4.27.
Full and independent tuning has been chosen for both central frequency
and quality factor parameters in all implementations.

6. All-MOS Implementations
The basic idea of this section is to exploit the inner voltage dynamic

range compression of Log companding not only for low-voltage operation,
but also to allow the use of non-linear capacitive elements. In partic-
ular, the MOS implementation of such capacitors is of special interest
in order to finally obtain all-MOS analog circuit techniques compatible
with digital CMOS technologies.

Recalling the original differential equation in the linear domain (4.25)
and the two MOSFET companding functions F defined in (4.26), the
actual non-linear equation to be implemented in the V-domain is:

As argued in Section 3, the above expression is usually multiplied by
at each side, so that the left-hand side is directly identified in (4.28)

as the charge and discharge current of the grounded capacitor
which stores the state-space variable Three complete types of low-
voltage CMOS implementations using this approach have already been
presented in Section 3.

However, from the point of view of the circuit, the real SS variable,
controllable through is the charge stored in the capacitor In
general, such a variation can be expressed in terms of as:
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Table 4.3. One-input order band-pass example for Table 4.1.

0 Initial matrix description (4.48).

1 Normalization of C through

2 Search for a linear transformation to keep previous and
achieve

3 If then use an extra dummy input to verify

Thus, the final description with
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Hence, after comparing the above equation with (4.28), it is easy to
conclude that the latter only applies for linear capacitors. In practice,
this linearity requirement for the integrated element creates the need
for poly-Si capacitors in CMOS technologies.

In case of using non-linear capacitors, two different sources of signal
distortion can be derived from (4.52): variation of the capacitance
0), and the signal range itself In this sense, the instantaneous
Log companding processing seems especially suitable due to its internal
compression of voltage dynamic range.
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Two general solutions may be proposed to make (4.28) and (4.52) com-
patible: capacitance and transconductance non-linear compensations.
The first approach focuses on obtaining a special non-linear capacitance
law (e.g. by parallel addition of different elements) verifying:
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Then, the resulting expression from (4.52) fits the original equiv-
alence (4.28) exactly for so no transconductance modification
of the basic building blocks introduced in Section 3 is required. Un-
fortunately, the synthesis of such capacitors in standard CMOS tech-
nologies seems somewhat difficult. The second strategy deals with the
non-ideal curve of the capacitor by reshaping the non-linear law of the
transconductive element. Such an adaptation can be understood as a
dependence on the tuning current in (4.28) resulting in:

where is the original tuning parameter defined by (4.29) for
the nominal capacitance at the operating point This ap-
proach can be locally optimized due to the reduced excursions of in
the Log filtering. Notice that practical inner voltage swings for both GD
and SD compression laws expressed in (4.30) are typically limited to less
than Furthermore, the transconductance compensation approach
is also compatible with the circuit reduction techniques developed in the
design methodology of Section 4.
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Based on this idea, an NMOS non-linear capacitor implementation is
proposed according to Figure 4.28 as:

According to the capacitive model of Chapter 2 and particularized for
the quasi-static gate-to-gate MOS capacitance for all

regions of operation is:

where stands for the nominal gate oxide capacitance, while the
forward and reverse channel inversion coefficients are iden-
tical and related to the stored voltage as follows:

The analytical expression of versus is plotted in Figure 4.28. A
sweep of around the threshold voltage has been chosen, which is
equivalent to for 1V supply voltage at room temperature.
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Since inner compressed SS variables of the Log filter are limited in
practice to a window, the required transconductance compensation
can be simplified. Obviously, the flat regions of in Figure 4.28 simplify
such a compensation, unlike around (i.e. moderate inversion). This
fact can be easily seen in the required tuning correction of Figure 4.29,
computed according to (4.54) for

By simple inspection, deep-weak and deep-strong
inversion are the optimum regions of operation for the compressed SS
variable In particular, following the asymptotic values of in (4.56),
the tuning compensation is reduced to an almost voltage-independent
scaling factor of:

where the nominal tuning current depends on the MOS compression
law used:

In principle, both regions of operation (i.e. or for the
NMOS element can be combined with both companding F functions
(i.e. GD or SD) presented in this chapter. However, it seems clear from
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the operating point of view that for is more suitable for GD
basic building blocks, while shows better compatibility with SD
cells.

In any case, overall linearity is strongly related to the compressed
voltage operating point. In this sense, a brief comparison between these
two combinations in Figure 4.29 shows better signal-independence, thus
lower distortion, for topologies, while strategies allows
larger capacitance-density, thus a more compact Si area. These results
can be verified in the last design example of the next section.

7. Design Examples
The purpose of the filter implementations presented in this section is

to demonstrate the validity of both new basic building blocks and the
design methodology proposed along this chapter.

All examples have been designed for use in very low-voltage audio ap-
plications such as CMOS hearing aids systems-on-chip. The common
overall performance of the presented implementations is summarized
in Table 4.4. The target technologies were both standard and

CMOS double-metal double-poly-Si process of Chapter 8. It is
foreseen that all designs may be ported to deep sub-micron technologies
due to the robustness of the presented circuit techniques. A clear ex-
ample of this fact is the use of auxiliary ORA blocks to allow minimum
channel length in the compressors and expanders of Figure 4.10, thus
making the compact area compatible with the wide aspect ratios (typ-
ically (W/L) > 100) required in these devices to ensure weak inversion
operation at full-scale.
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The first circuit realization presented in this section is a one-input
one-output second-order high-pass filter implemented through the satu-
rated SD basic building blocks of Figure 4.10. The microscope photo-
graph of the complete integrated filter is depicted in Figure 4.30. Corner
frequency is tunable from 100Hz to 10KHz with continuous or digital
control. The measured large-signal frequency response at 50% full-scale
input for a is represented in Figure 8.10. The filter ex-
hibits an in-band Total Harmonic distortion (T H D) of around 0.5% at
50% full-scale output, like that of in Figure 4.32. In this example, a
dynamic range (DR) of 63dB is achieved for 10pF per pole.
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The second design example consists of a one-input two-output second-
order band-/low-pass filter, synthesized following Table 4.1 in Table 4.3.
Band and low pass responses are available at the first and second

output, respectively. The implementation chosen in this case
corresponds to the GD realization of Figure 4.25 with
The tuning capabilities are depicted in Figure 4.33 for different central
frequencies and quality factors, showing a typical THD < 0.4% at a
central frequency for 50% full-scale, and DR = 60dB for 10pF per pole.

The third example is a modular one-input one-output third-order
low-pass filter implemented using both GD and non-saturated SD ba-
sic building blocks, as depicted in Figure 4.34. This dual design case
has been also integrated with both poly-Si and NMOS capacitors in a
standard CMOS technology, as shown in Figure 4.35. An equal-
area law has been followed in order to compare results with all-MOS
implementations, resulting in and due to
differences between oxide thickness. Selection of the filter-order can be
easily performed here through switch-off and by-pass of cascaded stages.
Experimental results are reported in Figures 4.36 and 4.37.

As already pointed, final optimization of signal distortion is strongly
related to the compressed voltage operating point, which is set by the
level shifter included in both implementations of Figure 4.34 (i.e. the
K ratio). The importance of this design parameter can be seen in the
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graphical comparison of capacitance variations for SD and GD topologies
of Figure 4.38. The MOS capacitance hand model is also validated
in the same figure through its correlation to BSIM1 simulation for a

and In practice, the significant
deviations of the NMOS capacitance in moderate inversion cause larger
signal distortion for GD cells than for the SD implementation. This
fact can be noted in the THD analysis of Figure 4.37. where distortion
increments are about double at near full-scale for GD compression using
the same K values of Figure 4.38 and third-order. As a result, while only
a minimum K > 10 is required in SD compression to ensure enough room
for telescopic transistors, larger K ratios or alternatively some kind of

compensation should be investigated.
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Chapter 5

PTAT GENERATION

Abstract This chapter introduces new circuit techniques devoted to the genera-
tion of static I/V PTAT references. The topologies obtained can be
understood as a particularization of the general design techniques pro-
posed for amplification in Chapter 3. An integrated example is also
presented as a demonstrator of the novel Log companding strategy.

1. Log Companding Principle
As already pointed out in the previous chapters‚ I/V static references

proportional-to-absolute-temperature (PTAT) are needed for most of
the proposed circuit techniques in order to cancel first-order thermal
dependencies on tuning. In particular‚ the following magnitudes are
mandatory:

PTAT voltage references for gain control according to (3.9).

PTAT current references for filter tuning from (4.29).

Furthermore‚ such generators should exhibit the best low-voltage com-
patibility as they supply reference levels for other parts of the system. In
this sense‚ previously reported PTAT generators require bipolar devices
and resistors [1‚ 2‚ 3] or do not exhibit enough low-voltage capabilities
for sub-1V operation [4‚ 5‚ 6].

The new design approach makes use of Log companding process-
ing to allow strong supply scaling. In fact‚ from the general device-
independent nomenclature introduced in Chapter 1‚ we already
know that so obtaining a voltage PTAT reference is equivalent
to synthesizing a constant value in the compressed domain. The basic
idea consists of describing the PTAT voltage generator as the Log am-
plifier (G) defined in Subsection 3.1 within a fixed attenuation feedback
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(1/P) as depicted in Figure 5.1. Due to the feedback loop‚ the control-
lable amplifier operates at forced input and output and the control port

becomes the effective result.
From its original expression (3.3)‚ the controllable Log amplifier ex-

hibits the following gain:

Feedback in Figure 5.1 sets causing the control terminals of
the amplifier to exhibit:

so the desired PTAT reference is obtained due to the normalizing
factor in (1.3)‚ while low-voltage operation is achieved by its Log
compression with respect to circuit currents. The corresponding current

reference can be easily synthesized through an attached impedance
at the control port Linearity of this load element is only necessary
in case of PTAT specifications for too.

An important design parameter of any reference is its accuracy. In
our case‚ the main source of uncertainty in equation (5.2) comes from
the resolution of the P factor. Hence‚ it is convenient to express the
relative accuracy on in terms of:

Due to the log dependence on P‚ maximum sensitivity occurs
at while robustness increases for Hence‚ high
sensitivity should be avoided in favor of maximum P ratios‚ thus larger
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values. In CMOS implementations of Figure 5.1‚ is typically
associated to technology mismatching at transistor level‚ and must be
taken into account during the design process as discussed in the next
subsection.

2. CMOS Generalization
From the point of view of the circuit‚ fixed feedback 1/P can be ob-

tained through simple geometry scaling (i.e. current mirrors). On the
other hand‚ the logarithmic gain G will be synthesized here through the
GD-SC cell developed in Chapter 3 and depicted in Figure 3.3. Follow-
ing this approach‚ the complete schematic of the proposed low-voltage
CMOS PTAT generator is depicted in Figure 5.2. All-MOS devices in
the schematic are biased at strong inversion saturation‚ except for M1-
M2 and M11 which are operated at weak inversion saturation and strong
inversion conduction‚ respectively.

In this case‚ the Log amplifier cell is configured by and
so that the resulting gain expression from (3.9) is:

thus:

The role of the operational transresistance amplifier (ORA) composed
of M3-M8 is to fix the feedback current factor 1/P‚ as well as a low-
enough impedance for both the input and output ports of the G stage‚
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following the same technique of Figure 3.6. Because of the latter‚ the
resulting cancellation of channel length modulation (CLM) effects in M1-
M2 allows minimum L lengths to compact the Si area of these devices.

Once the PTAT voltage reference has been synthesized‚ the non-linear
MOS impedance M9-M11 is attached to the PTAT voltage core. The
resulting copy of the current reference through M12 follows as:

which is valid as long as M10-M11 are kept in strong inversion oper
ation (i.e. In this sense‚ the complete M-N design
space is explored in Figure 5.3. The strong inversion specification for
M11 causes all suitable solutions to be located more than one decade
above the specific current (i.e. as indicated in the same
figure.

In fact‚ the absolute value of is obtained from the specific current
itself‚ the only technological current magnitude available at device level.
Hence‚ the current reference must be designed by choosing a suitable

to scale the NMOS unitary of the CMOS process.
The main drawback of this MOS implementation is its technology sensi-
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tivity to and its non-PTAT behaviour (i.e. On the other hand‚
such dependence is desired for the current bias according to (7.5) in
order to keep signal distortion constant against temperature.

As pointed out in the previous section‚ accuracy is only depen-
dent on P resolution‚ so two key points must be considered in the loop
gain of Figure 5.2: deviations due to channel length modulation in the
M1-M2 pair‚ and technological mismatching at the device level. The
first non-ideal effect is compensated by the ORA block‚ which keeps a
balance between and voltages. Concerning device mismatch-
ing‚ two simplifications will be taken following the technology mismatch
model of Section 5: at similar device area‚ relative drain current varia-
tions in transistors operating in strong inversion are negligible compared
to those which are biased in subthreshold; and threshold voltage mis-
matching is dominant over current factor one Accepting
both hypothesis‚ relative deviations of the P factor can be expressed
from (2.28) as:

where stands for the technological mismatching parameter of
Typically‚ for CMOS technologies as de-

picted in Figure 2.8. Thus‚ after combining (5.3)‚ (5.5) and (5.7)‚ the
final resolution of can be directly related to the Si area according
to:

3. Design Examples
In the first example‚ initial specifications are given in terms of abso-

lute reference values and and relative devi-
ations all at room temperature. Design flow starts
by computing the required feedback factor for the PTAT voltage core
to achieve the desired according to (5.5)‚ resulting P = 10. Once

is fixed‚ a resistor has been chosen here to generate
the required PTAT for its application in CMOS Log-domain filter-
tuning [1]. The accuracy specification of is translated into an equiv-
alent standard deviation using a law (i.e. 96% of samples)‚ resulting

Hence‚ the required Si area for the M1-M2 pair
is obtained from (5.8) and also from parameters of

the target process and The resulting CMOS
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PTAT circuit has been integrated using a double-metal double-
poly-Si CMOS technology‚ exhibiting a total Si area of about
as shown in Figure 5.4. A comparison between experimental‚ BSIM3
simulated and analytical results is reported in Table 5.1 and Figures 5.5
to 5.7. A PSRR(DC)+ > 40dB criteria has been chosen to define the
minimum supply voltage of the generator‚ which exhibits sub-1V oper-
ation capabilities.
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The second circuit example consists of the complete all-MOS imple-
mentation of Figure 5.2 in a sub-micron technology. This case study
was originally designed for bias generation in CMOS Log domain pro-
cessing. The specification for is taken from to the previous ex-
ample, so P = 10, while in this case The values for the
rest of inter-device ratios in Figure 5.2 arc derived from equation (5.6)
and also from power considerations: M = 5, and Q = 3. Us-
ing the same design equation, the aspect ratio for M11 is chosen to be

for the given of the CMOS process. In
order to validate the above sizing, strong inversion operation for M10-
M11 must be checked through  which results in
about five times greater than Concerning ac-
curacy, the same in this case requires from (5.8)
a for the given parameters and

Finally, a dual operation mode for has been included fol-
lowing Figure 5.8 to allow both, the and the pure PTAT-law. with

for the latter. Based on this design, a CMOS PTAT cir-
cuit has been integrated in a digital VLSI technology as shown
in Figure 5.9. Since behaviour is similar to first example, only the
comparative results for are presented in Figures 5.10 and 5.11. Both
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modes of operation exhibit almost the same relative current deviations
ranging from 2.5% to 3.5%.
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Chapter 6

PULSE DURATION MODULATION

Abstract This chapter focuses on the application of the filtering techniques pre-
sented in Chapter 4 to signal modulation in the Log domain. The
research includes all the new basic building blocks used to synthesizing
fully integrable pulse duration modulators (PDM). An experimental ex-
ample is also supplied at the end to verify the validity of the proposed
circuit technique.

1. Log Companding Principle
Pulse-duration modulation (PDM) processing is of special interest

in output power stages for driving low-impedance loads in Class-D [1].
The main advantages of its use are optimization of both the available
output signal range and the quiescent power consumption. In particular‚
portable low-power CMOS system-on-chip applications like hearing aids
require this type of signal modulation in order to extend battery life.

Unfortunately‚ most previous CMOS solutions do not provide a low-
voltage compatibility good enough for true single-battery cell operation
(down to 1V) [2‚ 3‚ 9]‚ thus requiring supply multipliers which tend
to decrease power efficiency‚ increase external components and Si area
overhead as explained in Chapter 1. Other reported proposals make
extensive use of resistors or bipolar devices [5‚ 6]. A novel very low-
voltage CMOS circuit strategy for PDM is presented here in the Log
companding frame of this study.

In general‚ a PDM signal can be obtained from a 1-bit compar-
ison between the base-band input and a higher frequency triangle
waveform as depicted in Figure 6.1. The signal may be gen-
erated by integrating a constant which is periodically inverted
according to a memory element (e.g. flip-flop) controlled by the output
window
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From the point of view of signal processing:

where stands for the integrator time constant. The triangle wave-
form generated at exhibits a periodicity of:

Taking into account the Log companding environment of this study‚
the comparison and windowing process from Figure 6.1 can be easily
synthesized in the linear (i.e. current domain) through simple
KCL algebra. Hence‚ the main design problem is related to the differ-
ential equation of the integrator which generates in (6.1). In this
sense‚ the required processing in the compressed is obtained
by applying the Log companding function F from (1.5) to the integrator
equation (6.1):

As explained in Section 1‚ the above expression is synthesized phys-
ically by storing the state-space (SS) variable across a capacitor
C:
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where can be identified as the charge and discharge current while
corresponds to the tuning parameter.

2. CMOS Generalization
Coming back to the CMOS implementation‚ the device-independent

design equation (6.1) is associated with the external I-domain as:

At this point‚ the MOS Log companding function F must be cho-
sen between the gate-driven (GD) and source-driven (SD) alternatives
proposed in Chapter 4. In this case‚ the GD option is selected since it
returns in general more compact circuit realizations:

Now‚ applying the above compression law to (6.5) yields:

Again‚ in case the compressed signal is stored across a grounded
capacitor (C)‚ the expression in (6.7) can be decribed in the charge
domain (Q) as a non-linear transconductance driving of C:

where stands for the tuning current. Consequently‚ the period of
the triangular oscillator is defined by:

with and being the corresponding window boundaries
included in Figure 6.1.

The general filtering techniques developed in Chapter 4 can be ap-
plied here to implement such an integrator. However‚ in the particular
case of a constant and switched input‚ a specific synthesis may return
an even more compact CMOS realization. By inspection of (6.8)‚ an
optimized implementation is proposed in Figure 6.2. The triangle gen-
erator is displayed at the top of the figure and built by transistors M1
to M18. As may be seen‚ since the compressor M1 is biased to a fixed
input level it can be strongly simplified‚ requiring only M11 to
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ensure proper operation of all telescopic devices (i.e. M12 and M13).
Also‚ instead of changing the input value according to Figure 6.1‚
the sign of the non-linear transconductance M4-M5 is switched through
M6-M10‚ so that As a result‚ charge and discharge phases
of the integrator capacitor C can be controlled by the NMOS switch
M17. The expansion process of the compressed triangle signal is
performed through M2‚ which is attached to the common reference of
the compressor thanks to the low-impedance source M3-M12. Oscilla-
tion is guaranteed by the feedback window comparator M15-M16‚ which
alternatively changes the sign of the slope stored in a D-type flip-flop
(DFF). Finally‚ some start-up signal may be required at the
flip-flop element for a proper initialization of the cycle.

An example of the resulting Log compressed and expanded
triangle waveforms is displayed in Figure 6.3. Again‚ low-voltage capa-
bilities due to internal compression may be seen clearly in the voltage
signal of the same figure. An adapter made of devices M19 to M24 is
also included in Figure 6.2 to ensure a low-enough input impedance.
Such a feature is of special interest when requiring an additional linear

conversion of the incoming signal. In these cases‚ a simple se-
ries resistor and eventually a DC decoupling capacitor can be used as
indicated in Figure 6.2. The PDM output signal is computed
from the 1-bit voltage quantization of A proper quiescent
bias must be designed to obtain a 50% PDM
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output in silence. Also‚ typical load conditions for audio applications
are depicted in Figure 6.2‚ where a digital buffer stage is driven by the

signal to operate the output receiver in Class-D.

3. Design Example
Based on the Log companding CMOS circuit strategy proposed in

the previous section, a 100KHz Class-D output stage is implemented
for typical hearing aid applications. In this case, a single slope (i.e.
saw-tooth) oscillator has been chosen with design parameters

and All boxed devices in
Figure 6.2 were sized at to ensure weak inversion operation
for the intended range of currents. On the other hand, the rest of MOS
transistors were designed with aspect ratios as large as allowed by the
supply voltage to reduce technology mismatching and output offset.

The complete PDM circuit is depicted in Figure 6.4 and has been in-
tegrated in the same CMOS double-metal double-poly-Si process
as the rest of examples in this work. Although not shown, output buffers
were also designed specifically for this power stage. In any case, detailed
buffering techniques can be found in [7].

Both BSIM3 simulated and experimental performances of the PDM
circuit are reported in Table 6.1 under true battery supply operation
(i.e. 1.1V to 1.5V). Finally, an experimental PDM signal and its corre-
sponding acoustic output at the receiver are depicted in Figure 6.5.
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Chapter 7

DYNAMIC RANGE

Abstract The following sections present a general study about the accuracy of all
CMOS circuit techniques proposed in previous chapters. In particular‚
basic design equations at the device level are derived from distortion
and noise considerations. Also‚ different dynamic range versus signal-
to-noise ratio strategies are discussed in the Log companding frame of
this study.

1. CMOS Considerations
Many exhaustive analysis exist about both distortion and noise issues

in Log companding circuits [1‚ 2‚ 3‚ 4‚ 5‚ 6‚ 7‚ 8‚ 9‚ 10‚ 11]. However‚
most of the synthesis techniques in this field are focused on bipolar
technologies (i.e. BJT-based implementations). As a result‚ this section
presents the particular considerations to be taken into account when
using the MOSFET as the basic processor for Log companding.

The common scenario for the CMOS circuit techniques proposed in
this work can be represented by Figure 7.1. In all cases‚ the linear
input signal in the I-domain is first biased to ensure

and enable its Log mapping. Then‚ it is translated to the internal
compressed V-domain by a compressor device (M1) using either a gate-
(GD) or a source-driven (SD) companding function F. After a proper
non-linear internal voltage processing‚ the expander (M2) ideally restores
the original linearity and dynamic range at the output. Finally‚ a bias
level must be cancelled according to the overall signal gain.

Due to the wide variety of Log companding processing implemented in
previous chapters‚ the following dynamic range study is mainly focused
on the compression and expansion processes‚ common stages to all the
proposed circuit techniques. Furthermore‚ a gain (G) will be considered
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here in order to generalize the results for different input and output bias
levels (i.e.

The key design parameters considered at this level are the channel
dimensions of both the compressor and the expander devices and

which are supposed to be identical, and the bias levels and
In fact, these variables can be respectively seen as the system

specifications for Area and Power.
From a theoretical point of view, all the proposed strategies of this

work ideally implement the desired companding processing as long as
their main devices behave according to the exponential I/V character-
istics of weak inversion detailed in Table 2.1. However, two physical
effects set bounds to this model in actual circuits: moderate inversion
and noise floor. The first non-ideal behaviour limits the maximum sig-
nal level based on distortion criteria, while the second effect defines the
minimum signal amplitude which is not masked by internal random phe-
nomena.

1.1 Moderate Inversion distortion
distortion in Figure 7.1 may occur even for signal values not reaching

the saturation levels defined by This effect takes place when
either M1 or M2 leave their weak inversion region, causing a degradation
of the purely exponential I/V law towards the well-known quadratic
characteristic in strong inversion. The undesired consequence in gain
loss can be clearly seen in Figure 7.2, where represents the general
tuning parameter in the V-domain as proposed in Chapter 3.

In order to evaluate the progressive distortion due to moderate inver-
sion, the following unified expression of the drain current in saturation
will be taken from Table 2.1:
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Based on this general equation, the input-output large-signal transfer
function valid for all regions of operation and for both GD and SD
compression laws is as follows:

where the specific currents and are defined according
to (4.57). Different situations may be considered at this point. For
instance, the above equation returns for G = 1, which is
in fact the classic current mirror, perhaps the only distortion-free com-
panding structure for all regions of MOS saturation. However, the worst
case is usually related to large amplification factors with M1
still kept in deep subthreshold operation but M2 already
entering into its moderate inversion region In these cases,
the above expression (7.2) can be simplified to:

Now, the total harmonic distortion (THD) will be used to evaluate
the amplitude-dependent non-linearity. In order to apply a harmonic
analysis, the following polynomial interpolation is chosen:
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As a result‚ an approximate expression for THD at 50% of full-scale
is found to be:

where stands for the unitary specific current of the CMOS process
following (2.4). This equation gives a simple rule to design the minimum
aspect ratio of the Compressor and Expander devices for a
given full-scale and distortion specification. Typically‚ wide aspect ratios
(e.g. arc required for THD < 1% in order to keep

more than one decade below the specific current‚ as depicted in
Figure 7.3. Also‚ the bias reference should be obtained from a
source proportional to in order to keep the THD constant against
temperature. In this sense‚ suitable Log companding CMOS techniques
for such a synthesis are proposed in Chapter 5.
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1.2 Noise Floor
In general‚ noise phenomena in MOS devices are composed of both

thermal and flicker parts as explained in Chapter 2. In the context
of Log companding‚ although processing is based on large-signal device
models‚ a small-signal power spectral density (PSD) can be used under
Class-A operation [6]. For weak inversion saturation‚ PSD model of the
noise drain current is taken from (2.22):

where q and stand for the electron charge and the technological
flicker constant‚ respectively. In order to quantify its effect in the general
scheme of Figure 7.1‚ noise is integrated at the output linear I-domain:

where and define the noise bandwidth. Now‚ it is clear that
the effect of the thermal component can be minimized by increasing the
current biasing. On the other hand‚ the flicker part is directly propor-
tional to the bias level. The latter behaviour is of special interest since
signal full-scale is also related to the same reference through

due to Class-A operation. Hence‚ the CMOS
Log companding system behaves as a signal processor with a resolution
proportional to the signal room itself. As a general rule‚ the optimum
solution is reached when thermal and flicker noise components are equal.
Otherwise‚ in case of thermal or flicker dominance‚ the design is wasting
area or power‚ respectively. Hence‚ the optimum biasing level for a given
device area is obtained by:

Taking the maximum signal-to-noise ratio definition‚

the maximum value for the case results in:
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2. Dynamic Range Versus Signal-to-Noise Ratio
Combining the two main equations from the previous section‚ speci-

fications and design parameters of the CMOS Log companding scheme
in Figure 7.1 are interrelated according to the following diagram:

In other words, the absolute dimensions for compressor and expander
devices are derived by combining area requirements from noise, and as-
pect ratios from THD specifications. An experimental example of the
above design procedure can be seen in Figure 7.4. In this case, compres-
sor and expander are designed to meet THD < 0.5% at 50% full-scale,
and SNR > 75dB from l00Hz to 10KHz when The resulting
NMOS transistors for the same CMOS technology of Chapter 8
exhibit an aspect ratio of and are operated at a
full-scale of The specific current results in
while the integrated output noise is about The partic-
ular analog layout techniques to maximize device matching between such
a compressor and expander are based on common centroid structures,
as explained in Section 5.

An interesting conclusion from the above design strategy is the fact
that the Class-A operation automatically defines the maximum signal-
to-noise ratio for a given device area. The equivalent dynamic range
(DR) can be identified as:

When requiring larger DR values‚ a different class operation may be
introduced. This problem has already been faced in previous bipolar
implementations by choosing a Class-AB scheme [12‚ 13‚ 14‚ 15‚ 16‚ 17‚
18]. In the MOSFET case‚ the original SNR expression in (7.10) would
be rewritten as:
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resulting in:

where M stands for the ratio between the maximum input signal and
the quiescent bias level of M1 and M2. However‚ from the companding
point of view‚ these solutions exhibit thus requiring us
to map the negative left half-plane of signals (i.e. I < 0) in the Log
domain. In order to overcome such a problem‚ Class-AB bipolar imple-
mentations make use of input splitters [12‚ 14‚ 15‚ 16‚ 18] or hyperbolic
F functions [13‚ 14‚ 17]. However‚ drawbacks arise then due to: split-
ting non-linearity‚ Si area overhead and more complex compressors and
expanders.

The operation class proposed here aims to take advantage of Class-A
linearity and compact area while allowing larger DR by using a non-
DC biasing level. Unlike previous static modes‚ the basic idea is to use
dynamic bias adapted in time to signal demands: is increased
or decreased according to signal envelope variations as illustrated in
Figure 7.5. This adaptive Class-A mode is also referred to in some
environments as Class-H [19].

Although such biasing control exhibits the same maximum signal-to-
noise ratio as the Class-A from (7.10)‚ this value is kept constant as long
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as are adapted to the steady-state levels of respectively.
Then‚ DR is no longer limited by the available SNR but spanned to:

where M stands for the maximum biasing scaling. In other words‚ the
novel biasing proposal uses a fixed signal resolution within the adapted
range. The steady-state behavior of Class-H can be easily seen in Fig-
ure 7.6. Flat SNR‚ corresponds to the adapted range‚ which clearly
increases the final DR in comparison to Class-A and also eliminates the
unnecessary extra SNR supplied by Class-AB.

In practice‚ the available M scaling is limited by thermal noise‚ which
follows a dependence as marked in the same figure. In fact‚ the
resulting corner is the optimum design point according to the design
flow (7.11) for the static Class-A approach.

Unfortunately‚ Class-H can only be directly applied to the amplifi-
cation techniques of Chapter 3‚ since very fast internal time constants
are assumed for these blocks. On the other hand‚ some extra circuitry
would be required to update the internal state-space (SS) variables of
the system for the general filtering structures of Chapter 4‚ which usu-
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ally have time constants similar to the control of Class-H operation‚ as
pointed out in [20‚ 21‚ 22].

Furthermore‚ the proposed Class-H technique is only suitable when
processing information to be finally analyzed by non-instantaneous adap-
tive receivers‚ that is‚ in practice‚ for human perception applications (e.g.
voice‚ audio and video interfaces). Also‚ time constants of the dy-
namic control should be tuned to the adaptive speed and instantaneous
sensitivity of the particular receiver (e.g. from 10ms to 1s and about
45dB for human hearing [23‚ 24‚ 25‚ 26]).

As a result‚ the Class-H alternative to Class-A operation requires
further research‚ which escapes the scope of this study.
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Chapter 8

INDUSTRIAL APPLICATION:
HEARING AIDS

Hearing aids (HAs) are perhaps the clearest product example where
users want to profit from the miniaturization and power-saving offered
by the latest technologies in microelectronics.

Historically, HAs have always made use of the newest technological
inventions and the state-of-the-art design techniques to achieve the com-
fort and esthetic characteristics demanded by final users. This fact can
be clearly seen in the chronological evolution of HA technology dur-
ing the last century [1, 2] depicted in Figure 8.1. First electrical (also
called carbon) HAs were based on the telephone principle invented by
A.Graham Bell (1876). Those systems directly coupled the input car-
bon microphone to the output earphone, operating with a single battery
from 3V to 6V. Hence, amplification was mostly limited to the sizing
ratio between both transducers. Not much later than the triode vacuum
tube invention by L.de Forest (1906), the first intermediate amplifying
stages, based on a single device, were applied to HAs. Two batteries
were necessary in those products to bias and heat the vacuum tube, re-
spectively. As soon as the first application-specific tubes were available,
HAs became more compact and wearable. However, the invention of the
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Abstract This chapter presents a complete example on the application of all
the new circuit techniques proposed in this work. The novel CMOS
subthreshold topologies for Log amplification, filtering, generation and
modulation are used here to implement a hearing-aid-on-chip for an
industrial customer. Overall specifications for the application specific
integrated circuit (ASIC) are described as well as the design flow for its
full-custom implementation. Advantages of the new circuit approach
are discussed and compared to other similar products.

1. History and Market
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solid-ttate transistor by J.Bardeen, W.Brattain and W.Shockley (1948)
really caused a quantum leap in terms of power efficiency and reliabil-
ity. In fact, the world’s first transistorized consumer product was a HA.
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The consequent size reduction led to the first portable behind-the-ear
(BTE), in-the-ear (ITE), in-the-channel (ITC) models with a single small
battery. Also, when the monolithic integrated circuit was invented by
J.S.Killby (1958), HA manufacturers quickly applied this new technol-
ogy to their products, allowing in that case an increase in the complexity
of processing circuitry, like the first AGC stages. The last decades of
the century have been dominated by the explosion of CMOS technology,
which has been successfully exploited by HAs in terms of digitally pro-
grammable complex analog processors. This type of control increases the
possibilities of fitting parameters to particular user losses. During the
last five years, the first 100% digital HAs have also been launched to the
market. These systems require A/D and D/A conversion stages, while
signal processing is performed in the digital domain (DSP). dynamic
range corrections are similar to the analog programmable products but
audio processing is split here into different bands (typically from 2 to 10).
Generally, technological options for the analog parts range from purely
bipolar to CMOS implementations, all using a full-custom system-on-
chip approach. Also, specific micro-packaging technologies are required,
which combine flip-chip and flexible boards for Surface Mounted Devices
(SMD).

Nowadays, both analog programmable and fully digital products share
the HA market [3, 4, 5]. Advantages of the former are lower cost and
usually lower power consumption, while the latter can incorporate more
complex audiologic algorithms and exhibit a shorter time to market. In
any case, critical design constraints in both cases come from battery
technology, which imposes very low-voltage operation (down to 1.1V)
and also low-power (below 0.5mA) in order to increase battery life (typ-
ically one week).

2. Previous CMOS Analog Systems
In the case of HAs based on CMOS technologies, circuit techniques

can range from continuous-time active-RC to switched capacitors (SC)
approaches depending on the particular technology. In any case, all the
CMOS programmable analog designs reported in literature [6, 7, 8, 9, 10,
11, 12] avoid the very low-voltage constraints of HAs by making use of
supply multipliers based on charge pumps as pointed out in Chapter 1.
Typically, doublers are included to boost the 1.25V potential supplied
by the battery, so that actual internal analog operation is at about 2.5V.
Even most of the analog frontends (i.e. A/D converters) of full digital
processing HAs make use of such circuit techniques [13]. However, sup-
ply multipliers tend to increase the die area as well as the number of
discrete components required around the system-on-chip. Furthermore,
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power efficiency may be reduced in a product in which battery life is a
critical specification. In this sense, the next section presents a novel HA
product based on all the new very low-voltage CMOS circuit techniques
proposed in this work, which avoids the necessity of such supply mul-
tipliers. Thanks to the true low-voltage internal operation, the overall
current consumption of the system-on-chip can be strongly minimized
as well.

3. A True 1V CMOS Log-Domain Analog
Hearing-Aid-on-Chip

3.1 System-on-Chip Specifications

This section describes in brief the development of NEXO©, a system-
on-chip processing core for a full family of analog HAs, as a complete
application example of all the Log companding circuit techniques pro-
posed along Chapters 3 to 6. This project is a joint venture between
Microson S.A., as the industrial customer, and Centro Nacional de Mi-
croelectrónica (CNM), as the design center.

The customer request can be summarized as an analog device for
processing audio signals which can operate at supply voltages as low
as 1.1V together with a very low-current consumption. Also, electrical
performance and programmable capabilities of that ASIC must fit the
complete range of HA products (i.e. BTE, ITE, ITC and completely-
in-the-channel CIC). Finally, CMOS technology are preferred in order
to ensure manufacturing alternatives and to minimize costs. From the
processing point of view, the system should include the following blocks,
as depicted in Figure 8.2:

Transducer Front-end. This first stage is devoted to adapting the
incoming signal levels from different input sources (i.e. electret mi-
crophone, telecoil and direct audio connector) and mix them together
according to programmable weights. Also, a voltage regulator is re-
quired for the voltage supply of the different transducer drivers (e.g.
JFET-resistor in the case of the electret microphone).

Curvilinear and Adaptive AGC-I to modify signal dynamic range
according to user loss. The input-output transfer function is defined
through three programmable parameters: Linear gain, compression
ratio and threshold knee point. A combined fast and slow enve-
lope detection is chosen here to synthesize attack and release times
adapted to burst duration.
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Filtering. Apart from the inherent filtering in the AGC loop, some
high-pass and low-pass filters are inserted along the chain, making it
possible to tune the parameters corner frequency and filter order.

Volume Control. This linear gain stage may be controlled by the user
and the program parameters to set the overall system amplification
factor.

Output Power Limiter. Some security mechanism is also necessary
in this system to limit the output power so that the user pain thresh-
old is never reached.

Class-D amplifier. The backend amplifier directly drives the low-
impedance receivers and compensates the differences between in-
put and output transducer sensitivities. It should be based on a
frequency-programmable pulse duration modulation strategy in or-
der to keep quiescent current consumption and high-frequency losses
as low as possible for a set of different receivers. Optionally, a Class-A
output may be used to drive a high impedance receiver or an external
Class-D driver.

Auxiliary Blocks to supply the digital control with all the external
adjustable parameters, as well as the required references for program-
ming the analog chain.

Digital Control Processor. Apart from programming the different
adjustable parameters, this control unit also optimizes the overall
SNR by adjusting and in each configuration.

3.2 Full-Custom ASIC Implementation
The design methodology has been based on a top-down approach.

Electrical specifications for each stage are obtained by the customer
himself from a functional-level model of the system simulated through
Simulink© [10], as shown in Figure 8.3.

Once the specifications for each stage are set, all the novel CMOS sub-
threshold Log companding circuit techniques proposed in Chapters 3 to 6
are applied to the synthesis of each block, as in the case of a library cell.
Some specific blocks, such as the input mixer and high-pass filtering, are
directly synthesized in the I-domain to optimize Si area. Transistor-level
simulation is based on the BSIM3v2 MOSFET model [1, 2] parameters
supplied by the foundry and computed through Hspice© [3]. In this
sense, some interesting tips and tricks are given in Appendix A. The
previous functional-level model is also useful during this design step
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in order to save CPU-time when quantizing the effect of circuit non-
idealities at the system level, such as noise and PSRR. An example of
this design approach is illustrated in Figure 8.4, where functional and
transistor-level (i.e. 5K devices) numerical outputs are compared.
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A third step is devoted to the full-custom design and verification at
the physical-level for the target CMOS double-metal double-poly-
Si CMOS technology. Design Framework
II© [18] has been selected for this purpose as depicted in Figure 8.5.
The final layout of each cell is built following the layout recommenda-
tions proposed in Chapter 2. A library test prototype can be seen in
Figure 8.6. Once each block has been redesigned and optimized, the
final place and route is also performed manually in order to obtain the
compact ASIC of Figure 8.7.

3.3 Comparative Results
A summary of the experimental results is given in Table 8.1 for both

configurations, driving the receiver through the built-in Class-D output
amplifier, or using an external Class-D by means of the additional Class-
A output included in the ASIC. A qualitative comparison to other similar
HA products, in terms of processing complexity and programmability,
is also included in the same table. The overall gain and its fine digital-
programmability in 3dB steps can be seen in Figure 8.8. The system also
allows coarse digital control of such parameter in a range of 60dB. Fig-
ures 8.9 and 8.10 show the tuning capabilities of the low- and high-pass
filter banks through different codes, respectively. Although not shown,
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such control also includes order selection for the filtering. The flexibil-
ity of the adaptive AGC stage is illustrated in Figure 8.11, where the
compression ratio, the threshold knee point and the open-loop gain are
independently changed according to the digital control. Furthermore,
the dual behaviour of the same AGC against perturbation-duration to
keep speech intelligibility can be clearly seen in Figure 8.12. Finally,
for the Class-D output stage, switching frequency can be programmed
from 80KHz to 150KHz, while power buffers can drive up to
across the bridge. More detailed information about this design may be
requested from the customer [19].

The reported results of this HA-on-chip in terms of high-gain, low-
power, low-area, low-distortion, high-flexibility and low-cost performances
meet the targeted specifications. Hence, using this single IC, all the HA
products (i.e. behind-the-ear, in-the-ear, in-the-channel and completely-
in-the-channel models) can be built changing only programming and
some external elements like transducers. In fact, the novel analog CMOS
circuit techniques for Log domain processing have allowed us to intro-
duce significant innovations for the HA product. To the authors’ knowl-
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edge, this is the first analog CMOS circuit, for either programmable HAs
or for an A/D front-end in digital HAs, to truly operate at battery volt-
age (i.e. down to 1.1V), without the need of a charge-pump. In terms of
energy, the final system exhibits one of the lowest current consumption
in the HA market, as can be seen from Table 8.1. Another interesting
feature is that the resulting implementation fits the electrical specifi-
cations from BTE (i.e. high-gain and low-impedance output) to CIC
(i.e. low-noise and small-area) products on a single chip. Regarding
technology constraints, the used circuit techniques do not require ex-
pensive sub-micron processes and can be implemented in a wide variety
of CMOS technologies. Finally, the developed circuit topologies may be
reused in the design of A/D frontends for digital HAs. In particular,
the proposed filtering techniques seem very suitable for the synthesis
of very low-voltage oversampling A/D converters as pointed out in
Chapter 9.
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4. Yield Issues
The industrial applicability presented in this chapter of all the new

CMOS Log circuit techniques would not have much significance without
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any study about its yield. In the MOS context of this work, the main
sources of sample-to-sample deviations are due to technology mismatch-
ing at the transistor level, as argued in Chapter 2. In this sense, it has
already been demonstrated that such variations can be associated with
threshold voltage deviations between MOS transistors, even if
they have been drawn following specific layout techniques.

At the system-on-chip level, can be translated into three qual-
itatively different effects:

Gain errors. As a random variable in the V-domain, the constant
value of may be understood as a fixed gain programming

in the basic amplifying cell of Figure 3.3. Hence, yield can
be limited for designs that include not only amplifiers or attenuators,
but also unity-gain filters.

Frequency tuning deviations. The same threshold voltage random
variations can cause deviations in the I-domain between drain cur-
rents. In case that such biasing levels play the role of tuning currents

as studied in Chapter 4, their effect will be seen as a variabil-
ity of the filter specifications (e.g. corner frequencies, quality factors,
overshoots).

Output offsets. This last category belongs to a mixing between gain
errors in the V-domain and full-scale bias deviations in the I-domain.
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Typically, the combined effects of both errors cause non-full DC can-
cellation at the end of each stage, resulting in a non-null output offset.

In order to quantify all these non-idealities, some yield real data is
presented in Figures 8.13 to 8.15 corresponding to the statistical analysis
of 50 samples from the NEXO© pre-production. In the first graph, a
frequency response window is shown for a given gain programming. Since
no frequency-selective stages are enabled here and static output offsets
are compensated during test, deviations caused by are only due
to gain errors. Secondly, Figure 8.14 presents a statistical window for
a particular frequency-corner programming once compensated the gain-
errors at low-frequency. Hence, the resulting deviations are also caused
by but through the tuning currents. Finally, last figure shows an
input-output steady-state response window for a given compression ratio
and threshold knee point code of the AGC stage. In this case, deviations
due to are a combined effect of both gain errors and output offsets
at rectification. The overall yield information extracted from all these
data is summarized in Table 8.2, where the reported values demonstrate
the feasibility of this SoC for production, as well as the validity of the
specific design methodology against technology mismatching proposed
in Appendix A.
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Chapter 9

CONCLUSIONS

Different conclusions can be summarized at the end of this research
according to the initial motivation declared in Chapter 1: the aim of
this work is the research on novel analog circuit techniques based on the
MOSFET operating in subthreshold to exploit the low-voltage capabilities
of Log companding signal processing. The main results are obtained from
Chapters 3 to 7, concerning the basic research effort on new CMOS
circuit techniques, and also from Chapter 8, for considerations at the
system level in real applications. The collected conclusions are listed
below following a bottom-top hierarchical scheme:

CMOS generalization of Log companding. This work demon-
strates that the MOSFET is suitable to implement low-frequency
Log processing. However, only some structures are allowed for exact
synthesis at the transistor level. In this sense, the main contributions
derived from the results are listed here:

Abstract This last chapter can be understood as a summary of all the new knowl-
edge generated by this work. The resulting conclusions range from the
basic novel circuit techniques at the device level, to the proposed de-
sign methodologies for improving system design. Furthermore, future
work tasks are also proposed in order to expand this research area in
terms of signal processing, technology portability and dynamic range
enhancement.

1. Results

Gate- (GD) and source-driven (SD) Log companding functions
based on the MOSFET operating in weak inversion.

Basic topological restrictions and device matching requirements.
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Compatibility with non-separated wells (i.e. anti-latch-up rules
in CMOS technologies).

Generalization for amplification and AGC, arbitrary filtering, PTAT
generation and PDM modulation.

Very low-voltage basic building blocks. Based on the above re-
sults, a wide collection of cells are proposed to implement the differ-
ent types of signal processing studied. All the core devices of these
basic building blocks operate in weak inversion. The novel features
introduced at this level can be summarized as follows:

Very low-voltage capabilities (down to 1V).

Saturated and non-saturated topologies.

Electronic and wide-range tuning (e.g. gain factors and corner
frequencies).

All auxiliary circuitry for frequency compensation, biasing, cali-
bration and digital programming.

Design methodology for compact synthesis. Specific design pro-
cedures are presented for the above basic building blocks. Strategies
range from general purpose stages to more complex systems, such as
AGC loops and high-order filters. Particularly, the matrix procedure
proposed for arbitrary filtering allows:

Important Si area savings through circuit reductions.

Optimized compressed operating points in terms of distortion.

Very low-power consumption (few tens of

Dynamic range versus power and area expressions. The com-
mon device-level equations concerning dynamic range issues are ob-
tained. The role of the key design parameters power and Si area are
identified:

Total harmonic distortion due to moderate inversion degradation.

Signal-to-noise ratio from thermal and flicker noise contributions.

Procedure to design compressors and expanders.

Comparison between different class operations.

All-MOS implementations. Taking advantage of the inner voltage
compression in Log companding, the use of non-linear capacitors is
proposed. The basic ideas presented in this field are listed as follows:
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General tuning-current compensation technique.

The NMOS capacitor proposal.

Integration through digital CMOS technologies.

Si area savings or alternatively dynamic range improvements.

Design Techniques for very low-power audio systems-on-chip.
All the proposed Log companding CMOS circuit techniques consti-
tute an important set of design tools to be applied for the design of
ASICs for low-frequency (up to 100KHz) applications. In particular:

Experimental circuits operating at 1V for the different types of
signal processing functions.

First true 1V CMOS hearing-aid-on-a-chip without any charge-
pump, and with one of the lowest current consumption levels of
the market.

2. Future Work
The continuity of the work presented is illustrated by the following

short- and mid-term activities:

Extension to very low-voltage A/D Conversion. Due to the mar-
ket evolution described in Chapter 8, special efforts will be devoted
to apply all the proposed CMOS techniques for the synthesis of very
low-voltage audio A/D converters. In particular, oversampling
topologies seem the best choice to take advantage of the new Filter-
ing basic building blocks presented in Chapter 4. In this sense, some
successful work has already been done [4].

All-MOS exact implementations. Further improvements of the all-
MOS technique presented in this work may help to achieve the same
distortion performances without the need of poly-Si capacitors. In
that case, all the Log companding analog processing could be inte-
grated in digital CMOS technologies, with the consequent compati-
bility with low-voltage DSP-based systems-on-chip and reduction in
costs. What is more, these sub-micron technologies usually exhibit
higher thickness reduction in gate oxide than in the equivalent poly-
Si-poly-Si capacitance structure, as can be clearly seen in the capac-
itance densities and of Table 9.1, respectively. Hence,
the resulting increase in can be exploited to scale down the area
of capacitors, with respect to the almost constant value of
or alternatively increase the power to achieve better dynamic range.



180 LOW-VOLTAGE CMOS LOG COMPANDING ANALOG DESIGN

Integration with NEMS. One of the future big challenges of any
analog circuit technique is its compatibility with integrated nano-
mechanical systems, either for signal transduction or even mixed (i.e.
mechanical and electronic) signal processing. In this context, the
technological compatibility of the new CMOS companding circuit
techniques with low-frequency nano-mechanical sensors and actuators
(e.g. Silicon microphone, planar receiver) should be investigated.

Dynamic biasing strategies. Apart from low-voltage capabilities,
overall low-current consumption is also desired in system-on-chip ap-
plications. Hence, circuit techniques to implement the Class-H con-
cept introduced in Chapter 7 may help to achieve larger dynamic
range-to-power ratios at the system level.
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Appendix A
Simulation and Test

Abstract This appendix should be considered as a set of tips and tricks for the
practical verification and measurement of all the CMOS analog circuit
techniques proposed in this work. The recipes given in the following
sections cover from numerical simulation issues to the final experimental
test. Practical examples are supplied for each item.

1. Numerical Simulation

1.1 SPICE Models

When using CAD tools in the design of CMOS circuits and particularly for analog
synthesis as in the context of this work, consistency of predictions is of particular
importance in order to obtain satisfactory results. In this sense, the following issues
should be checked:

The need for accurate MOS transistor modeling in our Log companding environ-
ment has been already argued and introduced in Chapter 2. Nowadays, the de facto
standard SPICE model supplied by the semiconductor industry for full-custom and
analog design is BSIM3 [1, 2]. When properly extracted and fitted, this device model
returns good enough accuracy for the circuit techniques proposed in this work.

However, special attention must be also paid to the particular SPICE-like simulator
used. In some cases, the public BSIM3 code model has been only partially ported to
the engine. Although the I/V large signal equations and the small signal parameters
are always included, some other important parts like the intrinsic MOS capacitive
expressions or the power spectral density (PSD) equations for noise may be taken
from simpler models (e.g. BSIM1). This fact can be clearly seen in Figure 4.38, as
part of the all-MOS filtering study presented in Chapter 4.

Also, technology mismatching is not usually included in the above SPICE models.
Furthermore, the characteristic mismatching parameters and may not even
be available at the foundry. In that case, the data can be extrapolated from Figures 2.8
and 2.9. Also, the simulation method proposed in Subsection 1.4 returns precise
predictions for Gaussian distributions of any analysis.
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1.2 Numerical Convergence
Numerical methods for solving non-linear circuit equations are usually optimized

in many SPICE-like simulators for CPU-time consumption. Thus, it is the designer’s
responsibility to properly set the control parameters concerning accuracy and toler-
ance, which will determinate the final validity of any computed value.

For the companding frame of this work, special attention must be paid to resolution
in the I-domain, requiring in some cases a change in the default control variables of the
simulator to achieve the suitable current accuracy. The following items are illustrated
for Hspice© [3], but can be easily translated to other SPICE-like simulators. All
parameters are summarized in Table A.1.

Resolution. Typical default values for both absolute (e.g. ABSVDC) and relative
(e.g. RELVDC) voltage accuracy are usually good enough to quantify internal com-
pressed potentials in the V-domain. However, the equivalent parameters related
to device currents do not usually cover the lower boundary of the I-domain dy-
namic range (DR) . As a result, absolute (e.g. ABSI and ABSMOS) and relative (e.g.
RELI and RELMOS) current accuracy must be set to suitable values according to

levels.

Accuracy. Numerical methods for non-linear analysis (i.e. DC  and TRAN) often
introduce some linear elements to enhance circuit convergence. In the case of
the MOS transistor, resistors are distributed as shown in Figure A.1 to improve
continuity in moderate inversion and between conduction and saturation regions.

Although the internal compression in the V-domain tends to minimize the effect
on branch currents, their conductance (e.g. GMINDC and GMIN) must be controlled
according to the desired current resolution, and the maximum differential voltage
drop possibly present in the circuit (i.e. In any case, if the operating
point convergence is difficult, the start-up approach should be followed: begin
with a trivial zero-energy solution (i.e. all sources and charge in capacitors to null
values), and perform a transient power-up to finally reach the desired operating
point after relaxation. Such a final solution can then be used as initial conditions
for any other non-linear analysis, either transient or static.

1.3 Large Signal Frequency Analysis
The spectral behaviour of circuits is usually simulated through small signal linear

models (i.e. AC). However, second order effects related to signal amplitude itself tend
to limit in practice the validity of the above approach.
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In the Log companding frame of this work, such an issue is of particular impor-
tance since signal processing is mainly based on large signal device I/V curves. In
other words, design equations are directly supported by the non-linearity of the MOS
device. Hence, practical problems may occur when moving between saturation and
conduction, entering moderate inversion or reaching velocity saturation. As a result,
some tool is necessary to include such signal amplitude dependencies into numerical
spectral analysis. The simulation method chosen in Figure A.2 takes advantage of the
transient impulse response [4] (i.e. TRAN) in order to compute the frequency transfer
function through a discrete Fourier transform (DFT), more precisely using a stan-
dard fast Fourier transform (FFT) algorithm [5]. The basic advantage of the above
procedure is the amplitude parameter not available in small signal analysis.
Then, symmetry (i.e. and large signal (i.e. effects can be explored
and quantified. A practical simulation example for the all-MOS third-order low-pass
filter of Section 7 is given in Figure A.3. Main drawbacks arise in the above procedure
when requiring multi-decade frequency graphs. In these cases, the required number
of points for the FFT makes the computation cost much more expensive than the
simpler linear small signal simulation. A possible bypass for this situation consists of
a spectrum splitting by calculating more than one impulse response at different time
scales, as depicted in Figure A.4. The simulation-time savings obtained from this
approach are illustrated in Figure A.5 for the same filter example with an input de-
coupling and series network of C = 47nF and respectively. Let us
suppose a 6 decade spectrum analysis from 0.1Hz to 100KHz. Instead of computing a
single transient response of samples (i.e. >2Mpoint FFT!), two im-
pulse responses of samples and samples are performed
(i.e. 2 × 2Kpoint FFT). Obviously, final quantization of large signal range effects is
preferably performed through fine steady state harmonic analysis (i.e. THD).

1.4 Technology Mismatching Simulation
Robustness in integrated circuits is as important as accuracy, so it must be consid-

ered during the design stage. In the particular case of CMOS processes, technological
mismatching plays an important role for defining the absolute device areas in analog
designs, such as for the Log companding circuit techniques of this work, as reported
in Section 4. Hence, apart from process spread at run levels usually covered by the
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corner models (e.g. slow versus fast or worse-speed versus worse-power cases), tech-
nological mismatching must also be taken into account during numerical simulation.
Hence, local and Gaussian deviations for each MOSFET of the schematic should be
introduced following the general device area rule in (2.24). Unfortunately, such geo-
metrical models are not usually considered in standard SPICE models for Montecarlo
analysis. In this sense, the new algorithm proposed in Table A.2 can be used to per-
form a precise study on circuit robustness versus Si area. In order to illustrate such a
simulation approach, Table A.2 is fitted with technological mismatching information
from Section 5 and applied to a simple current mirror, reporting the following results:

Device Area. Keeping a fixed aspect ratio, so that inversion coefficient, accuracy
can be improved by enlarging the channel area according to (2.24). This behavior
agrees with the numerical results shown in Figure A.6, in which increments of
4 times in device area are translated to reductions in current
deviations. Also, absolute differences between weak and strong inversion operation
are in concordance with Figure 2.7.

Aspect ratio. When selecting strong inversion region in order to minimize technol-
ogy mismatching effects in terms of drain current, special attention must be paid
when optimizing final device area. It is not worth trying to increase accuracy by
widening the device channel only, since the expected decrease in deviations
is canceled by an increase of gate voltage sensitivity to as argued in (2.28)
and observed in Figure A.7. On the other hand, enlarging channel length not only
improves accuracy due to area reasons, but also due to the fact of pushing up the
gate bias point at deeper strong inversion. However, the direct penalty in this
case is a degradation of low-voltage compatibility due to higher voltage drops.
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Table A.2. Hspice Montecarlo simulation of local mismatching.

0 Require mismatching coefficient <AVTHO>

1 Substitute each MOSFET element:

M1 <D> <G> <S> <B> <modelname> L=<1> W=<w> M=<m> . . .

by a subcircuit call:

XM1 <D> <G> <S> <B> <modelname> PL=<1> PW=<w> PM=<m> . . .

2 Replace the common typical modelcard:

.MODEL <modelname> NMOS LEVEL=<level> VTHO=<typvto> . . .

by a subcircuit definition with scalable Gaussian distributions:

.SUBCKT <modelname> <D> <G> <S> <B>
M1 <D> <G> <S> <B> MONTEMOD L=PL W=PW M=PM . . .
.PARAM MCVTHO=AGAUSS (<typvto>, ’<AVTHO>/sqrt (PL*PW*PM)’,1)
.MODEL MONTEMOD NMOS LEVEL=<level> VTHO=MCVTHO . . .
.ENDS <modelname>

3 Perform a standard Montecarlo analysis.

2. Experimental Test Setup
The Log companding nature of the new CMOS circuit techniques presented in this

work also introduces some specific lab necessities for their experimental measurement.
In particular, the following requirements should be satisfied:

Current mode for both the in-going and out-coming I-domain signals of the device
under test (DUT). Since the standard electrical test is usually based on voltage
measurements, an input and output conversion stages must be
included in the test setup. Practical full-scale signal specifications for all the
proposed circuit techniques are located below < Also, front-end output
and back-end input impedances in current-mode should be > and <
respectively.

Low-frequency spectrum analysis. As argued in Chapter 1, the new CMOS design
strategies are suitable for voice and audio applications. Hence, front and back-end
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instrumentation with a bandwidth of up to 100KHz is large enough for harmonic
analysis. Furthermore, it is preferable to have a programmable low-frequency
high-order low-pass filter available at the backend for noise measurement.

Large dynamic range capabilities which should be negligible compared to the
DUT. In this sense, practical circuit performances in the frame of this work are
around 0.1% < T H D < 1% and 60dB < DR < 80dB.

Taking into account all the above specifications, the general lab setup proposal is
depicted in Figure A.8. The DUT operates by means of a local power supply in order
to avoid noise and spurious signals from any external power line. Such a voltage
supply can be selected from a single cell battery (i.e. or from
the programmable dual regulator RC4194© [6] (i.e. Stimuli
are synthesized by the low-distortion function generator DS360© [7] in conjunction
with a series resistor to perform the current conversion.
Also, a capacitor is inserted to decouple DC bias levels. The resulting
sensitivity is above 75Hz. Once processed by the DUT, the outcoming
signal is converted back from using the very low-noise current preamplifier
LCA400K10M© [8] with an equivalent transresistance of Since the linear
range of such an amplifier is limited to an alternative equipment for larger
amplitudes is the SR570© box [7], which enables different scale conversion but also
exhibits less dynamic range (other preamplifiers for photodetectors can also be used).
The resulting waveform is captured by the dynamic signal analyzer SR785© [7] for
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the transfer function, noise or distortion analysis. The overall guarding is guaranteed
through BNC connectors and a shielded box for both the DUT and local supplies,
as drawn in Figure A.8. Also, signal integrity along the path can be verified in
Table A.3. Finally, automatic measurements may be programmed through PC-based
control software such as VEE© [9] and Matlab© [10].
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