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Preface

Filter design as a research subject dates almost a century now. Of course, it was
coming as part to the development of the radio and telecommunication industry
which became ubiquitous now. Substantial number of solutions was offered in
transfer function synthesis as well as in the physical realization which gradually
shifted from analogue to a digital one with the ability to be even implemented as
software. In that, the interest got shifted mainly towards new technologies while
gradually narrowing the scope and the versatility of the approximation solutions. As
a consequence, modern filter design is based on reduced set of transfer functions
being catalogued and available broadly.

It was our filling that in the historical moment, we are living catalogues and
nomograms are not the best way to produce optimal solutions. That is valid
especially having in mind the fact that the computers became affordable to anyone
and that practically all electrical engineers are fluent in programming languages. We
think that the theory and numerical receipts given, anyone may produce any
practically feasible transfer functions starting with the proper set of requirements.
Similar stands for the circuit or system synthesis.

Having that in mind, this book is to be looked upon as a supportive tool for
software development for filter design in both transfer function synthesis (ap-
proximation process) and system synthesis (physical design).

It is divided into three parts. The context is created within the first part by
introducing the reader into the basic concepts of signals and filters including the
RM software as a supportive tool used for creation of the examples within the
book. Then, the transfer function synthesis is addressed which encompasses a wide
variety of solutions. It was our intention here not only to describe the solution as
such but to give full information for the reader to start software development for the
proper approximant by his own. That is supported within every chapter by a
paragraph named “Developer’s corner” containing advice and transferring experi-
ence related to the practical implementation of the concepts just described. In
addition, examples are given of relatively high complexity allowing the reader to
verify his own solution. In the third part, the system synthesis of analogue and
digital systems is visited. Here again, a wide variety of technologies is encompassed
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allowing the designer to cover most of the frequency spectrum from very low audio
frequencies up to tenths of GHz. There is something specific, however, within this
part. Namely, in most cases parallel solutions are advised and synthesis concepts
are described.

The author is using the opportunity to thank the research staff of the Laboratory
for Electronic Design Automation (LEDA) of the Faculty of Electronic Engineering
at the University of Niš, Serbia, for their lifelong and everlasting collaboration and
support.

Niš, Serbia Vančo Litovski
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Chapter 1
Introduction

Give a man a fish, and you feed him for a day. Teach a man to fish, and you feed him for a
lifetime.

The story of filter design is almost hundred years old now. It follows two paths,
one related to transfer function synthesis and the other related to physical imple-
mentation synthesis.

While there had to be physical realization for whatever function was developed,
due to technological limitations, the branch related to transfer function synthesis
(which relied on mathematics) was leading, often facing the “physical realization”
obstacle. It grew fast since the first Butterworth’s [1] introduction of the maximally
flat amplitude characteristic. Solutions were found for equi-ripple amplitude
approximation both in the passband and in the stopband of the filter. The problem
of linear phase was addressed and solved allowing for subsequent solutions satis-
fying mixed amplitude and phase requirements. Finally, direct time domain solu-
tions were reported [2].

It was really very difficult to manipulate complicated complex functions in the
pre computer era. The introduction of computers in the sixties (and later on) of the
last century revolutionized the transfer function synthesis and most of the main
problem were now solved with acceptable complexity. Let just mention the prob-
lem of frequency transformations [3] proposed by Orchard and Temes and the
introduction of iterative design [4].

Later on, with further advent of the computers and digital integrated circuit tech-
nology, theory of digital signal processing and digital filter’s transfer function synthesis
was introduced to allow for an explosion of the telecommunication systems [5].

Nevertheless, after all these years and almost unlimited number of contributions
to the subject of transfer function synthesis, even the most advanced contemporary
sources are based on a very limited set of solutions (such as Butterworth,
Chebyshev, Elliptic, Inverse Chebyshev, and Thomson) and use formulas, nomo-
grams or pre-prepared tables [6–8] for the design. In [9] the authors explicitly state
that the transfer function synthesis will be based on existing nomograms. In fact, the
real transfer function synthesis became a privilege of a very limited number of
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scholars who have all the mathematical knowledge, the technological experience,
and programming capabilities.

That became an important issue in the progress of the transfer function synthesis
research and development frequently leading to non-optimal solutions. Namely,
having the wrong feeling that one is fully informed on the subject, research results
were published (by world renown publishers) in which explicit ignorance is
demonstrated. We will illustrate this claim here with several examples with the
intention to draw the attention of the filter design community and to suggest more
responsible reviewing. Of course, to avoid negative advertising we will not cite the
exact sources. As the first example we will mention the inadequate computation of
the phase characteristics. After definition of the transfer function in the form

H jxð Þ ¼ m1 jxð Þþ j � n1 jxð Þ
m2 jxð Þþ j � n2 jxð Þ ð1:1Þ

the authors derive the expression for the phase characteristic as

u jxð Þ ¼ arctan
n1 � m2 � n1 � m1

m1 � m2 þ n1 � n2

� �
: ð1:2Þ

Even if we skip the question of a phase being a function of a complex variable
and attribute that to negligence, there is a fundamental problem with the method of
calculating the phase. Namely, assuming the ms and ns are real function of a real
variable (which must be), the maximum (minimum) asymptotic value of the phase
expressed by (1.2) may be +p/2 (or –p/2, depending on the sign of the expression in
the brackets). That is to be opposed to the right value of

uðxÞ x!1j ¼ � kþ lð Þ � p=2; ð1:3Þ

for a filter with k zeros (complex in the right half plane or imaginary on the x-axis
or mix of these two) and l complex poles in the left half plane. So, a tenth order
all-pass filter will have asymptotic value of the phase equal to −10p. Any tenth
order polynomial filter will, of course, have −10p/2.

The next example is related to basic knowledge in which no distinction is made
between a circuit schematic and the corresponding transfer function. The authors
claim the circuit of Fig. 1.1 is the schematic of an elliptic filter.

In fact it is a sixth order ladder filter (using maximum number of inductances and
minimum number of capacitances?!) with two transmission zeros at the real part of
the x-axis which, depending on the element values, may perform as so many
different transfer functions, among others, as the Inverse Chebyshev, for example.
Since it is of even order and has equal terminations, however, it is hard to believe
that it is realizable as an elliptic filter. This is not the only example which may be
encountered in literature where the topology of a network is associated to a single
type of approximant since, probably, that approximant is the only one known to the
author.
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Finally, one may read about “ultra selective” linear-phase low-pass FIR filters
what sounds as a thunder. In fact the authors are reporting a transfer function
exhibiting stopband attenuation of 100 dB while the transition region of the filter is
20 times wider than the pass-band width. That means that even the 40th harmonic
of a spectral component belonging to the middle of the passband is not filtered.
Leaving alone the need for 100 dB of attenuation, a question arises as to: is that a
filter at all?

On the physical realization branch, probably with some delay, equally explosive
developments could be witnessed. Starting with RLC elements [10], it went first
through active RC synthesis [11] which was boosted by the introduction of the
integrated operational amplifier [12].

The CMOS technology [13], like the Tesla’s alternating currents in the 19th
century, became the propellant of the modern society in any respect of the word. It
enabled explosion of the information-telecommunication (IT) technologies and did
democratize the computing and communication to an unconceivable extent. As for
the filter design, first, by introducing the microprocessor the digital filtering era was
indicated [14]. Then, by development of powerful programmable devices the digital
filtering became affordable. Finally, the custom design of digital integrated circuits
allowed for any skilled laboratory to routinely design systems with embedded
digital filtering as a subsystem.

Analog CMOS was rising in parallel [15]. In addition to the possibility of
embedding the analog filter into a mixed-mode integrated system, fully new ideas
were promoted and realized such as switched capacitor (SC) circuits and
transconductance-C (Gm-C) circuits which allowed analog signal processing by
integrated CMOS circuits at very low and very high frequencies, respectively.

The modern state of the things in the IT may be characterized by immense rise of
the awareness of the necessity for every citizen to be capable of writing pro-
gramming code. One may say that now every electrical and electronic engineer is
fluent in one or more programming languages. That, however, does not map into
the philosophy of modern filter design. Still, nomograms and tables, generated in
the last half of the 20th century, are ruling the trade.

Having that in mind, this book has several main goals.

Fig. 1.1 A sixth order LC ladder filter
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The first one is to bring forward most of the knowledge and algorithms necessary
for successful software development for filter design. In that sense our intention is
to give enough information and algorithmic capacity to the reader for he/she, being
fluent in modern programming languages and contemporary electronics, to became
capable to create his own software for every problem encountered in his/hers
everyday professional life.

By acquiring the know-how explicated in this book the reader will be capable to
produce approximants (transfer functions of filters) with unique properties
accommodated to his/hers problem to a maximal extent. In that sense we want to
stress

• The critical monotonic passband amplitude characteristics (CMACs).
• The linear phase filters approximating constant group delay in an equi-ripple

manner
• The all-pass and band-pass approximants exhibiting group delay approximating

a horizontal and inclined line.
• The amplitude correction algorithms enabling improved both linear phase and

selective polynomial prototypes.
• The modified elliptic.
• The low-pass and band-pass group delay correctors.
• The simultaneous group delay and amplitude approximation of band-pass filters.

On the other side our intention was to make the reader capable to create in an
existing design environment. To that end we will exemplify all the algorithms and
procedures, belonging to transfer function synthesis or to physical system synthesis,
on the case of use of the RM software [16, 17].

In that, one should have in mind that this is not a book on electronics. It is about
filter design which means only limited information about the circuits will be given.
Namely, one may usually find in filter design books complete information about
semiconductor technology, transistor and passive devices design and modelling,
and synthesis of low-complexity circuit (maximum to second order cells) leaving
the issues of complex synthesis to the reader. Instead, we will try to skip the
common knowledge and minimize the theory on synthesis of basic electronic cir-
cuits and offer to the potential software developer and filter designer what we think
are the best building blocks for proper applications so trying to concentrate on
complex real-life solutions and architectures.

The book is divided in three parts.
In the first part we first deal with basics of signals and filtering. Definitions will

be given and the basic terminology explained. Attempts will be made not to leave
any ambiguities related to the meaning of the terms. As a specialty we introduce for
the first time quantification of the selectivity while insisting on design being as
selective as possible (the ones saving bands of frequencies are named ecological
designs). Next comes the definition of the transfer function and calculations of
frequency and time domain responses. Here analog transfer functions are consid-
ered only. A specialty in this paragraph is the calculation of the phase response
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which is frequently misunderstood as exemplified above. We insist that for all
phases of design: function approximation, function analysis and physical synthesis,
factored form of the transfer function is the only way to represent it. That allows for
an integrated approach. Issues related to the transfer function definitions are com-
pleted by the description of the frequency transformations in the analog domain.
The first part ends with a brief description of the potentials, structure, and func-
tionality of the RM software for filter design which will be used to exemplify the
algorithms and the physical synthesis methods.

The second part is devoted to transfer function synthesis. It encompasses a very
wide spectrum of approximants fulfilling requirements in the frequency domain
obeying amplitude, group delay or both amplitude and group delay requirements. It
is in this book for the first time a complete description and information for synthesis
is given for the low-pass selective polynomial filters with critical monotonic
amplitude characteristic (CMAC) in the passband. The non-monotonic amplitude
characteristic in the passband are studied via the Chebyshev filter while a modifi-
cation is described which allows for modified amplitude characteristic of the even
order Chebyshev filters. These proceedings are followed by comparisons in order to
complete the knowledge about polynomial selective filters.

It is a fact that extending the transfer function of a polynomial filter by a finite
transmission zero at the x-axis brings more benefits to the amplitude characteristic
than increasing the order of the polynomial filter. That, however, is not advertized
in the literature and no books may be found describing the procedure of introducing
such zeros. Here we do that in two variants: with distinct and with multiple new
transmission zeros. Of course, special cases of these functions are the so called
Inverse Chebyshev and the Elliptic filters. Here we introduce the term modified
elliptic filters since the procedure we are proposing allows for independent values
of the maximum passband and minimum stopband attenuations with number of
attenuation zeros equal or smaller than maximum.

Algorithms and examples of synthesis of linear phase low-pass filters exhibiting
maximally flat and equi-ripple approximation of constant group delay are discussed
next. Synthesis of all-pass low-pass filter is described, too. Algorithms and pro-
cedures are given for extending these transfer function with transmission zeros at
the x-axis to improve selectivity while preserving the phase linearity. The rest of
this part of the book is related to solutions obeying group delay requirements as the
primary ones. First, synthesis of group delay correctors (both low-pass and
band-pass) is visited. Then, band-pass all-pass filters approximating a line in
maximally flat sense are described. The line here may be horizontal and inclined
(rising or falling). Finally, direct synthesis of selective band-pass filters with a
group delay approximating a line in maximally flat sense is introduced.

For every approximation type described in this part of book complete infor-
mation and advice is given enabling the reader to develop his own transfer function
synthesis program. Note, for every algorithm and procedure, being inherently
iterative, initial solution creation is advised. Detailed examples are accompanying
every chapter so allowing the reader to check his own results in every phase of the
software action. Readers having no experience in optimization or having difficulties
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to apprehend the iterative processes recommended in this book, are advised to first
read [16].

As for the physical synthesis, to which the third part is devoted, the following
technologies are encompassed. Passive LC cascade circuit synthesis; active RC
cascade circuit synthesis; parallel active RC circuit synthesis; Gm-C filter synthesis
based on LC prototypes; parallel active SC circuit synthesis; and parallel synthesis
of IIR digital filters based on bilinear transformation of analog prototypes. For
every each of them detailed information is given allowing the reader having a
transfer function represented in a factored form to develop his/hers own synthesis
program. As in the case of transfer function synthesis, examples are given in every
chapter allowing the software developer to check his/hers results in every phase of
the transformation of the input data on the transfer function into element values of
the schematic.

A special feature of this topic is the parallel synthesis. Namely, the cascade
synthesis is not avoided in two basic cases as the passive LC (including the Gm-C
filters emanating from them) and the active RC but, since for realization of cascade
synthesis laborious procedures are needed which still involve uncertainties, the
parallel alternative is offered. It is simple to implement and in some cases
advantageous.

The book is supported by 34 video presentations/animations which are on public
display [17, 18] (the second was introduced since some of the countries have no
access to YouTube). There details on the capacities and ways of implementation of
the RM software are given. We expect that this and the “Developers corner”
introduced in every chapter of this book will rise the confidence of the readers for
both to take the adventure and develop his/hers own software or to effectively use of
existing one.
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Chapter 2
Basics of Signals and Filtering

Types of signals are introduced first: continuous time and discrete time.
Transposition into the frequency domain via the Fourier transform is used to allow
for introduction to the signal processing. By manipulation of the spectrum of an
example signal the idea of filtering and filters is introduced. Rationale for the
relocation of the spectrum by modulation is given. The term and a measure for
selectivity are defined and “green design” is introduced. Categorization of the filters
is given based on the way how is the signal processed (continuous time and discrete
time); how the signal is represented: analog and digital; where the position of the
passband is (low-pass, band-pass, high-pass, all-pass, and band-stop); and what is
the technology used for physical implementation (discrete passive LC, discrete and
integrated active RC, integrated active SC, integrated active Gm-C, and software
realized and integrated digital). Practical issues such as frequency, time, and ele-
ment values normalization as well as calculator-less decibel (and inverse) calcu-
lations are included.

2.1 Introduction

The topic of filtering is rather multidisciplinary in the sense that encompasses
serious mathematical apparatus and equally serious technological knowledge. Of
course, knowledge of circuit theory and signal processing should not be under-
mined. That is why preparing a book on filter design is an action full of respon-
sibilities. When starting this book, we decided to try to simplify the explanations as
much as possible in order to allow the reader to acquire only the knowledge which
is indispensible for the subject. That means that we will try to use examples being
as general as possible and in the same time as simple as possible. On the other side
an attempt will be made to encompass as much information as possible in order not
to bring the designer’s horizon too near and so discourage him before starting.
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Following these consideration this chapter will be an introduction to signal
processing and filter design. It will serve as a place for definition the basic terms
and concepts.

2.2 Signals

A signal is a function of one or more variables that conveys information about some
(usually physical) phenomenon [1]. For the purpose of this book, a signal will be
function of a single variable (one-dimensional), the time, t. According to the
variation of their time variable and their amplitude, signals can be either
continuous-time or discrete-time, analog or discrete amplitude, or digital. This
classification relates to the way signals are either processed, stored, or both.
According to whether the signals exhibit repetitive behavior or not they are clas-
sified as periodic or aperiodic signals [2].

Figure 2.1a depicts a continuous time or an analog signal. Both the time and the
voltage variables are allowed to take any value. Analog signals are natural signals
and, strictly speaking, all physical signals are analog.

When it come to representation of the signals, e.g. in a computer, problems arise
first due to the finite number of significant figures available for representation. This
property is referred to as the resolution. No matter how large is the computer word
(say 64 bit) only discrete values of both time and the signal may be represented. In
between two neighboring values is a difference which is represented by the value of
the least significant bit. In addition, storing signal values which are so near to each
other (in time and value) may represent a serious request for memory. So, in order
to save memory, one discretizes the time, the discretization interval being Dt, and
allows for the complete signal to be stored in a limited amount of memory space.
Such a signal, depicted in Fig. 2.1b, is still analog since the voltage is allowed to
take any value. The process of conversion of a continuous time signal into a discrete
time one is referred to as sampling. The final signal is a sampled one. The quantity

f s ¼ 1=Dt ð2:1Þ

is referred to as the sampling frequency and it is expressed in Hz. The reciprocal is
usually stated as sampling period Ts = Dt. For example, fs = 25 kHz means
25,000 samples per second and the sampling period is Ts = 1/25,000 s = 40 ls.

Fig. 2.1 Signals.
a Continuous and b discrete
time
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If the instantaneous value of the voltage taken in discrete time intervals is
discretized (the term quantized is in use, too), we in fact get a digital signal. The
discrete values of the voltage are represented by finite number of figures and,
usually, in binary form which allows for storing in a computer. For example, the
discretized signal depicted in Fig. 2.1b is converted into a digital one and depicted
in Fig. 2.2. Here, to simplify, decimal system is used for representation of the
voltage digital values which means that the quantization interval was Dv = 1 V.

In Fig. 2.2 the discretized time lost its identity. In fact the samples are enu-
merated and since the sampling time interval Dt is known it may be restored easily.
It is obvious that representation of the signal depicted in Fig. 2.2 in a computer is an
easy task. Not only that, it will take negligible amount of memory. Both, simpli-
fying the representation and reducing the memory requirements, are what the
computer needs. The price for that, however, is lost information in both coordinates.
To protect the accuracy one should try to use as small Dv and Dt as possible.

In the next we will very shortly describe the activities frequently referred to as
signal processing in all three domains mentioned above.

2.3 The Spectrum of a Signal

Looking to the signal of Fig. 2.1a we see that there is not much to be done with it
except to extend its voltage value i.e. to amplify it or to perform sampling and enter
the discrete time domain.

In fact, there is much more which is not visible at first sight. The time domain
representation we are considering is hiding many properties of the signal which
may be modified, corrected, improved etc. To come to these properties we need to
change the domain and from the (natural) time domain to switch to (artificial)
frequency domain. For that purpose we use the so called Fourier transform which
allows for a full insight on the signal and enables implementation of means for
processing it.

In the next we will introduce this transform and proceed by use of the means it
offers to create context for the need for filtering and ways of doing it.

Given an arbitrary periodic continuous time signal x(t) with a period T,
according to the Fourier transform it may be represented in a form of an infinite
series so as

Fig. 2.2 Discretized in time
and digitized in value signal
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vðtÞ ¼ c0 þ
X1
k¼1

2 � Re cke
jkx0t

� �
: ð2:2Þ

In the above equation

x0 ¼ 2 � p=T ; ð2:3Þ

j ¼ ffiffiffiffiffiffiffi�1
p

, and ck, k = 0, 1, …, ∞ is a set of constants needed to be determined in
order for (2.2) to be valid.

If complex quantities are properly represented by real and imaginary parts a new
form of the Fourier series may be created as

vðtÞ ¼ c0 þ 2 �
X1
k¼1

ckj j � cosðkx0tþ hkÞ ð2:4Þ

or

vðtÞ ¼ c0 þ
X1
k¼1

ak � cosðkx0tÞþ bk � sinðkx0tÞ½ � ð2:5Þ

where ck ¼ ckj j � ejhk , ak ¼ Re 2 � ckf g and bk ¼ �Im 2 � ckf g. Equation (2.5) is
referred to as the trigonometric form of the Fourier transform.

Here are the formulas determining ck:

ck ¼ 1
T

Zt0 þ T

t0

vðtÞ � ejkx0t � dt ð2:6Þ

with

c0 ¼ 1
T

Zt0 þ T

t0

vðtÞ � dt ð2:7Þ

representing the average value of the signal over the period T. t0 in (2.6) and (2.7) is
arbitrary instant for starting the integration of the periodic signal v(t).

The coefficient c0 being the average, c1 is referred to as the first or the main
harmonic of the series while ck for k > 1 is referred to as the kth harmonic.

From (2.4) and (2.5) we may see that each complex sinusoid is associated with a
particular frequency (which is some integer multiple (k) of the fundamental fre-
quency (x0)). So, these coefficients indicate at which frequencies the signal is
concentrated. In this way, the Fourier series representation provides a means for
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measuring the frequency content of a signal. The distribution of the signal over
different frequencies is referred to as the frequency spectrum of the signal.

Various ways exist to illustrate the frequency spectrum of a signal. Typically, we
plot the Fourier series coefficients as a function of frequency. Since, in general, the
Fourier series coefficients are complex-valued; we usually display this information
using two plots. One plot shows the amplitude of the coefficients as a function of
frequency. This is called the amplitude spectrum. The other plot shows the argu-
ments of the coefficients as a function of frequency. In this context, the argument is
referred to as the phase, and the plot is called the phase spectrum of the signal.

We will now elaborate an example which will introduce us into the subject of
analog signal processing.

Consider the saw-tooth signal, depicted in Fig. 2.3, which is represented by the
following set of expressions

vðtÞ ¼ t
p

for � p\t� p; ð2:8Þ

and

vðtþ 2p � lÞ ¼ vðtÞ for l ¼ 0; 1; . . .;1: ð2:9Þ

Since T = 2p, x0 = 1 rad/s. The coefficients of the trigonometric form of the
Fourier series related to this signal are

ak ¼ 0 for k� 0 ð2:10Þ

and

bk ¼ 2 � ð�1Þkþ 1

p � k for k� 1: ð2:11Þ

After substitution in (2.5) we get

vðtÞ ¼
X1
k¼1

2 � ð�1Þkþ 1

p � k � sinðktÞ
" #

: ð2:12Þ

We will first pay attention to the values of the coefficients bk. Figure 2.4a depicts
the first 20 coefficients and shows that they have alternative signs and decrease

Fig. 2.3 The example
saw-tooth signal
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hyperbolically with increase of k. That means that the higher order coefficients have
smaller influence to the overall sum.

Figure 2.4b depicts the amplitude spectrum of the saw-tooth signal with com-
ponents up to the 20th. Looking to this diagram we come to ideas as to how an
analog signal may be processed. Simply, by manipulating the components of the
spectrum! Since manipulation may, in some case, mean elimination of a component
from the spectrum the term filtering comes forward. We say that that component
was eliminated by a filter. Starting with that any manipulation of the spectrum is
referred to as filtering and the means for performing filtering is referred to as a filter.

Let us now study the influence of some filters to the time domain presentation of
the saw-tooth signal. Consider a filter function defined as

f ðkÞ ¼ 1 for k�m
0 for k[m

�
ð2:13Þ

which is depicted in Fig. 2.5a. We will refer to this type of filtering function as ideal
amplitude low-pas filter. The value m represents in fact a multiple of x0 (i.e.
m � x0) and is referred to as the cut-off frequency of the low-pass filter.

After multiplying the original signal with the filtering function one gets

Fig. 2.4 Frequency domain
representation of the
saw-tooth signal. a The bk
coefficients up to the
twentieth and b modulus of
the bk coefficients—the
amplitude spectrum
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vf ðtÞ ¼ vðtÞ � f ðkÞ ¼
Xm
k¼1

2 � ð�1Þkþ 1

p � k � sinðktÞ
" #

: ð2:14Þ

We refer to this expression as the truncated sum. The result of filtering (seen in
the time domain) is produced by performing the summation in (2.14). We will show
three results here. Figure 2.6 depicts the obtained waveforms.

Figure 2.6a depicts the time domain representation of the truncated Fourier
series, representing the saw-toot signal of Fig. 2.3, for the case m = 500. One may
see almost perfect matching between the truncated and the original signals. If the
cat-off frequency of the filter is reduced to m = 100, slight deterioration may be
observed from Fig. 2.6b. Finally, by reducing m to the value of 10, as depicted in
Fig. 2.6c, significant difference between the original and the “processed” may be
seen. To conclude, filtering may limit the frequency spectrum of a signal while
producing some distortions. The broader the passband the smaller the distortions.

Figure 2.7a represents the resulting signal after filtering by the function of
Fig. 2.5b. Here m = 10 was used but, in addition, one component of the spectrum
(k = 3) was eliminated by notch operation. As can be seen dramatic changes in the
final signal are produced.

Finally, the following filtering function was implemented

f ðkÞ ¼ 2
1þ s � k2 : ð2:15Þ

It is depicted in Fig. 2.5c for three values of s: s = 1, s = 0.04 and s = 0.01. This
function is known as the Butterworth filter and will be discussed later in detail.

Fig. 2.5 Filtering functions. a Ideal low-pass amplitude characteristic, b a filtering function
eliminating a harmonic component, and c amplitude characteristic of a Butterworth filter

2.3 The Spectrum of a Signal 17



The results of application of this filtering function are depicted in Fig. 2.7b. By
reducing s, in fact, the cut-off frequency m ¼ ks ¼ 1=

ffiffi
s

pð Þ is risen and the wave-
form becomes more and more similar to the original.

To conclude, one important corollary of the above discussion may be drawn. It is
the fact that the sinusoid is a function of fundamental importance for representing
signals. That is to be added to the Nikola Tesla’s sinusoidal alternating current
waveform which is the base of power electrical engineering.

Fig. 2.6 Time domain representation of the truncated saw-tooth Fourier series. a m = 500,
b m = 100, and c m = 10

Fig. 2.7 Time domain presentation of a filtered Fourier series of the saw-tooth signal. a Filter of
Fig. 2.5b and b filter of Fig. 2.5c
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Having created rudimentary information on the effects of filtering, in the next,
we will try to answer why filtering is necessary. To that end we will first introduce
the technique of modulation and specifically, amplitude modulation.

Given a low frequency signal (with an amplitude normalized to unity)

SLðtÞ ¼ cosðxLtÞ ð2:16Þ

whose spectrum is a single bar (part of the spectrum of the original signal) on the
frequency axis at fL = xL/(2 � p). It may be transposed at a higher frequency if the
following is produced

SMðtÞ ¼ ½1þM � cosðxLtÞ� � sinðxctÞ ¼ ½1þM � cosðxLtÞ� � CðtÞ ð2:17Þ

where

CðtÞ ¼ sinðxctÞ ð2:18Þ

was used as a carrier signal. Here usually xc � xL. One may say that SL(t) is
impregnated into C(t) to create SM(t). The new signal SM(t) is referred to as an
amplitude modulated signal with a modulation index 0�M� 1.

The spectrum of SM(t) may be recognized from

SMðtÞ ¼ sinðxctÞþ M
2
fsin½ðxc þxLÞt� þ sin½ðxc � xLÞt�g ð2:19Þ

which is obtained from (2.17). It is depicted in Fig. 2.8a. If it was a complete low
frequency signal (complete spectrum) to be used for creation of the amplitude
modulated signal, the spectrum would look like the one depicted in Fig. 2.8b
where, for simplicity, the low frequency (modulating) signal is supposed to have
frequency independent but band limited spectrum.

In that diagram xLa stands for the lowest bound of the spectrum of the
low-frequency signal while xLb stands for the upper bound. There are practical
reasons imposing the need for the low-frequency spectrum to be truncated from
both sides. At very low frequencies unwanted electromagnetic interference occurs

Fig. 2.8 Spectrum of the amplitude modulated signal. a Single spectral component and
b frequency band

2.3 The Spectrum of a Signal 19



creating the so called inter-modulation products which are unwanted. The limitation
from the upper side is related to economic reasons since the overall frequency
spectrum is limited which may be seen from Fig. 2.8b where xc + xLb may go too
high and occupy much of the available frequency band. We will come to this soon.
In telephony, for example, the voice spectrum bandwidth is restricted between
fLa = 0.3 kHz and fLb = 3.2 kHz.

Modulation is applied to information signals for a number of reasons, some of
which are outlined below.

Many transmission media (cables, for example) have limited pass-bands which
means they behave as filters having their own cut-off frequencies at both ends of the
band which is transmitted. Modulation methods must therefore be applied to the
information signals in order to “frequency transpose” the signals into the range of
frequencies that are acceptable for the channel.

Even when the communications channel can support direct transmission of the
information-bearing signal, there are often practical reasons why this is undesirable
(or impossible). A simple example is the transmission of audio signal (below
10 kHz) via radio wave. The wavelength of the electro-magnetic three-kilohertz
signal is 100 km. Since an effective radio antenna is typically as large as half the
wavelength of the signal, a three-kilohertz radio wave might require an antenna up
to 50 km in length which, of course, is highly unpractical.

The most important reason, however, is related to the fact that in many instances
a communications channel is shared by multiple users. In order to prevent mutual
interference, each user’s information signal is modulated onto an assigned carrier of
a specific frequency. When the frequency assignment and subsequent combining is
done at a central point, the resulting combination is a frequency-
division multiplexed (FDM) signal. Assuming sufficient frequency separation of
the carrier frequencies so that the modulated signals do not overlap, recovery of
each of the FDM signals is possible at the receiving end. In order to prevent overlap
of the signals and to simplify filtering, each of the modulated signals is separated by
a guard band, which consists of an unused portion of the available frequency
spectrum.

To illustrate, Fig. 2.9 depicts the formation of the so called baseband signal in
telephony [3]. Note, since an additional auxiliary monochromatic signal is found at
3850 Hz and due to the fact that the filter has not abrupt change of the gain at
cut-off (what was seen in Fig. 2.5c) one use 4 kHz for the width of the filter
defining the extended voice spectrum bandwidth.

The group of 12 channels occupies the bandwidth of 48 kHz from 60 to
108 kHz.

Frequency division multiplexing combines the different voice channels by
stacking them one above the other in the frequency domain as shown in Fig. 2.10.
Of course, the FDM concept is not specific for the telephony but we will not go into
more details on this subject.

The next step in FDM is to combine 12 voice channels together. This is the first
level of the analog multiplexing hierarchy and it is called group and depicted in
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Fig. 2.11. These are further used to form a super group as depicted in Fig. 2.12.
Master groups are following but there is not the end.

Based on the previous discussion, we think, the reader got the feeling of the role
of the modulation to create the groups, super groups and so on. On the other side,
what was the main goal, it became noticeable where the filters must be used and
how many filters are necessary.

Modern society, as we all know, is based on telecommunication and a wide
variety of signals are to be transmitted and received never avoiding proper filtering.

Fig. 2.9 Creation of the baseband signal in telephony

Fig. 2.10 The baseband signal spectrum

Fig. 2.11 Basic FDM group

Fig. 2.12 FDM super group
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Filters are ubiquitous and effective and rational filter design is seen as one of the
most important research and development activities in telecommunication.

Before finishing this paragraph we will address the issue of selectivity. Namely,
it was already mentioned that in order to avoid interference between the individual
signals, a band of frequencies is to be left between the neighboring channels at any
level of the FDM. We will refer here the reserve frequency band as the transition
region. The ratio of the channel’s width and the transition region will be referred
hereafter as the selectivity of the filter defining the channel. If the channel width is
denoted by Bw (Hz) and the transition region as Tr (Hz), the selectivity would be

S ¼ Bw=Tr: ð2:20Þ

The question arises, should the filter be mildly selective (e.g. S = 1), very
selective (e.g. S = 2) or extremely selective (e.g. S = 10)? The following consid-
erations, we think, might help when taking decision.

Frequency spectrum is a limited natural resource like the water, soil, and air.
There is no renewable resource of frequency, however. Nowhere in the universe!
Thus, while designing telecommunication systems and filters as part of them, do
save the frequency spectrum. Use as selective filters as possible no matter the price
(which comes from the increased physical complexity being realizable by renew-
able material and energy resources).

If you do so you will further benefit from the reduced overall noise of the system
which is directly related to its selectivity. Namely, the noise power of thermal noise
(the unavoidable one) is proportional to the noise bandwidth which becomes lower
if the amplitude characteristic abruptly changes at the end of the passband.

These considerations are summarized in Fig. 2.13. One may recognize that
proper filter design i.e. choice of selective filtering may allow for additional
channels to be located on the frequency axis and in that way better (ecologically)
use of the frequency spectrum as a natural resource.

Fig. 2.13 Selectivity and ecological filter design
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2.4 Categorization of Filters

There are many aspects of filtering which are used for categorization. These are
based on the way how the signal is processed, the way how the filters are produced
(technology), the way how they exploit the frequency axis and similar.

In this paragraph we will briefly introduce several attributes which allow dis-
tinguishing among different filters.

2.4.1 Categorization Based on the Way How Is the Signal
Processed

We already mentioned that there are three types of representation of the signal:
analog, discrete, and digital. Accordingly, methods are developed for processing the
signal in its own domain so that we have analog filters, discrete time filters, and
digital filters.

Using proper mathematical apparatus such as the Fourier transform and its
counterpart Discrete Fourier transform a signal, be it analog or discrete, may be
represented as a continuous function in the frequency domain.

Analog filters are processing the signal by analog operations which involve
complex arithmetic as we will see later on. Here we may say that we achieve
maximal accuracy which may be stated as the closeness of the computation results
to the corresponding physical system response. From the computational point of
view both the time and the signal values are manipulated with the maximal reso-
lution of the proper computer.

To appreciate the accuracy here is how the numbers are represented in binary
form within the 32-bit computer

ð�1Þx0 1þ
X23
i¼1

xi2�i

( )
� 2k ð2:21Þ

where x0 defines the sign bit, xi2�i represents the 23-bit mantissa, xi is a single bit
binary number, and 2k represents the characteristic (it can have 28 = 256 possible
values).

If as the minimum increment of a number is considered the one which when
added to 1 makes no change, it may be proven; its value will be 2−23. Any number
smaller than 2−23 will result in no change to the sum. (2−23)bin =
(0.00000011920928955078)dec. One may say that in a 32-bit computer we are
processing with accuracy of 7 significant figures. This is very important information
when the validity of some arithmetic operations is considered. Adding two numbers
of the same sign which have similar moduli will produce a number with practically
the same accuracy. Subtracting such numbers, however, will produce a number of
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no accuracy at all. For example, if we subtract 0.16756438e1 and 0.16756324e1 we
will get 0.114xxxxxe−4, where x denotes a random figure depending on the pre-
vious state of the register containing the number. Now, any number smaller than
10−7, if added to the result of this subtraction, will be “swallowed” by the “noise”
represented by the set of x − s. The error may be further amplified if the result of
subtraction is multiplied by a large number and used for subsequent computations.
Similar effects may be demonstrated when division is considered. That is, despite
the fact that high resolution is available, in analog computations care should be paid
to preserve numerical accuracy.

We will come back to the general properties of analog filters as compared to the
digital ones in a separate section at the end of this paragraph.

A discrete time signal as depicted in Fig. 2.1 may be represented by the fol-
lowing expression

vdðtÞ ¼ vðtÞ �
X1
l¼�1

dðt � l � TsÞ ð2:22Þ

where d is the delta function

dðxÞ ¼ 1 for x ¼ 0
0 for x 6¼ 0:

�
ð2:23Þ

For our purposes, however, a slightly modified expression is of interest. In fact
we need the value of the signal to stay constant in between the sampling intervals.
Such a signal, frequently referred to as sampled-and-held, is depicted in Fig. 2.14.
This signal may be expressed as

vdðtÞ ¼ vðtÞ � dðt � l � TsÞ for l � Ts � t\ðlþ 1Þ � Ts
and for �1\l\1 ð2:24Þ

During the sampling period, while the input to the filter is held, transients occur
within the circuit which define the value of the output signal in the given time
interval. That is how the discrete time filters work: analog operation in restricted
time interval.

The electronic system which is processing the frequency spectrum of this signal
as such (without quantization of the amplitude) will be referred to here as the
discrete time filter. As we will see in the subsequent chapters this processing may

Fig. 2.14 Sampled and held
signal
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be stated as mixed mode since it is processing an analog signal but in discretized
time instants which are digitally controlled.

Digital filters are massively in use nowadays due to the rising computing power
and the digital revolution enabled by the CMOS technology. As we mentioned, it is
about manipulation of numbers. That, in the simplest explanation, will mean that
the samples taken from the analog signal are first quantized. Since binary repre-
sentation of the final result is expected the accuracy of quantization is related to the
value of the least significant figure of the binary number used. Historically, it started
by processors based on four bit arithmetic so that four bits were used in so called
analog-to-digital converters. Now extensive use of 64-bit processor is encountered.
The binary number may be represented as a time series of bits which means that the
pulse train representing the quantized value must end (must fit) within the sampling
period. Physically, the signal is carried by a single wire. That relates the sampling
frequency and the clock frequency of the processor. There will be needed at least as
many clocks in the sampling period as the number of bit is. Alternatively, one may
use as many wires as the number of bits and process further in parallel. In such a
case the sampling frequency and the clock frequency may be (hypothetically) the
same.

We may recognize now that digital filtering is in fact performing arithmetic
operations on signals represented in binary form as integers. That would be the
main difference to analog. A corollary of this claim is that any manipulation of the
stream of pulses representing the input signal is considered as digital filtering. For
example, there are so called decimation filters which literally decimate the pulse
sequence. That will not be the subject of this book since it broadens infinitely the
subject of filtering.

Of course, as for the analog, the digital filters need filtering functions as the one
represented in Fig. 2.11. These, however, are represented in different circuit form.
Namely one use digital (logic) circuits to perform the numerical operations and
digital memory cells to store the coefficients of the functions.

Digital filters are separated in two categories. These are the so called Finite
Impulse Response (FIR) and Infinite Impulse Response (IIR) filters. We will come
back to these two categories later on but here we will mention that in this book only
IIR filters will be synthesized. The main reason for that is the simplicity of synthesis
which comes from the fact that the IIR filter functions are obtainable from analog
prototypes by a simple transformation process.

2.4.2 Digital Versus Analog Transmission

Having in mind the difference of the way how the signal is represented and pro-
cessed one may state some fundamental differences between analog and digital
filters in telecommunication applications.

During the course of propagation on the channel, a transmitted pulse becomes
gradually distorted due to the non-ideal transmission characteristic of the channel.
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Also, various unwanted signals (usually termed interference and noise) will cause
further deterioration of the information-carrying digital pulse. However, as there are
only two types of signals that are being transmitted by digital transmission, it is
possible for us to identify (with a very high probability) a given transmitted pulse at
some appropriate intermediate point on the channel and regenerate a clean pulse. In
this way, we will be completely eliminating the effects of distortion and noise
accumulated till the point of regeneration. Such an operation is not possible if the
transmitted signal was analog because there is nothing like a reference waveform
that can be regenerated. In addition, when using digital signals we may exploit the
advantages such as

• Storing the messages in digital form and forwarding or redirecting them at a
later point in time is quite simple.

• Coding the message sequence to take care of the channel noise, encrypting for
secure communication can easily be accomplished in the digital domain.

From the technology or circuit point of view the digital technology is not only
immune to noise but is also immune to temperature variations since the pulse levels
are temperature independent. Furthermore, a digital filter may be implemented as a
piece of software as part of the firmware.

Problems may be recognized in sampling and analog-to-digital conversion
related to the instability of the oscillator s creating the controlling pulse. In that case
variation of the sampling instant occurs, what is referred to as jitter and considered
noise.

Digital filtering is not applicable directly to natural signals. For example, in a
signal processing or telecommunication systems (like the one discussed in
Figs. 2.9, 2.10, 2.11 and 2.12) the natural signal first encounters an analog filter.
Similarly, in many applications, the output signal is again analog. That makes the
analog filters including the sampled data filters inevitable.

Filters used for transmitting groups and super-groups are again frequently ana-
log. We will see some other specific application during the course of this book.

There is however one special motive for analog filter synthesis. There is a strong
theoretical background and software tools which are used for analog filter design in
decades now. These results and tools are easily mapped into the digital domain
using proper transformations to produce IIR digital filters. In that way the entire
analog heritage may be preserved and used effectively.

2.4.3 Position of the Passband and Specifications

The part of the frequency spectrum in which the filter has no attenuation or the
attenuation is acceptably small is referred to as the passband. Consequently the
stopband is the part of the spectrum in which the attenuation is above a prescribed
value. In between is the transition region which defines the selectivity of the filter as
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stated by (2.20). The location of the passband is allowed to be anywhere on the
frequency axis. Following that a categorization of the filters exists. Low-pass,
requirements depicted in Fig. 2.15a, are the ones whose passband starts at the origin
and covers the spectrum until the cut-off frequency denoted by f0. The lower bound
of the stopband is denoted by fs while its upper bound is at infinity. So, the
selectivity would be here S = f0/(fs − f0). Two margins are used to define the
attenuation characteristic: the maximum passband attenuation amax and the mini-
mum stopband attenuation amin. When requirements on the amplitude characteris-
tics are considered, the set (f0, fs, amax, amin) is usually a complete one. It happens,
however, for the asymptotic slope of the filter’s attenuation characteristic is needed
not to be lower from a prescribed value. In such a case the minimum asymptotic
slope may be a design requirement, too.

Until now we ignored the phase of the spectral components all the time. There
are applications, however, insisting phase to be preserved or somehow shaped. In
such cases we are interested in the phase characteristic of the filter which represents
the argument of the output signal as a function of frequency:

uðxÞ ¼ argfVoutðjxÞg ð2:25Þ

where VoutðjxÞ is the complex-valued output voltage (to be discussed soon).
Since, however, as will be shown in the subsequent chapter, the phase is

expressed in a complicated form using transcendental functions; it is the group
delay which is more frequently in use. It is defined as

sd ¼ � duðxÞ
dx

: ð2:26Þ

Fig. 2.15 Specifications for a low-pass filter. a Attenuation requirements, and b group delay
requirements
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So, when filters are designed, usually linear phase (or constant group delay) is
sought which means that all spectral components from the passband will be equally
delayed and consequently properly superimposed to each other at the output. This
requirement is expressed in Fig. 2.15b where margins for the group delay are set as
relative deviation from the nominal (constant) value.

Opposite to the low-pass is the high-pass filter. Requirements for this type of
filter are depicted in Fig. 2.16. Here the passband is infinitely broad starting at f0
and ending at infinity. The frequency f0 is the lower edge of the passband and is
referred to as the cut-off frequency or simply cut-off. The upper edge of the stop-
band, which starts at the origin, is denoted as fs. Usually there are no group delay
requirements for high-pass filters.

There are filters which are tasked to suppress part of the frequency spectrum
coming to the input. These are referred to as band-stop or notch filters. The
specifications of the filter’s attenuation characteristics are depicted in Fig. 2.17.

In this case there are two pass-bands which in general may have different values
of the maximum attenuation (which is not the case in Fig. 2.17). Accordingly, one
needs five frequencies to fully define the specifications: the central frequency of the
stopband (fc); the cut-off frequency of the lower pass-band (fl); the cut-off frequency
of the upper passband (fu), the lower edge of the stopband (fsl), and the upper edge
of the stopband (fsu).

Fig. 2.16 Specifications for a
high-pass filter

Fig. 2.17 Specifications for a
band-stop filter
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The relative width of the stopband of the filter is defined as

Bs r ¼ ðfu � flÞ=fc ð2:27Þ

Opposite is the band-pass filter. It is tasked to pass part of the incoming spectrum
and suppress the rest belonging to the higher and lower frequencies. The proper
specification for this type of filters is depicted in Fig. 2.18. The specifics related to
the attenuation need, again, five frequencies: the central frequency of the pass-band
(fc); the lower cut-off frequency of the pass-band (fl); the upper cut-off frequency of
the passband (fu), the lower edge of the upper stopband (fsu), and the upper edge of
the lower stopband (fsl).

In the case of band-pass filters group delay requirements are imposed very
frequently. These are pictured on Fig. 2.18b.

There is a special category of filters which do not exhibit attenuation at any
frequency. These are referred to as all-pass filters. In this case the phase or the
group delay is in the focus. Usually, a constant group delay is sought, as depicted in
Fig. 2.19. Namely, there are applications in which all components of the signal’s
spectrum (i.e. the signal from the time domain perspective) to be delayed equally.
There from comes the second name of this kind of systems: delay lines. There are
low-pass all-pass filters which approximate constant group delay as if there is a
low-pass filter (depicted in Fig. 2.19a) and band-pass delay line which approximate
constant group delay on a frequency band around a central frequency (depicted in
Fig. 2.19b).

If two filtering systems are cascaded as depicted in Fig. 2.20, one may create a
new system with a much complex attenuation characteristic.

The filter’s function in the frequency domain is usually obtained as a ratio of the
input and the output voltage:

Fig. 2.18 Specifications for a band-pass filter. a Attenuation requirements, and b group delay
requirements
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G ¼ vout
vin

: ð2:28Þ

If we introduce the value from the middle of the system we will obtain

G ¼ vout
vin

¼ vout
vx

� vx
vin

¼ G1 � G2 ð2:29Þ

This expression explains how two cascaded functions create a single one. If, for
example, the first one is a low-pass filter and the second is a notch filter whose
stop-band interval falls inside the passband of the low-pass filter, one may produce
a low-pass filter with two pass-bands as depicted in Fig. 2.5b.

2.4.4 Filtering and Technologies

As all electronic systems the filter may be produced in different technologies. There
are however phenomena of “non-electrical” nature which are exploited for pro-
duction of filters, too.

To start with one may categorize the systems realizing the filtering function as a
passive (electrical) or active (electronic) circuits.

Passive filters are very rarely (almost never) integrated and are built of discrete
components. So they are referred to as discrete filters.

First among passive technology are the RLC filters constructed of capacitors,
inductors, transformers and resistors only. These may be stated as classical and the
most popular technology implemented in filtering. In addition to this category at

Fig. 2.19 All-pass requirements. a Low-pass all-pass and b band-pass all-pass

Fig. 2.20 Two stage cascade
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higher frequencies (occupying a proper frequency window) one may encounter
several technologies based on specific physical effects (mostly resonance) such as

• Cristal filters. These exploit the piezoelectric effect to create mechanical res-
onators behaving as passive LCR resonators. High stability and low temperature
dependence of the resonant frequency of a properly processed quartz crystal
contributes to the popularity of this technology.

• SAW (surface acoustic waves) filters. These perform filtering on the surface of a
piezoelectric crystal exploiting the resonant properties of the material.

• Waveguide filters. Here we have an example of distributed filtering where
transmission lines are included, too. Waveguides are hollow metal tubes inside
which an electromagnetic wave may be transmitted. Due to the properties of
propagation of the electromagnetic waves usually band-pass filters are produced
with this technology. Waveguide filters are used at extremely high frequencies.

• Mechanical filters. Here mechanical (metal) resonators are constructed and
coupled to form a cascade behaving as an electrical filter. Transducers are
provided to convert an electrical signal to and from a mechanical vibration.

A filter becomes active if electronic components such as transistors, operational
amplifiers (OA), operational transconductance amplifiers (OTA), or logic circuits
are included. In addition, in the case of sampled data filtering, switches are needed
to perform sampling. There are several categories of active filters.

• Active RC filters. These consist of OA, resistors and capacitors. Their intro-
duction allowed the exclusion of inductors at low frequency applications where
inductors become bulky, heavy, and expensive. Active RC filters are usually
produced as discrete ones but integration is not rare. A serious limitation to the
implementation of active RC filters at high frequencies is the frequency char-
acteristic of the OA used.

• Active Gm-C filters. Further reduction of the area of integrated active RC filters
is achieved by Gm-C filters consisting of OTAs and capacitors only. Not only
area reduction and improved temperature stability is achieved but the frequency
span is broadened too, due to better performance of the OTAs. Gm-C filters are
integrated in CMOS technology.

• Active SC filters. Sampled filters are implemented using Switches, Capacitors
(hence SC), and OA and used for low frequency filtering. In this case a resistor
(of an active RC circuit) is substituted by a special connection of a capacitor and
regularly commutated switches. SC filters are integrated in CMOS technology.
Significant reduction of area is achieved along other advantages.

• Digital filters. Digital filters are all active filters where no passive components
are used to create the filter function. Logic circuits are exclusively building
blocks of the structure. As mentioned, in a firmware design, a digital filter may
be implemented as a piece of software. This category of filtering has become
dominant in modern communication. One may build but one does not do digital
filters as discrete.
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Below a list of frequency range of analog filters is given:

• Discrete active-RC filters: 1 Hz–100 MHz
• On-chip continuous-time active filters: 10 Hz–1 GHz
• Switched-capacitor: 1 Hz–10 MHz
• Discrete LC: 10 Hz–1 GHz
• Distributed: 100 MHz–100 GHz
• SAW: 30 MHz–3 GHz

2.5 Scaling

The values of the signals in telecommunication span over a very large intervals.
While at the output of an antenna (input to the telecommunication channel) the
voltage is usually in the lV range, at the output of a power amplifier it may rise to
hundred of volts. Consequently the gain of a system may span from small values
(even smaller than unity when attenuation is needed) to several millions which is
usual in radio frequency (RF) systems. On the other side, as already mentioned, the
frequency span is starting from mHz and ending with hundreds of GHz. Finally, the
element values of the passive components used to build the filters span over
extremely wide ranges, too. For example, the resistance may vary from mX to
several GX.

Design engineers prefer to work with numbers near the unity. Such computa-
tions lead to smaller numerical errors. Also, designers would like to work with
“generalized” dimensionless quantities which will be assigned specific values
depending on the design at hand.

All this is achieved by normalization.
To start with, let V0 = 1 V and x0 = 1 rad/s are the normalizing voltage and

normalizing angular frequency, respectively. The quantity

vn ¼ v=V0 ð2:30Þ

is the dimensionless normalized voltage. Similarly,

xn ¼ x=x0 ð2:31Þ

is the dimensionless normalized angular frequency.
To “compress” the span of these two quantities one use logarithmic scale. For

the voltage one use the so called Decibel scale as

vðdBÞ ¼ 20 � log10ðvnÞ: ð2:32Þ

Table 2.1 represents some examples of the mapping given by (2.32).
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The value related to
ffiffiffi
2

p
is added due to the specific importance it has in filter

design. Namely, a squared voltage over a unity resistance resistor represents power.
If the value of the (normalized) output voltage is 1/

ffiffiffi
2

p
then the power is ½ of the

input power (calculated in the same way). This criterion is usually in use to define
the cut-off frequency of the filter. It is the frequency at which the power at the load
is half of the power obtained at the central frequency of the filter’s passband.

If power is concerned, due to the squared voltage, one use

pðdBÞ ¼ 10 � log10ðpnÞ ð2:32Þ

where pn = P/(1 W), P is the power to be normalized, and p is the normalized
power in Decibels. In that way (using 10 in place of 20) the same value in Decibels
will be obtained for the voltage and the power in the same measurement point.

The logarithmic scale used to represent voltage (and current) is nonlinear. One
may say that it compresses the large numbers and expands the small ones. That can
be easily seen from Table 2.1.

This property is extremely important when frequency dependences are to be
drawn. One use “logarithmic scale” for the frequency by putting on the x-axis

xlog ¼ log10ðx=x0Þ: ð2:33Þ

There is specific terminology used in this case. It is related to acoustics. Namely,
two frequencies related as 2:1 are said to be separated by an octave. For the
frequencies related as 10:1 one says that they are separated by decade.

One may use a logarithmic scale for the frequency and linear scale for the
voltage to produce a semi-logarithmic (semi-log) frequency diagram. When both
quantities are in logarithmic scale one uses a logarithmic-logarithmic (log-log)
scale.

When it comes to normalization of the element values one first choose nor-
malizing angular frequency x0 (as before) and a normalizing resistance R0. Then,
the normalization of a resistance R goes simply as follows

Table 2.1 Conversion into decibels

Normalized value Value in decibels Normalized value Value in decibels

1/10,000 −80 10,000 80

1/1000 −60 1000 60

1/100 −40 100 40

1/10 −20 10 20

1/2 −6 2 6

1/
ffiffiffi
2

p
−3

ffiffiffi
2

p
3

1 0 1 0
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Rn ¼ R=R0: ð2:34Þ

The normalization of a capacitance is a little more complicated. We first nor-
malize the reactance of the capacitance:

Xn ¼ 1
xnCn

¼ Xc

R0
¼ 1

xCR0
¼ 1

x
x0
x0CR0

ð2:35aÞ

so that, by comparison, we get

Cn ¼ x0CR0: ð2:35bÞ

For the inductance, in a similar way, we have

Xn ¼ xnLn ¼ XL

R0
¼ xL

R0
¼ x

x0

x0L
R0

; ð2:36aÞ

which leads to

Ln ¼ x0L
R0

ð2:36bÞ

At the end of the design one goes for denormalization. This means that starting
with the normalized values obtained in the filter synthesis process one will calculate
the real values of the capacitances and the inductances as follows

C ¼ Cn

x0R0
ð2:37aÞ

and

L ¼ LnR0

x0
: ð2:37bÞ

2.6 Developer’s Corner

Complex function analysis including complex numbers manipulation is an inherent
necessity of filter design. The problem is that it is not performed by using complex
arithmetic. Instead always two quantities are manipulated: the real and the imagi-
nary part. That means that the software developer will have to develop his own
routines for calculation of the filter’s functions and their properties. In Chap. 3,
some advice will be given and some misunderstandings will be highlighted.
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Conversion of ordinary numbers into decibels and vice versa seems complicated
and, one would say, needs at least a calculator to be used. We will explain here on a
simple example that, by the help of Table 2.1, one can convert from integer
Decibels into ordinary numbers without a calculator.

The example task is to find the values of A from Table 2.2 out of the values of A
(dB).

To perform the back-conversion we decompose the Decibels into values depicted in
Table 2.1. So, for example, A(dB) = 55 dB = 40 + 6 + 6 + 3 dB. Since the sum of
logarithms represents a logarithm of a product, using Table 2.1 we will get
A = 100 � 2 � 2 � 20.5 � 564 times. Similarly, if A(dB) = 56 dB = 80 −
6 − 6 − 6 − 6 dB is to be converted, we have A = 100 � 100/(2 � 2 � 2 � 2) = 625
times. Further, if A(dB) = 57 dB = 60 − 3 dB = (20 + 20 + 20 − 3) dB, one gets
A = 10 � 10 � 10/20.5 � 709 times. Finally, if A(dB) = 58 dB = (40 + 6 + 6 + 6) dB,
one gets A = 100 � 2 � 2 � 2 = 800 times. All these are summarized in Table 2.3.

Since the four values encompass the “discretization” within 3 dB, the method
described above may be used for any back-conversion of integer decibels.

By inspection of Table 2.3 one may conclude that 1 dB makes a serious dif-
ference which is larger with larger values of the gain.

For direct conversion without a calculator one has to memorize the logarithms of
2, 3, 5, and 7 which may be used for approximative conversion. These logarithms
are given in Table 2.4.

Using this, for example, one has log10(24) = log102 + log102 + log102 +
log103 = 3 � 0.3 + 0.48 = 1.38. Of course, since not all prime numbers are
encompassed in Table 2.4, the conversion based on Table 2.4, on first sight, will be
not as successful as the back-conversion. If large numbers are to be converted,
however, one may always approximate to the nearest value tractable by Table 2.4.
In that one may profit from the property mentioned above that 1 dB corresponds to
a large change of the gain which means that a small change of the gain will not
seriously affect the decibels. For example, 271 is a prime number which may be
approximated as 271 � 270 � 2 � 5 � 27 � 2 � 5 � 3 � 3 � 3. There from we have
log10(271) � 0.3 + 0.7 + 0.48 + 0.48 + 0.48 = 2.44. This is to be compared with
the exact value of 2.43136. So, instead of the exact 48.6 dB one would get
approximate 48.8 dB. One may expect even smaller difference if larger gains are to
be converted into Decibels in this way.

Table 2.3 Back-conversion
results

A(dB) 55 56 57 58

A 565.68 625 707.1 800

Table 2.4 Logarithms of the
first four prime numbers

x 2 3 5 7

log10(x) 0.3 0.48 0.7 0.85

Table 2.2 Decibels to be
converted into gain

A(dB) 55 56 57 58
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Chapter 3
Transfer Function and Frequency
and Time Domain Response

It is a custom for the filtering function to be expressed in the frequency domain as a
rational function of polynomials of s, the complex frequency variable. Since the
natural signals are found in the time domain, the so called Laplace Transform is
used to create a representation in the complex frequency domain (from now on: in
the s-domain). That allows for the differential equations representing the system to
be transformed into algebraic ones and consequently to extract the so called transfer
functions which are their s-domain substitute. Ones in the s-domain one may
optimize the transfer function in order to control the properties of the physical
system which will be created later on. To perform optimization one needs to cal-
culate the properties of the transfer function. This chapter is devoted to the transfer
function as such and to the methods allowing expressing its properties in the
frequency domain. Procedures are given for calculation the so called amplitude,
phase, and group delay characteristics of the system. Furthermore, for two com-
monly accepted time-domain signals the procedure will be described to go back into
the time domain. That will be based on The Inverse Laplace transform and the
calculus of residues.

3.1 Introduction

According to basic circuit theory, using the constitutive equations of the circuit
elements and the Kirchhoff’s laws, we create a set of differential equations gov-
erning the signals within the circuit [1]. Since the solution is a function of time we
call the action as time domain analysis. Unfortunately, it is very difficult and even
impossible to solve such systems of equation manually even for relatively simple
linear circuits. That means we need an alternative way to analyze electrical and
electronic circuits.
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In this chapter we will introduce the Laplace transform as the powerful means to
create a mathematical representation or, better to say, encapsulation of the prop-
erties of linear electrical and electronic circuits. That will be referred to as a transfer
function.

Given the transfer function however, one needs means to extract the properties
of the system to which it is associated. Hence, we will elaborate the procedures for
time and frequency domain characterization of electronic systems for which the
transfer function was synthesized elsewhere.

3.2 The Laplace Transform and the Transfer Function

To make the story short, based on Fourier’s and Laplace’s transforms we transpose
the analysis into the frequency domain. The Fourier transform (as mentioned in the
previous chapter) manipulates real quantities to represent the time domain signal
into a series of sinusoids being of different amplitudes and having different phase
angles. The Laplace transform is going further. It represents the real signal coming
from the time domain by a complex one containing the amplitude and the phase
captured by its complexity. Here we will proceed with the Laplace transform and its
application to create transfer functions. The later are containing the intrinsic
properties of the linear circuit and, when proper transform of the input signal is
available, allows for analysis in both the frequency and time domain.

The unilateral (or one-sided) Laplace transform is defined by the integral

FðsÞ ¼ L f ðtÞf g ¼
Z1
0�

f ðtÞ � e�s�tdt: ð3:1Þ

In this expression the lower limit is written as t = 0− because we wish to allow
f(t) to include an impulse function at t = 0. It is assumed that the value of f(t) is zero
for t < 0. If the complex frequency is represented as s = r + j � x, where j ¼ ffiffiffiffiffiffiffi�1

p
is the imaginary unit, the value of r should be such as to ensure the integral (3.1) to
converges.

The expression (3.1) transposes a function given in the time domain into a new
form in the complex frequency domain. We use capital letters to denote that the
voltages and currents are transformed.

The opposite transformation i.e. the inverse Laplace transform, may be
expressed as

f ðtÞ ¼ L�1 FðsÞf g ¼ 1
2p � j

Zcþ j1

c�j1
FðsÞ � es�tds; ð3:2Þ
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Here c is a constant chosen so that to preserve convergence. The final result, of
course, does not depend on the value of c.

Table 3.1 contains a short list of Laplace transform pairs. d(t) in this table stands
for the unit impulse, while u(t) is the unit step. Putting specific values to the
constants in this table we can obtain a much wider set of transform pairs. For
example, when n = 1, for f(t) = ea�t, we get F(s) = 1/(s − a). Similarly when n = 1,
a = 0, A = 1 and B = 0, for f ðtÞ ¼ 2 � cosðx0tÞ we obtain

FðsÞ ¼ 1
s� j � x0

þ 1
sþ j � x0

¼ 1
s2 þx2

0
:

More detailed data on s-domain functions with multiple poles may be found in
[2] while [3] contains an extensive list of Laplace transform pairs. The special case
of filters having all transmission zeros at infinity is considered in detail in [4]. Much
more complex transformations may be performed easily if the theorems presented
in Table 3.2 are used in conjunction with Table 3.1. Some of them are of crucial
importance for the application of this concept to circuit analysis.

To introduce the Laplace transform into circuit analysis, we first transform the
constitutive equations of the basic circuit elements. For the resistive branch in the
time domain we have

iGðtÞ ¼ G � vGðtÞ ð3:3aÞ

which maps into

IGðsÞ ¼ G � VGðsÞ: ð3:3bÞ

For the capacitive branch described in the time domain by

iCðtÞ ¼ C � dvCðtÞ
dt

; ð3:4aÞ

Table 3.1 Laplace transform
pairs

Time domain f(t) s-domain F(s)

dðtÞ ¼ 1 for t ¼ 0
0 othervise

�
1

uðtÞ ¼ @
@t maxðt; 0Þf g for t > 0

or
uðtÞ ¼ R t

�1 dðrÞdr

1/s

tn�1 �ea�t
n�1ð Þ!

1
ðs�aÞn

2�tn�1 �ea�t
n�1ð Þ! A � cosðbtÞ � B � sinðbtÞ½ � Aþ j�B

ðs�a�j�bÞn þ
A�j�B

ðs�aþ j�bÞn
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in the s-domain we have

ICðsÞ ¼ s � C � VCðsÞ � C � vCð0�Þ: ð3:4bÞ

Finally, for the inductive branch described in the time domain by

vLðtÞ ¼ L � diLðtÞ
dt

ð3:5aÞ

in the s domain we have

ILðsÞ ¼ 1
s � L � VLðsÞþ iLð0�Þ

s
: ð3:5bÞ

The network representations of (3.3a, 3.3b)–(3.5a, 3.5b) are depicted in Fig. 3.1.
Now, we will apply the above results to the equation formulation of the circuit of

Fig. 3.2. To that end we first create a mapped circuit as depicted in Fig. 3.3. Then,
we substitute directly (3.3b), (3.4b) and (3.5b) (when appropriate) into the KCL
system of equations for the circuit. The so obtained system of equations describing
the circuit in the s-domain is given by (3.6).

G1 þ sC �sC 0
�sC sCþ 1

sL � 1
sL

0 � 1
sL

1
sL þG2

2
4

3
5 �

V1ðsÞ
V2ðsÞ
V3ðsÞ

2
4

3
5 ¼

IðsÞ
0
0

2
4

3
5þ �

CvCð0�Þ
CvCð0�Þ � iLð0�Þ

s
iLð0�Þ
s

2
64

3
75:

ð3:6Þ

Table 3.2 Laplace transform theorems

Property f(t) F(s)

Linearity a � f1ðtÞþ b � f2ðtÞ a � F1ðsÞþ b � F2ðsÞ
Time domain first derivative df ðtÞ

dt
sFðsÞ � f ð0�Þ

Time domain second derivative d2 f ðtÞ
dt2

s2FðsÞ � s � f ð0�Þ � df ðtÞ
dt t¼0�j

General derivative dnf ðtÞ
dtn snFðsÞ � Pn

k¼1
sn�k d k�1ð Þ f ðtÞ

dt k�1ð Þ t¼0�j

Integration
R t
0� f ðsÞds FðsÞ

s

s-domain differentiation tnf ðtÞ ð�1Þn dnFðsÞ
dsn

Convolution Rt
0�

f1ðsÞ � f2 t � sð Þ � ds F1ðsÞ � F2ðsÞ

Initial value lim f ðtÞ
t ! 0

lim s � FðsÞ
s ! 1

Final value lim f ðtÞ
t ! 1

lim s � FðsÞ
s ! 1
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Fig. 3.2 A dynamic linear
circuit

Fig. 3.1 a Original (time
domain) and b mapped
(s-domain) branches

Fig. 3.3 Mapped circuit. It is
assumed that in the original
circuit vC = v1 − v2, and iL is
flowing from node 2 toward
node 3
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For simplicity, but without loss of generality, we will solve only for V3. By
Cramer’s rule:

V3ðsÞ ¼ D13ðsÞ
DðsÞ IðsÞþ D13ðsÞ

DðsÞ � CvCð0�Þþ D23ðsÞ
DðsÞ �CvCð0�Þ � iLð0�Þ

s

� �

þ D33ðsÞ
DðsÞ � iLð0

�Þ
s

:

ð3:7Þ

where Dnm(s) is the cofactor of the corresponding (n, m) element of the matrix in
(3.6), and D(s) is the determinant of the system. An important property of the
solution can be found by examining (3.6) and (3.7). The RHS vector is partitioned
so that the first part represents the excitation, while the rest is due to the initial
conditions. It is important to note that the complete solution of the system can be
obtained using the superposition principle by solving (3.6) twice. The first solution
is obtained for the case where only the excitation is present in the RHS vector, and
is referred to as the zero-state response. The term implies that the initial state of the
circuit is assumed to have zero energy, i.e. all voltages and currents at t = 0− are
equal to zero. On the other hand, if only the initial conditions are present in the right
hand side, we obtain the zero-input response, implying that there is no excitation (at
the input).

Of course, the zero input response is of less importance because it refers to
specific initial conditions. Generally, if needed, it can be obtained by additional
computation, which means considering the initial-state source as if it were an input
signal.

Conversely, the zero-state response, expressed in symbolic form, may be used to
extract the general properties of the circuit by introducing the concept of the net-
work function. To see this, let us reduce (3.6) to the zero-state part. The determi-
nants evaluated in symbolic form are as follows:

D13ðsÞ ¼ sC
sL

DðsÞ ¼ G1G2 þ sC G1 þG2ð Þþ s2LCG1G2

sL

ð3:8Þ

which leads to

V3ðsÞ ¼ sC � IðsÞ
G1G2 þ sC G1 þG2ð Þþ s2LCG1G2

¼ ZðsÞ � IðsÞ; ð3:9Þ

where

ZðsÞ ¼ V3ðsÞ
IðsÞ ¼ sC

G1G2 þ sC G1 þG2ð Þþ s2LCG1G2
ð3:10Þ

is the transfer impedance in the s-domain.
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Before proceeding with the analysis of this result let mention that we could get
different node or branch responses and combine them with other node or branch
quantities, pronouncing them as excitations, to produce different transfer functions.
For example, the quotient of the branch currents IG2(s) and I(s), i.e. Ai(s) = IG2(s)/I(s),
may be considered as current gain transfer function. In filter theory, due to the passive
LC-filters heritage, a voltage transfer is most frequently in use.

Let us now consider the result expressed by (3.10). First of all, we can conclude
that the solution is the product of a rational function of s and the transform of the
excitation I(s). In other words, according to Table 3.2, the solution is the convo-
lution of these two functions. Z(s) neither depends on the excitation nor on the
initial conditions. It simply represents the properties of the circuit. Furthermore, the
response to a new excitation with a new function i(t), and correspondingly I(s), will
be obtained by multiplying Z(s) by the new excitation. Thus, no further analysis of
the circuit is needed for the different excitation, as would be necessary in the time
domain. With appropriate function evaluation, this can also be applied to the
computation to the zero-input response.

The polynomial in the denominator of Z(s) is also the numerator of the system
determinant of (3.6). The roots of the polynomial are the poles of Z(s) and are also
eigenvalues of the system matrix. These are commonly referred to as the natural
frequencies of the circuit.

3.3 Transfer Function Analysis and Response Calculation

Filter design is usually performed in two phases: transfer function synthesis and
system synthesis. The transfer function synthesized, before proceeding to system
synthesis, one needs a thorough analysis of the properties of the function in fre-
quency and in time domain. To those analyses is devoted the rest of this paragraph.
While this issue is most frequently avoided in the literature we consider it is
important to be discussed in some detail what, we expect, will become apparent
soon.

The polynomials obtained by circuit analysis performed symbolically and, in
some cases, by transfer function approximation procedures, are represented in a
form of sums so that

HðsÞ ¼ A0 �
Pi¼m

i¼0 aisiPi¼n
i¼0 bis

i
; ð3:11Þ

where H(s) is a general representative of any transfer function and A0 is a constant.
To get the properties of the circuit, however, one needs the poles and zeros of the
transfer function. In fact, only the amplitude characteristic (will be defined later on)
may be correctly computed from the form containing ratio of sums. We will come
back to this issue but here we will stress that in case when real frequencies are
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substituted in the above expression, and the order of the filter is high, one gets
extremely large numbers which may lead to serious errors during calculations. For
that, and many other reasons, in the next, we will manipulate exclusively with
factored form of the polynomials. To develop good filter design software, as may be
understood, one will unavoidably need a good routine to solve higher order
polynomials. Add to that the fact that some synthesis algorithms are dealing with
squared moduli leading to risen order of the polynomials to be solved.

So, the transfer function of a filter may be represented in the following way

HðsÞ ¼ A0 �
Qm

i¼1 s� zið ÞQn
i¼1 s� pið Þ ð3:12Þ

The quantities zi and pi are the zeros and the poles respectively. These are
frequently referred to as characteristic frequencies of the filter. m and n are the
orders of the numerator and denominator polynomials, respectively, as they are in
(3.11). For stability reasons n � m must be preserved. n is referred to as the order
of the filter. A0 is adjusted so that the function to have a prescribed value of the gain
at the central frequency i.e. it is the solution of the equation |H(jx0)| = G, where x0

is the central angular frequency while G is the proper nominal gain. In the next
G = 1 will be used.

For low-pass prototype filters normalized so that the gain at the origin is equal to
unity one use

A0 ¼
Qi¼n

i¼1 �pið ÞQi¼m
i¼1 �zið Þ : ð3:13aÞ

Note, some even-order amplitude characteristics exhibit minimum of the gain at
the origin. For these cases the value of A0 must be found after calculating the
maximum value of the gain in the passband.

For odd order high-pass filter one has

A0 ¼ 1; ð3:13bÞ

which should be corrected as described above for even-order filters if necessary.
For band-pass filter we use

A0 ¼
Qi¼n

i¼1 j � 1� pið ÞQi¼m
i¼1 j � 1� zið Þ ; ð3:13cÞ

which will be corrected properly in the case when half of the order of the filter is
even (if necessary).

Finally, for band-stop uses (3.13a) or (3.13b) depending on which of the
pass-bands is normalized.
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In the case when the poles are grouped in conjugate pairs, the transfer function
may be written in the following form

HðsÞ ¼
A0 �

Q m=2b c
i¼1

a0i þ a1isþ s2ð ÞQ n=2b c
i¼1

b0i þ b1isþ s2ð Þ
for n;m� even

A0 � a00 þ s
b00 þ s

Qi¼ m=2b c
i¼1

a0i þ a1isþ s2ð ÞQi¼ n=2b c
i¼1

b0i þ b1isþ s2ð Þ
for n;m� odd

8>><
>>: ð3:14Þ

with a0i ¼ zij j2, a1i ¼ �2 � re zif g, b0i ¼ pij j2, b1i ¼ �2 � re pif g, for the complex
zeros and poles and a00 ¼ �re zif g, b00 ¼ �re pif g for the real zeros and poles. A0

is adjusted as above. :b c (the floor function) stands for the minimum integer.

3.3.1 Amplitude Characteristic and Attenuation

The amplitude characteristic is defined as the modulus of the transfer function
computed at the imaginary axis of the complex frequency plane. Hence it is a
function of the angular frequency. By definition it is obtained as

H x2� ��� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HðsÞ � Hð�sÞ s¼jxj

q
ð3:15Þ

or

H x2� ��� �� ¼ A0j j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQm

1 x2 þ z2ið ÞQn
1 x2 þ p2ið Þ

s
: ð3:16Þ

Substituting pi = ai + j � bi and zi = ci + j � di one gets the programmable form
of the expression for the amplitude characteristic

H x2� ��� �� ¼ A0j j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQm

1 x2 þ c2i � d2i þ 2j � cidi
	 


Qn
1 x2 þ a2i � b2i þ 2j � aibi
	 


s
ð3:17aÞ

or

H x2� ��� �� ¼ A0j j �
Qm

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 x2 þ c2i � d2i
� �2 þ 2 � cidið Þ2

q
Qn

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 x2 þ a2i � b2i
� �2 þ 2 � aibið Þ2

q ð3:17bÞ

The attenuation of the filter is, for historical reason, one of the most important
quantities to characterize a filter. Namely, the first filters were passive and one could
only attenuate the signal by a filter. It is defined as
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aðxÞ ¼ 20 � log 1= H x2
� ��� ��� �

: ð3:18Þ

The value is normally positive. It will become negative if the amplitude char-
acteristic becomes larger of unity.

3.3.2 Phase Characteristic

Being a complex quantity the transfer function may be represented in a polar form

HðsÞ s¼jxj ¼ H jxð Þj j � ej�U xð Þ ð3:19Þ

where UðxÞ represents the phase characteristic. In general, it is obtained as

UðxÞ ¼ 1
2j
� ln H jxð Þ

H �jxð Þ
� 

: ð3:20Þ

That expression however is not convenient for transfer function analysis. If
(3.12) is given, the phase characteristic is obtained from the following expression

UðxÞ ¼
Xm
1

arctg
x� di
�ci

�
Xn
1

arctg
x� bi
�ai

: ð3:21Þ

Before proceeding with the peculiarities related to the evaluation of this
expression we will stress that if all zeroes are in the right half plane or on the x-axis
i.e. if ci � 0 8 i = 1, 2, 3, …, m one has

limUðxÞ
x ! 1 ¼ �m � p

2
� n � p

2
¼ � mþ nð Þ � p

2
: ð3:22Þ

This expression took into account the fact that for the system to obey the stability
criterion the condition ai < 0, 8 i = 1, 2, 3, …, n must be satisfied.

For example, if m = 0, which corresponds to a transfer function having all its
zeros at infinity, the asymptotic value of the phase is −n � p/2. It is not possible to
get these results from the polynomial form of the transfer function given by (3.11).
If that were to be used, as it was done in [5], the asymptotic value would be ±p/2
only which is, of course, wrong.

The evaluation of expression (3.21) seems straightforward but it is not. Namely,
while implementing it, care must be taken for every addend to find the proper
quadrant to which points the phase vector related to the corresponding pole or zero.
The angles must be measured strictly counterclockwise. For example, for a zero in
the left half of the complex frequency plane i.e. if ci < 0, when x − di < 0, as
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illustrated in Fig. 3.4, the contribution to the overall phase angle will be
2p� arctan x� dið Þ=cij jf g.

In a special case when the function has a zero at the imaginary axis (i.e. ci = 0)
its contribution will be ±p/2 depending on the sign of the difference: x − di. That
means that at frequencies when the value of x − di passes through zero (changes
sign), the phase will “jump” for p.

3.3.3 Group Delay

The group delay is a physical quantity expressing the time for which the envelop of
the signal is delayed. It is defined and calculated as

sðxÞ ¼ � dUðxÞ
dx

¼
Xm
1

�c2i =ci
ðx� diÞ2 þ c2i

�
Xn
1

�a2i =ai
ðx� biÞ2 þ a2i

: ð3:23Þ

It is easy to recognize that zeros at the imaginary axis (i.e. ci = 0) will not
contribute to the group delay since after the “jump” the phase continues with
uninterrupted value of its derivative.

Here, again, the use of (3.11) would lead to a wrong value of the group delay.
Since the group delay is a derivative of the phase, its integral should be equal to

the phase. So, the area under the s(x) curve is

Ps ¼
Z1
0

sðxÞ � dx ¼ �Uð1ÞþUð0Þ: ð3:24Þ

Note, due to the symmetry of the complex poles and zeros, U(0) = 0.
For polynomial filters Ps = n � p/2. In the case when complex right half plane

zeros are present (i.e. for non-minimum phase systems) one has Ps = (m + n) � p/2.

Fig. 3.4 Calculation a
fraction of the phase at
frequency x
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This is useful for rough estimation of the value of the group delay at the origin of
a low-pass filter in the case when the passband width is normalized to unity. For
example a sixth order filter with two right-half-plane complex zeros, at the origin,
will have approximately (but lower than) s(0) = (2 + 6) � p/2 = 4 � p. A fifth order
all-pass filter will have just below s(0) � (5 + 5) � p/2 = 5 � p.

3.3.4 Step and Pulse Responses

Before proceeding with recommendation on the most effective and accurate ways of
calculation of the circuit’s time domain response, based on a given transfer function
and excitation, we will shortly revisit Table 3.2.

Namely, one of the theorem stated there is the convolution theorem which we
repeat here for convenience: Given the functions f(t) and g(t), and their respective
Laplace transforms F(s) and G(s), so that f(t) = L−1{F(s)} and g(t) = L−1{G(s)},
than a Laplace transform of f � gð ÞðtÞ ¼ R t

0� f ðsÞ � g t � sð Þ � ds is F(s) � G(s). In
that way, if G(s) is the Laplace transform of the excitation function, g(s) is its time
domain original. That stands for the F(s) and f(t) pair. Having in mind that the
product F(s) � G(s) is easily obtained in the s-domain, it may be used for per-
forming effective inverse Laplace transform in order to find the time domain
response to a given time domain excitation.

When discussing the calculation in the time domain we will suppose, as we did
for the frequency domain, that the transfer function was created by the approxi-
mation procedure or, what should be the same, by transfer function synthesis. The
same is applicable to the functions obtained by circuit analysis but that would need
some additional steps.

To allow the calculation of the time domain response to a Dirac pulse, we will
first rewrite the expression for the transfer function in the following form:

HðsÞ ¼ NðsÞ
DðsÞ ¼

NðsÞQk
i¼1 s� pið Þmi

: ð3:25Þ

This expression allows for the poles with higher multiplicity (than one) to be
represented properly. Namely, if mi > 1, the pole pi is multiple. Its multiplicity is
mi. In the above k is the number of distinct poles. The order of the denominator is

n ¼
Xk
i¼1

mi: ð3:26Þ

For the case when all poles are simple n = k.
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Now, according to the discussion on the inverse Laplace transform and
Table 3.1, the response to a Dirac excitation is obtained by

f ðtÞ ¼ 1
2p � j

Z
c

TðsÞ � es�tds ð3:27Þ

where c is a suitable contour in the complex s-plane.
To begin with the practical implementation of (3.27) one is to express the

transfer function as a sum of partial fractions as follows

FðsÞ ¼ RAm1

ðs� s1Þm1
þ RAm1�1

ðs� s1Þm1�1 þ � � � þ RA1

s� s1ð Þ
þ RBm2

ðs� s2Þm2
þ � � � þ RB1

s� s2ð Þ
þ RRmk

ðs� skÞmk
þ � � � RR1

s� skð Þ :

ð3:28Þ

In the above expression one uses the following formulas for the residues R:

RAm1 ¼ ðs� s1Þm1 � FðsÞ s¼s1j ð3:29m1aÞ

RAm1�1 ¼ d
ds

½ðs� s1Þm1 � FðsÞ� s¼s1j ð3:29m1bÞ

..

.

RA1 ¼ 1
m1 � 1ð Þ!

dm1�1

dsm1�1 ½ðs� s1Þm1 � FðsÞ� s¼s1j ð3:29m1zÞ

RBm2 ¼ ðs� s2Þm2 � FðsÞ s¼s2j ð3:29m2aÞ

RBm2�1 ¼ d
ds

½ðs� s2Þm2 � FðsÞ� s¼s2j ð3:29m2bÞ

..

.

RB1 ¼ 1
m2 � 1ð Þ!

dm2�1

dsm2�1 ½ðs� s2Þm2 � FðsÞ� s¼s2j ð3:29m2zÞ
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RRmk ¼ ðs� skÞmk � FðsÞ s¼skj ð3:29mkaÞ

RRmk�1 ¼ d
ds

½ðs� skÞmk � FðsÞ� s¼skj ð3:29mkbÞ

..

.

RR1 ¼ 1
mk � 1ð Þ!

dmk�1

dsmk�1 ½ðs� skÞmk � FðsÞ� s¼skj : ð3:29mkzÞ

Now, the inverse Laplace transform of (3.28) is created based on the linearity
theorem expressed in Table 3.2. Simply, the proper formula of Table 3.1 is
implemented (one at a time) to each summand to get the time domain sum.

To find the response to a step function, here denoted u(t), one has first to
multiply the transfer function by 1/s (as shown in the second row of Table 3.1) and
then to implement the same procedure to the new function as would do with the
original. In other words one is to find the inverse Laplace transform of H(s)/s.

3.4 Implementation Example

To analyze the properties of the transfer function and to draw the responses the user
of the RM software may implement two programs LP_analysis and
TF_analysis. The first is intended to be used for low-pass functions only while
the second is covering all the rest. Since we want to see the time domain responses
we will go with the former.

As an example a tenth order LSM lowpass filter with improved selectivity by 8
transmission zeros will be considered.

Below is part of the results produced in the textual report file. To save space
some parts are edited into tables.
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Project name:    LOW_pass_LSM_selective

Read in data
n (numerator)=8, m (denominator)=10

Without re-normalization
Zeros Poles

Real part Imaginary part Real part Imaginary part
0.000000000e+000 1.125937675e+000 -4.969168539e-002 1.000223491e+000
0.000000000e+000 -1.125937675e+000 -4.969168539e-002 -1.000223491e+000
0.000000000e+000 1.222018681e+000 -1.842393894e-001 9.993769349e-001
0.000000000e+000 -1.222018681e+000 -1.842393894e-001 -9.993769349e-001
0.000000000e+000 1.503023406e+000 -4.379657354e-001 9.887732657e-001
0.000000000e+000 -1.503023406e+000 -4.379657354e-001 -9.887732657e-001
0.000000000e+000 2.371689504e+000 -9.030666269e-001 8.798249712e-001
0.000000000e+000 -2.371689504e+000 -9.030666269e-001 -8.798249712e-001

Residues (normalized) in the poles
Real part Imaginary part

1.627048079e-002 -6.571925584e-002
1.627048079e-002 6.571925584e-002
3.209986589e-001 7.613256117e-002
3.209986589e-001 -7.613256117e-002

-2.456262533e-001 1.125833931e+000
-2.456262533e-001 -1.125833931e+000
-3.060301376e+000 -8.545034869e-001
-3.060301376e+000 8.545034869e-001
2.968658489e+000 -4.864565649e+000
2.968658489e+000 4.864565649e+000

*************************************************************************
The cut-off frequency defined by 4.50000e+001 dB is equal to 1.11552e+005

*************************************************************************
Delay time (at 0.5)=6.52964e-006 rise time (0.1-0.9)=5.61798e-006  

*************************************************************************
The number of oscillations at the beginning of the step response is=0
*************************************************************************
The number of oscillations at the end of the step response is=11
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Extrema of the step response
time (s) Value

1.22140e-005 1.19159e+000
1.81380e-005 8.86115e-001
2.36398e-005 1.08061e+000
2.89668e-005 9.38123e-001
3.41852e-005 1.04980e+000
3.93295e-005 9.58826e-001
4.44238e-005 1.03455e+000
4.95168e-005 9.70778e-001
 5.45247e-005  1.02484e+000
5.95540e-005 9.78840e-001
6.45664e-005 1.01806e+000

The same program creates a .csv file containing tables of time and frequency
domain responses. Below is a set of figures (Fig. 3.5) obtained by the use of the MS
Excel program.

3.5 Developer’s Corner

We will stress two issues in this paragraph.
First, as already mentioned, there will be no transfer function synthesis and

analysis as well as passive circuit synthesis program, without a routine for solving
high-order polynomials. Care must be taken for accuracy since its results define the
quality of all subsequent synthesis programs. It is as the tap water in a household.
Nothing can be cleaner in a household than the tap water is.

Second, to visualize the analysis results one needs a program for creation
drawings. It is our advice (what was done within the RM software) not to spend
energy on writing a proprietary software for graphics. Creation of .csv files within
the program for later analysis will allow making drawings on will, based on the MS
Excel’s drawing capabilities. It is worth mentioning that Excel allows for merging
drawings created by separate analyses so allowing for better documentation and,
possibly, comparisons of different solutions.
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Fig. 3.5 Diagrams created by the MS Excel program for a low-pass filter. a Time domain
responses, b overall attenuation characteristic, c passband attenuation, d passband amplitude
characteristic, e stopband amplitude characteristic, f overall phase characteristic, and g overall
group delay characteristic
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Chapter 4
Frequency Transformations
in the Analog Domain and Applications

To obtain analog transfer function based on low-pass prototypes one uses frequency
transformations. Detailed theory is given for transformation of the zeros and poles
of the prototype low-pass transfer function into a new one of a band-pass,
high-pass, and band-stop type. Advice is given as to how an all-pass transfer
function is obtained from a low-pass prototype. Examples are given with both
tables and figures demonstrating the migration of the filter’s characteristic fre-
quencies. Nonlinearities introduced by the transformations are exemplified.

4.1 Introduction

This chapter is devoted to a special procedure for obtaining band-pass, band-stop
(notch) and high-pass analog transfer function based on existing low-pass prototype
[1, 2]. To that end the poles and zeros of the prototype function are used as input to
a transformation formula or, better to say, equation, and the solution is a set of new
poles and zeroes whose transfer function exhibits a transformed amplitude char-
acteristic. The expressions or the formulas used in the transformation process are
nonlinear so affecting the properties of the final result in the sense that partially
distort both the amplitude and the phase characteristic.

There exists an additional analog transformation [3] performing linear frequency
translation which, however, may be useful if implemented to existing circuit not to
a function as such. It is of use in the design of so called polyphase filters which are
out of the scope of this book.

As for the transformations relating the analog and the discrete (and digital)
domain, discussion will be given in the corresponding chapters related to system
synthesis.
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In the next we will first describe the transformations and fully elaborate their
implementation. Then, numerical examples will be given for poles and zeros
transformations. Since, band-pass, band-stop, and high-pass filters will be synthe-
sized many times during the elaboration of algorithms in this book, no frequency
characteristics of the transformed filters will be discussed here. Nevertheless, to get
insight into the distortions introduced by the low-pass to band-pass transformation
(which is the most frequently used) we will depict the transformed characteristic for
various values of the relative bandwidths of the resulting filters.

The following notation will be introduced:

s Prototype (low-pass) complex frequency.
z Mapped (transformed) complex frequency.
Br Relative bandwidth.
BW Absolute bandwidth in radians/s.
x0 Central frequency in radians/s

4.2 Low-Pass to Band-Pass Transformation

The low-pass to band-pass transformation [1] is given by

s
x0

¼ 1
Br

z
xc

þ xc

z

� �
: ð4:1aÞ

It is emanated from

x
x0

¼ 1
Br

X
xc

� xc

X

� �
: ð4:1bÞ

In the above expressions x stands for the angular frequency in the prototype
(low-pass) transfer function, X for the angular frequency in the mapped (band-pass)
transfer function, x0 is the cut-off frequency of the low-pass transfer function while
xc is the central frequency of the band-pass transfer function.

Note, geometrical symmetry is assumed which means that

xc ¼ ffiffiffiffiffiffiffiffiffiffi
xlxu

p
; ð4:2aÞ

BW ¼ xu � xl ð4:2bÞ

and

Br ¼ BW=xc ð4:2cÞ
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where xl and xu are the lower and upper cut-off frequencies of the band-pass filter,
respectively.

Figure 4.1 illustrates the transformation.
Implementation of (4.1a) means that one is to substitute the right-hand side of

the above expression in place of s/x0 whenever it appears in the low-pass transfer
function. It is, again, obvious that the implementation of this and the rest of the
transformations will be much easier if the transfer function numerator and
denominator polynomials are expressed in a factored form.

In the next, to simplify, the normalized frequency in the prototype function will
be used i.e. instead of s/x0, s will be substituted in (4.1a).

We will proceed with the so called Geffe algorithm [4].
To find the poles and zeros of the transformed transfer function solution of (4.1a)

proceeds as follows:

s ¼ 1
Br � xc � z z2 þx2

c

� �¼ [ z2 � Br � xc � s � zþx2
c ¼ 0 ð4:3aÞ

z ¼ 1
2

Br � xc � s�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðBr � xc � sÞ2 � 4 � x2

c

q� �
ð4:3bÞ

z ¼ Br � xc � s
2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4=ðBr � sÞ2

q� �
ð4:3cÞ

For the normalized frequency in the prototype plane: s ¼ rþ jx one gets

z ¼ Br � xc � rþ jxð Þ
2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4=ðBr � rþ jxð ÞÞ2

q� �
ð4:4aÞ

Fig. 4.1 The low-pass (a) and the band-pass (b) frequency mask
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or

z ¼ Br � xc � r
2

þ j
Br � xc � x

2

	 

1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4

B2
r
� 1
r2 � x2 þ 2j � r � x

s( )
: ð4:4bÞ

To simplify we introduce

M ¼ Br � xc � r
2

; ð4:5aÞ

N ¼ Br � xc � x
2

; ð4:5bÞ

so that the solution of (4.4b) is

z1=2 ¼ Mþ j � N½ � � 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4

B2
r
� r2 � x2 � 2j � r � x
r2 � x2ð Þ2 þð2 � r � xÞ2

s( )
: ð4:6Þ

To make the formula “programmable” we use

Q ¼ 4
B2
r
= r2 � x2� �2 þð2 � r � xÞ2
h i

ð4:7Þ

so that

z1=2 ¼ Mþ j � N½ � � 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Q � r2 � x2 � 2j � r � xð Þ

pn o
ð4:8Þ

or

z1=2 ¼ Mþ j � Nð Þ � 1� ffiffiffi
4

p
1� Q � r2 � x2ð Þ�2 þ
h h

2Qr � x�2

� e
j12arctg

2Q�r�x
1�Q� r2�x2ð Þ

8<
:

9=
;: ð4:9Þ

To further simplify the programming we introduce

R ¼
ffiffiffi
4

p
1� Q � r2 � x2� �� �2 þ 2Q � r � x½ �2 ð4:10Þ

and

F ¼ 1
2
arctan

2 � Q � r � x
1� Q � r2 � x2ð Þ ð4:11Þ
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so that

z1=2 ¼ Mþ j � N½ � � 1� R � ej�F � ð4:12aÞ

z1=2 ¼ Mþ j � N½ � � 1� R � cosðFÞ � j � R � sinðFÞf g ð4:12bÞ

z1=2 ¼ M � 1� R � cosðFÞð Þ � N � R � sinðFÞ
þ j � N � 1� R � cosðFÞð Þ � R �M � sinðFÞf g ð4:12cÞ

Now we use the transformation

cosðFÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cosð2 � Fð Þ=2

p
¼ [ cosð2 � FÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ tg2 2 � Fð Þ
p ð4:13Þ

to introduce

cosð2 � FÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�Q�r�x

1�Q� r2�x2ð Þ
� �2

r ð4:14aÞ

and

sinðFÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cosð2 � Fð ÞÞ=2

p
: ð4:14bÞ

With all that, the final solution is:

z1=2 ¼ R1=2 þ j � X1=2 ð4:15aÞ

R1=2 ¼ M � 1� R � cosðFÞð Þ � N � R � sinðFÞ ð4:15bÞ

X1=2 ¼ N � 1� R � cosðFÞð Þ � R �M � sinðFÞ ð4:15cÞ

4.3 Low-Pass to Band-Stop Transformation

The low-pass to band-stop transformation [1] is given by

s
x0

¼ Br � xc � z
z2 þx2

c

� � : ð4:16aÞ
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It is emanated from

x
x0

¼ Br � xc � X
X2 � x2

c

: ð4:16bÞ

Figure 4.2 illustrates the transformation.
Implementation of (4.16a) means that one is to substitute the right-hand side of

the above expression in place of s/x0 whenever it appears in the low-pass transfer
function.

In the next, to simplify, the normalized frequency in the prototype function will
be used i.e. instead of s/x0, s will be substituted in (4.16a).

To find the poles and zeros of the transformed transfer function solution of (4.16)
proceeds as follows:

s � z2 þx2
c

� � ¼ Br � xc � z)z2 � 1
s
Br � xc � zþx2

c ¼ 0: ð4:17Þ

The solution is

z1=2 ¼ 1
2

1
s
Br � xc �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
s
Br � xc

� �2

�4 � x2
c

" #vuut
8<
:

9=
; ð4:18aÞ

or

z1=2 ¼
1
2
� 1
s
Br � xc � 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4 � s2

B2
r

	 
s( )
ð4:18bÞ

Fig. 4.2 The low-pass (a) and the band-stop (b) frequency mask
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For the normalized frequency in the prototype plane: s ¼ rþ jx one gets

z1=2 ¼
Br � xc � rþ j � xð Þ

2 � r2 þx2ð Þ � 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
B2
r
� B2

r � 4 � r2 � x2ð Þ � 8 � j � r � x� �	 
s( )

ð4:19Þ

with M ¼ Br �xc�r
2� r2 þx2ð Þ, N ¼ Br �xc�x

2� r2 þx2ð Þ.
We introduce the following abbreviations

Q ¼ B2
r � 4 � r2 � x2� � ð4:20aÞ

R ¼ � 1
Br

�
ffiffiffi
4

p
Q2 þ 8 � r � xð Þ2 ð4:20bÞ

F ¼ 1
2
� arctg�8 � r � x

Q
: ð4:20cÞ

Now, having in mind that

cosðFÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cosð2 � Fð Þ=2

p
)cosð2 � FÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ tg2 2 � Fð Þ
p ð4:21aÞ

we get

cosð2 � FÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �8�r�x

Q

� �2
r ¼ Q

B2
r � R2 ð4:21bÞ

enabling the calculation:

sinðFÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos 2 � Fð Þð Þ=2

p
: ð4:21cÞ

After substitution in (4.19) we get

z1=2 ¼ Mþ j � Nð Þ � 1� R � cosFþ j � sinFÞð Þf g ð4:22aÞ

or

z1=2 ¼ Mþ j � Nð Þ � 1� R � cosF½ � � j � R � sinFf g; ð4:22bÞ

Finally, the solution is
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z1=2 ¼ R1=2 þ j � X1=2; ð4:23aÞ

with

R1=2 ¼ M � 1� R � cosF½ � � N � R � sinF ð4:24aÞ

X1=2 ¼ N � 1� R � cosF½ � �M � R � sinF ð4:24bÞ

4.4 Low-Pass to High-Pass Transformation

The low-pass to high-pass transform is

s=x0 ¼ xc=z ð4:25aÞ

which is emanating from

x=x0 ¼ �xc=X: ð4:25bÞ

Figure 4.3 illustrates the transformation.
Implementation of (4.25a) means that one is to substitute the right-hand side of

the above expression in place of s/x0 whenever it appears in the low-pass transfer
function.

To find the poles and zeros of the transformed transfer function solution of
(4.25a, 4.25b) proceeds as follows:

z ¼ Rþ jX ð4:26aÞ

Fig. 4.3 The low-pass (a) and the high-pass (b) frequency mask
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where, for the normalized frequency in the prototype plane: s ¼ rþ jx, one gets

R ¼ r= r2 þx2� � ð4:26bÞ

X ¼ �x= r2 þx2� �
: ð4:26cÞ

4.5 Examples of Implementation

In this paragraph we will first give examples of the transformations with graphical
presentation of the positions of the poles and zeros before and after transformation.
One may get, in that way, a notion on the migration of the poles and zeros after
transformation.

After that the influence of the band width to the distortion of the amplitude and
the group delay characteristic will be investigated on a set of examples related to a
lop-pass to band-pass transform.

Within the RM software for filter design this activity is performed by the
transformations program.

4.5.1 Example No. 1. Low-Pass to Band-Pass
Transformation

Here is an excerpt of the report produced by the transformations program.
A 9th order polynomial LSM [5] low-pass will be used as a prototype. It was
created by the CMAC program of the RM software. Figure 4.4 serves for
visualization of the tables below.

Fig. 4.4 Position of the
prototype poles (a) and the
transformed poles and zeros
(b) for the LP-to-BP
transformation depicted in the
table above. All zeros of the
BP are in the origin
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INPUT DATA
Project name: LSM 3dB to BP
n (order of the numerator)=0 m (order of the denominator)=9
Required passband type (ipb) is=1
Normalized central frequency will be w0=1.000000
Relative passband width will be br=0.100000

Poles
Real part Imaginary part

-0.40110200000   -0.60539300000 
-0.40110200000 0.60539300000
-0.56303500000   0.00000000000 
-0.08021700000 -0.98356600000
-0.08021700000 0.98356600000
-0.24265300000 0.83980600000
-0.24265300000   -0.83980600000 
-0.51658800000 0.31146900000

 -0.51658800000   -0.31146900000 
AFTER TRANSFORMATION
The input LOW-PASS transfer function will be transformed into a BAND-PASS one
new order of the numerator is nbp=9
new order of the denominator is mbp=18
TRANSFORMED 

Zeros Poles
Real part Imaginary part Real part Imaginary part

0.000000e+000   0.000000e+000  -0.01944819522  0.96998752344 
0.000000e+000 0.000000e+000 -0.02066200478 -1.03052682344
0.000000e+000 0.000000e+000 -0.02066200478 1.03052682344
0.000000e+000 0.000000e+000 -0.01944819522 -0.96998752344
 0.000000e+000   0.000000e+000  -0.02815175745  0.99960366094 
0.000000e+000 0.000000e+000 -0.02815174255 -0.99960366094
 0.000000e+000   0.000000e+000  -0.00381383973  0.95202220793 
0.000000e+000 0.000000e+000 -0.00420786027 -1.05037880793
0.000000e+000 0.000000e+000 -0.00420786027 1.05037880793

-0.00381383973 -0.95202220793
-0.01264169241  1.04279809534 
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-0.01162360759 -0.95881749534
-0.01162360759 0.95881749534
-0.01264169241 -1.04279809534
-0.02623173827 1.01536119563
-0.02542706173  -0.98421429563 
-0.02542706173 0.98421429563
-0.02623173827 -1.01536119563

4.5.2 Example No. 2. Low-Pass to High-Pass (LP-to-HP)
Transformation

Here is an excerpt of the report produced by the transformations program. As
a low-pass prototype a 5th order modified elliptic [6] filter was used created by the
elliptic program of the RM software. Figure 4.5 serves for visualization of the
tables below.

Fig. 4.5 Position of the
prototype poles and zeros
(a) and the transformed poles
and zeros (b) for the
LP-to-HP transformation
depicted above. Poles are
squares, zeros are circles
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INPUT DATA

Project name: LP_to_HP Modified elliptic
n (order of the numerator)=4m (order of the denominator)=5
Required passband type (ipb) is=2
Originally read 

Zeros Poles
Real part Imaginary part Real part Imaginary part

0.00000000000 1.75563329940 -0.12636700000 -1.06997800000
0.00000000000 -1.75563329940 -0.12636700000 1.06997800000
0.00000000000 2.68028155470 -0.61894820000 0.00000000000
0.00000000000 -2.68028155470 -0.42384720000 0.74807310000

-0.42384720000 -0.74807310000
---------------------------------------------------------------- 
AFTER TRANSFORMATION

The input LOW-PASS transfer function will be transformed into a HIGH-PASS one
new order of the numerator is nhp=5
new order of the denominator is mhp=5

TRANSFORMED 
Zeros Poles

Real part Imaginary part Real part Imaginary part
0.00000000000 -0.56959502895 -0.10885997178 0.92174202829
0.00000000000 0.56959502895 -0.10885997178 -0.92174202829
0.00000000000 -0.37309513183 -1.61564408783 -0.00000000000
0.00000000000 
0.00000000000 0.00000000000 

0.37309513183 -0.57333997220 -1.01192177360
-0.57333997220 1.01192177360

4.5.3 Example No. 3. Low-Pass to Band-Stop (LP-to-BS)
Transformation

Here is an excerpt of the report produced by the transformations program. As a
low-pass prototype a 7th order Papoulis filter [7–10] with corrected group delay
characteristic (by 6th order phase corrector) will be used. It was created by the
CMAC and corrector programs of the RM software. Figure 4.6 serves for
visualization of the tables below.
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Fig. 4.6 Position of a the prototype poles and zeros and b the transformed poles and zeros (only
the top half-plane shown) for the LP-to-BR transformation depicted above. Poles are squares, zeros
are circles
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INPUT DATA

Project name: Corrector for Papoulis/6,7 5%
n (order of the numerator)=6 m (order of the denominator)=13
Required passband type (ipb) is=4

Normalized central frequency will be w0=1.000000
Relative passband width will be br=0.200000

Originally read    
Zeros Poles

Real parts Imaginary parts Real parts Imaginary parts
0.25077151064 0.80462225883 -0.38215996450 0.00000000000
0.26662801721   0.48974231189  -0.08622185217  0.98451675137 
0.26695942271 0.16537172785 -0.08622185217 -0.98451675137
0.26695942271   -0.16537172785  -0.23747539792  0.77841703029 
0.26662801721 -0.48974231189 -0.23747539792 -0.77841703029
0.25077151064   -0.80462225883  -0.34928406404  0.42905995537 

-0.34928406404 -0.42905995537
-0.25077151064  0.80462225883 
-0.26662801721 0.48974231189
-0.26695942271  0.16537172785 
-0.26695942271 -0.16537172785
-0.26662801721  -0.48974231189 
-0.25077151064 -0.80462225883

AFTER TRANSFORMATION
new order of the numerator is nbr=26
new order of the denominator is mbr=26
TRANSFORMED 

Zeros Poles
Real part Imaginary part Real part Imaginary part

0.03132856008 -0.89250530885 -0.26167053898 0.96515725887
 0.03928113582  1.11906267523  -0.26167051864  -0.96515725887 
0.07236112949 -0.85127368463 -0.00971319384 1.10582861093
0.09913800545  1.16628327631  -0.00794242104  -0.90422950161 
0.22430330194 -0.81056547987 -0.00794242104 0.90422950161
 0.31711339733  1.14595358544  -0.00971319384  -1.10582861093 
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0.31711339733 -1.14595358544 -0.04004239582 1.12378028350
0.22430330194 0.81056547987 -0.03166694693 -0.88872530889
0.09913800545 -1.16628327631 -0.03166694693 0.88872530889
0.07236112949 0.85127368463 -0.04004239582 -1.12378028350
0.03928113582 -1.11906267523 -0.13005146716 1.14360844508
0.03132856008 0.89250530885 -0.09817030223 -0.86326120834
0.00000000000 1.00000000000 -0.09817030223 0.86326120834
0.00000000000 -1.00000000000 -0.13005146716 -1.14360844508
0.00000000000 1.00000000000 -0.03928113582 1.11906267523
0.00000000000 -1.00000000000 -0.03132856008 -0.89250530885
0.00000000000 1.00000000000 -0.09913800545 1.16628327631
0.00000000000 -1.00000000000 -0.07236112949 -0.85127368463
0.00000000000 1.00000000000 -0.31711339733 1.14595358544
0.00000000000 -1.00000000000 -0.22430330194 -0.81056547987
0.00000000000  1.00000000000  -0.22430330194  0.81056547987 
0.00000000000 -1.00000000000 -0.31711339733 -1.14595358544
0.00000000000 1.00000000000 -0.07236112949 0.85127368463
0.00000000000 -1.00000000000 -0.09913800545 -1.16628327631
0.00000000000 1.00000000000 -0.03132856008 0.89250530885
0.00000000000 -1.00000000000 -0.03928113582 -1.11906267523

4.5.4 Low-Pass to Band-Pass Transformation Revisited

We will try here to demonstrate the effects of the nonlinearity of the LP-to-BP
transform. As a prototype an 8th order LSM low-pass filter with increased selec-
tivity (by six transmission zeros) will be used. It was created by the CMAC and
the Chang_1 programs of the RM software. These results were transformed into
band-pass by the transformation program. Three values of the relative
pass-band width were used. The goal was to have a narrow-band, a medium-band,
and a broad-band solution. The results are depicted in Fig. 4.7. The overall atten-
uation characteristics are presented first in Fig. 4.7a. Not much of asymmetry may
be recognized. That was the reason to look deeper into the attenuation character-
istics. Figure 4.7b represents the pass-band attenuation properties.
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Here is clearly noticeable that the asymmetry is increasing with the rise of the
width of the relative bandwidth. Namely, for the case of relative bandwidth of 30%,
while the lower edge of the pass-band is exactly at its place (on the 85 kHz mark),
the upper edge is significantly below its place (which should be at 115 kHz). The
difference of the required and the obtained frequency of the upper edge of the
passband is about 2.5 kHz which is significant as compared to the 30 kHz of
required band-width.

On the other end, when the relative bandwidth is small, as is 2%, the asymmetry
is hardly noticeable on Fig. 4.7b.

Fig. 4.7 a Attenuation
characteristics of the
transformed filters,
b passband attenuation
characteristics of the
transformed filters, and
c group delay characteristics
of the transformed filters. The
percentages shown are the
planned relative bandwidths
in percentage
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The phenomenon is also noticeable when the group delay characteristic is
considered. Here, both the locations and the relative values of the peaks of group
delay are affected. Broader band-width leads to larger asymmetry of the peaks and
their locations.

The reason for these distortions is in the influence of the lower half of the
transfer function. Namely, both the amplitude characteristic and the group delay are
even functions and, in the case of band-pass filter, may be observed as sum of two:
the function for negative and the function for positive frequencies. Their parts on
the opposite sides on the frequency axis influence each other to produce distortion.
The nearer the functions (the broader the pass-band) the larger the mutual influence
becomes.

4.6 Developer’s Corner

The reader probably noticed that all transformations were performed with nor-
malized poles and zeros, and properly normalized central frequency of the final
filter. That is recommendable since further re-normalization (e.g. relocation on the
frequency axis for band-pass and band-stop filters) is becoming trivial. In addition,
one may expect better numerical results since so many subtractions are present in
(4.15a, 4.15b, 4.15c) and (4.24a, 4.24b) the result of which is thereafter multiplied
by large numbers (if non-normalized quantities were to be used).

We will use the opportunity here to demonstrate how a band-stop filter is
eliminating a spectral component which was first mentioned in relation to Fig. 2.5b.
For that purpose we have chosen a low-pass filter (Fourth order Papoulis, to be
regularly introduce later on.) and transformed it into a band-stop filter with relative
width of the stopband of 50% of the central frequency of the final solution. That is
25% above the central frequency and 25% below. Its gain as a function of the
normalized angular frequency is depicted in Fig. 4.8a. Since the LP-to-BS trans-
formation is nonlinear as is the LP-to-BP transformation, the amplitude charac-
teristic is not arithmetically symmetrical, however.

To demonstrate how a spectral component is eliminated from the signal we used
as an excitation the following

vinðtÞ ¼ sinðtÞþ sinð1:2 � tÞ: ð4:27Þ

which is depicted in Fig. 4.8b as input signal. It contains two components. The
frequency of the first one is 1 rad/s which falls into the middle of the stopband
while the second is shifted towards the passband by 0.2 rad/s. Since the stopband
width requested by the transformation was 2 � 0.25 rad/s the second component
belongs to the upper edge of the stopband. In other words, since the transformation
does not produce abrupt change of the gain, the second component belongs to the
transition region of the filter’s amplitude characteristic.
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This signal was used as an input to calculate the transient response of the filter
obtained by convolution and inverse Laplace transform. The results are depicted in
Fig. 4.8b. As can be seen, after a vigorous transient, the 1 rad/s component is fully
eliminated and the output signal is settled to a monochromatic one (single fre-
quency of 1.2 rad/s) with an amplitude which is approximately 20% of the
amplitude of the corresponding component of the input signal (which may be
verified from Fig. 4.8a).

As a corollary of these analyses one may draw conclusions as to how low
selectivity (broad transition region) may influence the final spectrum. Here, a
component which was supposed to belong to the stopband is reduced for only
20 � log(1/0.2) � 14 dB.
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Chapter 5
Introduction to the RM Software
for Filter Design

A brief description of theRM software for filter design will be given. We will start
with the intentions we had at the beginning of its development and then describe
how it is conceived to work. In fact it is integrated software where the (user
friendly) interactive shell is created as a set of .html files while the programs for
transfer function and system synthesis are written in C. All programs output a .csv
file enabling the use of the MS Excel’s capabilities to create drawings. In addition,
where appropriate, SPICE net-list is created serving for both verification of the
system synthesis and further design activities such as PCB or IC design. An .html
file is always created containing the design report. Where appropriate it contains the
circuit’s schematic. The RM software is creating polynomial and rational transfer
functions obeying requirements in the frequency domain regarding amplitude,
group delay or both. Low-pas, band-pass, high-pass, all-pass and band-stop func-
tions may be synthesized. As for physical synthesis one may get doubly terminated
passive LC; active RC; active SC; active GM-C, and digital recursive (IIR) filters.
A special feature of theRM software is the availability of parallel circuit solutions.

5.1 Introduction

This chapter is intended to give to the reader an overview of the RM software for
filter design. That will include mainly its capabilities both in hardware design and in
filter function synthesis. The user and designers interface will be discussed shortly,
too.

As will be seen a vast variety of analogue filter functions may be synthesized by
the RM software. One may say practically most of the existing solutions of the
filter function approximation are offered.

The physical realization i.e. the implementation technology of the analogue
filters is limited to passive LC, active RC, active GM-C, and switched capacitor
solutions.
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As for the digital filter design, only IIR filters obtained from their analogue
prototypes represented in a form of a parallel connection of biquad cells is offered.

The synthesis procedures and the results are well documented and where
appropriate SPICE files are produced for verification of the filter design and further
embedding the filter circuit into a larger system.

To help the users and the designers, tutorials are available explaining the
underlying procedures implemented in the RM software. That includes a list of
references some of which are addressed properly for downloading from the internet.
This book may be considered as kind of documentation for this software.

The RM software described here is a result of scholar and programming efforts
of a large group of engineers and is verified through several decades of in-house
implementation.

Part of the RM software related to the transfer function synthesis and system
synthesis was written in C while for the interactive part HTML and Javascript were
used. All together, the software occupies more than 40 thousand programming lines.

This chapter has a complement in a form of 34 video presentations and ani-
mations [1, 2].

5.2 What Is the Intention?

It was our intention to provide a design tool and consequently opportunities for
design which encompasses very wide variety of approximants some of which, in
usual educational and commercial design approaches, are overlooked despite the
fact that they provide excellent solutions for some specific filter design problems. In
that way we are offering more complete and excellent design opportunities.

Namely, a limited offer is generally made available to the users with Butterwort,
Chebyshev, Inverse Chebyshev, Bessel and elliptic (Cauer) solutions being mainly
recommended. All-pass correctors are available too.

The space of available filter functions which are to meet the system designer’s
requirements, however, is much broader and it is really a pity not to use these
opportunities.

The RM software is up to encompass as broad the space of approximants as
possible including monotonic amplitude characteristics in the passband, variable
number and types of transmission zeroes in the passband and stopband, and
equi-ripple approximation of the group delay. In that way minimum and
non-minimum phase transfer function may be created and synthesis of proper cir-
cuits to be performed.

As for the physical realization, which is referred throughout this book as system
design, an attempt was made to encompass as many types as possible. Only very
specific and highly specialized technologies are omitted. From the choice of cir-
cuit’s topologies point of view, the author took the freedom to decide which of the
almost unlimited set of variants, realizing specific second order function, will be
chosen to be implemented in the RM software. In that way the reader is freed of
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doubts as to what to do when a choice comes forward and, in the same time, the
author puts himself in a position to take the responsibility if the decision (the choice
he made) is not the most appropriate.

To repeat, the book is limited to parallel implementation of IIR digital filters to
keep it within tractable limits.

Finally, in most cases, a SPICE net-list is created automatically which allows for
the connection of the RM software with PCB and IC design systems.

5.3 How Is It Conceived to Work?

A user friendly interface was developed to guide the user through the variants and
to offer choices and advice during the upload of the customer’s order.

To start with, a special graphics is offered to the user at the beginning of the
design process which gives advice as to how to proceed through the maze of actions
and variants. It is depicted in Fig. 5.1.

In the next some aspect of the functionality of the RM software will be
highlighted.

5.3.1 Designer’s Working Environment

The designer’s graphical user interface is intended to guide the designer through the
process including:

Fig. 5.1 Recommended design sequences
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• Design specification transformation into design data,
• Transfer function synthesis and verification with possibilities to choose among

alternatives,

• Transfer function analysis including response parameter evaluation in frequency
and time domain and response graphical presentation,

• Circuit and system synthesis and verification including SPICE scripts creation
when applicable.

The graphical interface is intended to inform the user about the possibilities
available and about the location of the results, to suggest literature, to offer some
tutorials, to allow for interactive upload of the design requirements, and, most
importantly, to activate the programs in the course of the design process.

The interaction during the design process is controlled by an .html program which
guides the designer through the maze depicted in Fig. 5.1. Figure 5.2 depicts a
screenshot of a phase of the design process in which the designer is to choose among
different actions related to amplitude or phase correction. By the way, amplitude
correction is a unique capability of the RM software. As can be seen, not only
actions are enabled but advice is given to the designer as to what are the capabilities
of the program and its limitations, of course. After action performed, in a similar
way, the designer is guided to the next one until the end of the design process.

Fig. 5.2 Part of the screen seen by the designer in the amplitude or phase correction part of the
design process
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5.3.2 Graphical Infrastructure

The RM software uses the graphic capabilities of Microsoft Excel for presentation
of the filter’s performances in the frequency and the time domain by creating a
comma separated .csv file. These will be used in the filter transfer function
approximation phase. In fact, every action of the transfer function approximation
process is followed with a creation of an Excel table containing the filter response.
The user is expected to create a drawing following the “insert linear or area charts”
icon in the Microsoft Excel.

The design report being an .html file contains full information about the design
process, the properties of the solution in the frequency and time domain in the
pre-hardware phase, table containing the filter responses, and, where appropriate,
the circuit schematic obtained in the hardware phase.

Along with the .html report a .txt report is created containing all information
given in the .html except for the drawings of the circuit schematics.

As for the performances of the filter after the physical synthesis part, for the
analogue filters, SPICE files are created and delivered as part of the report. Running
these files produces graphical representation of the filter response obtained by
circuit simulation.

In the case of the digital IIR filters, frequency domain simulation results are
reported after synthesis in a way similar to the one used in the approximation phase.
The difference will be related to the number of digits used for evaluation of the
filter’s characteristic.

5.4 System Synthesis

In the next we will shortly describe the main issues related to the aspect of physical
design without intention to make a full picture.

5.4.1 Passive LC Cascade Realization

For realization of doubly terminated passive lossless LC filters the cascade pro-
cedure is implemented in the RM software. Transmission zeros located on the
imaginary axis (finite, infinite or zero) and complex transmission zeros are accep-
ted. The program implements a proper order of extraction procedure in order to
keep the element values spread as small as possible.

Low-pass and all-pass filters are synthesized directly while high-pas, band-pas
and band-stop networks are obtained via circuit element transformation.

The program extracts the value of the load resistor while the source resistor is
considered equal to be the normalization value.
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Deliverables are:

• Transfer function (polynomial coefficents and pole/zeroe locations)
• Schematic with element values in a form of an .html file
• SPICE code for frequency domain simulation
• Textual report covering the complete synthesis process.

Figure 5.3 depicts one (post processed) schematic obtained by theRM software
wile Fig. 5.4 depict an excerpt from the SPICE file created automatically.

5.4.2 Cascade Realization of Active RC Circuits

The cascade realization does not impose any limitations as to where the trans-
mission zeros may be located. However, proper pole-zero pairing and order of
extraction algorithms must be implemented in order to produce low noise and
high-dynamics linear system.

A large variety of cells is used in order to accommodate to the specifics of the
transfer functions to be converted into circuits. Figure 5.5 depicts one example of a
symmetrical notch cell as implemented by the RM software.

Figure 5.6 represents part of one of the reports (.txt file) which is produced by
the RM software. It is intended to be used for SPICE simulation of the circuit just
synthesized. AC analysis is presumed while time domain (.tr) simulation may be
enabled by the user after adding a short list of commands (after disabling the .ac
analysis).

Deliverables are:

• Transfer function (polynomial coefficents and pole/zeroe locations)
• Schematic and element values in a form of a .html file
• Spice code (net-list) for frequency domain simulation.
• Textual report covering the complete synthesis process.

Fig. 5.3 Passive LC realization of a transfer function having transmission zeroes at infinity, at the
imaginary axis, and in the right-hand half of the complex plane
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5.4.3 Parallel Realization of Active RC Circuits

Parallel realization of active RC filters is recommended/preferred by the RM
software. The reason for that is the unification of the structure (always the same -by
structure- second order cell is used), the lack of uncertainty, and avoiding all sorts
of problems related to the signal dynamics and noise which are to be taken into
account when cascade RC filters are designed.

The structure used for parallel RC filter synthesis by the RM software is
depicted in Fig. 5.7. The node enumeration depicted is used for SPICE simulation
later on. The second order cell depicted in Fig. 5.8 is the one used by the RM
software.

PASSIVE LOW-PASS LC FILTERS. 
*PROJECT NAME: 29_lsm 45

*Welcome to the RM software for filter design

v  n0   0   ac   2   sin
Rgen   n0  1  1.0
*
* ZERO AT INFINITY
* parallel capacitance
C011   1   0   1.0408817158e+000 
*
* Zero at the imaginary axis, w=1.6332740e+000
*Variant with no transformer-parallel LC in the series branch
CP2   1   0   -2.3667673580e-001 
L2   1   2   1.3666813725e+000 
CM2   1   2   2.7429293884e-001 
CS2   2   0   1.7258189868e+000 
*
* ZERO AT INFINITY
* serial inductance
L013   2   3   2.0651116558e+000 
RP3   3   0   9.5081310049e-001 
CP3   3   0   4.6823532318e-001 
* Simulation settings---------------------------- 
.ac dec 700 0.01   .6
.print ac v(3)
.end

Fig. 5.4 A SPICE file generated by the RM software
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Fig. 5.5 A notch cell with symmetrical amplitude characteristic used in the RM software. The
active RC realization a and the frequency response b

* A second order cell-------------------- 
r016 ninta6 nintb6 4.040495 
r026 60 nintd6 1.177066 
E126 nintb6 0 0 ninta6 99999999.990000 
r036 ninta6  ninte6  1.177066 
r046 50 ninta6 4.040495 
r056 50 nintd6 2.491503 
r066 50 nintc6 1.000000 
r076 nintb6 nintc6 1.000000 
r086 60 nintc6 1.000000 
C016 nintb6 ninta6 1.000000 
C026 nintd6 ninte6 1.000000 
E106 ninte6 0 0 nintd6 99999999.990000 
E116 60 0 0 nintc6 99999999.990000 
* A Second order inverting low-pass high Q cell----- 
r17  ninta7  60  14.318099 
r27  ninta7  nintb7  0.166287 
r37  nintc7  70  1.000000 
r47  nintc7  0  1.408896 
C017  ninta7  70  1.000000 
C027  nintb7  0  0.718115 
E7  70  0  nintb7  nintc7 99999999.990000 
* A Second order inverting high Q cell high-pass-----

Fig. 5.6 Part of the SPICE description (net-list) produced by the RM software’s cascade
synthesis of active RC filters routine
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Deliverables are:

• Transfer function (polynomial coefficients and pole/zero locations in the
s-domains

• Schematic with element values in a form of a .html file
• Spice code (net-list) for frequency domain simulation
• Textual report covering the complete synthesis process.

5.4.4 Gm-C Filter Synthesis Based on LC Prototypes

The Gm-C version of filter synthesis by structure is the same as the cascaded LC as
depicted in Fig. 5.3. The difference is in the cells used. Here equivalence is used
which allows for substitution of the inductor by a transconductor-based cell. In that

Fig. 5.7 Structure of the parallel RC active hardware solution

Fig. 5.8 The Tow-Thomas biquad cell and node notation in the RM software
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way a circuit containing transconductors and capacitors only is obtained. Figure 5.9
depicts one original LC cell and its GM-C counterpart while Fig. 5.10 depicts part
of the textual report containing full information about the design process including
the schematic.

Fig. 5.9 a Passive LC cell realizing a transmission zero at the x-axis and b its Gm-C equivalent

Fig. 5.10 Excerpt from the .html report delivered by the RM software for the GM-C filter
synthesis
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Deliverables are:

• Transfer function (polynomial coefficients and pole/zero locations in the
s-domains

• Schematic with element values in a form of an .html file
• Spice code (net-list) for frequency domain simulation
• Textual report covering the complete synthesis process.

5.4.5 Parallel Realization of Switched Capacitor Version

The issues related to the pole-zero pairing and order of extraction of cells in
cascaded SC filter design are even more pronounced than in the usual RC design.
That is why the RM software offers only parallel realization of SC filters.
Consequently the structure of the hardware solution of the switched capacitor filter
synthesis is the same as in the case of parallel RC as depicted in Fig. 5.7.

Figure 5.11 represents part of the report (.html file) which is produced by the
RM software. Here, for every cell and for the whole, capacitance values and
schematic is given. Inside that report one may recognize an emanation of a

Fig. 5.11 Part of the report produced by the RM software’s SC filter synthesis routine
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universal second order switched capacitor biquad cell which is used by the RM
software.

Figure 5.12 depicts part of the SPICE net-list describing the time domain sim-
ulation of the synthetized filter with sinusoidal excitation.

Deliverables are:

• Transfer function (polynomial coefficients and pole/zeroe locations in both s-
and z-domains)

• Schematic with capacitance values in a form of an .html file
• Spice code (net-list) for time domain simulation (Non-ideal switches are

implemented which may affect the simulation run and partly the results).

5.4.6 Parallel IIR Digital Realization

In the RM software IIR digital filters are obtained by bilinear s-to-z transforma-
tion. So, one has to conduct the complete synthesis process in the s-domain and, at
the end, to activate the transformation.

In Fig. 5.13a the schematic of an odd order IIR filter is depicted realized as a
parallel connection of cells. Second order cells are used except for a single one
which completes the schematic in a case of an odd order filter as is the case in
Fig. 5.13. Figure 5.13b depicts an excerpt of the report given by the proper system
synthesis program. It contains the coefficients used for realization the operators in
Fig. 5.13a.

E111  10  0  0  7  9.9999999e+005 
* Carusone-Johns-Martin circuit- Second order- high Q----2--------
C12  23  24  1.0000000e-011 
C22  27  30  1.0000000e-011 
C1K12  31  22  9.3695420e-017 . . . 
C1K62  23  30  1.2493745e-012 
SL12  1  31  pulse1  0  S1 ON
SL22  31  0  pulse2  0  S1  off . . . 
SR62  29  0  pulse2  0  S1  off 
E102  24  0  0  23  9.9999999e+005 
E112  30  0  0  27  9.9999999e+005 
* Carusone-Johns-Martin circuit- Second order- high Q----3--------
C13 43 44 1.0000000e-011

Fig. 5.12 Part of the SPICE descrioption produced by the RM software’s SC filter synthesis
routine
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Fig. 5.13 Parallel realization of a nth order IIR filter for n odd. a Schematic and b part of the
report
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Deliverables are:

• Transfer function (polynomial coefficients with 16- and 32- bit approximation
and pole/zeroe locations)

• Schematic (as the one depicted in Fig. 5.13a)
• Frequency characteristic in a form of a table.

5.5 Possible Transfer Functions

In this paragraph a complete review of the types of transfer functions which may be
synthesized by the RM software will be given.

5.5.1 Low-Pass Filters

We will separate the category of low-pass filters into polynomial and rational. The
transfer functions having all their transmission zeros at infinity are referred to as
all-pole, too. Among the polynomial filters we will distinguish the selective and the
linear phase filters.

5.5.1.1 Selective Polynomial Filters

The RM software is capable to synthesize the most important classes of selective
polynomial filters. These are divided into two categories: monotonic and
Chebyshev.

When monotonic amplitude characteristic is considered one in fact has in mind
the critical monotonic amplitude of selective polynomial filters. The term critical is
used to denote that the amplitude characteristic of this kind of filters has maximum
number of inflection points in the passband in which the derivative touches zero
while not changing its sign. We will refer to this category as the CMAC (Critical
Monotonic Amplitude Characteristic) filters. Four major sub-classes of CMAC
filters are available within the RM software.

– LSM. The LSM filters which stand for “Least Squares Monotonic” are devel-
oped under the condition of minimum reflected power in the passband.

– Halpern. The Halpern or, for short, H-filters exhibit monotonic amplitude
characteristic with a maximum asymptotic selectivity.

– Papoulis. This class is often referred to as the L-filters or also as optimal filters.
Its main property is to have maximum slope of the amplitude characteristic at
the edge of the passband.
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– Butterworth (B). This is the oldest and the best know class of filters exhibiting
monotonic amplitude characteristic. Its main property is that it is maximally flat
at the origin meaning that all the inflection points are located there.

The most popular non-monotonic amplitude characteristic is the one exhibiting
equi-ripple amplitude characteristic in the passband. Since it is obtained by use of
Chebyshev polynomials it was named Chebyshev (C). For a given variation of the
amplitude in the passband this characteristic exhibits the largest selectivity.

It is important to mention that for even order Chebyshev filters the amplitude
characteristic does not start with unity gain. In fact, the gain at the origin is equal to
the gain at the cut-off frequency. To avoid this, the RM software provides with a
special routine which allows for the gain to start at the unity, for the price of slight
reduction of the selectivity since one order of freedom is sacrificed so that the
amplitude characteristic has an additional inflection point at the origin.

The passband amplitude characteristics of the selective 10th order polynomial
filters is depicted in Fig. 5.14. In the case of the Chebyshev filter 0.5 dB passband
attenuation was used with final renormalization of the cut-off frequency so that it
produces 3 dB allowing comparison with the monotonic ones.

For illustration purposes in Fig. 5.15 represents pulse responses of the CMAC
and Chebyshev filters which are produced by the transfer-function-analysis program
of the RM software. Along with tables convenient to study and draw the char-
acteristics of the filter this program is extracting properties of the responses such as
rise time, overshoot, frequency of the lower edge of the stopband and similar.

Fig. 5.14 Attenuation
characteristics of the CMAC
and Chebyshev filter for
n = 10

Fig. 5.15 Pulse responses of
the 7th order monotonic
(CMACs) and Chebyshev
filters
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5.5.1.2 Polynomial Linear Phase Monotonic Pass-Band-Amplitude
Filters

Two categories of polynomial filters approximating linear phase are available by the
RM software: maximally flat and equi-ripple approximants.

Using Bessel polynomials one may produce a transfer function exhibiting
maximally flat approximation of the group delay at the origin. Following the
authors name these are frequently referred to as the Thomson filters. The result for
n = 7 is depicted in Fig. 5.16.

Better approximation of constant group delay may be achieved if the equi-ripple
criterion of approximation is implemented. For a given delay error and order of the
filter, broader approximation interval is obtained. The group delay and phase
characteristics of such a functions obtained by the RM software are depicted in
Fig. 5.17a. Figure 5.17b depicts enlarged part of the group delay characteristic.

A special feature of the constant group delay approximant being of the
equi-ripple type is enabled by the RM software. Namely, for even order filters, the

Fig. 5.16 A plot of the gain
and group delay for a 7th
order low-pass Bessel filter
having 3 dB attenuation at
x = 1

Fig. 5.17 Group delay and phase characteristic of a 20th order low-pass filter approximating
constant group delay in the equi-ripple sense. The group delay error is 2%. The transfer function is
normalized so that the attenuation at x = 1 rad/s is equal to 3 dB. a Group delay and phase and
b enlarged group delay
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designer is allowed to choose whether the error in the origin will be negative
(proper to even order filters) or positive (which resembles to odd order
approximants).

5.5.1.3 Amplitude Correction of Selective Polynomial Filters

To produce this kind of amplitude characteristic the RM software starts with the
characteristic function of the polynomial filter to create new characteristic function
of a filter with finite number of transmission zeroes.

Due to the influence of the extension of the characteristic function the original
shape of the characteristic function in the passband is changed in that

• For critical monotonic response no more inflection points may be found in the
passband while the general shape of the original polynomial characteristic
function is mainly preserved.

• For equi-ripple response the equi-ripple amplitude in the passband is not
preserved.

Figure 5.18 illustrtes the attenuation characteristics obtained by this method
which is unique to the RM software. The sufix “Z” is used to denote the presence
of transmission zeros.

It is worth mentioning that the so called Chebyshev II filters or Inverse
Chebyshev filters are a special case of Butterworth filters extended with maximum
number of transmission zeros. The RM software allows for maximally flat
amplitude characteristic with number of zeros smaller than maximum.

Multiple zeros at real frequencies produce a wide interval in the stopband where
the attenuation takes extremely high values. Such functions may be of interest if a
component of the signal’s spectrum is to be suppressed. It would belong to the
stopband but its location would vary in time so that very high attenuation is needed
in broader interval than usual.

Fig. 5.18 a Passband and b stopband attenuation of the amplitude corrected selective 7th order
filters. Three transmission zeros at real frequencies were used. The stopband attenuation is 60 dB.
H = Halpern-Z, C = Chebyshev-Z (originally 3 dB of ripple), B = Butterworth-Z,
L = Papoulis-Z, and LSM = LSM-Z
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Results of the implementation of this kind of approximation are presented below.
The newly created transfer functions are labeled –MZ (coming from multiple
zeros).

A 7th order filter with a triple transmission zero, which uses the Papoulis’s
characteristic function as a base, exhibiting 50 dB of minimum stopband attenua-
tion, is presented in Fig. 5.19 and denoted as L-MZ. To demonstrate the difference
the Papoulis-Z (in Fig. 5.19 denoted as L-Z) counterpart is depicted in the same
figure. One may observe that there is a negligible difference in the passband
attenuation characteristics of both filters. In the stopband, however, the situation is
much more different.

5.5.1.4 Amplitude Correction of Linear Phase Polynomial Filters

To increase the selectivity of linear phase filters while preserving their phase
characteristic one may use the transfer function correction. In this approach the
poles are kept and transmission zeros are added. An algorithm was developed to
find the positions of the transmission zeroes while obeying the stop-band attenu-
ation requirements.

One may consider this type of functions as linear phase filter with amplitude
correction.

A 14th order polynomial transfer function exhibiting equi-ripple approximation
of the group delay with an error of 2.5% was chosen and its amplitude corrected by
adding 7 transmission zeros at the positive x-axis to reach minimal stopband
attenuation of 50 dB. The results are depicted in Fig. 5.20.

5.5.1.5 Modified Elliptic Filters

The greatest selectivity i.e. the smallest width of the transition band (frequency
interval between the pass-band and the stop-band), for a given complexity of the
transfer function, is obtained by use of elliptic (or Zolotarev) filters. To construct a

Fig. 5.19 Attenuation characteristic of 7th order Papoulis-Z and Papoulis-MZ filters extended
with three transmission zeros at the x-axis. amin = 50 dB. a Passband and b stopband attenuation
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transfer function of this kind one needs to put all transmission zeros (in the stop-
band) and all attenuation zeros (in the passband) on the x-axis. This class exhibits
equiripple approximation in both the pass-band and the stop-band. It is known as
the most selective of all.

Since, however, the synthesis of this kind of functions is related to the use of
elliptic integrals; since in the original solution the maximum passband and mini-
mum stopband attenuations are inter-related; and since the maximum assymptotic
attenuation is 12 dB only (6 dB for odd functions), the RM software creates these
functions through an iterative process allowing for independent values of the
maximum passband and minimum stopband attenuations and in the same time for
the number of transmission zeros to be less than maximum (so offering larger
assymtotic attenuation if necessary).

Example of modified elliptic filter synthesis is depicted in Fig. 5.21. It is a 7th
order filter with 3 transmission zeros on the positive half of the x-axis. The min-
imum stopband attenuation was set to 60 dB while the maximum passband atten-
uation was imposed to be 0.1 dB.

Fig. 5.20 Amplitude corrected 14th order linear phase filter approximating group delay.
a Attenuation and b Gain and group delay

Fig. 5.21 Attenuation of a 7th order modified ellipric filter exhibiting minimum stopband
attenuation amin = 60 dB and having maximum number of transmission zeros. Passband
attenuation amax = 0.1 dB. The transfer function is renormalized to exhibit 3 dB at x = 1.
a Overall attenuation and b pasband attenuation
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5.5.1.6 Selective Low-Pass Filters with a Corrected Group Delay
Characteristic

The subject of correcting a group delay characteristic of a selective filter is one of
the most intriguing among the transfer function approximation tasks. Here one is to
compensate the passband variations of the group delay to the maximal extent for a
given approximation freedom which is expressed by the order of the corrector.

Usually one is after equi-ripple approximation of the overall group delay which
is obtained as a sum of the group delay of the selective filter and the one of the
corrector. The relative approximation error of the overall group delay, Dsr (%), is an
input parameters here while at the end of the approximation, the interval in which
the group delay is corrected is obtained as a result.

An iterative approximation procedure is implemented within the RM software
for these purposes. Two results are depicted in Fig. 5.22. The first one is related to
correction of the group delay of a polynomial selective filter while the second
represents a corrected maximally flat amplitude approximant with multiple zeros.

The RM software allows for synthesis of group delay correctors of bandpass
filters, too. Equi-ripple approximation of the overall group delay is produced. In the
examples depicted in Fig. 5.23 a 14th order bandpass filter with maximum number
of finite transmission zeros obtained from low-pass LSM prototype is corrected with
a 4th order corrector producing 1% of the group delay error.

5.5.2 All-Pass Filters

An all-pass filter is a function whose amplitude characteristic is equal to unity for all
frequencies while its phase may vary. If constant group delay is produced these are
frequently referred to as delay lines. The above mentioned correctors which were

Fig. 5.22 Group delay and attenuation of a of 9th order polynomial LSM filter corrected with 6th
order corrector introducing approximation error of 10% and b of a 9th order maximally flat
amplitude approximant with 4 multiple transmission zeros having stopband attenuation of 50 dB
and group delay error of 1% with a 4th order corrector
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used for improving the phase characteristic of selective filters were in fact all-pass
networks.

As could be recognized there are two categories of all-pass filters. The first one is
correcting the group delay of low-pass selective filters. We will refer to this kind as
the low-pass all-pass. These are synthesized simply by extending the transfer
function of a low-pass linear phase filter by an equal number of transmission zeros
as the number of poles is. The new zeros are located at positions in the right-half of
the complex frequency plane mirrored to the poles.

The final group delay characteristic is simply the one of the low-pass filter with
doubled value of the group delay and no attenuation.

If the group delay requirements are dislocated around a given frequency, the so
called band-pass all-pass filters arise. The RM software produces band-pass
all-pass filters approximating constant and linearly changing (rising and falling)
group delay. Figure 5.24 depicts one solution of a 10th order filter exhibiting
parabolic phase (linearly decreasing group delay) characteristic around the central
frequency of 100 kHz. Zero valued, positive and negative slopes of the group delay
may be produced as will be demonstrated later on in the book.

Fig. 5.23 Band-pass LSM
filter of 14th order with
corrected group delay

Fig. 5.24 A 10th order band-pass all-pass approximant of linearly decreasing group delay.
a Phase and b group delay characteristics
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5.5.3 Band-Pass Filters

The design of this kind of filters based on the existing low-pass prototype is
performed by a so called low-pass-to-band-pass transformation. By its nature, this
transform produces a geometrically symmetrical (around the central frequency)
amplitude characteristic. There are two situations to be distinguished when
designing band-pass filter s: (a) narrow-band filters and (b) broad-band filters. Due
to the influence of the bottom (negative frequency) half of the characteristic, the
resulting function in the case of broad-band solution is more (arithmetically)
asymmetric then the narrow-band case.

Figure 5.25 illustrates the performances of a 14th order band-pass filter obtained
by transformation of a low-pass 7th order LSM prototype. The requested relative
bandwidth was 30%. As a result of the transformation the passband of the filter is
slightly distorted. Namely the lower cut-off frequency of the passband is 0.861 rad/s
(instead of 0.85 rad/s) while the upper is 1.161 rad/s (instead of 1.15 rad/s). Of
course, the band-width is preserved to be 0.299941 rad/s. In addition, one may
observe that the group delay is also affected by the transformation and the asym-
metry is strong.

5.5.4 Simultaneous Band-Pass Amplitude and Group Delay
Approximation

In the case of stringent requirements for constant group delay in the whole of the
passband, the RM software offers a solution based on “amplitude correction”.

Figure 5.26 depicts a solution created by the RM software in which a 14th
order band-pass filter was synthesized. Transmission zeros (8) were located on the
x-axis with two additional in the origin. The stopband attenuation was 40 dB and
the requested passband width was 20% of the central frequency.

Fig. 5.25 14th order
band-pass filter obtained by
transformation from a 7th
order LSM prototype. The
requested relative bandwidth
was 30%
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5.5.5 High-Pass Filters Obtained by LP-HP Transformation

High-pass filters are usually obtained from a proper low-pass prototype using the
low-pass-to-high-pass transformation. Figure 5.27 depicts a 15th order modified
elliptic high-pass filter obtained in that way.

In this example the maximum passband attenuation was chosen to be 0.1 dB
while the minimum stopband attenuation is 80 dB.

5.5.6 Band-Stop Filters Obtained by LP-BS Transformation

Band-stop filters are also obtained from a proper low-pass prototype using the
low-pass-to-band-stop transformation. Figure 5.28 depicts the attenuation charac-
teristic of a band-stop filter obtained in that way. It is a 22nd order filter produced
from an 11th order prototype of amplitude corrected Papoulis (L) filter.

Fig. 5.26 Results of the simultaneous band-pass group delay and amplitude approximation

Fig. 5.27 15th order high-pass modified elliptic amplitude characteristic. a The passband gain
and attenuation performance and b the stopband attenuation performance
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5.6 Developer’s Corner

Use of the support offered by [1] may be very helpful in understanding what the
capabilities of the RM software are and, more importantly, how it may be used
successfully. There are 17 video presentations covering this chapter completely
with much larger number of examples. In addition, there are 17 additional ani-
mations which may serve as a user’s guide. Namely, design procedures are
exemplified in full detail allowing the designer to follow the process in parallel
while running his/hers design.

Since we learned that not all countries have access to YouTube, copies of all 34
videos were uploaded at [2].

References

1. https://www.youtube.com/channel/UCF_Ipw_YD2gwrRpJDUJJULw/playlists?disable_
polymer = 1

2. http://skysupervisor.com/projects/RM%20software/RM%20software.htm

Fig. 5.28 A 22nd order
band-stop filter obtained by
transformation of L_Z
prototype
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Chapter 6
Low-Pass Selective Filters with Critical
Monotonic Amplitude Characteristic
(CMAC) in the Passband

Low-pass filters with critically monotone amplitude characteristic (CMAC) in the
passband are subject of this chapter. Their unique property is that the first derivative
of the amplitude characteristic touches zero (without changing its sign) in maximum
number of points at the x-axis. Unified theory of synthesizing their transfer func-
tions will be given so creating the Butterworth, Papoulis (Legendre), Halpern, and
LSM filters. Tables will be given (for the first time) containing data on the pole
positions of these filters up to the 10th order. Properties of the attenuation char-
acteristics of all CMAC functions will be studied and comparisons will be given
based on several criteria including the passband and stopband behaviour.
Comparisons will be given related to the group delay characteristics and time
domain performance of all CMAC filters. Design example will be given. An
alternative method for creating the CMAC characteristics will be cited.

6.1 Introduction

Critical monotonic amplitude characteristic (CMAC) has the property that the
amplitude characteristic in the pass-band has monotonic character with maximal
number of inflection points with different abscissas. In that way, the first derivative
of amplitude characteristic is equal to zero for maximum number of times, without
changing its sign, meaning that its value is limited, and the sensitivity of the
amplitude characteristic to changes of circuit parameters is reduced.

Since, besides their excellent properties, the CMAC filters are mostly ignored by
the designers (except for the Butterworth filters) in this document more detailed
information will be given about their properties in the frequency and time domain.
Namely, it is our general intention to encourage the reader to write his/hers own
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software for filter design for which we think we are making available full infor-
mation. However, to reinforce the knowledge related to CMAC filters we will give
here much more information than theory and algorithm. In fact small catalog will be
given for every sub-class of CMAC.

6.2 Characteristic Function of the CMAC Filters

In this section a short overview of the theory leading to the class of CMAC filters
will be given. It is based on the newest developments reported in [1], where the
subject was considered in full detail.

The normalized squared modulus of the amplitude characteristic of a low-pass
filter may be written as

H jxð Þj j2¼ 1
1þ e2K x2ð Þ ð6:1Þ

where e2 is a constant used to control its value at the edge of the passband (cut-off
frequency x0) which for now will be considered equal to unity (i.e. x0 = 1 rad/s).
K(x2) is the characteristic function which is here restricted so as K(1) = 1. In the
case of selective polynomial filters it is frequently represented as a squared poly-
nomial of x2.

Halpern [2] proposed to write the characteristic function in the following form:

K x2� � ¼ Ln x2� � ¼ Zx

0

En�1 x2
� � � dx: ð6:2Þ

Since here we are looking for a critical monotonic amplitude characteristic,
En�1 x2ð Þ is to be chosen so that it enables critical monotonicity. The first derivative
of a critical-monotonic function never changes its sign while having maximal
number of zeros. The first condition for that is En�1 x2ð Þ to be a full square, i.e. to be
expressed as a square of another polynomial: En�1 x2ð Þ ¼ V2

n�1ðxÞ, where Vn�1ðxÞ is
to be odd or even polynomial. The second condition was that all the zeros of
Vn�1ðxÞ have to be real and to be located in the interval {0, 1}. To that end, Vn�1ðxÞ
was expressed as a sum of orthogonal polynomials with the interval of orthogo-
nality defined by the normalized pass-band of the filter, i.e. x2 {0, 1}.

The following expression for Vn�1ðxÞ was proposed in [2]:

Vn�1 ¼
X

Ci � UiðxÞ ð6:3Þ
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where Ci are properly chosen constants, and Ui(x) are Jacobi polynomials satisfying
the following relation

Z1
0

x � Uj � Uk ¼ 0 for j 6¼ k
1 for j ¼ k

�
ð6:4Þ

while j and k are both even or both odd natural numbers. In that way, we get

Ln x2
� � ¼ Z

x

0

x
Xn�2ð Þ=2

i¼0

C2iþ 1 � U2iþ 1ðxÞ
( )2

�dx for n�even ð6:5Þ

Ln x2� � ¼ Z
x

0

x
Xn�1ð Þ=2

i¼0

C2i � U2iðxÞ
( )2

�dx for n�odd; ð6:6Þ

where n is the order of the filter.
The first 10 Jacobi polynomials are given in Table 6.1. In general one may use

the following expressions

U2iþ 1ðxÞ ¼ 2
ffiffiffiffiffiffiffiffiffi
iþ 1

p Xi
m¼0

ð�1Þm 2iþ 1� mð Þ!
m! � iþ 1� mð Þ! � i� mð Þ! x

2 i�mð Þþ 1 ð6:7Þ

U2iðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
4iþ 2

p Xi
m¼0

ð�1Þi�m iþmð Þ!
ðm!Þ2 � i� mð Þ! x

2m ð6:8Þ

Table 6.1 The firsts 10
Jacobi polynomials

k Uk(x)

0
ffiffiffi
2

p

1
ffiffiffi
4

p � x
2

ffiffiffi
6

p � 2x2 � 1ð Þ
3

ffiffiffi
8

p � 3x3 � 2xð Þ
4

ffiffiffiffiffi
10

p � 6x4 � 6x2 þ 1ð Þ
5

ffiffiffiffiffi
12

p � 10x5 � 12x3 þ 3x
� �

6
ffiffiffiffiffi
14

p � 20x6 � 30x4 þ 12x2 � 1
� �

7
ffiffiffiffiffi
16

p � 35x7 � 60x5 þ 30x3 � 4x
� �

8
ffiffiffiffiffi
18

p � 70x8 � 140x6 þ 90x4 � 20x2 þ 1
� �

9
ffiffiffiffiffi
20

p � 126x9 � 280x7 þ 210x5 � 60x3 þ 5x
� �
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Finally, the constants Ci (elements of the C vector) have to be chosen so that the
normalization criterion Lnð1Þ ¼ 1 is satisfied, i.e.:X

k

C2
k ¼ 1: ð6:9Þ

One should mention that in (6.3) in the place of Ui, one may use any other class
of orthogonal polynomials having simple zeros in the interval {0, 1}.

To get the values of C one is to implement some design criterion. Here we
mention the four main criteria implemented in the past and the corresponding
classes of filters that arise. As stated in [1] they may be generated by a unified
procedure. A common name was given to all of them as Critical Monotonic
Amplitude Characteristic (CMAC) filters. The criteria and the resulting nomen-
clature are listed below.

1. Maximally flat in the origin. This means all derivatives of Ln(x
2) at the origin

are to be zero. The class of filters thus obtained is called Butterworth’s after the
author [3]. These will be here referred to as B-filters.

2. Maximum slope of the characteristic function at the edge of the pass-band. The
class of filters so obtained is called L-filters and was introduced by Papoulis
[4, 5]. The name L comes from the fact that in the original derivation Legendre
polynomials were used. In some references [6] it is stated as “optimal filters”
which is arbitrary.

3. Maximum asymptotic attenuation. This means the higher order coefficient in
Ln x2ð Þ has to be maximal. This class of filters was introduced by Halpern [2].
These will be here referred to as H-filters.

4. Least-squares-monotonic. In this case the returned power in the pass-band was
minimized under the critical monotonicity criterion. This class was introduced
by Raković and Litovski [7] and named LSM-filters.

6.3 Unified Theory of Critical Monotonic Passband Filters

In this paragraph procedures for evaluation the C vector will be given in some
details.

6.3.1 Butterworth Filters

Butterworth [3] introduced the simplest form of the characteristic function of
polynomial filters:
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Ln x2
� � ¼ x2n: ð6:10Þ

The squared modulus of the transfer function of the B-filters has (2n–1)
derivatives at the origin equal to zero so it is referred to as the maximally flat
solution of the approximation problem of ideal low-pass amplitude characteristic.

In the next we will demonstrate how (6.10) may be expressed in the form of the
Halpern’s polynomial given by (6.2). In fact, we need to find the C vector in (6.5)
and (6.6) so that the following is satisfied.

Zx
0

x
Xn�2ð Þ=2

i¼0

C2iþ 1 � U2iþ 1ðxÞ
( )2

¼ x2n for n�even ð6:11Þ

and

Zx
0

x
Xn�1ð Þ=2

i¼0

C2i � U2iðxÞ
( )2

¼ x2n for n�odd: ð6:12Þ

After differentiating these two expressions with respect to x one gets:

x �
Xn�2ð Þ=2

i¼0

C2iþ 1 � U2iþ 1ðxÞ
( )2

¼ 2n � x2n�1 ð6:13Þ

or

Xn�2ð Þ=2

i¼0

C2iþ 1 � U2iþ 1ðxÞ
( )

¼ ð2nÞ1=2 � xn�1: ð6:14Þ

Now we rewrite (6.7), the U2iþ 1ðxÞ polynomial, as:

U2iþ 1ðxÞ ¼
Xi
m¼0

a2iþ 1;m � x2mþ 1 ð6:15Þ

where the a2i+1,m is the coefficient of the polynomial U2iþ 1ðxÞ by x2mþ 1. After
substituting and rearranging the left hand side of (6.14) and comparing the coef-
ficients by the same exponents of x from the left and the right hand side, we get the
following system of linear equations for the coefficients C2iþ 1:
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Pn�2
2

i¼m
a2iþ 1;mC2iþ 1 ¼ 0 for m ¼ 0; 1; . . .; n�4

2

an�1; n�2ð Þ=2Cn�1 ¼
ffiffiffiffiffi
2n

p ð6:16aÞ

for n-even, and by a similar procedure,

Pn�1
2

i¼m
a2i;mC2i ¼ 0 for m ¼ 0; 1; . . .; n�3

2

an�1; n�1ð Þ=2Cn�1 ¼
ffiffiffiffiffi
2n

p ð6:16bÞ

for n-odd.
By solving (6.16a), (6.16b) and (6.17) we get the C constants allowing

expressing the Butterworth characteristic function in the form proposed by Halpern.
Table 6.2 contains the solutions for polynomials up to 10th order.

After substitution of the C vector in (6.5) and (6.6) the characteristic function
may be obtained. Part of the solutions of (the Feldkeller equation)

1þ Lnðx2Þ x2¼�s2j ¼ 0 ð6:17Þ

belonging to the left half of the complex frequency plane, are the poles of the
transfer function of the B-filters. Note, in (6.17) e2 = 1 was used which means we
will get attenuation of 3 dB at the cut-off. The poles so obtained are listed in
Table 6.3 for polynomials up to the 10th order. Of course, to produce these solu-
tions one has to have a potent (high order) polynomial solver.

To get the coefficients of the denominator of the transfer function based on the
data of Table 6.3 one has to develop a proper routine. Results of such calculations
are given in Table 6.4.

Table 6.2 The C vector for the case of a maximally flat amplitude characteristic

n C0(C1) C2(C3) C4(C5) C6(C7) C8(C9)

3 0.866025 0.5

4 0.942809 0.333333

5 0.745355 0.645497 0.166666

6 0.866025 0.489897 0.1

7 0.661437 0.687386 0.295803 0.05

8 0.8 0.565685 0.197948 0.028571

9 0.6 0.692820 0.383325 0.113389 0.014285

10 0.745355 0.602338 0.276641 0.070986 0.007936
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We will mention here that the so obtained transfer function has only finite poles.
All zeros are at infinity. In other words the transfer function converges to 1=anð Þ �
s�n as s ! ∞, where an is the coefficient by the highest degree of s. The same type
of transfer function is frequently referred to as an all-pole function.

Table 6.3 Poles of the transfer function of the Butterworth filters (Top are the real and bottom the
imaginary parts)

n = 3 –0.5 –1

±0.866025 0

n = 4 –0.382683 –0.92388

±0.92388 ±0.382683

n = 5 –0.309017 –0.809017 -1

±0.951057 ±0.587785 0

n = 6 –0.258819 –0.707107 –0.965926

±0.965926 ±0.707107 ±0.258819

n = 7 –0.222521 –0.62349 –0.900969 –1

±0.974928 ±0.781831 ±0.433884 0

n = 8 –0.19509 –0.55557 –0.83147 –0.980785

±0.980785 ±0.83147 ±0.55557 ±0.19509

n = 9 –0.173648 –0.5 –0.766044 –0.939693 –1

±0.984808 ±0.866025 ±0.642788 ±0.34202 0

n = 10 –0.156434 ±–0.45399 –0.707107 –0.891007 –0.987688

±0.987688 ±0.891007 ±0.707107 ±0.45399 ±0.156434

Table 6.4 Coefficient of the denominator of the transfer function of the Butterwort filters

s5 s4 s3 s2 s1 s0

n = 2 1. 1.414214 1

n = 3 1. 2.000000 2.000000 1

n = 4 1. 2.613126 3.414214 2.613126 1

n = 5 1. 3.236068 5.236068 5.236068 3.236068 1

n = 6 3.863703 7.464102 9.141620 7.464102 3.863703 1

n = 7 10.09783 14.59179 14.59179 10.09783 4.493959 1

n = 8 21.84615 25.68835 21.84615 13.13707 5.125831 1

n = 9 41.98638 41.98638 31.16343 16.58171 5.758770 1

n = 10 74.23342 64.88239 42.80206 20.43172 6.392453 1

s10 s9 s8 s7 s6

n = 6 1.

n = 7 1. 4.493959

n = 8 1. 5.125831 13.13707

n = 9 1. 5.758770 16.58171 31.16343

n = 10 1 6.392453 20.43172 42.80206 64.88239
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6.3.2 Legendre Filters

Papoulis [4, 5] introduced a new class of characteristic functions by maximizing the
slope of the gain at the cut-off so indirectly trying to get maximum selectivity under
the condition of critical monotonicity. The class of filters so obtained was named
L-filters since Papoulis used Legendre polynomials. Note that Papoulis developed
this class of filters in two separate papers [4, 5] devoted to odd and even order
transfer functions. The same results for even order were published by [6].

He used a slightly different form for Ln x2ð Þ:

Ln x2� � ¼ Z2�x�1

�1

v2ðxÞ � dx ð6:18aÞ

or

Ln x2
� � ¼ Z2�x2�1

�1

B xþ 1ð Þ � dPkþ 1ðxÞ
dx

� �2

dx; ð6:18bÞ

where the polynomial v(x) was represented in a form of sum of Legendre poly-
nomials of the first kind:

vðxÞ ¼ a0 þ a1P1ðxÞþ � � � þ akPkðxÞ: ð6:19Þ

The constants ak are chosen so that:

a0 ¼ a1=3 ¼ a2=5 ¼ � � � ¼ ak
2kþ 1

¼ 1ffiffiffi
2

p
kþ 1ð Þ ; ð6:20Þ

while B(x + 1) is created to satisfy Lnð1Þ ¼ 1. The index k is found as k ¼
n� 1ð Þ=2 for n-odd and k ¼ n=2� 1 for n-even.
Halpern [2] demonstrated, however, that by proper choice of the C constants in

(6.5) and (6.6) one can produce the characteristic function of the L-filters.
According to Halpern it is necessary to have:

Ci ¼ Uið1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

k
U2

k ð1Þ
q

: ð6:21Þ

The values of the C constants obtained in that way are given in Table 6.5 for
polynomials up to 10th order. It is followed by Table 6.6 containing the poles and
Table 6.7 containing the coefficients of the transfer function of the Legendre filters.

In the next we will perform the developments that lead Halpern to the result
expressed in (6.21). Mathematically we have the problem of maximizing the
derivative at the cut-off under the constraint (6.9).
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After finding the derivative of the characteristic function for x = 1, the fol-
lowing expression arises

dLn x2ð Þ
dx x¼1j

¼ f C1;C3; . . .;Cn�1ð Þ ¼ f ðCÞ ¼
Xn�2ð Þ=2

i¼0

C2iþ 1U2iþ 1ð1Þ
( )2

ð6:22Þ

C will be found by maximizing the value of (6.22) under the constraint (6.9)
using the Lagrange multiplier. The maximum of the following expression is to be
found

Table 6.6 Poles of the transfer function of the Legendre filters (Top are the real and bottom the
imaginary parts)

n = 3 –0.345186 –0.620332

±0.900866 0.0

n = 4 –0.231689 –0.549744

±0.945511 ±0.358572

n = 5 –0.153587 –0.388140 –0.468090

±0.968146 ±0.588632 0.0

n = 6 –0.115193 –0.308961 –0.438902

±0.977922 ±0.698167 ±0.239981

n = 7 –0.086209 –0.237440 –0.349232 –0.382103

±0.984370 ±0.778301 ±0.428996 0.0

n = 8 –0.068942 –0.194276 –0.300284 –0.367176

±0.987971 ±0.824767 ±0.541042 ±0.180879

n = 9 –0.055097 –0.157284 –0.248553 –0.309383 –0.325687

±0.990660 ±0.861243 ±0.633820 ±0.336543 0.0

n = 10 –0.045901 –0.132519 –0.214173 –0.277405 –0.317206

±0.992383 ±0.885262 ±0.694540 ±0. l39646 ±0.145430

Table 6.5 The C vector for the L-filters

n C0(C1) C2(C3) C4(C5) C6(C7) C8(C9)

3 0.5 0.866025

4 0.577350 0.816496

5 0.333333 0.577350 0.745355

6 0.408248 0.577350 0.707106

7 0.25 0.433012 0.559016 0.661437

8 0.316227 0.447213 0.547722 0.632455

9 0.2 0.346410 0.447213 0.529150 0.6

10 0.258198 0.365148 0.447213 0.516397 0.577350
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F C; kð Þ ¼ f ðCÞþ k
Xn�2ð Þ=2

i¼0

C2
2iþ 1 � 1

( )
: ð6:23Þ

A system of nonlinear equation is obtained after differentiating and equating the
derivatives with zero:

@F
@C1

¼ 0;
@F
@C3

¼ 0; . . .;
@F

@Cn�1
¼ 0; and

@F
@Ck

¼ 0: ð6:24Þ

After elimination of k, one gets

C2i�1U2iþ 1ð1Þ � C2iþ 1U2i�1ð1Þ ¼ 0 for i ¼ 0; 1; . . .; n� 2ð Þ=2 ð6:25aÞ

and

Xn�2ð Þ=2

i¼0

C2
2iþ 1 ¼ 1: ð6:25bÞ

This system of nonlinear equations is solved easily by recursion i.e. by suc-
cessive substitution of (6.25a) into (6.25b). For n odd we get

C2iþ 1 ¼ U2iþ 1ð1Þ
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn�2ð Þ=2

i¼0

U2
2iþ 1ð1Þ

vuut : ð6:26Þ

Table 6.7 Coefficient of the denominator of the transfer function of the L-filters

s5 s4 s3 s2 s1 s0

n = 3 1 1.3107 1.3590 0.577348

n = 4 1 1.5629 1.8879 1.2416 0.408249

n = 5 1 1.5515 2.2036 1.6927 0.898.340 0.223606

n = 6 1.7261 2.6897 2.4334 1.6331 0.679635 0.141421

n = 7 2.9928 2.9246 2.3322 1.2308 0.437942 0.075593

n = 8 3.7232 3.3477 2.1189 0.993930 0.299670 0.0451753

n = 9 4.2477 3.0119 1.7074 0.680434 0.1815714 0.0238093

n = 10 3.0847 2.1108 1.0830 0.422042 0.1077180 0.0137465

s10 s9 s8 s7 s6

n = 6 1

n = 7 1 1.7279

n = 8 1 1.8614 3.4466

n = 9 1 1.8663 3.7416 4.2490

n = 10 1 1.4443 3.2653 3.5424 3.9521
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By analogy, for n even we get:

C2i ¼ U2ið1Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn�1ð Þ=2

i¼0

U2
2ið1Þ

vuut : ð6:27Þ

6.3.3 Halpern Filters

The criterion implemented in the derivation of this class of CMAC filters is max-
imum asymptotic attenuation. By inspection of (6.5) and (6.6) one easily comes to
the conclusion that maximum asymptotic attenuation is obtained if we choose:

C2i ¼ 0 for i ¼ 0; 1; . . .; n� 4ð Þ=2
Cn�1 ¼ 1

ð6:28Þ

for n even, and

C2iþ 1 ¼ 0 for i ¼ 0; 1; . . .; n� 3ð Þ=2
Cn�1 ¼ 1

ð6:29Þ

for n odd.
The values of the C constants obtained in that way are given in Table 6.8 for

polynomials up to 10th order. It is followed by Table 6.9 containing the poles and
Table 6.10 containing the coefficients of the transfer function of the Halpern filters.

6.3.4 LSM Filters

To produce the LSM characteristic function we perform search for the values of the
components of C which lead to minimum area under the characteristic function in

Table 6.8 The C vector for
the H-filters

n C0(C1) C2(C3) C4(C5) C6(C7) C8(C9)

3 0 1

4 0 1

5 0 0 1

6 0 0 1

7 0 0 0 1

8 0 0 0 1

9 0 0 0 0 1

10 0 0 0 0 1

6.3 Unified Theory of Critical Monotonic Passband Filters 111



the normalized passband. The area is obtained by integration the characteristic
function in the passband. Since we are manipulating squares (of voltages) this
quantity may be seen as power. Its minimum would mean minimum reflected power
in the passband hence the importance of the class of filters.

Table 6.9 Poles of the transfer function of the Halpern filters (Top are the real and bottom the
imaginary parts)

n = 3 –0.318376 –0.470239

±0.980778 0.0

n = 4 –0.206952 –0.447263

±1.008669 ±0.338156

n = 5 –0.134294 –0.314217 –0.328275

±1.019378 ±0.617671 0.0

n = 6 –0.099637 –0.249876 –0.330841

±1.019675 ±0.728701 ±0.226010

n = 7 –0.074166 –0.192915 –0.262618 –0.2571461

±1.018807 ±0.811295 ±0.445714 0.0

n = 8 –0.059154 –0.158060 –0.226951 –0.265206

±1.017105 ±0.855494 ±0.560318 ±0.170818

n = 9 –0.047289 –0.128618 –0.189611 –0.222291 –0.213964

±1.015461 ±0.890037 ±0.657738 ±0.347976 0.0

n = 10 –0.039430 –0.108714 –0.164096 –0.200631 –0.222735

±1.013914 ±0.911414 ±0.718454 ±0.453220 ±0.137708

Table 6.10 Coefficient of the denominator of the transfer function of the H-filters

s5 s4 s3 s2 s1 s0

n = 3 1 1.1070 1.3627 0.5

n = 4 1 1.3084 1.7449 1.0785 0.333333

n = 5 1 1.2253 2.0007 1.3535 0.768140 0.166666

n = 6 1.3607 2.3658 1.9082 1.3280 0.515370 0.100000

n = 7 2.6171 2.1957 1.8819 0.89546 0.327179 0.05

n = 8 2.7668 2.6300 1.5218 0.720899 0.202964 0.0285715

n = 9 3.3225 2.1019 1.2390 0.451799 0.1214301 0.0142857

n = 10 2.9624 1.9859 0.893745 0.3222619 0.0712828 0.0078896

s10 s9 s8 s7 s6

n = 6 1

n = 7 1 1.3169

n = 8 1 1.4187 2.9656

n = 9 1 1.3896 3.2155 3.0712

n = 10 1 1.4512 3.5253 3.6016 4.1933
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The area is numerically obtained by calculating the following integral

P ¼ Z1

0

Ln x2� �
dx: ð6:30aÞ

After substitution of (6.6), for n odd, it becomes

P ¼
Z1
0

Zx
0

x �
Xn�1ð Þ=2

i¼0

C2iU2iðxÞ
" #2

dx

8<
:

9=
;dx: ð6:30bÞ

By changing the order of integration we may rearrange to get

P ¼
Z1
0

dx
Z1
x

x �
Xn�1ð Þ=2

i¼0

C2iU2iðxÞ
" #2

dx ¼
Z1
0

x � 1� xð Þ �
Xn�1ð Þ=2

i¼0

C2iU2iðxÞ
" #2

dx:

ð6:30cÞ

The value of this integral should be minimal under the condition 6.9). Again,
using Lagrange multiplier, for n odd we search for C which minimizes the function:

f C0;C2; . . .;Cn�1; kð Þ ¼
Z1
0

Zx
0

x
Xn�1ð Þ=2

i¼0

C2iU2iðxÞ
" #2

dx

8<
:

9=
;dxþ k

Xn�1ð Þ=2

i¼0

C2
2i � 1

 !
;

ð6:31aÞ

and, similarly, for n even

f C1;C2; . . .;Cn�1; kð Þ ¼
Z1
0

x � 1� xð Þ �
Xn�2ð Þ=2

i¼0

C2iþ 1U2iþ 1ðxÞ
" #2

dxþ k

�
Xn�2ð Þ=2

i¼0

C2
2iþ 1 � 1

 !
ð6:31bÞ

To get a minimum it is necessary that (for n odd only)

@f
@C2jþ 1

¼ 0 for j ¼ 0; 1; . . .; n=2� 1ð Þ ð6:32aÞ
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and

@f
@k

¼ 0: ð6:32bÞ

After differentiation and rearranging (what includes elimination of k), the fol-
lowing systems of nonlinear equations arises:

C2jþ 1 �
Z1
0

x2
Xn�2

2

i¼0

C2iþ 1U2iþ 1ðxÞ
2
4

3
5 � U2j�1ðxÞ � dx

� C2j�1 � Z
1

0

x2
Xn�2ð Þ=2

i¼0

C2iþ 1U2iþ 1ðxÞ
" #

� U2jþ 1ðxÞ � dx ¼ 0

Xn�2ð Þ=2

i¼0

C2
2iþ 1 ¼ 1 for j ¼ 1; 2; . . .; n� 2ð Þ=2

ð6:33aÞ

for n even, and

C2j �
Z1
0

x2
Xn�1

2

i¼0

C2iU2iðxÞ
2
4

3
5 � U2j�2ðxÞ � dx

� C2j�2 �
Z1
0

x2
Xn�1ð Þ=2

i¼0

C2iU2iðxÞ
" #

� U2jðxÞ � dx ¼ 0

Xn�1ð Þ=2

i¼0

C2
2i ¼ 1 for j ¼ 1; 2; . . .; n� 1ð Þ=2

ð6:33bÞ

for n odd.
These systems may look complicated but in fact they are second order poly-

nomials in the elements of C. To solve these systems one needs to implement some
of the methods for solving systems of nonlinear equations. Within the RM soft-
ware the Newton-Raphson [8] iteration was implemented. Note, the C vector
obtained in closed form for the L-filters may an excellent initial solution for this
iterative process.

The values of the C constants obtained in that way are given in Table 6.11 for
polynomials up to 10th order. It is followed by Table 6.12 containing the poles and
Table 6.13 containing the coefficients of the transfer function of the LSM filters.
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6.4 Properties of the CMAC Filters

In this paragraph (mostly by diagrams and tables) the properties of the CMAC
filters will be described.

Frequency domain responses are depicted in the following set of figures.
Transfer functions of 8th order filters were synthesized.

Figure 6.1 depicts the passband characteristics of the 8th order CMAC filters.
Being created under the criterion of maximum asymptotic selectivity, the Halpern
filters may be considered as the solution introducing the largest reflected power of
all. The reader is not to forget that by reducing the value of e2 in (6.1) one may
reduce the passband distortions to any desired value. Of course, the poles and the

Table 6.12 Poles of the transfer function of the LSM filters (Top are the real and bottom the
imaginary parts)

n = 3 –0.407647 –0.795875

±0.872900 0.0

n = 4 –0.283855 –0.688579

±0.926542 ±0.375074

n = 5 –0.199170 –0.521880 –0.648323

±0.953073 ±0.583750 0.0

n = 6 –0.152964 –0.422379 –0.592000

±0.966473 ±0.696754 ±0.249779

n = 7 –0.117928 –0.334199 –0.493642 –0.551073

±0.975225 ±0.773458 ±0.425329 0.0

n = 8 –0.095779 –0.277145 –0.427885 –0.515928

±0.980565 ±0.820992 ±0.540215 ±0.186733

n = 9 –0.077963 –0.228357 –0.360859 –0.450904 –0.482181

±0.984533 ±0.856947 ±0.629234 ±0.332718 0.0

n = 10 –0.065683 –0.194412 –0.313740 –0.405969 –0.458177

±0.987220 ±0. 881412 ±0.690749 ±0.438095 ±0.149110

Table 6.11 C-constants for the LSM filters

n C0(C1) C2(C3) C4(C5) C6(C7) C8(C9)

3 0.735595 0.677422

4 0.816497 0.577350

5 0.539066 0.716797 0.442277

6 0.645810 0.661605 0.381962

7 0.425843 0.629268 0.570416 0.311037

8 0.529322 0.615107 0.516024 0.274191

9 0.349642 0.547621 0.565019 0.451636 0.233753

10 0.446303 0.553681 0.531873 0.409607 0.208768
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corresponding coefficients (given in the tables above) will be changed now. In
addition, two other consequences will be experienced.

First, the value of the attenuation at the cut-off would be reduced too. To
compensate for that (or to restore the 3 dB value at the cut-off) one may implement
re-normalization in the following way.

To find the new poles of the new filter (having reduced attenuation in the
passband while still exhibiting 3 dB at cut-off) one has first to solve the following
equation

1þ e2Knðx2Þ x¼s=jj ¼ 0 ð6:34Þ

and to separate the solutions which lay in the left half of the complex frequency
plane. In that way new transfer function is created which exhibits the following
attenuation value at the cut-off

Fig. 6.1 Passband
attenuation of 8th order
CMAC filters

Table 6.13 Coefficient of the denominator of the transfer function of the LSM filters

s5 s4 s3 s2 s1 s0

n = 3 1 1.6112 1.5770 0.738676

n = 4 1 1.9449 2.3357 1.6423 0.577351

n = 5 1 2.0904 2.9119 2.5154 1.3811 0.376838

n = 6 2.3347 3.6550 3.7126 2.6098 1.1704 0.262424

n = 7 4.1923 4.7414 3.9215 2.2696 0.853673 0.160289

n = 8 6.1169 5.7487 3.9801 1.9802 0.642414 0.104203

n = 9 7.5049 5.8983 3.5225 1.5214 0.431353 0.0611156

n = 10 8.6259 5.9248 3.1115 1.1937 0.301267 0.0380161

s10 s9 s8 s7 s6

n = 6 1

n = 7 1 2.4426

n = 8 1 2.6335 4.8946

n = 9 1 2.7183 5.3970 7.2412

n = 10 1 2.8760 6.0631 8.7367 9.8614
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að1Þ ¼ 10 � logð1þ e2Þ: ð6:35Þ

To re-establish the 3 dB value at the cut-off one needs first to find the frequency
at which the new function reaches 3 dB. In other words one needs to solve for xn

the following equation

3 ¼ 10 � log½1þ e2K x2
n

� �� ð6:36Þ

That is usually done by search of the right hand side with small granularity of x.
After that one should divide (re-normalize) all (new) poles by xn.
Second, the new function, whether it is original or re-normalized, will exhibit

lower attenuation in the stop-band i.e. lower selectivity. The smaller the e2 the
lower the selectivity will be.

In the next we will give a comparative study of the CMAC filters based on the
criteria mentioned above. Note since only Ln x2ð Þ is discussed, the table is valid for
every e2 being simultaneously applied to all four classes without re-normalization.
The first criterion for comparison will be the reflected power as depicted in
Table 6.14.

We will start again with the Halpern solution. Not only it exhibits largest
reflected power it also practically keeps that value (does not improve) with the rise
of the order of the filter. The rest of the filters of the CMAC class reduce the
reflected power with the rise of the order of the filter. Note, the 10th order LSM
reflects 2.1% of the signal power only.

It is of prime interest to establish a mutual relation between the LSM and the
Butterworth filters. That is because the latter are very frequently used while the first
one are almost unknown to the filter design community. By inspection of
Table 6.14 we easily come to the conclusion that the Butterworth filter reflects
larger power in the passband which, as the order of the filter increases, becomes
more than twice as large.

The Legendre filters are seen as a transitional solution between the LSM and the
Halpern filters.

The stopband behaviour will be illustrated based on Fig. 6.2 and several tables.
Looking to Fig. 6.2 where the stopband attenuation is depicted, we may con-

clude that the Halpern filter really produce the largest attenuation at high

Table 6.14 The LSM criterion: Area under the curve Ln x2ð Þ
n
Type

3 4 5 6 7 8 9 10

B 0.1429 0.1111 0.0999 0.0769 0.0667 0.0588 0.0526 0.0476

H 0.3714 0.3143 0.3679 0.3390 0.3663 0.348 0.3654 0.3534

L 0.1619 0.1238 0.1071 0.0894 0.0800 0.0700 0.0640 0.0574

LSM 0.1210 0.0860 0.0610 0.0470 0.0370 0.0300 0.0250 0.0210
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frequencies. One has to weigh that benefit with the passband distortions, however.
On the other end, the Butterworth solution is by high margin the less selective one.

From Fig. 6.2 we may better appreciate the quality of the Legendre filters.
Namely, their selectivity is lower than the one of the Halpern filters but by a small
margin. On the other side their passband distortions are larger than the ones pro-
duced by the LSM filters but, again, by a small margin. In that way we may
conclude that the Legendre filters are offering the best compromise between
selectivity and passband distortion.

These conclusions may be supported by the numerical data given in Tables 6.15,
6.16, 6.17, and 6.18.

Table 6.15 illustrates the slope of the characteristic function at x = 1 for orders
of the filters up to the 10th. It is surprising that the most selective (Halpern) and the
least selective (Butterworth) have the same slope at the cut-off. The L-filters, as

Fig. 6.2 Stopband
attenuation of 8th order
CMAC filters

Table 6.15 The maximum slope of Ln x2ð Þ at x = 1 criterion

n
Type

3 4 5 6 7 8 9 10

B 6 8 10 12 14 16 18 20

H 6 8 10 12 14 16 18 20

L 8 12 18 24 32 40 50 60

LSM 7.288 10.67 15.34 20.10 26.16 32.29 39.74 47.24

Table 6.16 The maximum attenuation at infinity criterion. Value of lim
x!1 Ln x2ð Þ=x2n½ �

n
Type

3 4 5 6 7 8 9 10

B 1 1 1 1 1 1 1 1

H 2 3 6 10 20 35 70 126

L 1.41 2.45 4.47 7.07 13.23 22.14 42 36.37

LSM 1.35 1.73 2.65 3.82 6.22 9.60 16.36 26.30
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expected are by far the steepest one while the LSM filters are, again, surprisingly
steep.

Looking for the asymptotic attenuation, Table 6.16 depicts the highest order
coefficient of the characteristic function. Here we may see that the Halpern filter is
the best by large margin. The Butterworth solution is lagging seriously while the
LSM solution is, again, surprisingly good.

We will come back to these results when discussing the filters with finite
transmission zeros obtained by improving the selectivity of the above class of
filters.

Finally, Tables 6.17 and 6.18 are kind of numerical representation of Figs. 6.1
and 6.2. For example, one may recognize from these tables that even for low orders
of the filters the LSM filters exhibit very low attenuation in the passband e.g. less
the 0.1 dB in 80% of the passband.

The phase and the group delay characteristics of the CMAC filters are depicted
in Figs. 6.3 and 6.4. The group delay is easier to interpret from the phase distortion
point of view since the phase characteristic is deceiving by its shape which looks as
if it is linear.

We may see from Fig. 6.4 that the Halpern filters produce a high peek of the
group delay at the end of the passband. That is not a favorable property if linear
phase is sought in conjunction with selectivity. Namely, in such situations the

Table 6.18 Comparisons of
the attenuation characteristic
of CMAC filters for n = 6

#a(dB)
!x

B L H LSM

0.1 0.7313 0.2899 0.1792 0.8448

0.2 0.7755 0.4032 0.2184 0.8728

0.5 0.8395 0.7600 0.2925 0.9085

1.0 0.8938 0.9407 0.3904 0.9386

30.0 1.7738 1.4417 1.4115 1.5336

50.0 2.6111 1.9915 1.9145 2.1639

70.0 3.8327 2.8389 2.7033 3.1173

100.0 6.0156 4.9601 4.6951 5.4018

Table 6.17 Comparisons of
the attenuation characteristic
of CMAC filters for n = 5

#a(dB)
!x

B L H LSM

0.1 0.6869 0.1726 0.0694 0.7993

0.2 0.7371 0.4661 0.1003 0.8354

0.5 0.8106 0.7005 0.1710 0.8812

1.0 0.8740 0.9221 0.3006 0.9200

30.0 1.9960 1.6144 1.5727 1.7309

50.0 3.1637 2.4300 2.3236 2.6586

70.0 5.0142 3.7700 3.5753 4.1603

100.0 10.0050 7.4417 7.0273 8.2484
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selective filter is followed (in cascade connection) by an additional circuit named
all-pass phase corrector. That circuit is supposed not to affect the amplitude char-
acteristic while correcting the phase. Since the phases (and, consequently group
delays) of two cascaded networks add to each other the goal is that the overall (the
sum) group delay to become constant which means the phase characteristic will
become linear. Fact is, unfortunately, that the schematic of the all-pass phase
corrector is most frequently more complicated than the schematic of the selective
part of the overall filter. It may be relaxed if one chooses an approximation solution
with lower peak of the group delay.

Looking to Fig. 6.4 it seem that from this point of view the LSM solution will
provide for all three: low passband distortions, acceptable selectivity, and low phase
distortions. This claim was elaborated in [9].

The time domain responses of the CMAC filters of 8th order are depicted in
Figs. 6.5 and 6.6. For now we may recognize that two pairs are formed. The first
one is the Butterworth and the LSM filters while the second is made of the
Legendre and Halpern filters.

Fig. 6.4 Group delay
characteristics of 8th order
CMAC filters

Fig. 6.3 Phase
characteristics of 8th order
CMAC filters
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We will speculate here that this pairing is a consequence of the shape of the
passband amplitude characteristic. Namely, the first pair is related to very small
distortions in the lower part of the passband where most of the energy of the signal
is located while the second pair exhibits substantial reflection of the signal power.

We will discuss these responses with more detail in the next chapter where the so
called Chebyshev filters will be studied.

6.5 Design Example

In this paragraph we will show the synthesis results for an 8th order LSM filter
performed by the CMAC program of the RM software.

First excerpts will be given from the transfer function synthesis program.

Fig. 6.6 Responses to a
Dirac pulse of the 8th order
CMAC filters

Fig. 6.5 Step responses of
the 8th order CMAC filters
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Program CMAC SYNTHESIS OF CMAC FILTERS

Project name:  lsm_8
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Order of the numerator=0 Order of the denominator n=8
Function type=4 Maximum pass-band attenuation=3.01030e+000
The transfer function is re-normalized to show Anorm=3.00000e+000 dB at the pass-
band edge of fc=1.00000e+005 Hz

LSM-FILTERS 

================================================================= 
General information
The constants  C :

5.861261183e-001    6.512512426e-001    4.775842446e-001   
 6.512512426e-002   

Area under the Ln(w**2) curve=1.067294840e-001 
Inflection points:  3.125048143e-001  6.953692630e-001   
Order of denominator=8, Order of numerator=0

================================================================= 
The rest of calculations are performed for passband attenuation of 3.000000 
[dB]

================================================================= 
All zeros at infinity

================================================================ 
real pole Imag. pole

-1.096573351e+000  1.057013372e-001
-1.096573351e+000  -1.057013372e-001 
-1.271142352e-001  9.746006678e-001
-1.271142352e-001  -9.746006678e-001 
-3.784561168e-001  7.554555813e-001
-3.784561168e-001  -7.554555813e-001 
-6.363272680e-001  3.470964773e-001
-6.363272680e-001  -3.470964773e-001 

=============================================================== 
Coefficients of the squared modulus of the characteristic function (ascending) (s**2) 
-1.110223025e-016 -0.000000000e+000   4.942619340e-001   
3.044760292e+000   5.595749207e+000 -1.373229932e+000   
-9.778986741e+000 -1.184813034e+000 5.170955242e+000   
Coefficients of the squared modulus of the characteristic function (ascending) (w**2) 
-1.110223025e-016   0.000000000e+000 4.942619340e-001   
-3.044760292e+000   5.595749207e+000   1.373229932e+000
-9.778986741e+000   1.184813034e+000   5.170955242e+000
Coefficients of the denominator of the transfer function (ascending) 
4.397588727e-001   2.441869896e+000   6.779543246e+000   
1.221903753e+001   1.569948704e+001   1.467939277e+001   
9.906940341e+000   4.476941941e+000   1.000000000e+000   

122 6 Low-Pass Selective Filters with Critical Monotonic Amplitude …



Second, excerpts will be given from the transfer function analysis program 
(LP_Analysis). Note, the drawings depicted in Fig. 6.1 to Fig. 6.6 are all creat-
ed based on the results produced by the LP_Analysis program. 

*************************************************************************
The cut-off frequency defined by 6.00000e+001 dB is equal to 2.14468e+005

 ************************************************************************* 
delay time (at 0.5)=9.47500e-006   rise time (0.1-0.9)=4.83509e-006   

*************************************************************************
The number of oscillations at the beginning of the step response is=1
 time=4.77465e-009   value of the extremum=2.09441e-016

*************************************************************************
The number of oscillations at the end of the step response is=16
time=1.44253e-005   value=1.17298e+000 
 time=1.98113e-005   value=9.13266e-001 
 time=2.49719e-005   value=1.05122e+000 
 time=3.00695e-005   value=9.67806e-001 
 time=3.51558e-005   value=1.02139e+000 
 time=4.02650e-005   value=9.85644e-001 
 time=4.53903e-005   value=1.00960e+000 
 time=5.05231e-005   value=9.93615e-001 
 time=5.56538e-005   value=1.00424e+000 
 time=6.07846e-005   value=9.97186e-001 
 time=6.59153e-005   value=1.00187e+000 
 time=7.10481e-005   value=9.98760e-001 
 time=7.61768e-005   value=1.00082e+000 
 time=8.13056e-005   value=9.99454e-001 
 time=8.64384e-005   value=1.00036e+000 

*************************************************************************

6.6 Developer’s Corner

It will be repeated several times throughout these texts that both transfer function
synthesis and circuit synthesis needs a powerful and robust high order polynomial
solver. That is not only because we need to analyze the transfer function synthesis
results but for creation networks, too.

Next, we owe to the reader additional information on the subject of critical
monotonic characteristic function. What we intend to describe will probably be a
nice music into the ears of potential program developer who is not very familiar
with orthogonal polynomials and hyper-geometric functions as such. Namely, there
is an alternative method to describe the CMAC function which is involving the
attenuation zeros (zeros of the characteristic functions) in place of the polynomials
given above.

6.5 Design Example 123



For odd filter orders one may write [10, 11]

dLn x2ð Þ
dx

¼ A � x �
Yn�1ð Þ=2

i¼1

ðx2 � x2
i Þ2; ð6:37Þ

where we choose:

A ¼ 1=
Z1

0

x �
Yn�1ð Þ=2

i¼1

ðx2 � x2
i Þ2dx ð6:38Þ

which leads to K(1) = 1. The integral of (6.37) is the CMAC polynomial. Similar
expression may be written for even order filters. It is obvious that instead of the
C vector, to create a proper filter function under some criterion, one is to do with
the abscissas of the inflection points ± xi.

We do not claim that any of these two representations is favorable. Simply, the
one accepted in this book was more frequently elaborated in literature. Interested
filter designer and skilful programmer may find the latter method more convenient
and proceed that way.

In a subsequent chapter, the characteristic function of this kind will be extended
with poles of attenuation to raise the selectivity. Once the polynomial (6.37) was
created, however, as concerns the algorithm for finding the attenuation poles and
the final results, there will be no difference at all as to which way the original
polynomial characteristic function was created.
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Chapter 7
Chebyshev and Modified Chebyshev
Filters

Chebyshev (C) filters are among the most frequently used. Their transfer function is
obtained via the characteristic function (which is introduced in this chapter) to offer
the most selective polynomial filters of all. In addition, their amplitude character-
istic in the passband is equi-ripple. The value of the ripple (or the maximum
passband attenuation) may be controlled by a single parameter assigned before the
poles of the function are obtained by solving the so called Feldkeller equation.
Since to accommodate the resistive terminals of the passive LC realization of even
order C filters needs a transformer, we here, for the first time, introduce the
Modified Chebyshev (MC) filter. The MC behaves in the passband as if the order of
the filter was reduced by one while keeping the asymptotic slope of the original
even order filter. In order to get a feeling about the mutual advantages and disad-
vantages of the CMAC and the Chebyshev filters comparisons are given of the
attenuation, group delay and time domain responses as well as the sensitivity of the
attenuation characteristics to variation of the circuit element values. Elaborated
example of synthesis of a C filter is given, too.

7.1 Introduction

The most popular non-monotonic amplitude characteristic is the one exhibiting
equi-ripple amplitude characteristic in the passband. Since it is obtained by use of
Chebyshev polynomials it was named Chebyshev. For a given variation of the
amplitude in the passband this characteristic exhibits the largest selectivity of all.

Since the pass-band attenuation touches the abscissa maximum number of times,
one may state that this class of filters has all its attenuation zeroes distinct and
laying on the axis of real frequencies.
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The attenuation characteristic of a 9th order polynomial Chebyshev low-pass
filter having 0.75 dB maximum attenuation in the passband is depicted in Fig. 7.1.

It is important to mention that for even order Chebyshev filters the amplitude
characteristic does not start with unity gain (or attenuation of 0 dB). In fact, the gain
at the origin is equal to the minimum passband gain. When passive LC ladder
physical realization is sought, this leads to filters with unequal terminal resistances.
The resistance of the load is different than the resistance of the source. To
accommodate for equal resistances one would need an additional transformer.

To avoid this, theRM software provides with a special routine which allows for
the gain to start at the unity for the price of slight reduction of the selectivity since
one order of freedom is partly sacrificed so that the amplitude characteristic has an
additional inflection point at the origin. If this option is used, for example, the 16th
order filter will have attenuation as depicted in Fig. 7.2. It will exhibit slightly
smaller selectivity than the normal 16th order Chebyshev polynomial filter while
still more selective than its 15th order counterpart which have similar passband
response. This comparison is illustrated in Fig. 7.3 for the case of the 8 and 7th
order filters.

Figure 7.4 depicts the group delay characteristic of the 7th order Chebyshev
filter. As can be seen strong distortions may be observed even deep in the passband.
Note, since the area under the group delay curve is equal to n � p/2 � 11, one would
expect (for the ideal group delay characteristic approximation in the passband) the
constant group delay in the passband to be approximately 11 s. In fact, it is
approximately twice as small. To compensate for the group delay nonlinearities, if
necessary, one is to add an all-pass corrector whose group delay occupies an area as

Fig. 7.1 Attenuation characteristics of the Chebyshev filter for n = 9 with passband attenuation of
0.75 dB. The characteristic is renormalized so as to produce 3 dB at the cut-off frequency
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depicted with the dashed line rectangle in the figure. That means that (approxi-
mately) one will need a 6th order corrector which in most realizations are much
more complicated a circuit than the filter itself.

We will come back to the time domain response of the Chebyshev filters and its
properties.

Fig. 7.2 Attenuation characteristic of a modified Chebyshev polynomial filter of 16th order. The
passband attenuation is 3 dB

Fig. 7.3 Attenuation characteristics of original and modified equi-ripple passband polynomial
filters
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7.2 The Chebyshev Polynomial and the Characteristic
Function

The Chebyshev polynomials of the first kind are defined by the recurrence relations

T0 xð Þ ¼ 1 ð7:1Þ

T1 xð Þ ¼ x ð7:2Þ

and

Tnþ 1 xð Þ ¼ 2 � x � Tn xð Þ � Tn�1 xð Þ: ð7:3Þ

The characteristic function of the nth order Chebyshev (Type 1) filter is given by

Kn x2� � ¼ Tn xð Þ½ �2x¼xj : ð7:4Þ

Accordingly, the amplitude characteristic is given by

H xð Þj j ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e2Kn x2ð Þp ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ e2 Tn xð Þ½ �2
q ð7:5Þ

where e was defined earlier.

Fig. 7.4 Group delay characteristics of the Chebyshev filter for n = 7
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Of course, to find the transfer function one needs first to solve the following
equation (similarly to the CMAC case)

1þ e2 Tn xð Þ½ �2x¼s=jj ¼ 0 ð7:6Þ

and to separate the poles belonging to the left half of the complex frequency plane.
If coefficients of the denominator of the transfer function are sought one needs to
have a routine to calculate them from the poles just obtained.

Due to the nature of the function used, formulas were developed [1] for the
location of the poles as follows

pm ¼ � sinh
1
n
� ar sinh

1
e

� �� �
� sinðhmÞ

þ j � cosh
1
n
� ar sinh 1

e

� �� �
� cosðhmÞ

ð7:7Þ

where hm ¼ p
2 � 2m�1

n and m = 1, 2,…, n.
Despite the fact that this expression looks attractive, the RM software uses a

polynomial solver for (7.6) so making the procedure of evaluation of the poles
common for all types of denominator polynomials of the amplitude squared.

7.3 The Modified Chebyshev Characteristic Function

The modified Chebyshev polynomial may be defined as:

Tn;mod x; xð Þ ¼ x2 �
Qn=2�1

j¼1 x2 � x2j
	 


Qn=2�1
j¼1 1� x2j

	 
 : ð7:8Þ

In (7.8) x stands for the unknown zeros of the modified Chebyshev polynomial
as depicted in Fig. 7.5. Normalization so as Tn;mod 1ð Þ ¼ 1 is implemented. n is an
even number!

To find x an iterative procedure is implemented in the Chebyshev program of
the RM software. It runs as follows.

For a given initial solution for x:
STEP 1: Find the abscissas of the extrema points of Tn;mod xð Þ. The resulting

vector is x as depicted in Fig. 7.5.
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STEP 2: Solve, for one step only, the following system of nonlinear equations
(i.e. find the corrections of x and correct it only once)

Tn;mod x;xið Þ¼ �1ð Þiþ 1; for i ¼ 1; . . .; n=2� 1: ð7:9Þ

In fact, using a Newton-Raphson iterative solution procedure [2], one has to
solve the following system of linear equations

Xn=2�1

k¼1

@Tn;mod x;xið Þ
@xk

� Dxk ¼ �Tn;mod x;xið Þþ �1ð Þiþ 1; for i ¼ 1; . . . ; n=2� 1:

ð7:10Þ

STEP 3: Check for convergence. In this step we usually check for the norm
Dxk k to be smaller than a previously chosen small number d, e.g. d = 10−6. If

necessary continue with STEP 1.
As an initial solution one may use the roots of that Chebyshev polynomial (only

the positive half) of the lover odd order (i.e. of the order m = n-1) which are found
to be given as

xk ¼ cos
p kþ 1=2ð Þ

m

� �
; for k ¼ 0; 1; 2; . . . ;m� 1: ð7:11Þ

As for the derivatives involved in (7.10) one may use the following develop-
ment. First we find

Fig. 7.5 Definition of the
modified Chebyshev
polynomial
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@Tn;mod x; xð Þ
@xk

¼ x2 �

Yn=2�1

j ¼ 1

j 6¼ k

x2 � x2j
	 


�

8>><
>>:

9>>=
>>;

�2xkð Þ �
Yn=2�1

j¼1
1� x2j

	 


�
Yn=2�1

j¼1
1� x2j

	 
n o
�

Yn=2�1

j ¼ 1

j 6¼ k

1� x2j
	 


8>><
>>:

9>>=
>>;

�2xkð Þ

Qn=2�1
j¼1 x2 � x2j

	 
h i2
ð7:12Þ

This may be rearranged so that

@Tn;mod xið Þ
@xk

¼ �2x2xk �
Qn=2�1

j¼1 x2 � x2j
	 


Qn=2�1
j¼1 1� x2j

	 
 �
1

x2�x2k
� 1

1�x2k

	 

Qn=2�1

j¼1 1� x2j
	 


¼ Tn;mod xið ÞQn=2�1
j¼1 1� x2j

	 
 � 2xk x2 � 1ð Þ
x2 � x2k
� � � 1� x2k

� �
x¼xij

ð7:13Þ

Similar developments will be necessary whenever we need to manipulate the
characteristic function of a filter in which factored form of a polynomial appears.

As for the abscissas of the extrema points, xi, i = 1, 2,…, n/2–1, one may use
the modified secant method as follows.

Since, in fact, we are solving the equation

dTn;mod x; xð Þ
dx

¼ 0 ð7:14Þ

n/2-1 times, we have to repeat the following.

STEP 1: Set k 2 1; n=2� 1ð Þ, start with k = 1 and d (to ensure accuracy after
convergence, e.g. d = 10−6).

STEP 2: Choose l = 0, al ¼ xk�1 and bl ¼ xk
STEP 3: Compute

fa ¼ dTn;mod x; xð Þ
dx x¼alj

ð7:15aÞ

fb ¼ dTn;mod x; xð Þ
dx x¼blj

ð7:15bÞ
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STEP 4: Compute

cl ¼ bl � fb
bl � al

fb � fa
ð7:16Þ

STEP 5: Check for convergence i.e. if cl � bl
�� ��� d.

If yes xk ¼ cl; and if k = n/2–1, END.
If k < n/2–1, increment k by 1and continue with STEP 2.
Else, compute

fc ¼ dTn;mod x; xð Þ
dx x¼clj

ð7:17Þ

Increment l by 1 and
If fc∙fa > 0 select al= cl−1, fa = fc and bl= bl−1 and continue with STEP 4, or
If fc∙fa < 0 select al= al−1 and bl= cl−1, fb = fc and continue with STEP 4.

7.4 Synthesis Example

Below is an excerpt from the textual report of the Chebyshev program. To save
space some of the output data are edited and rearranged in a form of a table.

134 7 Chebyshev and Modified Chebyshev Filters



7.4 Synthesis Example 135



The set of figures (Fig. 7.6) represent the properties of the fifth order Chebyshev
filter in time and frequency domain.

The first question of interest which may pose a beginner in filter design is the
following. Suppose one reduces the maximum passband attenuation of a Chebyshev
filter while keeping the attenuation at the cut-off at 3 dB, will the Chebyshev filter’s
attenuation characteristic converge to the Butterwort solution? To answer that we
made an experiment the result of which are depicted in Fig. 7.7.

Figure 7.7 depicts four Chebyshev filters of the 7th order. The maximum
passband attenuation was swept from 1 dB, via 0.1 dB and 0.01 dB, to 1 mdB. By
inspection of the results we easily come to the conclusion that for all practical
values of the maximum passband attenuation, the Chebyshev filter keeps its main
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property to be the most selective one. As for the passband, one may say that when
the Chebyshev filter goes below 0.1 dB it becomes preferable too.

Fig. 7.6 Chebyshev 5th
order, a time domain
responses b overall
attenuation and group delay
and c phase and gain
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Fig. 7.7 7th order Chebyshev filter with various maximum passband attenuation compared with
the Butterworth solution of the same order, a passband attenuation and b stopband attenuation

Fig. 7.8 Definitions related
to the step response of a filter
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7.5 Discussion and Some Comparisons

Let us now consider a parallel between the Chebyshev and the CMAC filters [3].
Unless otherwise stated the comparisons will be based on the 5th order filter.
Chebyshev filter exhibiting passband attenuation of 1 dB but renormalized to 3 dB
at the cut-off, will be used.

We will start with the time domain responses. The parameters of the step and
pulse responses of the CMAC and Chebyshev filters, as defined by Fig. 7.8, are
quantified in Table 7.1. For illustration purposes Figs. 7.9 and 7.10 represent the
step and pulse responses.

The LSM filter (followed by the Butterworth) is seen as fastest since it exhibits
the smallest delay (td) and rise (tr) time. On the other end is the Chebyshev filter
exhibiting largest delay and rise times. As for the overshoot (c) and undershoot (d)
the Butterworth filter (followed by the LSM) has the smallest ringing about its final
value. Note, according to this the LSM filter would produce the largest opening of
the eye diagram since it has the smallest undershoot. The Chebyshev filter is seen to
have the largest undershoot in the step response as already mentioned. Finally,
looking to the pulse response, the Butterworth filter (followed by the LSM) have the
largest value of the main lobe as depicted in the last column of Table 7.1. All
together, from the time domain prospective the LSM and the Butterworth filters
would be compared favorably to all others (Table 7.2).

Let consider the comparisons of the attenuation characteristics. Figure 7.11
depicts the passband attenuation while Fig. 7.12 the stopband attenuation of the
group of filters under consideration. Looking to the passband, we have here a
Chebyshev filter whose maximum passband attenuation is kind of a compromise
between the Halpern solution, having the largest distortions, and the LSM solution
having the lowest distortion. One is to notice the presence of a lobe at low fre-
quencies for the Chebyshev filter and ever large attenuation in the passband of the
Halpern filter. We think that these values are related to the undershoot of the step

Table 7.1 Parameters of the time domain responses of the 5th order Chebyshev and CMAC
filters

Type Step response Dirac
response

Normalized
delay time
td (s)

Normalized
rise time
tr (s)

Over-
shoot
c (%)

Under-
shoot
d (%)

Main
lobe

Butterworth 3.494 2.561 12.777 4.349 0.365

Papoulis 4.252 2.867 13.282 7.208 0.333

Halpern 4.453 3.121 4.883 9.286 0.307

LSM 3.207 2.482 11.466 3.751 0.376

Chebyshev
(1 dB)

4.722 3.109 10.171 13.792 0.309
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Fig. 7.9 Step responses of the CMAC and a Chebyshev filter

Fig. 7.10 Pulse responses of
the CMAC and a Chebyshev
filter

Table 7.2 Parameters of the time domain responses of the 7th order Chebyshev and CMAC
filters

Filter type Step response Dirac
response

Normalized
delay time
td (s)

Normalized
rise time tr (s)

Over-
shoot
c (%)

Under-
shoot
d (%)

Main
lobe

Butterwort 4.831 2.788 1.154 0.935 0.345

Papoulis 6.146 3.208 1.163 0.907 0.307

Halpern 6.438 3.480 1.078 0.895 0.280

LSM 5.527 3.005 1.170 0.918 0.325

Chebyshev
(1 dB)

6.669 3.424 1.121 0.843 0.288

140 7 Chebyshev and Modified Chebyshev Filters



response since they “suffocate” part of the spectrum of the input signal carrying
large energy. With no doubt the LSM response in the passband is preferable. The
Papoulis (Legendre) filters may be considered as a good transition between
Butterworth and LSM from one side and Halpern and Chebyshev on the other.

As for the stopband attenuation the situation is opposite. Chebyshev is unap-
proachable and it is followed by the Halpern filter. On the other side are LSM and
Butterworth the latter being unapproachable, too. Here again, the Papoulis filters
may be considered as a transition.

The group delay of the Chebyshev filter was already mentioned. As can be seen
from Fig. 7.13 it has the largest distortions of all. We say “distortions” since the
group delay is derivative of the phase and when it is not constant the phase looses
linearity. Note, here the passband attenuation is 1 dB as opposed to Fig. 7.4 where
it was 3 dB. Not only it has large main lobe but also has large lobes within the
passband which makes the synthesis of a phase corrector circuit extremely difficult
which we will discuss later on. Correcting the phase of the Legendre, LSM and
Butterworth filters is not such a difficult task since the passband group delay is
practically monotonic. Of course, the Butterworth filter is the easiest to correct since
even its main lobe is small. We will come back to this issue later on when corrector
synthesis discussed.

Fig. 7.11 Passband
attenuation of the CMAC and
a Chebyshev filter

Fig. 7.12 Stopband
attenuation of the CMAC and
a Chebyshev filter
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To complete the comparisons the derivative of the passband amplitude charac-
teristic will be considered. It will be used as a measure for the sensitivity of the
attenuation characteristic on the variation of the circuit parameters. To get that
measure we use the following [4].

The attenuation and the characteristic function are connected by the relation:

a ¼ 10 � log 1þK x2� �� 
; ð7:18Þ

So that the derivative of the attenuation is

@a
@x

¼ 10
ln 10ð Þ �

1
1þK x2ð Þ �

@K x2ð Þ
@x

: ð7:19Þ

Now, as shown in [4] for the partial increment of the attenuation (Dai) being
consequence of a change of a single circuit element change (Dxi), one may write

Dai ¼ Dxi
xi

� x � @a
@x

¼ Dxi
xi

� F xð Þ ð7:20Þ

where xi is the value of the ith parameter of the circuit.
Figure 7.14a depicts the function F(x) for a 7th order monotonic (Halpern) and

Chebyshev (with 3 dB minimum passband attenuation) filters. It is obvious that
despite the large value of the passband attenuation produced by the Halpern filter,
due to its critical monotonicity, the sensitivity may be stated as incomparably
smaller than the corresponding Chebyshev filter in the whole passband.

The next example goes even further. Figure 7.14b represents the value of F(x)
for 9th order LSM and 7th order Chebyshev (with 1 dB maximum passband
attenuation but renormalized to produce 3 dB at the cut-off) filters. The LSM filter
is chosen to be of higher order in order to get almost equal (slightly more selective)
stopband attenuation characteristic as the Chebyshev one. It is easy to notice that
even in 95% of the passband the LSM filter produces smaller absolute value of F(x)
than the Chebyshev one.

Fig. 7.13 Group delay of 5th
order monotonic (CMACs)
and Chebyshev filters
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To further exemplify, suppose that the relative tolerance of the ith parameter be
100 � Dxi=xi ¼ 1%. From Fig. 7.14b at the normalized angular frequency of
x = 0.85 rad/s for the LSM filter we read F(x) = 0.092 so that the partial increment
is (Dai)LSM = 0.01 � 0.092 = 9 � 2�10−4 dB. At the same normalized angular fre-
quency for the Chebyshev filter we read F(x) = 3.43, so that (Dai)C = 0.01 �
3.43 = 0.343 mdB which is 35 times larger. Note that the increments due to sep-
arate elements get added to produce much larger overall increment. In a complex
system that would mean the advantage of CMAC filters is substantial.

Fig. 7.14 Derivative of the characteristic function multiplied by the angular frequency (The
function F(x)) of the a 7th order monotonic (Halpern) and Chebyshev (3 dB) filters and b 9th
order LSM and 7th order Chebyshev (1 dB) filters
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7.6 Developer’s Corner

Having explicit expression for its zeros (Eq. 7.11) one may generate the Chebyshev
polynomial in a factored form

Tm x; xð Þ ¼
Qm�1

i¼0 x� xið ÞQm�1
i¼0 1� xið Þ : ð7:21Þ

This expression may become useful as an initial solution in subsequent devel-
opments where the characteristic function becomes rational.
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Chapter 8
Low-Pass Selective Filters
with Increased Selectivity

The characteristic function of the polynomial (CMAC and C) filters available, when
requirements for increased selectivity is to be satisfied, a question arises as to what
is better from the circuit complexity point of view: to increase the order of the filter
(the order of the polynomial) or to introduce transmission zeros on the x-axis so
making the transfer function rational. This dilemma is regularly avoided in the
literature and no solutions are offered which would help the designer to come to
“the cheapest” physical system. Here we propose an algorithm for introduction of
arbitrary (up to the maximum possible) number of transmission zeros located on the
x-axis based on the minimum stopband attenuation. It is shown by examples that
by introduction of transmission zeros benefits are collected in both the passband and
the stopband compared to polynomial solutions extended to the same circuit
complexity. In the stopband the selectivity is raised while in the passband the
reflected power is decreased (the attenuation in all but the upper end of the passband
is reduced). Special extension of this chapter is related to the transfer functions with
multiple transmission zeros including the ones exhibiting maximally flat attenuation
in the origin.

8.1 Introduction

Having the characteristic function of a selective polynomial filter one may produce
even more selective one by adding transmission zeros. In order not to significantly
disturb the original characteristic function i.e. in order to preserve (as much as
possible) its passband behavior, the “amplitude correction” is performed in the
characteristic function domain. In that way the newly synthesized function will
have new poles and zeros as compared with the original one.
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As may be seen from simple analysis (and the examples) given below the
method implemented by the Chang_1 program of the RM software will lead to a
new attenuation characteristic having lower attenuation in the passband than the
original one while introduction transmission zeros being responsible for dramatic
increase of selectivity.

In this chapter we will first describe a procedure for transfer function synthesis of
amplitude corrected selective low-pass filters with distinct transmission zeros. That
will be followed by analysis of the effects of the correction. Then, a special case
will be described related to transfer functions with multiple transmission zeros.
Discussion of the properties of such a new paradigm will be given, too. Design
examples will be included.

8.2 A Procedure for Amplitude Characteristic Correction
of Selective Polynomial Filters

The amplitude characteristic of a filter may be expressed as

HðjxÞj j ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e2KðxÞ

p
: ð8:1Þ

Here K(x) is the characteristic function while e is a normalization constant

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10

amax
10 � 1

p
ð8:2Þ

where amax is the maximum passband attenuation reached at the cut-off which, in
turn, hereafter is normalized to unity.

The characteristic function of a polynomial filter is given by

Lnðx2Þ ¼
Xn
k¼0

akx
2�k: ð8:3Þ

This will be used as a prototype low-pass polynomial solution. The values of the
coefficients ak are given in Tables 8.1, 8.2, 8.3, 8.4 for the Halpern, Papoulis, LSM
and Chebyshev filters, respectively. Note, for Butterworth filters one has

ak ¼ 0 for k\ n
1 for k ¼ n

�
: ð8:4Þ

Given a prototype polynomial filter, to get a “corrected” characteristic function
exhibiting higher selectivity one may use the following
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Kðx;xÞ ¼
Qm=2

i¼1 ðx0 � x2i Þ2Qm=2
i¼1 ðx2 � x2i Þ2

� Lnðx2Þ ð8:5Þ

where m is the (even) order of the numerator of the new transfer function and x2i ,
i = 1, 2,…, m/2, are the unknown abscissas of the attenuation poles at the x-axis in
the stopband. Note the analogies: transmission zeros are equivalent to transfer
function zeros and consequently to attenuation poles. On the opposite side are
attenuation zeros which are zeros of the characteristic function and do not appear
explicitly in the transfer function. x stands for the vector representing the unknown
attenuation poles. x0 is the cut-off angular frequency which, from now on, will be
considered equal to unity. Note that the numerator is chosen such as the characteristic
function to be equal to unity at the cut-off as Lnðx2Þ is already equal to unity.

Since, in the passband, x < x0, every difference in de denominator of the new
characteristic function will be larger than the difference in the numerator, one may
conclude that the pass-band attenuation will be reduced in whole pass-band except
for x = x0 no matter which prototype is used.

With respect to Fig. 8.1, to find the values of xi, i = 1, 2,…, m/2, one has to
solve iteratively the following system of equations

e2 � Kðyj; xÞ ¼ e2 � Kmin for j ¼ 1; 2; . . .;m=2: ð8:6Þ

In the above yj stands for the abscissas of the minimums of the characteristic
function in the stopband, and e2 � Kmin is the required maximum obtained as a
solution of

10 � log½1þ e2Kmin� ¼ amin ð8:7aÞ

or

e2 � Kmin ¼ 10amin=10 � 1 ð8:7bÞ

where amin is the required minimum stopband attenuation.

Fig. 8.1 Definition of the
optimization problem
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There were some attempts to produce this kind of characteristic function
reported in the literature. We will group them in two categories: the ones which use
nonlinear frequency transformations [1, 2], and the others related to specific pro-
totype polynomial [3–6].

To avoid any limitation we will here propose an iterative procedure which will
allow to produce new selective characteristic function based on any prototype,
being of arbitrary order (n), and having arbitrary number of transmission zeros (m).
Of course no restrictions will be imposed to the maximum passband attenuation
amin and minimum stopband attenuation amax.

Both x and y are unknown at the beginning. The procedure starts with a guess
for x. Then it calculates y and solves (for one corrective step only) for the incre-
ments of x. That allows for the iterative process to proceed. To get a robust
algorithm working with any kind of polynomial characteristic functions of any
order n, any number of attenuation poles m, and any value of amin and amax, one
needs to implement a restrictive iteration damping of the Newton-Raphson process.
In the next details about the procedure and some results will be given.

To start with we need a procedure to extract the abscissas of the maximums of
the characteristic function in the stopband. To that end the derivative of the char-
acteristic function (8.5) is found to be

dKðx2Þ
dx

¼ Kðx2Þ � 1
Lnðx2Þ �

Lnðx2Þ
dx

� 2 �
Xm
j¼1

x

x2 � x2j

" #
: ð8:8Þ

Here the multiplicative constant e2 is omitted for convenience. Now, the zeros of
the characteristic function, if real, all belong to the passband so that the zeros of its
derivative in the stopband may be found as the zeros of the following equation

1
Lnðx2Þ �

Lnðx2Þ
dx

� 2 �
Xm
j¼1

x

x2 � x2j
¼ 0: ð8:9Þ

Figure 8.2 depicts the value of the left hand side of this equation as a function of
frequency for 8th order Butterworth prototype. In this case m = 3 was used and

Fig. 8.2 The left hand side of
Eq. (8.9) as a function of
frequency for 8th order
Butterworth prototype
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x1 = 1, x2 = 2 and x3 = 3 were chosen for illustration purposes only. From the
figure we may see that the zeros of (8.9) belong to the intervals

yj 2 xj; xjþ 1
� �

for j ¼ 1; 2; . . .;m ð8:10Þ

with xm+1 = ∞. Having that, one may use the modified secant method described in
the previous chapter to solve for the locations of the maximums of the characteristic
function y.

Having the abscissas of the maximums of the characteristic function y, we may
proceed with solving of (8.6) for x.

Since it is a system of nonlinear equations with respect x, we apply the
Newton-Raphson linearization to get the following system of linear equations

Xm=2
k¼1

@Kðyj; xÞ
@xk

� Dxk ¼ �Kðyj; xÞþKmin for j ¼ 1; 2; . . .;m=2: ð8:11Þ

This is to be solved once and the new values for the locations of the transmission
zeros calculated:

x ¼ xþDx: ð8:12Þ

If Dxk k is not satisfactorily small (e.g. smaller that 10−6) we repeat the calcu-
lation of y and so close the iterative loop.

For the formulation of (8.11) one may use the following

@Kðyj; xÞ
@xk

¼ 2 � Kðyj; xÞ �
xk � ð1� y2j Þ

ðy2j � x2kÞð1� x2kÞ
: ð8:13Þ

Good initial solutions are normally necessary for the iterative process to con-
verge. If good enough these may accelerate the process, too. It was our experience
that the following is satisfactory

xk ¼ xs � 1þ 1:5 � k
m=2

� �
for k ¼ 1; 2; . . .;m=2: ð8:14Þ

where xs is the desired frequency at which the characteristic function reaches
(looking from the passband side it rises to) e2 � Kmin for the first time.

Note, Newton-Raphson has quadratic convergence which means it produces the
largest increment at the very beginning of the iterative process. That may prevent
convergence. The reader is advised to use

x ¼ xþ b � Dx ð8:15Þ

instead of (8.12), with b < 1 or even b � 1 at the beginning of the iterations.
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8.3 Properties of Amplitude Corrected Selective
Polynomial Filters

In this paragraph we will demonstrate results of implementation of the procedure
described above. The examples will include all four CMAC classes and the
Chebyshev filters. The value of m will be varied to produce a notion on its influence
to the overall solution. Note, the special case when Butterworth characteristic
function is used as a prototype and the number of transmission zeros is largest
possible (i.e. m = n −1 for n odd and m = n −2 for n even) is widely known as
Inverse Chebyshev filter.

The first analyses will be related to the solutions where maximum number of
transmission zeros are introduced. Some results are depicted in Figs. 8.3 and 8.4 as
well as in Tables 8.5 and 8.6. Filters of 7th and 8th order were used as prototypes to
be improved. Note, the Chebyshev prototype has 3 dB maximum attenuation all
over the passband.

Let begin with discussion of the effects on the selectivity. First of all, one may
notice in both Figs. 8.3 and 8.4 that the mutual relation of the prototypes was not
changed. That, of course was expected. By comparing the first two rows in
Tables 8.5 and 8.6 one may conclude that substantial rise of the selectivity was

Fig. 8.3 a Passband and
b stopband attenuation
characteristic of amplitude
corrected selective
polynomial filters of 7th order
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Fig. 8.4 Passband (top) and stopband (bottom) attenuation characteristic of amplitude corrected
selective polynomial filters of 8th order, a passband and b stopband attenuation

Table 8.5 Normalized upper edge of the transition band (xs) for 7 and 10th order polynomial and
7th order corrected selective filters with maximum number of transmission zeros

Type Chebyshev Butter-worth Halpern Papoulis LSM

Polynomial 7th order 1.4217 1.9313 1.4569 1.4966 1.8456

Corrected 7th order 1.0824 1.3006 1.1358 1.1460 1.2683

Polynomial 10th order 1.1636 1.5852 1.2309 1.2505 1.3871

Table 8.6 Normalized upper edge of the transition band (xs) for 8th order polynomial and
corrected selective filters with maximum number of transmission zeros

Type Chebyshev Butterworth Halpern Papoulis LSM

Polynomial 8th order 1.2595 1.7788 1.3563 1.3872 1.6215

Corrected 8th order 1.0586 1.2358 1.0998 1.1066 1.1814
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obtained in all cases. For example, in the case of 7th order Chebyshev filter the
transition region is reduced almost four times. Similar is the case with the LSM
filters. The order of the prototype polynomial increased (Table 8.6) even larger
relative improvement is obtained.

To fully verify the benefits of the introduction of transmission zeros we made an
experiment. Namely, we raised the order of the 7th order prototype by three to
equalize the number of freedoms with the improved functions. The results are
depicted in the third row of Table 8.5. It may be seen that the improvement are
almost halved in comparison with the case where transmission zeros were
introduced.

Let consider now the effects on the passband attenuation. As already mentioned
the corrective function keeps the attenuation at the cut-off untouched while reducing
it as the frequency decreases toward the origin. That may be observed in both
Figs. 8.3 and 8.4. The function which benefitted the most is the Chebyshev one
since it has large values at the lower frequencies of the passband as shown in
Fig. 7.7. The next function to benefit the most is the Halpern while the LSM
function is the one which benefits almost nothing.

Based on the results described here one has to seriously consider the issue of the
complexity (the value of n and m) of the filter no matter which technology will be
used. Namely, it seems that the Chebyshev and the Halpern filter are not so
repulsive any more as the passband attenuation is considered.

To complete the story one more example will be given. Namely, the algorithm for
evaluation the locations of the transmission zeros described above is not affected by
the number of zeros as long as it satisfies m < n. In cases when the asymptotic slope
of the attenuation is of importance, however, lower values of m will be preferred (The
asymptotic slope is calculated as S ¼ 6 � ðn� mÞ dB/oct). Such would be the case
when our signal to be filtered contains large high-order harmonics which may
distract the neighbouring channels if not eliminated at the proper spot.

One such result is depicted in Fig. 8.5 where the Butterwort prototype was
corrected by single new transmission zero. Of course, improvements are obtained

Fig. 8.5 Butterworth filter of
7th order B(7,0), The same
extended by one pair of
transmission zeros B(7,2), and
the same extended by three
pairs of transmission zeros
(B7,6) (or Inverse
Chebyshev)
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according the price paid. We used this example to stress that the algorithm
described in this chapter considers the Inverse Chebyshev filters an instance of
improved Butterworth filters.

An additional important conclusion may be drawn from Table 8.7, however.
Namely, we added the upper frequency of the stopband for the 10th order
Butterworth to be compared with the case of 7th order with single transmission
zero. It comes that one zero is more valuable than three poles. The transition region
width calculated as

xt ¼ xs � x0 ð8:16Þ

is significantly smaller for the case B(7, 2) the relative difference being

100 � xBð10;0Þ � xBð7;2Þ
� 	

=xt;Bð10;0Þ ¼ 19% ð8:17Þ

which is significant. Note, in any technology a function being of higher order by 2
would need one more second order cell.

Having in mind the increment of the values of xs from B(7, 0) to B(10, 0) and
result represented by (8.17), one may conclude that even higher order polynomial
solutions may be substituted with the one with transmission zeros. Hence the
immense importance of this chapter.

8.4 Design Example of Corrected Selective Filters

In this section excerpt will be given of the report produced by the Chang_1
program of the RM software describing part of the results related to the synthesis
of amplitude corrected LSM filter of 7th order [7, 8]. The attenuation characteristic
of this filter is depicted in Fig. 8.4.

Table 8.7 The normalized
upper edge of the transition
band for Butterworth and
extended filters

Type xs

B(7, 0) 1.93134

B(7, 2) 1.47667

B(7, 6) 1.30066

B(10, 0) 1.58526
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8.5 Filters with Multiple Transmission Zeros

The idea of multiple transmission zeroes is related to the need for a frequency
interval in the stopband in which extremely high attenuation occurs. In that way a
component of the spectrum (or several of them) which are of high value may be
fully eliminated before disturbing the neighbouring channel. Attempts were
reported to produce this kind of transfer function [9, 10] restricted to maximally flat
solutions. We will here first demonstrate a general method for synthesis of selective
amplitude characteristic with multiple transmission zeros of any multiplicity. Then
we will elaborate [11] a method for creating maximally flat characteristic functions
with multiple transmission zeros in a closed form.

The RM software for filter design has a routine named Chang_MZ which is
performing the synthesis of transfer functions with multiple transmission zeros. Its
structure and its way of working is similar to the Chang_1 program so in the next,
no design example will be give.
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8.5.1 General Prototype

The solution offered here (for the general case) is not much different from the one
just described. Simply, instead of distinct values all zeros have the same value to
produce the following characteristic function

Kðx;xÞ ¼ ðx0 � x2AÞm
ðx2 � x2AÞm

� Lnðx2Þ ð8:18Þ

where xA is the abscissa of the attenuation pole. Lnðx2Þ is the given polynomial of
the characteristic function to be improved.

To find the value of xA one has to solve iteratively the following

ðx0 � x2AÞm
ðy2 � x2AÞm

� Lnðx2Þ ¼ Kmin ð8:19Þ

with reference to (8.7a), (8.7b). Here y stands for the (unknown) abscissa of the
only minimum of the characteristic function in the stopband.

The solution may proceed exactly as for the case of distinct zeros with proper
accommodation of the expressions for the derivatives.

Figure 8.6 depicts the attenuation characteristics of the 7th order Chebyshev
filter (C(7, 0)) with 3 dB passband attenuation, the corrected Chebyshev (C(7, 6))
with three distinct zeros, and the one with a triple zero (C(7, 6) MZ). Note, MZ is
used as abbreviation for multiple zeros.

Looking to the passband, the C(7, 6) MZ case is less improved than the C(7, 6)
one. Similarly, in the stopband, the C(7, 6) solution is more selective while both are
noticeable better than the C(7, 0) case. So, generally speaking, no improvements are
to be expected except for the interval of very large attenuation in part of the
stopband.

The benefits are clearly noticeable from Fig. 8.7 where enlarged part of the
stopband attenuation characteristic for C(7, 6) and C(7, 6) MZ is depicted. As can
be seen there exist a wide frequency interval (more than 45% of the width of the
passband) in which the attenuation is for at least 10 dB higher than the nominal
minimum stopband attenuation of both examples.

8.5.2 Maximally Flat Prototype

We will introduce here the term Maximally Flat with maximum number of trans-
mission zeros with Maximum Multiplicity (MFMM) [11]. In solutions described in
the previous paragraphs a restriction was imposed to the number of transmission
zeros of the form “n > m”. That restriction is obvious for odd n. For even n,
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however, there is no justification for that restriction since filters with zero valued
asymptotic slopes are possible. Simply, in the next n = 2m will be allowed.

Having that in mind in the next we will try to accomplish the following. First, we
will give closed-form expressions for generation of the MFMM amplitude char-
acteristic, and then we will give new MFMM characteristic functions for band-pass,
band-stop, and high-pass cases. Based on these, we will recommend a simple
design procedure, too.

Fig. 8.6 Attenuation
characteristics of the 7th order
Chebyshev filter (C(7,0)) with
3 dB passband attenuation,
the corrected Chebyshev (C
(7,6)) with three distinct
zeros, and the one with a
triple zero (C(7,6)MZ),
a passband and b stopband

Fig. 8.7 Enlarged part of
Fig. 8.6
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The characteristic function of the low-pass MFMM filter may be written as:

Kðx2Þ ¼ ð1� x2
AÞ2� n=2b c

ðx2 � x2
AÞ2� n=2b c � x2n; ð8:20Þ

where :b c denotes the flooring function. xA denotes the transmission zero (or the
attenuation pole) of the filter. Its multiplicity is n=2b c. In the above expression it is
supposed that the bandwidth of the filter is normalized to unity.

The first 2n–1 derivatives of this function with respect to x in the origin are
equal to zero hence it is maximally flat.

There is only one available requirement that may be fulfilled by a function of this
kind. It is the maximum gain (or, in other words, the minimum attenuation) in the
stop-band, Amax. Having that in mind we may start the development of the design
procedure.

8.5.2.1 Even-Order Low-Pass Filters

For even n the value of the gain at infinity is finite and equal to Amax, so a simple
design equation may be written:

1= 1þ e2 � Kðx2Þ x!1j
h i

¼ A2
max ð8:21Þ

which becomes:

ð1� x2
AÞn ¼ a ð8:22Þ

where

a ¼ ð1=A2
max � 1Þ=e2 ð8:23Þ

Combining (8.22) and (8.23) one gets:

1� x2
A

� � ¼ � ffiffiffi
an
p ð8:24Þ

The negative sign comes since n is even.
Finally,

xA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ffiffiffi

an
pq

: ð8:25Þ

Table 8.8 contains the values of xA for several values of the minimum attenu-
ation in the stop-band (amin) for e

2 = 1 and for n = 6. The following was used:
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amin ¼ 20 � log10ð1=AmaxÞ: ð8:26Þ

Table 8.8 contains also the value of xs which is the frequency at which the
amplitude characteristic reaches Amax for the first time. It is a measure of the
selectivity. For n even it may be calculated from

xs ¼ xA=
ffiffiffi
2
p

ð8:27Þ

For further illustration, if n = 8, for Amax = 0.01 (amin = 40 dB) one gets
xA = 2.0401563 and xs = 1.4426084. The amplitude characteristic so obtained is
depicted in Fig. 8.8.

Table 8.8 Transmission zero
and the stopband edge
frequency for n = 6

n amin (dB) xA xs

6 20 1.775 1.255

6 25 1.900 1.343

6 30 2.040 1.442

6 35 2.198 1.554

6 40 2.375 1.6795

6 45 2.574 1.820

6 50 2.795 1.976

Fig. 8.8 a MFMM low-pass
attenuation characteristic for
n = 8 and amin = 40 dB (full
line) and for n = 8 and
amin = 20 dB (dashed line),
and b stopband gain of the
same
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To appreciate this property we will give a numerical example. Let n = 8 and
amin = 20 dB (xA_20dB = 1.6661472, xs_20dB = 1.17814404, as depicted in
Fig. 8.8a by doted lines.), the attenuation of this new MFMM function is higher
than 40 dB in the frequency band from xs_40dB_1 = 1.3332837 to
xs_40_dB_2 = 2.5165120 which is Dx = 1.1832283 i.e. for approximately 20%
broader than the pass-band width of the neighboring channel so preventing
inter-channel interference. This filter, while designed for amin = 20 dB, has for
8.2% smaller transition band at 40 dB than the one designed to have amin = 40 dB.
So, by careful choice of the value of amin, when using MFMM function, one may
get much better selectivity than in a possible original design.

8.5.2.2 Odd-Order Low-Pass Filters

The evaluations for n odd, here given for completeness, have to be a bit different.
Namely, in this case the maximum of the gain in the stop-band is not at infinity.

At xB (the frequency of the minimum) the first derivative of Kðx2Þ has to be
equal to zero. After differentiation of (8.20) and equating the derivative to zero we
obtain

xB ¼ xA �
ffiffiffi
n
p ð8:28Þ

Now, from

1= 1þ e2 � Kðx2Þ x¼xBj

 �

¼ A2
max ð8:29Þ

and (8.20), we obtain

1� x2
A

� �n�1
x2
A ¼ a � ð1� 1=nÞn�1

n
ð8:30Þ

This is to be solved iteratively to get xA.
To get xs one is to solve the following nonlinear equation:

x2n
s � c � ðx2

s � x2
AÞn�1 ¼ 0 ð8:31Þ

where

c ¼ a=ð1� x2
AÞn�1: ð8:32Þ

For example, for n = 7, and amin = 40 dB, from (8.30) and (8.31), one gets:
xA = 1.8307 and xs = 1.4589.
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8.5.2.3 Design Procedure for Low-Pass MFMM Filters

The design task in this case may be stated as: assuming the maximum allowed
passband loss to be amax dB (i.e. e2 ¼ 10amax=10 � 1) and given xs and amin, one
needs to find n and xA.

To solve this problem for n-even from (8.27) we have: xA ¼ xs
ffiffiffi
2
p

. Then,
substituting in (8.24) we get n ¼ logðaÞ= logð2x2

s � 1Þ.
For odd n we have to solve a pair (system) of nonlinear Eqs. (8.30) and (8.31)

for n and xA.
To illustrate we will elaborate the following example. Let xs = 1.6, and

amin = 40 dB. Find n and xA.
If even n was presumed as initial solution one would obtain xA = 2.262741699

and n = 6.50508164. So, we choose n = 7, for which we already calculated
xA = 1.8307. Now, from (8.31), the corresponding xs = 1.4589 satisfies the
imposed requirement.

The above procedure may be recommended as general. Since the even n case is
simple to manipulate, one is first to start with it. If unsatisfactory, at least n will be
known (now odd valued) and only (8.30) will be needed to be solved for xA.

8.5.2.4 The Transfer Function of an MFMM Filter

After substitution (8.20) into (8.1), and after some rearrangements, the amplitude
squared may be written in the form:

HðsÞ s¼jxj
��� ���2¼

Q n=2b c
i¼1 x2 � x2

A

� �2Q n=2b c
i¼1 ðx2 � x2

AÞ2þ e2ð1� x2
AÞ2� n=2b c � x2n

ð8:33Þ

From here we get the poles of the transfer function after:

• 1 substituting x2 by –s2;
• 2 solving the denominator polynomial for s; and
• 3 separating the left-half plane zeros.

These will be used to create the denominator (Hurwitz) polynomial of the
transfer function.

The reader will notice that we could explain how the poles are obtained much
earlier in this book but he/she should appreciate the fact that due to the simplicity of
the characteristic function this is a good opportunity to exploit.
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8.5.2.5 Band-Pass MFMM Filters

A band-pass amplitude characteristic may be obtained from a low-pass one by
substituting the proper LP-to-BP transformation (4.1b) which is here rewritten for
convenience

x
x0
¼ 1

Br

X
xc
� xc

X

� �
ð8:34Þ

where xc is the central frequency of the new band-pass filter, and Br = BW/xc is the
relative bandwidth. xh and xl are the upper and lower cut-off frequencies of the
band-pass filter. The absolute bandwidth is given by BW = xh − xl, while, since
geometrical symmetry is sought, we have x2

0 ¼ xhxl.
In the next we will assume normalization is performed in both the low-pass and

the band-pass domain meaning that x0 = 1 rad/s and xc = 1 rad/s. If so (8.34)
becomes

x 1
Br � X X2 � 1

� � ð8:35Þ

After implementation of (8.35) into (8.20) and substituting X with x we get:

KðxÞ ¼ ð1� x2
AÞnðx2 � 1Þ2n

x4 � 2þB2
rx

2
A

� �
x2þ 1Þ� 	n for n even ð8:36Þ

and

KðxÞ ¼ ð1� x2
AÞn�1ðx2 � 1Þ2n

B2
rx

2 x4 � 2þB2
rx

2
A

� �
x2þ 1Þ� 	n�1 for n odd: ð8:37Þ

To our knowledge this is the only characteristic function written in closed-form
directly as band-pass.

The design procedure in the case of a band-pass filter starts again with the known
e2. Assuming normalization performed i.e. x0 = 1, to continue, one needs the value
of xs which is obtained in the following way. From the requirements of the
band-pass case one has xsl and xsh standing for the lower and upper edge of the
transition band of the filter we use. By substitution of xsh into (8.35) one gets xs.
The rest is to get n and xA as described earlier. In other words xA is calculated from
(8.27) or (8.31) depending on the value of n. Of course, the resulting filter will be of
order 2n. For example, if xsh = 1.09 and Br = 0.1, from (8.35) xs = 1.7256880 is
obtained. Now, if amin = 40 dB, we see from Table 8.8 that a sixth order MFMM
prototype filter will suffice and xA = 2.375186618. The final filter order will be 12
but in (8.36) and (8.37) we use n = 6.
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Figure 8.9a illustrates the transformed band-pass 8th order MFMM filter with
Br = 0.3.

8.5.2.6 Band-Stop MFMM Filters

When normalization is implemented so that x0 = 1, after implementation of
(4.16b)–(8.20), and after proper rearrangements for the ban-stop MFMM charac-
teristic function one obtains:

Fig. 8.9 Attenuation
characteristics of the
transformed 8th order MFMM
filter. a band-pass,
b band-stop, and c high-pass
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Kðx2Þ ¼ ð1� x2
AÞn � B2n

r � x2n

x2
Ax

4 � B2
r þ 2x2

A

� �
x2þx2

AÞ
� 	n for n even, ð8:38Þ

and

Kðx2Þ ¼ ð1� x2
AÞn�1 � B2n

r � x2n

x2
Ax

4 � B2
r þ 2x2

A

� �
x2þx2

AÞ
� 	n�1ðx2 � 1Þ2

for n odd: ð8:39Þ

To our knowledge this is the only characteristic function written in closed-form
directly as band-stop. Figure 8.9b depicts the transformed amplitude characteristics
for n = 8, amin = 40 dB, and Br = 0.3.

The design procedure is analogous to the one described for the band-pass filters.

8.5.2.7 High-Pass MFMM Filters

For the high-pass MFMM characteristic function one easily gets

Kðx2Þ ¼ ð1� x2
AÞn

ð1� x2
Ax

2Þn for n even ð8:40Þ

and

Kðx2Þ ¼ ð1� x2
AÞn�1

ð1� x2
Ax

2Þn�1x2
for n odd: ð8:41Þ

Figure 8.9c depicts the transformed amplitude characteristics for n = 8,
amin = 40 dB.

8.6 Developer’s Corner

We will repeat here the necessity for a good polynomial solver as well as a good
solver of a system of linear equations.

The software developer, who is not in a position to write a program creating the
characteristic functions of the polynomial filters, may memorize the tables given
and instantiate a proper polynomial at will.

One should spend some effort and time before taking a decision on the order of
the filter and the number of transition zeros. This may be of crucial importance for
the complexity of the physical system. For example, an 8th order polynomial filter
in cascade active RC technology will ask for 4 second order cells. A 6th order filter
of the same approximation origin, having one or two transmission zeros will ask for
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three cells while producing higher selectivity. Of course, there are additional criteria
to be considered such as phase distortions and sensitivity to tolerances but still,
reducing the complexity of an 8th order filter by one second order cell means
reducing it for 25%.
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Chapter 9
Modified Elliptic Low-Pass Filters

The ultimate selective amplitude characteristic is the one which approximates the
gain in both the passband and in the stopband in equi-ripple manner. The passband
attenuation is limited by a maximum value (amax) while the stopband attenuation is
limited by a minimum value (amin). The mathematical apparatus allowing for such a
solution is based on elliptic integrals. Since not everyone is familiar with this part of
mathematics, tables are available to read the zeros and poles of the transfer function
of the now elliptic filters. Elliptic filters as such have two main limitations: the
values of amin and amax are coupled and generated from a single constant to be
supplied by the designer; and the number of transmission zeros is restricted to its
maximum. In this chapter we describe an iterative algorithm which leads to a
solution based on the same equi-ripple requirements having no restrictions as
above. We refer to the solution described here as the Modified elliptic filters. After a
design example a short comparison with the filters obtained by extending the
polynomial function with zeros will be given. Finally, advice is given as to how to
select the overall complexity of the filter.

9.1 Introduction

The Elliptic or, by the author, Zolotarev filters were introduced in the second half of
the 19th century [1–4]. Being the best solution to the amplitude characteristic
problem, however, they attracted much attention in the next period [5–12]. These
are about mini-max approximation of the attenuation both in the passband and in
the stopband. For that purpose elliptic functions are used in place of the charac-
teristic function of the filter, hence the name. The main limitations coming from the
properties of the elliptic functions is that the number of attenuation poles is maximal
and the values of the maximum passband attenuation (amax) and minimum stopband
attenuation (amin) are not fully independent meaning that not any combination of
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these two is possible. Of course, elliptic functions are not a simple matter to
manipulate and need skills and serious amount of computational efforts to produce
the final results.

Here we propose an iterative procedure which has no limitations. The number of
attenuation poles is arbitrary (from 1 to the maxim) and the values of the maximum
passband and minimum stopband attenuations are arbitrary and unrelated. Having
that in mind we introduced a new name “Modified Elliptic” and the results con-
tained in the output file produced by the program Elliptic of the RM software is
entitled Elliptic_mod.

In the sequel we will first elaborate the algorithm we are proposing. It will be
followed by a design example produced by the Elliptic program. Finally, to
appreciate the mutual position, we will try to put together the Modified Elliptic and
the Chebyshev filters having improved selectivity.

9.2 The Algorithm

The amplitude characteristic of a filter may be expressed as

H jxð Þj j ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e2K xð Þ

p
: ð9:1Þ

here K(x) is the characteristic function while e is a normalization constant.
Given the design data (maximum passband attenuation, amax, and minimum

stopband attenuation, amin) and the complexity of the filter (orders of the numerator,
m, and denominator, n, polynomials) the characteristic function which may be
optimized to produce highest selectivity of all may be written in the following form

K x; x; yð Þ ¼ x2 n�2� n=2b cð Þ
Qm=2

i¼1 ðx2
0 � x2i Þ2Qm=2

i¼1 ðx2 � x2i Þ2
�
Q n=2b c

i¼1 ðx2 � y2i Þ2Q n=2b c
i¼1 ðx2

0 � y2i Þ2
ð9:2Þ

where m is the (even) order of the numerator of the new transfer function and x2i ,
i = 1, 2, …, m/2, are the unknown abscissas of the attenuation poles (in the stop-
band) at the x-axis; x is the corresponding vector; n is the order of the denominator
of the transfer function and y2i , i = 1, 2,…, n=2b c, are the unknown abscissas of the
attenuation zeros (in the passband) at the x-axis; and y is the corresponding vector.
x0 is the cut-off angular frequency which, from now on, will be considered equal to
unity. The symbol :b c denotes the flooring function.

To find the values of xi, i = 1, 2, …, m/2, and yi, i = 1, 2, …, n=2b c, one has to
solve iteratively the following system of equations
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K aj; x; y
� � ¼ e2 � Kmin; for j ¼ 1; 2; . . .;m=2: ð9:3Þ

K bj; x; y
� � ¼ e2 � Kmax; for j ¼ 1; 2; . . .; n=2b c: ð9:4Þ

In the above aj stand for the abscissas of the minimums of the characteristic
function in the stopband, bj stand for the abscissas of the maximums of the char-
acteristic function in the passband. e2 � Kmax is the required maximum obtained as a
solution of (see Fig. 9.1)

10 � log 1þ e2Kmax
� � ¼ amax ð9:5aÞ

or

e2 � Kmax ¼ 10amax=10 � 1 ð9:5bÞ

while for e2 � Kmin we have

10 � log 1þ e2Kmin
� � ¼ amin ð9:5cÞ

e2 � Kmin ¼ 10amin=10 � 1: ð9:5dÞ

Since usually x0 = 1 (rad/s) and Kmaxx0 ¼ 1, one has

e2 ¼ 10amax=10 � 1: ð9:6Þ

where amax is usually reached at x = x0.
Both x and y are unknown at the beginning. So are a and b. The procedure starts

with a guess for x and y. Then it calculates a and b and solves (for one corrective

Fig. 9.1 Definition of the
mini-max characteristic
function
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step only) for the increments of x and y. That allows for the iterative process to
proceed. To get a robust algorithm working with any kind of polynomial charac-
teristic functions of any order n, any number of attenuation poles m, and any value
of amin and amax, one needs to implement a very restrictive iteration damping.

The derivative of the characteristic function which is necessary to find the
locations of extrema aj and bj may be expressed as follows

1
K xð Þ �

dK xð Þ
dx

¼ 2
x

n� 2 � n=2b cð Þ

þ 4 � x �
Xn=2b c

k¼1

1
x2 � y2k

�
Xm
k¼1

1
x2 � x2k

 !
:

ð9:7Þ

It is depicted in Fig. 9.2 for the case of a 7th order filter with two transmission
zeros at the positive half of the imaginary axis. From the figure we may see that the
zeros of (9.7) belong to the intervals

aj 2 yj; yjþ 1
� �

for j ¼ 0; 2; . . .; n=2b c ð9:8aÞ

Fig. 9.2 The relative
derivative expressed by (9.7)
for a 7th order filter with two
transmission zeros at the
positive x axis, a passband
and b stopband
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bj 2 xj; xjþ 1
� �

for j ¼ 1; 2; . . . ;m=2 ð9:8bÞ

with y0 = 0 and xm=2þ 1 ¼ 1. Having that, one may use the modified secant
method described in Chap. 7 to solve for the locations of the maximums of the
characteristic function a and b.

Having the abscissas of the maximums of the characteristic function a and b, we
may proceed with solving of (9.7) for x and y.

Since it is a system of nonlinear equations with respect x and y, we apply the
Newton-Raphson linearization to get the following system of linear equations

Xm=2
k¼1

@K aj; x; y
� �
@xk

� Dxk ¼ �K aj; x; y
� �þKmin for j ¼ 1; 2; . . .; n=2b c: ð9:9aÞ

Xm=2
k¼1

@K bj; x; y
� �
@yk

� Dyk ¼ �K bj; x; y
� �þKmax for j ¼ 1; 2; . . .;m=2: ð9:9bÞ

This is to be solved as a single system once and the values of the locations of the
transmission zeros updated as:

x ¼ xþDx ð9:10aÞ

and

y ¼ yþDy: ð9:10aÞ

If Dxk kþ Dyk k is not satisfactorily small (e.g. smaller that 10−6) we repeat the
calculation of a and b and so close the iterative loop.

The derivatives necessary for formulation of the system (9.9) may be calculated
from

1
K aj; y; x
� � @K aj; y; x

� �
@xk

¼ 4 � xk � 1
x2
0 � x2k

� 1
a2j � x2k

 !
ð9:11aÞ

1
K bj; y; x
� � @K bj; y; x

� �
@yk

¼ �4 � yk � 1
x2
0 � y2k

� 1
a2j � y2k

 !
: ð9:11bÞ

Good initial solutions are normally necessary for the iterative process to con-
verge. If good enough these may accelerate the process, too. It was our experience
that the following is satisfactory

9.2 The Algorithm 175



xj ¼ xs � 1þ 1:5 � j
m=2

� �
for j ¼ 1; 2; . . .; m=2: ð9:12aÞ

y2j ¼ 2 � jþ 0:5ð Þ=n for j ¼ 1; 2; . . .; n=2b c ð9:12bÞ

where xs is the desired frequency at which the characteristic function reaches
(looking from the passband side it rises to) e2 � Kmin for the first time, as depicted in
Fig. 9.1.

Note, Newton-Raphson has quadratic convergence which means it produces the
largest increment at the very beginning of the iterative process. That may prevent
convergence. The reader is advised to use

x ¼ xþ b � Dx ð9:13aÞ

y ¼ yþ b � Dy ð9:13aÞ

instead of (9.10), with b < 1 at the beginning of the iterations.

9.3 Synthesis Example

The example given below was produced by the Elliptic program of the RM
software. It was chosen to be simple enough for the details to be recognizable and
complex enough for the properties of the Modified Elliptic filters to be pronounced.
The filter is of 7th order with maximum (m = 6) number of transmission zeros at the
x axis. The passband attenuation was chosen to be small (amax = 0.1 dB only)
while the stopband attenuation is moderate (amin = 40 dB).

Figure 9.3 depicts the responses of this filter in the frequency and time domain.
It is followed by excerpts from the reports related to this function generated by the
Elliptic and the LP_Analysis programs. Note, the transfer function was
renormalized after synthesis to produce 3 dB attenuation at cut-off.

Except for the extreme selectivity (which is unreachable by any other approxi-
mation criterion) there are not much to note as a difference between the polynomial
Chebyshev and the Modified Elliptic. Of course, the pick of the group delay is
much more pronounced and so is the undershoot of the step response (despite the
fact that only 0.1 dB lobes are present in the passband attenuation characteristic).

Here are excerpts from the reports produced by the RM software. First goes the
report produced by the transfer function synthesis program Elliptic. To reduce the
length of the text the report was edited and some data are transformed into tables.
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Fig. 9.3 The responses of a 7th order Modified Elliptic filter in frequency and time domain,
a overall attenuation, b passband attenuation, c overall gain, d group delay, and e time domain
responses
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9.4 Some Comparisons

In this paragraph we will give a comparison between the Modified Elliptic (in the
figures below denoted by ME) and the Chebyshev filter with improved selectivity
introduced in the previous chapter (below denoted by C). The goal is to create infor-
mation enabling appreciations of the advantages and disadvantages of ME over C.

For comparison, the above described 7th order ME (now denoted as ME(7,6))
and the one described in the previous chapter (now denoted by C(7,6)) will be
considered. To make them comparable the C(7,6) was developed from 3 dB
passband attenuation of Chebyshev prototype while the ME(7,6) was synthesized
with 0.7 dB of passband attenuation.

From the part of Fig. 9.4 depicting the passband attenuation (Fig. 9.4a) we may
conclude that the maximum passband attenuation is almost the same for both filter
which, in conjunction with fact that the stopband attenuation is the same (Fig. 9.4b)
as is the complexity of the filters, allows for fair comparison.

From the figure depicting the stopband attenuation and Table 9.1 we may
conclude that the transition region of the ME(7,6) is almost half of the one of C(7,6)
which is the main advantage of ME(7,6). That, of course, was to be expected but
not so pronounced as it is.

What was to be expected is the mutual relation of the peaks of the group delay.
Namely, as seen from the part of Fig. 9.4c depicting the group delay and from
Table 9.1, the peak of the group delay of ME(7,6) is almost twice as big as is the
one of C(7,6). As already discussed in the chapter describing the polynomial
Chebyshev filters, in cases when correction of the group delay characteristic is
planned, one should think twice before making final choice between the above two.

Finally, there is not much of a difference in the values of the overshoot and the
undershoot. The later is a bit smaller for C(7,6) than for ME(7,6) due to the
presence the (small) lobe at low frequencies in the passband attenuation of ME(7,6).

9.5 Developer’s Corner

Having no catalogue of Zolotarev filters one has first so solve the primary problem
which is related to the complexity and the structure of the filter. These are repre-
sented by the orders of the numerator (m) and denominator (n) of the filter’s transfer
function.

For estimation of the complexity of the filter there are some suggestions as to
how to find m and n. One such estimation was reported in [5]:

nþ m
2

	 

min

¼ tmin � 5
4

� �7�tmin
6

; ð9:14aÞ
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Fig. 9.4 Comparison of ME(7.6) and C(7.6) in the frequency domain. a Passband attenuation,
b stopband attenuation, and c group delay

Table 9.1 Comparison of ME(7.6) and C(7.6) in the frequency domain and time domain

Quantity C(7,6)_3 dB ME(7,6)_0.7 dB

Width of the transition region fs − f0 (kHz) 8.244 4.720

Peak value of the group delay sd_max (ls) 72.752 132.94

Overshoot (%) 18.765 14.176

Undershoot (%) 11.028 13.840
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where

tmin ¼ amin=10þ logð1þ e2Þ
3 � logðxsÞ : ð9:14bÞ

amin is the minimum stopband attenuation, e2 is a constant reflecting the maximum
passband attenuation and xs is the normalized angular frequency at which amin is
first reached.

After evaluating (9.14) small additional effort is needed to separate the values of
n and m. A bigger problem, however, is the fact that the result of (9.14) being real
number from one side and not fully accurate on the other, will not necessarily
produce final acceptable values for n and m. For example, if from (9.14) one gets
(n + m/2) = 10, one may choose between (n = 7, m = 6) and (n = 8, m = 4). Even
if both functions satisfy the requirements on the selectivity a dilemma is still present
as to which one is better. Unfortunately, not always the solution is optimal in the
sense that it may be less or even much more selective than necessary.

While considering this issue one has to have in mind that choice of maximum
value of m, as shown in the previous chapter, will lead to optimal solution from the
complexity of the system point of view. If, however, some restrictions are present
related to the asymptotic slope of the attenuation characteristic, one may choose
smaller m which is a special advantage of the above described algorithm and the
RM software.

To cope with this problem, within the RM software there are two programs for
synthesis of ME filters. The one which produces its own values of n and m ac-
cording to (9.14a) is named Zolotarev. After running this program the designer
gets a solution which may or may not comply with the design requirements. In any
case however he/she has a reference to improve if necessary (and now run the
Elliptic program with new improved values of n and m).
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Chapter 10
Linear Phase Low-Pass Filters
with Improved Selectivity

Synthesis of constant group delay low-pass polynomial filters in a maximally flat
manner (having all derivatives in the origin equal to zero) is straightforward. One
uses the Bessel polynomials with the complex variable introduced instead of the
usual real x. That is described in this chapter and tables of coefficients and poles of
the first ten Bessel polynomials are given. A design example is given too. The next
issue visited is approximation of constant group delay by a polynomial filter in
equi-ripple manner. An iterative algorithm is proposed allowing for this problem to
be solved for arbitrary values of the order of the filter and the maximum group delay
error assigned in percentage of the nominal one. Influence of the approximation
error to the properties of the filter is studied. Both, maximally flat and equi-ripple
group delay approximants exhibit poor selectivity. To improve that an algorithm is
described and an example is given as to how transmission zeros at the x-axis may
be introduced. Comparisons are made (in the frequency and time domain) between
the two linear phase polynomial solutions being extended with transmission zeros.
Finally, advice is given as to how to synthesize low-pass all-pass functions.

10.1 Introduction

In this chapter a new paradigm will be introduced. Instead of insisting on the
selectivity as a prime criterion for filter synthesis, the phase linearity will be con-
sidered as the most important. The filtering functions so obtained will have,
unfortunately, pure selectivity as it was the case with the phase linearity of selective
filters. An interesting change happens in the time domain. Namely, the linear phase
polynomial filters, generally, have a monotonic step response meaning there is
practically no overshoot and undershoot. That makes them attractive for pulse
transmission since the eye diagram is highly open.

From the approximation point of view there are two approaches to the problem.
The first one is to implement maximally flat criterion to the group delay in the
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origin while the second would be to implement equi-ripple error (or mini-max)
criterion. Both will be implemented in this chapter. Where appropriate, complete
algorithms will be given.

To improve selectivity while keeping the phase linearity is an interesting
designer’s challenge. A method will be described below which allows for intro-
duction of transmission zeros on the x axis in a way not to disturb the phase
linearity. From selectivity point of view, the results obtained, while bringing serious
improvement, are far behind the solutions described in the previous chapters.

Examples and comparisons will be given produced by proper programs of the
RM software.

10.2 Thomson (Bessel) Filters

The most popular monotonic approximation of low-pass filters exhibiting constant
group delay is the so called Thomson solution [1–4]. It uses Bessel polynomials in
the denominator of the transfer function directly putting the normalized complex
frequency as the independent variable. The main property of the approximant is that
the group delay is maximally flat at the origin.

We are here promoting a program Thomson which produces the poles of the
Thomson filters along with the coefficients of the denominator of the transfer
function and the coefficients of the squared modulus of the denominator at the x-
axis.

10.2.1 The Bessel Polynomials

The transfer function of this class of filters may be written as

H sð Þ ¼ P 0ð Þ=P sð Þ ð10:1Þ

where

P sð Þ ¼
Xn
k¼0

aks
k; ð10:2Þ

with

ak ¼ 2n� kð Þ!
2n�kk! n� kð Þ! ð10:3Þ
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Here, n is the filter order and s is the normalized complex angular frequency. The
coefficients of the denominator of the transfer function of the Bessel filter are listed
in Table 10.1 for n up to 10.

The transfer function so obtained is stated as “delay normalized” which means
that it approximates a constant equal to 1 s at the origin. For implementation
purposes the poles obtained by solving

P sð Þ ¼ 0; ð10:4Þ

are re-normalized so that the attenuation produces 3 dB at the normalized frequency
x0 = 1 rad/s.

10.2.2 Design Example of Thomson Filters

The example described here is related to a 9th order Thomson filter. Figure 10.1
depicts the characteristics of this filter in frequency and time domain while in the
sequel excerpts of the reports of the transfer function synthesis program Thomson
and transfer function analysis program, LP_Analysis are given.

We will start the analysis by the phase and group delay characteristics. The
cut-off frequency being 100 kHz, we may conclude that both the phase and group
delay are linear far beyond the passband of the filter. That does not mean that the
linear phase approximation extends to the frequency band where high attenuations
are exhibited. The problem is, as it can be seen from the attenuation characteristic,
the very poor selectivity. Here, a 9th order filter has difficulties to produce an

Table 10.1 Coefficients of the Bessel transfer function

n s0 s1 s2 s3 s4 s5

3 15 15 6 1

4 105 105 45 10 1

5 945 945 420 105 15 1

6 10395 10395 4725 1260 210 21

7 135135 135135 62370 17325 3150 378

8 2027025 2027025 945945 270270 9450 6930

9 34459425 34459425 16216200 4729725 945945 135135

10 654729075 654729075 310134825 91891800 18918900 2837835

s6 s7 s8 s9 s10

6 1

7 28 1

8 630 36 1

9 13860 990 45 1

10 315315 25740 1485 55 1
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attenuation of 35 dB at frequencies deep in the stopband (three times the cut-off).
The reader is advised to go back to the CMAC and Chebyshev filters and to
compare the stopband attenuation characteristics.

Still, having in mind the expression for the phase of a filter (3.21), it is difficult to
relate the phase characteristic depicted in Fig. 10.1c to such a complex transcen-
dental expression.

As for the time domain responses we may conclude that the step response is
practically monotonic. From the data obtained by LP_Analysis the first over-
shoot is only 0.2% of the finite value. That should be opposed to values larger than
10% obtained for selective filters.

It is especially interesting that the pulse response may be found to be bell-shaped
and highly symmetrical with respect to the time instant when its maximum occurs.
That symmetry is convenient from the so called inter-symbol interference point of
view since, in a pulse train, pulses (symbols) do not overlap if symmetrical (or one
does not need to spend extra time in waiting for the asymmetrical side of the pulse
to decay enough as is the case with the responses in Fig. 7.10).

Here are excerpts from the reports produced by the RM software. First goes the
report produced by the transfer function synthesis program Thomson. To reduce
the length of the text the report is partly edited and tables are introduced where
necessary.

Fig. 10.1 Time and frequency domain responses of a 9th order Thomson filter, a time domain
responses, b attenuation, c phase, and d group delay
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================================================================ 
     Thomson-Bessel
============================================================== 
Order of denominator=9, Order of nominator=0
============================================================== 
The following calculations are performed without any transformation
=================================================================
The results about the poles, zeros and coefficients listed below are valid for frequency nor-
malization with
wc=2*pi*fc=6.28318530e+005 
=================================================================

real pole imag. pole
-6.2970191817 0.0000000000
-6.1293679043 -1.7378483835
-6.1293679043 1.7378483835
-5.6044218195 -3.4981569179 
-5.6044218195 3.4981569179
-2.9792607982 -7.2914636883
-2.9792607982 7.2914636883
-4.6384398872 -5.3172716754
-4.6384398872 5.3172716754

----------------------------------------------------------------------------------------- 
Coefficients of the denominator of the transfer function

3.445942500e+007 3.445942500e+007 1.621620000e+007 4.729725000e+006 
9.459450000e+005 1.351350000e+005 1.386000000e+004 9.900000000e+002 
4.500000000e+001 1.000000000e+000 
----------------------------------------------------------------------------------------- 
Coefficients of the squared modulus of the characteristic function (variable=w**2) 

1.187451971e+015 6.985011596e+013 2.191376187e+012 4.916549137e+010 
8.939180250e+008 1.418917500e+007 2.079000000e+005 2.970000000e+003 
4.500000000e+001 1.000000000e+000 
============================================================== 
The attenuation reaches 4.00000e+001 dB at the frequency of 1.11110e+006 Hz
=============================================================== 

Project name:  Bessel9
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-1.8101919046 -.51324037394
-1.8101919046 .51324037394
-1.6551590908 -1.0331139251
-1.6551590908 1.0331139251
-.87986785306 -2.1533947297
-.87986785306 2.1533947297
-1.3698747513 -1.5703547726
-1.3698747513 1.5703547726

----------------------------------------------------------------------------------------- 
Coefficients of the denominator of the transfer function

5.889635022e+002 1.994249327e+003 3.177690468e+003 3.138263900e+003 
2.125252464e+003 1.028024725e+003 3.570179202e+002 8.634815283e+001 
1.328989171e+001 1.000000000e+000 
----------------------------------------------------------------------------------------- 
Coefficients of the squared modulus of the characteristic function (variable=w**2) 

3.468780069e+005 2.339429634e+005 8.414763927e+004 2.164549518e+004 
4.512185849e+003 8.211614875e+002 1.379456659e+002 2.259394999e+001 
3.924916038e+000 1.000000000e+000  
============================================================== 
After renormalization so that the attenuation at 1.90000e+005 Hz is 3.00000e+000 dB
The attenuation reaches 4.00000e+001 dB at the frequency of 3.28145e+005 Hz

The next is part of the report produced by the LP_Analysis program.

*************************************************************************
delay time (at 0.5)=5.38089e-006   rise time (0.1-0.9)=3.44888e-006  

*************************************************************************
The number of oscillations at the beginning of the step response is=1
 time=3.18310e-009   value of the extremum=-9.04962e-015 

*************************************************************************
The number of oscillations at the end of the step response is=20
 time=9.20657e-006   value=1.00217e+000 
 time=1.08469e-005   value=9.98767e-001 
 time=1.29676e-005   value=1.00043e+000 
 time=1.52157e-005   value=9.99861e-001 

The following calculations are performed with normalization so that attenuation
(1 rad/s)=3.000e+000 dB 
Order of denominator=9, Order of nominator=0 

real pole imag. pole
-1.8597045118 0.0000000000
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 time=1.75393e-005   value=1.00004e+000 
 time=1.98630e-005   value=9.99988e-001 
 time=2.22185e-005   value=1.00000e+000 
 time=2.45421e-005   value=9.99999e-001 
*************************************************************************

10.3 Synthesis of Linear Phase (Equi-Ripple) Polynomial
Filters

As an alternative to the best known Bessel low-pass filters in cases when constant
group delay approximation is sought one may use polynomial filters approximating
constant group delay in equi-ripple manner. These solutions may be used to
advantage to the Bessel ones since they may broaden the approximation interval
while full control of the error is possible.

This issue was discussed in [5] where all-pass networks were considered.
We are here promoting a program which produces the poles of the filters

approximating constant group delay with a prescribed error along with the coeffi-
cients of the denominator of the transfe funcrion and the coefficients of the squared
modulus of the denominator at the x-axis.

Special feature to the algorithm implemented is the possibility for the group
delay characteristics of even order filters to start with a maximum.

10.3.1 The Algorithm

This problem will be treated as a nonlinear optimization problem [2] which will
here be solved by a variant of the Remez algorithm [6].

Given the transfer function of a filter

H sð Þ ¼ H0Qn
k¼1

s� zkð Þ
ð10:5Þ

where

H0 ¼
Yn
k¼1

�zkð Þ; ð10:6Þ
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the group delay is calculated from

s xð Þ ¼
Xn
k¼1

�a2k=ak
ðx� bkÞ2 þ a2k

ð10:7Þ

for n even. After substituting bk ¼ bkj j it may be rewritten as

sd xð Þ ¼
Xn=2b c

k¼1

Tk xð Þ ð10:7Þ

where

Tk xð Þ ¼ Tka xð Þþ Tkb xð Þ ð10:8Þ

with

Tka xð Þ ¼ �ak
a2k þðx� bkÞ2

ð10:9aÞ

and

Tkb xð Þ ¼ �ak
a2k þðxþ bkÞ2

: ð10:9bÞ

When n is odd, after denoting the real pole as z = a0, one uses

sd xð Þ ¼ T0 xð Þþ
Xn=2b c

k¼1

Tk xð Þ ð10:10Þ

with

T0 xð Þ ¼ �a0
x2 þ a20

: ð10:11Þ

In the above :b c is denoting the flooring function.
With reference to Fig. 10.2 the goal of the algorithm is to describe a procedure

which will lead to a group delay error characteristic having equal (in absolute
values) maximum deviations from the nominal delay. The prescribed (acceptable)
error is here denoted as d and expressed in percentage.

In fact, according to Fig. 10.2 (which is valid for a polynomial filter of even
order), the following system of nonlinear equations is to be solved iteratively:
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sd p;xið Þ ¼ Td0 þ 100 � d � ð�1Þrþ i; for i ¼ 1; 2; . . .; nþ 1 ð10:12Þ

where p is a vector of unknown coordinates of the poles (two per a complex pole
and one additional real if n-odd), Td0 is the unknown average value of the passband
group delay while r = 1 for n-odd and r = 0 for n-even.

Note, since xi, i = 1, 2, …, n + 1 are unknown, in every iteration intended to
produce corrections of p, one has to first recalculate their values which will be
addressed later on. A proper initial solution for p is necessary which, in general,
may be an obstacle to the implementation of the algorithm. If, however, the so
called iteration damping is implemented [6], i.e. if at the beginning of the iterative
process only fractions of the corrections are added to p, as an initial solution for the
complex poles one may simply use

pl ¼ al þ jbl ¼ � 1
2 � n� j

2 � l� 1
nþ 1

; l ¼ 1; 2; . . .; n=2b c ð10:13Þ

while for the real pole (if n-odd) one may use a0 = p0 = −1/(2 � n). A glimpse to the
results for the poles given later on in Paragraph 10.3.2 will allow the reader to
recognize that in cases of constant group delay approximation the poles are aligned
almost exactly on a line parallel to the x-axis. That property was used in creation of
the real part of the poles in (10.13). In addition, as initial value, one may use
Td0 = (3 � n) � p/2.

Going into details of the implementation of the Newton-Raphson iterative pro-
cedure for solving for the pole’s coordinates, we first linearize (10.12):

Xn
j¼1

@sd p;xið Þ
@pj

Dpj � DTd0 ¼ �sd p;xið Þþ Td0 þ 100 � d � ð�1Þrþ i ð10:14Þ

for i = 1, 2, …, n + 1.

Fig. 10.2 Definition of the
group delay approximation
problem (Case: n-even)
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For the partial derivatives one may use

@Tka xð Þ
@ak

¼ a2k � ðx� bkÞ2

a2k þðx� bkÞ2
h i2 ð10:15aÞ

@Tkb xð Þ
@ak

¼ a2k � ðxþ bkÞ2

a2k þðxþ bkÞ2
h i2 ð10:15bÞ

@Tka xð Þ
@bk

¼ �2 � ak � x� bkð Þ
a2k þðx� bkÞ2
h i2 ð10:16aÞ

@Tkb xð Þ
@bk

¼ 2 � ak � xþ bkð Þ
a2k þðxþ bkÞ2
h i2 ð10:16bÞ

and

@T0 xð Þ
@a0

¼ a20 � x2
� �
ðx2 þ a20Þ2

: ð10:17Þ

What is still needed are the abscissas of the extremal points of the group delay
denoted as xi, i = 1, 2,…, n + 1. To find them one needs to solve the following
nonlinear equation

ds xð Þ
dx

¼ 0 ð10:18aÞ

or

dT0 xð Þ
dx

þ
Xn=2b c

k¼1

dTk xð Þ
dx

¼ 0 ð10:18bÞ

for n odd. One is to substitute in (10.18a, 10.18b) the following

dT0 xð Þ
dx

¼ 2 � a0 � x
x2 þ a20
� � ð10:19aÞ
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and

dTk xð Þ
dx

¼ 2ak x� bkð Þ
a2k þðx� bkÞ2
h i2 þ 2ak xþ bkð Þ

a2k þðxþ bkÞ2
h i2 : ð10:19bÞ

In our opinion there is no need for a sophisticated procedure to find the zeros of
(10.18a, 10.18b). If sophisticated, one may search the x-axis with a coarse step to
identify the intervals where the zeros are located. That should enable implemen-
tation of the modified secant method as described earlier in this book. Otherwise,
one may set a fine step for x (say Dx = 10−6 rad/s) and look for a change of the
sign.

Since an iterative algorithm is implemented and since initial solutions are to be
provided for any order of the filter, any value of the approximation error, and any
type of the even order approximation, strong iteration damping should be imple-
mented leading to a relatively long time needed for the program to run.

Note, the attempt described in [7] proposing procedure for approximation of
constant group delay in equi-ripple manner, being related to polynomial coefficients
and not to the poles of the transfer function, may be considered as an alternative to
the method presented here.

To demonstrate the properties of possible solutions obtained by the procedure
described here a 9th order filter was chosen. Figure 10.3a depicts the frequency
dependence of the approximation error for three values: 1, 5 and 10%. By careful
examination one may conclude that increase of the error for 10 times (from 1 to
10%) leads to increase of the approximation interval for only 12.68% (from
293.75 kHz to 331 kHz, respectively). This is far of a compromise between error
and approximation interval. The reason for such a result is the fact which was
already mentioned. Namely, the area under the group delay curve is fixed and by
changing the error (raising the maximums and decreasing the minimums) we
change the average delay for a small amount meaning that the approximation
interval changes for similar amount, too.

Figure 10.3b and c represent the attenuation characteristics of the mentioned
approximants. It is obvious that the rise of the error deteriorates the passband
attenuation which has and additional consequence: an undershoot in the step
response and closure of the eye diagram. Furthermore, the stopband attenuation
characteristics does not differ significantly especially near to the passband and
asymptotically.
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We will discuss shortly here a modification to the above algorithm which is
available within the Equ-rip-td program. Namely, the designer is allowed to
choose the group delay of an even order filter to start with a maximum. In such a
case the resulting transfer function will have doubled real pole instead of a complex
pair.

Fig. 10.3 Equi-ripple group
delay polynomial filter of 9th
order. a approximation error,
b passband attenuation and
c stopband attenuation
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One example of this kind of approximation is depicted in Fig. 10.4 with the
poles of the transfer function given in Table 10.2. Note, in some physical real-
ization procedures one needs the residues in poles which, in this case, imposes
implementation of formulas for second order poles as given i Chap. 3 by (3.29). The
same stands for the transient analysis.

10.3.2 Design Example of Linear Phase (Equi-Ripple)
Polynomial Filters

The example given below was produced by the equi-rip-td program of the RM
software. The filter is of 9th and 5% error of the group delay was chosen. The
passband attenuation was chosen to be amax = 3 dB.

Fig. 10.4 A 10th order filter
with modified equi-ripple
group delay

Table 10.2 Poles of the 10th
order approximant

Real poles Imag. poles

−0.8331635529 0.000000000

−0.8331635529 0.000000000

−0.5936695213 0.9350251928

−0.5936695213 −0.9350251928

−0.5501291068 1.697514403

−0.5501291068 −1.697514403

−0.5092921115 2.406544320

−0.5092921115 −2.406544320

−0.4032678973 3.044323478

−0.4032678973 −3.044323478
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Figure 10.5 depicts the responses of this filter in the frequency and time domain.
It is followed by excerpts from the reports related to this function generated by the
equi-rip-td and the LP_Analysis programs.

Looking to the pulse response we may conclude, as we did with the Thomson
filters, that symmetry is achieved which is important for pulse transmission from the
inter-symbol interference point of view. Here again, one may note the large
amplitude of the pulse response which is of order of 0.5. That is larger by signif-
icant margin than the ones given in Table 7.1 which are valid for selective poly-
nomial filters.

The step response while exhibiting short rise time of only 3.44 ls (for a cut-off
frequency of 100 kHz), due to the large value of attenuation at low frequencies in
the passband, has significant undershoot which, in this type of response, lasts for a
long period. It is as if it cuts the response from the top for about 2%.

The attenuation characteristic and the error were already discussed. We will
mention here the linearity of the phase which is extended to an interval 3 times
larger than the passband of the filter.

Here are excerpts from the reports produced by the RM software. First goes the
report produced by the transfer function synthesis program equi_rip_td. To
reduce the length of the text the report is partly edited and tables are introduced
where necessary.

Fig. 10.5 Time and frequency domain responses of a 9th order filter approximating constant
group delay in equi-ripple manner with a relative error of 5%. a Step and pulse responses,
b attenuation, c phase, and d group delay
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+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Program: EQUI-RIPPLE-TD 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Project name:  Poly_td_equi_9_5
=================================================================
General information
Order of the numerator=0 Order of the denominator n=9
Requested passband relative group delay error =5.00000e+000 %
Requested attenuation at the end of the passband after renormalization is =3.00000e+000
 dB 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
POLYNOMIAL FILTER: EQUI-RIPPLE APPROXIMATION OF CONSTANT GROUP 
DELAY
denominator: n=9 numerator: m=0

relative group delay error=5.000e+000 type of approximation=0
=================================================================
The results about the poles, zeros and coefficients listed below are valid for frequency nor-
malization with
wc=2*pi*fc=6.28318530e+005 
=================================================================
Original solution
 average delay=14.137167 (s)  Amin=40.000000 (dB)   w(Amin)=0.848022 
(rad/s) 
Denormalized obtained w(Amin)=5.32828e+005 (Hz) Requested 
w(Amin)=1.90000e+005(Hz) 

Poles of the transfer function

Real part Imaginary part
-1.220054212e-001 0.000000000e+000
-1.215258278e-001 2.025463689e-001
-1.215258278e-001 -2.025463689e-001
-1.197349729e-001 4.028132496e-001 
-1.197349729e-001 -4.028132496e-001
-1.147587102e-001 5.968241937e-001
-1.147587102e-001 -5.968241937e-001
-9.564420619e-002 7.745905825e-001
-9.564420619e-002 -7.745905825e-001

----------------------------------------------------------------------------------------- 
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Coefficients of the denominator of the transfer function (ascending in s):
2.7046904784e-004 4.0148624701e-003 2.5388303327e-002 1.1553524718e-001 
3.1159586320e-001 7.6484474453e-001 1.0673311408e+000 1.6262619389e+000 
1.0253328555e+000 1.0000000000e+000 
----------------------------------------------------------------------------------------- 
Solution after normalization so that w(Amax)=1 rad/s
average delay=1.41372e+001 (s) Amin=4.00000e+001 (dB)   w(Amin)=8.48022e-001
(rad/s)

Poles of the transfer function

Real parts Imaginary parts
-4.775355190e-001 0.000000000e+000
-4.756583657e-001 7.927769475e-001
-4.756583657e-001 -7.927769475e-001
-4.686488671e-001 1.576631860e+000
-4.686488671e-001 -1.576631860e+000
-4.491715180e-001 2.336000714e+000
-4.491715180e-001 -2.336000714e+000
-3.743563621e-001 3.031787540e+000
-3.743563621e-001 -3.031787540e+000

Coefficients of the denominator of the transfer function (ascending in s):
5.8311811484e+001 2.2114803400e+002 3.5728891066e+002 4.1540699488e+002 
2.8623612205e+002 1.7950621588e+002 6.3999832069e+001 2.4914008044e+001 
4.0132057449e+000 1.0000000000e+000 
----------------------------------------------------------------------------------------- 
Denormalized obtained w(Amin)=3.31919e+005 (Hz) Requested 
w(Amin)=1.90000e+005(Hz) 

The next is part of the report produced by the LP_Analysis program.

******************************************************************
delay time (at 0.5) =5.77998e-006 rise time (0.1-0.9)=3.43583e-006  
******************************************************************
The number of oscillations at the beginning of the step response is=1
time= 4.77465e-009 value of the extremum= 5.22648e-017
******************************************************************
The number of oscillations at the end of the step response is=22
time=1.12135e-005 value=9.77366e-001
time=1.26121e-005 value=9.77084e-001
time=1.41599e-005 value=9.77307e-001
time=1.47249e-005 value=9.77290e-001
time=2.16163e-005 value=9.99529e-001
time=2.27781e-005 value=9.99441e-001
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10.4 Synthesis of Selective Low-Pass Filters Based
on the Transfer Function

Having the transfer function of a non-selective (say linear phase) polynomial or
“extended polynomial” filter one may produce a “selective” one by adding trans-
mission zeros. We will introduce the definition of the “extended polynomial” soon.
In order not to disturb the original phase characteristic, “amplitude correction” is
performed so that the numerator of the transfer function is extended by adding
transmission zeros at the imaginary axis of the complex frequency plane. In that
way the newly synthetized function will have the original poles and new zeros as
compared with the prototype with additional zeros just added. Due to the (relatively
minor) influence of the added zeros to the pass-band attenuation characteristic,
however, renormalization is to be implemented so that in the final solution both
poles are zeros are new.

One has to have in mind that, usually, the polynomial transfer functions that
approximate constant group delay (being of maximally-flat or equi-ripple type)
cover a bandwidth much larger than the 3 dB bandwidth. In other words, in the
prototype function selectivity is lost in favor to constant group delay far outside the
pass-band. As a consequence, the improvements obtained by the “amplitude cor-
rection” have limitations in the sense that the resulting filter is still not a “selective”
one. Nevertheless, reduction of the transition region between the pass-band and the
stop-band is achieved which allows for the neighboring transmission channel to be
nearer than previously. Since the frequency is kind of a natural resource one may
say that in this way a frequency band is saved or that rising the selectivity has an
“ecological effect”.

There are special approximation procedures which perform simultaneous
approximation of the phase and amplitude characteristic [8, 9] so that they control
the poles of the function to get selectivity, and control the complex zeros of the
transfer function to get phase (or amplitude) correction in the pass-band [5, 10, 11].
Here, however, we will not disturb the prototype be it polynomial or extended
polynomial. We will simply extend the numerator by a new polynomial having
zeros on the x-axis which will not affect the group delay characteristic while
improving the amplitude characteristic. The program Chang_ph allows for such
prototype functions to be used and produces the amplitude corrected solution.

time=2.42424e-005 value=9.99503e-001
time=2.57702e-005 value=9.99467e-001

*****************************************************
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10.4.1 The Algorithm

The transfer function of an “extended polynomial” [11] filter may be stated as

He sð Þ ¼ P 0ð Þ
P sð Þ �

Q sð Þ
Q 0ð Þ : ð10:20Þ

Here P(s) is the known denominator (of order n) of an extended polynomial filter
(usually) approximating constant group delay. Q(s) (being of order l) is also known
but contains only complex zeros including zeros at the real axis of the complex
frequency plane. This polynomial may arise when instead to increase the order of
the polynomial approximating linear phase, one adds right-half plane zeros to the
polynomial transfer function. Of course, an approximation algorithm may be nec-
essary dealing simultaneously with numerator and the denominator to get linear
phase.

Otherwise, one may use already synthesized polynomial linear phase functions
in the following way. Take several (say a pair or more) poles of the transfer function
and convert them into right half plane zeros as it is done in Table 10.3 for the 9th
order Thomson filter described in Paragraph 10.2. By doing that one creates a 7th
order transfer function with two complex zeros. Since, however, the zeros are
mirrored poles, the phase and group delay characteristics are remaining the same.
The benefit of this transaction is in reduction of the complexity of a, say, cascaded
system since the number of cells is reduced by one. The drawback is in the dete-
rioration of the attenuation characteristic. That may be observed in Fig. 10.6. Not
only the asymptotic slope is reduced by 24 dB/oct but the passband attenuation
became non-monotonic. In addition, the number of possible attenuation poles at the
x-axis to be added to the extended polynomial function is now reduced (in the
example above from 4 to 3 pairs.

Now, since the slope of the attenuation in the transition region of the original
function is small the loss at infinity does not much harm. In fact, if the attenuations
depicted in Figs. 10.1b and 10.6 are compared, the later shows that the extended

Table 10.3 The poles and
zeros of the extended
polynomial thomson transfer
function

Real zero Imag. zero

1.8101919046 −0.51324037394

1.8101919046 0.51324037394

Real pole Imag. pole

−1.8597045118 0.0000000000

−1.6551590908 −1.0331139251

−1.6551590908 1.0331139251

−0.87986785306 −2.1533947297

−0.87986785306 2.1533947297

−1.3698747513 −1.5703547726

−1.3698747513 1.5703547726
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polynomial filter has higher attenuation at x = 2 rad/s then the original Thomson
by remarkable margin. As for the passband one should remember that the extension
to the transfer function which was introduced to improve selectivity has a beneficial
effect to the passband too. That may be exploited.

Having all that in mind (even in cases where simple not extended polynomial
transfer functions are to be processed) we will proceed with algorithm of creating a
new rational transfer function, now, having zeros at the x-axis. To keep the phase
characteristic unchanged while improving selectivity, new transfer function is to be
created in the following way

H s; xð Þ ¼ He sð Þ �
Qm=2

i¼1 �s2 � x2i
� �

Qm=2
i¼1 �x2ið Þ

: ð10:21aÞ

or, on the jx-axis,

H jx; xð Þ ¼ He jxð Þ �
Qm=2

i¼1 x2 � x2i
� �

Qm=2
i¼1 �x2ið Þ

ð10:21bÞ

where m is the (even) number of transmission zeros x2i , i = 1, 2,…, m/2, which are
unknown.

With reference to Fig. 10.7, to find the values of xi, i = 1, 2,…, m/2, one has to
solve iteratively the following system of nonlinear equations

H jyk; xð Þj j ¼ Hmax for k ¼ 1; 2; . . .;m=2: ð10:22Þ

In the above yk stands for the abscissas (on the x-axis) of the maximums of the
amplitude characteristic, and Hmax is the required maximum obtained as a solution
of

�20 � log Hmaxj j ¼ amin ð10:23Þ

where amin is the required minimum stop-band attenuation.

Fig. 10.6 Attenuation, phase
and group delay characteristic
of the extended polynomial
Bessel filter
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Both x and y are unknown at the beginning. The procedure starts with a guess
for x. Then it calculates y and solves (for one corrective step only) for the incre-
ments of x. That allows for the iterative process to proceed. To get a robust
algorithm working with any kind of polynomial characteristic functions of any
order n, any number of complex zeros l, any number of attenuation poles m, and
any value of amin and amax, one need to implement a restrictive iteration damping.

The final solution is obtained by renormalization of all poles and zeros so that

�20 � log H 1; xð Þj j ¼ amax ð10:24Þ

where amax is the maximum pass-band attenuation.
To solve the system of nonlinear Eq. (10.22) one may, again, implement the

Newton-Raphson linearization which leads to the following system of linear
equations

Xm=2
l¼1

@ H jyk; xð Þj j
@xl

� Dxl ¼ Hmax � H jyk; xð Þj j: ð10:25Þ

The partial derivatives needed for formulation of this system are as follows

1
H jyk; xð Þj j

@ H jyk; xð Þj j
@xl

¼ �2 � xl
x2 � x2l

� 1
xl

� �
: ð10:26Þ

To find the locations of the maximums one may go slowly or fast. Slowly would
mean that one chooses a very small time step (say 10−6 rad/s) and tabulates the
current amplitude characteristic to find its maximums. Fast means to implement the
modified secant method to the derivative of the amplitude characteristic which may
be expressed as

Fig. 10.7 Amplitude
characteristic of a monotone
passband filter having finite
transmission zeros in the
stopband
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1
H jyk; xð Þj j

@ H jyk; xð Þj j
dx

¼ 1
He xð Þj j �

d He xð Þj j
dx

þ
Xm=2
k¼1

4 � x
x2 � x2k

: ð10:27Þ

In the above we have

1
He xð Þj j �

d He xð Þj j
dx

¼ 1
2
� 1

Q2
� dQ2

dx
� 1
P2

� dP2

dx

� �
; ð10:28aÞ

P2 ¼ P sð Þ � Pð�sÞ s¼jxj ð10:28bÞ

and

Q2 ¼ Q sð Þ � Qð�sÞ s¼jxj : ð10:28cÞ

Here ends the description of the iterative algorithm.

10.4.2 Design Examples of Selective Low-Pass Filters Based
on the Transfer Function

The example given below was produced by the Chang_ph program of the RM
software. Two filters of 9th order with maximum (m = 6) number of transmission
zeros at the x axis were synthesized, one starting with a Thomson prototype the
other with equi-ripple group delay prototype. The passband attenuation was chosen
to be amax = 3 dB while the stopband attenuation was amin = 40 dB.

Figure 10.8 depicts the responses of these filters in the frequency domain. ER is
used to denote the equi-ripple prototype while T denotes Thomson prototype.

One may consider these results as a continuation of what we have seen in
Fig. 10.3. Namely, looking to the passband attenuation we see that the Thomson
prototype leads to smaller distortions which are in accordance with Fig. 10.3 if the
Thomson case is considered as an equi-ripple approximation with zero valued error.
That maps itself into the stopband too. The Thomson prototype leads to a more
selective solution than the equi-ripple one.

These claims are firmly supported by the data given in Table 10.4 where widths
of the transition regions of the polynomial prototypes (9,0) and amplitude corrected
functions (9,8) are given.

As for the group delay approximation interval, the equi-ripple solution is broader
by large margin. In the case of the phases however, one may say that the phase
linearity is abruptly destroyed at the abscissa of the first transmission zero.
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Finally, Fig. 10.9 depicts the step responses of the filter functions whose fre-
quency responses are depicted in Fig. 10.6. A flat region (undershoot) is noticeable
for the ER(9,8) filter.

Fig. 10.8 Frequency domain responses of the 9th order filters with maximum number of
transmission zeros at the x-axis. T stands for Thomson prototype and ER stands for equi-ripple
prototype, a passband attenuation, b overall attenuation, c phase, and d group delay

Table 10.4 Transition
regions of the example filters

Type T(9,0) T(9,8) ER(9,0) ER(9,8)

fs−f0 (kHz) 228.145 181.572 231.919 198.378

Fig. 10.9 Step responses of
the T(9,8) and ER(9,8)
transfer functions

206 10 Linear Phase Low-Pass Filters with Improved Selectivity



10.5 Developer’s Corner

The reader should consider as a serious challenge the task of finding the x-axis
transmission zeros (for a given stop-band attenuation and order of the numerator) of
the function represented by Table 10.2.

It is worth mentioning that by synthesis of polynomial low-pass linear phase
filters one is in fact in a position to create all-pass filters approximating constant
group delay at low frequencies. These are frequently referred to as delay lines and
will be addressed in more detail later one. Here we want to mention that an all-pass
transfer function is easy to be obtained by simply extending the polynomial one
with complex transmission zeros being in fact the poles mirrored against the x-axis.
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Chapter 11
Low-Pass and Band-Pass Group Delay
Correctors

To get a transfer function exhibiting both high selectivity and constant group delay
in the passband one may use the so called phase correctors. The property that when
two transfer functions are multiplied the amplitudes are multiplied but the phases
(and group delays) are added to each other is exploited in this case. In that, for a
given selective function, additional all-pass function is created which is conse-
quently multiplied with the first one to keep the amplitude characteristic unchanged
while adding a correction to the group delay. Both low-pass and band-pass
approximants are visited in this chapter and detailed descriptions of the imple-
mented algorithms are given. In both cases equi-ripple group delay approximation
is implemented. Influence of the order of the corrector and the value of the group
delay to be approximated to the realizability and the properties of the final solution
is studied. Examples are given of a wide variety of cases. Results of a study are
reported where corrected Chebyshev and LSM polynomial filters of the same
complexity were compared. It was shown that while with almost equal selectivity
the LSM solution is favourable from both group delay and passband attenuation
approximation point of view.

11.1 Introduction

It is well known that selective filter functions produce large phase (group delay)
distortions in the passband. In many applications these are unwanted or even make
the solution unacceptable. The most frequent solution to get high selectivity and in
the same time linear phase (constant group delay) in the passband is to cascade a
new all-pass filter called phase corrector. Its role is to compensate for the phase
distortions while not affecting the attenuation characteristic.

Here we promote two programs which, within the physical limitations of the
problem, produce equi-ripple solutions for any type of pass-band attenuation and
any final value of the group delay error.
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11.2 The Low-Pass Corrector Algorithm

The subject of the passband group delay correction was visited for a long period of
time now [1]. It was stated as a nonlinear optimization problem [2] which will here
be solved by a variant of the Remez algorithm [3].

Given the transfer function of a low-pass filter and consequently its group delay
as a function of frequency Tdf(x), one is to find the transfer function of an all-pass
filter whose group delay Tdc(x) adds to Tdf(x) so that together:

Td xð Þ ¼ Tdf xð Þþ Tdc xð Þ ð11:1Þ

are approximating a constant within a prescribed error d (%).
For the filter’s group delay function one may use (10.7) and (10.10) for n even

and n odd respectively, while for the corrector similar has to be rewritten:

Tdc xð Þ ¼ 2 �
Xk
l¼1

�a2l =al
ðx� blÞ2 þ a2l

ð11:2Þ

for k even. After substituting bl ¼ blj j it may be rewritten as

Tdc xð Þ ¼
Xk=2b c

l¼1

Tl xð Þ ð11:3Þ

where

Tl xð Þ ¼ �2 � al
a2l þðx� bkÞ2

þ �2 � al
a2l þðxþ blÞ2

ð11:4Þ

When k is odd, after denoting the real pole as z = a0, one uses

Tdc xð Þ ¼ T0 xð Þþ
Xk=2b c

l¼1

Tl xð Þ ð11:5Þ

with

T0 xð Þ ¼ �2a0
x2 þ a20

: ð11:6Þ

In the above :b c is denoting the flooring function.
Note that in (11.3)–(11.6) the poles of the corrector are considered only. One is

not to confuse them with the poles of the filter which, for convenience, in Chap. 10
were denoted by different letters.
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In fact, according to Fig. 11.1 (for a corrector of even order), the following
system of nonlinear equations is to be solved iteratively:

Td p; xið Þ ¼ Td0 þ 100 � d � ð�1Þrþ i; for i ¼ 1; 2; . . .; kþ 1; ð11:7Þ

where k is the order of the corrector, p is a vector of unknown coordinates of the
poles of the all-pass corrector (two per a complex pole and one additional-real if k-
odd), Td0 is the unknown average value of the passband group delay while r = 1 for
k-odd and r = 0 for k-even.

Note since xi, i = 1, 2, …, k + 1 are unknown, in every iteration of correction of
p, one has to first recalculate their value. A proper initial solution for p is necessary
which, in general, may be an obstacle to the implementation of the algorithm. If,
however, the so called iteration damping is implemented [4], i.e. if at the beginning
of the iterative process only fractions of the corrections are added to p, as an initial
solution for the complex poles one may simply use

pl ¼ rl þ jxl ¼ � 1
kþ n

� j
2 � l� 1
kþ 1

; l ¼ 1; 2; . . .; k=2b c ð11:8Þ

while for the real pole (if k-odd) one may use pk = −1/(k + n), where n is, as earlier,
the order of the filter to be corrected. In addition, as initial value, one may use
Td0 ¼ nþ 2 � kð Þ � p=2. Above, :b c stands for the flooring function.

To find the location of the abscissas of the extremal points of the group delay,
here denoted by xi, i = 1, 2, …, k + 1, one has to solve the following nonlinear
equation.

dTd xð Þ
dx

¼ dTdf xð Þ
dx

þ dTdc xð Þ
dx

¼ 0: ð11:9Þ

For dTdf xð Þ=dx, in this expression, one may use (10.18) and (10.19) for n even
and n odd, respectively, while for dTdc xð Þ=dx adjustment is needed in the fol-
lowing form

Fig. 11.1 Definition of the
low-pass corrector’s group
delay approximation problem
(Case: k-even)
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dTdc xð Þ
dx

¼ dT0 xð Þ
dx

þ
Xk=2b c

l¼1

dTl xð Þ
dx

¼ 0: ð11:10Þ

One is to substitute in (11.10) the following

dT0 xð Þ
dx

¼ 4 � a0 � x
x2 þ a20
� � ð11:11aÞ

and

dTl xð Þ
dx

¼ 4al x� blð Þ
a2l þðx� blÞ2
h i2 þ 4al xþ blð Þ

a2l þðxþ blÞ2
h i2 : ð11:11bÞ

Of course, for k even, (11.11a) is zero valued.
Note, again, that in (11.10) to (11.11) the poles of the corrector are considered

only. One is not to confuse them with the poles of the filter which, for convenience,
in Chap. 10 were denoted by different letters.

In our opinion there is no need for a sophisticated procedure to find the zeros of
(10.9). If sophisticated, one may search the x-axis with a coarse step to identify the
intervals where the zeros are located. That should enable implementation of the
modified secant method as described earlier in this book. Otherwise, one may set a
fine step for x (say Dx = 10−6 rad/s) and look for change of the sign.

To solve (11.7) for the unknown coordinates of the poles of the corrector one
needs to implement Newton-Raphson linearization as follows

Xk=2b c

l¼1

@Tdc p; xið Þ
@rl

Drl þ @Tdc p; xið Þ
@xl

Dxl

� �

¼ �Td p; xið Þþ Td0 þ 100 � d � ð�1Þrþ i;

ð11:12Þ

for i = 1, 2, …, k.
In this expression the number of unknown is k + 1, the first k being elements of

p while the last is Td0. On the other side, the number of equation is k. So, alike in
the previous chapter, here, there will be no calculation of the increment of Td0.
Instead Td0 will be recalculated after every iteration according to

Td0 ¼ 1
k

Xk
i¼1

Td p; xið Þ: ð11:13Þ

For the partial derivatives one may use
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@Tdc xð Þ
@rl

¼ 2 � r2
l � ðx� xlÞ2

r2
l þðx� xlÞ2

h i2 þ 2 � r2
l � ðxþ blÞ2

r2
l þðxþ blÞ2

h i2 ð11:14Þ

@Tdc xð Þ
@xl

¼ �4 � rk � x� xlð Þ
r2
l þðx� xlÞ2

h i2 þ 4 � rl � xþxlð Þ
r2
l þðxþxlÞ2

h i2 ð11:15Þ

and

@T0 xð Þ
@a0

¼ 2 � a20 � x2
� �
ðx2 þ a20Þ2

: ð11:16Þ

This completes the description of the procedure of computing the pole locations
of the corrector. In the next some examples will be discussed highlighting the
results which may be obtained using the corrector program of the RM software
and, in the same time, exposing the difficulties coming with the synthesis of group
delay corrector as such.

We took the LSM paradigm as a prototype whose group delay will be corrected.
The reason for that is the fact that in this example the difference between the
minimum and the maximum of the passband group delay is relatively small as
compared with Chebyshev, Halpern, and Papoulis filters and their derivatives with
improved selectivity including the Elliptic filters. This is partially illustrated by
Fig. 11.2a. Here four corrected group delay characteristics are depicted with the
order of the corrector increased from 0 (no corrector) to 6 while keeping the
maximum relative group delay error to be 1% of the average value of the
low-frequency passband group delay.

From the same figure we may see how is the corrector filling the valley on the
top of the group delay and so increasing the average and the peak value at the end
of the passband. Yes, by increasing the order of the corrector the band-width in
which the group delay is corrected is increased, too. That may be easily seen from
Fig. 11.2b. Note, in the k = 6 case the peak of the group delay at cut-off artificially
contributes to the approximation interval making the solution to cover the whole
passband which is even better than planned.

There is a limiting case of k for a given value of the error, however. Namely,
further increasing the order of the corrector is not possible since any pole con-
tributes by p to the area of the curve under the group delay. There is no room for
additional increase of that area in Fig. 11.2a. Unfortunately, it is very difficult to
estimate the maximum value of k for a given relative error in advance. One is
supposed to cut and try until satisfied.

The reader probably already noticed (from Fig. 11.2a) that the absolute value of
the error is rising with the rise of the order of the corrector. The reason for that is the
increase of the overall area under the curve which, in turn, is increased by 2p in
every step. This is inevitable when relative error is an approximation criterion
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which, unfortunately, is unavoidable. Namely, the designer has no knowledge in
advance on the absolute values which will be produced by the given prototype filter
(to be corrected) and the given complexity of the corrector for the selected d. If, as it
is usual, the absolute value of the delay error is imposed, one will need to repeat the
corrector synthesis procedure with variable d until satisfied.

That opens the issue of the size of d and its influence to the approximation
procedure and solution. To investigate that, since we did not expect any problems
for k = 2 and k = 4, we repeated the above synthesis of the corrector with k = 6 and
with increasing value of d from 1% via 5% to 10%. The results are depicted in
Fig. 11.3.

Care should be paid to distinguish the traces in Fig. 11.3a which depicts the
group delay of the corrected LSM filter with n = 9 and k = 6. The lines are
interwoven so that it is not easy to find which one is which. To facilitate that
Fig. 11.3b depict the relative error for the same solutions. One may first recognize
in Fig. 11.3a the 1% curve which is repeated (and properly marked) on both sides.
Then, one may see that the increase of d to 5% leads to a curve which has an
average delay larger than the peak value at the end of the pass-band. As a conse-
quence the approximation interval is significantly reduced when compared with the
1% solution.

The most interesting result is related to the case of d = 10%. Namely, here, the
last pole of the corrector is located outside of the passband allowing for an

Fig. 11.2 LSM filter of 9th
order with corrected group
delay. The order of the
corrector was varied a Overall
group delay; b relative group
delay error
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equi-ripple curve in which the abscissa of the peak at the cut-off is taking the role of
xk (with reference to Fig. 11.1). In return, the approximation interval is again
artificially extended as it is with the 1% case but now far outside the passband.
Note, this solution could be obtained only thanks to the high robustness of the
corrector program.

To further exemplify the problem of a corrector synthesis we produced a
function with Chebyshev prototype of 7th order (the same selectivity as the LSM of
9th order discussed above) with 1 dB maximum attenuation in the passband but
renormalized to 3 dB at cut-off. The corrector was of 8th order while the approx-
imation error was 1%. The resulting group delay characteristic is depicted in
Fig. 11.4.

Fig. 11.3 LSM filter of 9th
order with corrected group
delay with a 6th order
corrector. The value of the
group delay error was varied.
a Overall group delay;
b relative group delay error

Fig. 11.4 The group delay
characteristic of a corrected
7th order Chebyshev filter
(1 dB passband) using an 8th
order corrector
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To cope with the lobes of the passband group delay one needed higher order a
corrector than the “monotonic” group delay of the LSM filter (which was of higher
order) asks for. In addition, due to extremely high value of the peak at the end of the
passband, only 86% of the passband was covered by constant group delay with 1%
error.

The LSM plus corrector and the Chebyshev plus corrector solutions described
above are of the same order: n + k = 15. If we accept that the excess second order
cell of the corrected Chebyshev filter realizing the corrector and the excess second
order cell of the corrected LSM filter realizing a pair of poles, are of the same
complexity (which is not in favor to the LSM), we may conclude the following. The
corrected LSM solution while having almost identical stopband performance as the
corrected Chebyshev, exhibits much better overall group delay and passband
amplitude characteristics. To support the claim in Fig. 11.5 we include the atten-
uation characteristics of both. This issue was discussed in more details in [5].

To summarize, the synthesis of a corrector is a tricky job. The un-experienced
designer is supposed to repeat the design sequence several times with different
values of k and d in order to find the possible and, in the same time, acceptable
solution.

Fig. 11.5 Attenuation
characteristics of the
Chebyshev (7th order) and
LSM (9th order) filters having
the group delay corrected,
a stopband and b passband
attenuation
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11.3 Design Example of a Low-Pass Corrector

The example described here is related to a 9th order LSM filter corrected by a 6th
order corrector with relative error of 1%. Since the attenuation characteristic of the
LSM filter is already given earlier in this book, and the group delay was discussed
in the previous paragraph, we will first here depict, in Fig. 11.6, the time domain
responses obtained by the LP_analysis program.

There are important differences between the time domain responses of minimum
phase circuit (circuits with transmission zeros limited to the left half of the complex
frequency plane) and the non-minimum phase ones having transmission zeros in the
right half of the s-plane. That may be observed from Fig. 11.6 where both the step
and pulse responses (the latter being a derivative of the former) have significant
ringing before the arrival of the main signal. This ringing, when looked at in the eye
diagram, contributes to reduction to its height (opening) from below.

Apart of that, looking to the step response we recognize that the overshoot and
the undershoot are not significantly influenced as compared with the polynomial
LSM case. On the other side, the main lobe of the pulse response is noticeably more
symmetric which is a property highly valued when reduction of inter-symbol
interference is considered. That may be stated as the prime benefit of the intro-
duction of the corrector.

Here are excerpts from the reports produced by the RM software. First goes the
report produced by the transfer function synthesis program corrector.

Fig. 11.6 Step and pulse
responses of a 7th order LSM
filter corrected by a 6th order
corrector to produce 1%
group delay error in the
passband
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+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Synthesis of a corrector filter.  PROJECT NAME: Cor_LSM_9_6_1

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Read in data for corrector synthesis
Order of the numerator: n=0 Order of the denominator m=9 Order of the corrector 

lk=6 
------------------------------------------------------------------------------------------------ 
Input data
Order of the numerator n=0 Order of the denominator m=9
Order of the corrector lk=6 Required group delay error tepstd=1.000000 %

 ------------------------------------------------------------------------------------------------ 
Real part of the pole
-8.171005975e-001 -8.171005975e-001 -1.076807322e-001  -1.076807322e-001

-5.046817384e-001 -5.046817384e-001 -3.092196716e-001 -3.092196716e-001
-9.159576574e-001
Imaginary part of the pole
-1.028090737e-001 1.028090737e-001 9.825844638e-001 -9.825844638e-001

5.215009666e-001 -5.215009666e-001 -8.327774086e-001 8.327774086e-001
0.000000000e+000 
 ------------------------------------------------------------------------------------------------ 
The original function AFTER NORMALIZATION 

 ------------------------------------------------------------------------------------------------ 
  Real part of the pole
-8.171005975e-001 -8.171005975e-001 -1.076807322e-001  -1.076807322e-001

-5.046817384e-001  -5.046817384e-001 -3.092196716e-001  -3.092196716e-001
-9.159576574e-001
Imaginary part of the pole
-1.028090737e-001  1.028090737e-001  9.825844638e-001     -9.825844638e-001

5.215009666e-001  -5.215009666e-001 -8.327774086e-001  8.327774086e-001
0.000000000e+000 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
FINAL SOLUTION
The overall transfer function AFTER OPTIMIZATION

 ------------------------------------------------------------------------------------------------ 
Order of the numerator=6 Order of the denominator=15

================================================================
The results about the poles, zeros and coefficients listed below are valid for frequency nor-
malization with
wc=2*pi*fc=6.28318530e+005 rad/sec
================================================================
Final position of the zeros_in columns

2.3690829334e-001 7.8051578902e-001 
2.5927579155e-001 4.7291712338e-001 
2.6330940206e-001 1.5799384088e-001 
2.6330940206e-001 -1.5799384088e-001 
2.5927579155e-001 -4.7291712338e-001 
2.3690829334e-001 -7.8051578902e-001 
Final position of the poles_in columns
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-8.1710059750e-001 -1.0280907370e-001 
-8.1710059750e-001 1.0280907370e-001 
-1.0768073220e-001 9.8258446380e-001 
-1.0768073220e-001 -9.8258446380e-001 
-5.0468173840e-001 5.2150096660e-001 
-5.0468173840e-001 -5.2150096660e-001 
-3.0921967160e-001 -8.3277740860e-001 
-3.0921967160e-001 8.3277740860e-001 
-9.1595765740e-001 0.0000000000e+000 
-2.3690829334e-001 7.8051578902e-001 
-2.5927579155e-001 4.7291712338e-001 
-2.6330940206e-001 1.5799384088e-001 
-2.6330940206e-001 -1.5799384088e-001 
-2.5927579155e-001 -4.7291712338e-001 
-2.3690829334e-001 -7.8051578902e-001 
 ------------------------------------------------------------------------------------------------ 
Coefficients of the denominator of the transfer function (ascending in s):

Coefficients of the numerator of the transfer function (ascending in s):

4.603482651e-003 6.675813690e-002 4.753288564e-001 2.180410139e+000
7.249489406e+000 1.853251112e+001 3.773087928e+001 6.249390069e+001
8.520316679e+001 9.603809602e+001 8.922552867e+001 6.755738774e+001
4.070100212e+001 1.863530686e+001 5.912310111e+000 1.000000000e+000

1.824847927e-002 -1.474431769e-001 5.611268373e-001 -1.209348482e+000
1.818796953e+000  -1.518986974e+000  1.000000000e+000

 ------------------------------------------------------------------------------------------------ 
epstd=1.000e+000 (%) t0=3.62230e-005 (s) first before last freq. 

(err=epstd)=6.38945e+004 (Hz)  
=================================================================

The next is part of the report produced by the LP_Analysis program. 

*************************************************************************
The cut-off frequency defined by 4.00000e+001 dB is equal to 1.49166e+005

*************************************************************************
delay time (at 0.5)=3.62155e-005 rise time (0.1-0.9)=4.30521e-006  

 ************************************************************************* 
The number of oscillations at the beginning of the step response is=8
 time=3.18310e-009   value of the extremum=-1.60956e-014
 time=6.68451e-008   value of the extremum=4.93182e-015
 time=8.87458e-006   value of the extremum=1.16396e-002
 time=1.32036e-005   value of the extremum=-7.39864e-003
 time=1.76019e-005   value of the extremum=2.62159e-002
 time=2.21495e-005   value of the extremum=-2.70272e-002 
 time=2.67795e-005   value of the extremum=5.49823e-002
time=3.14822e-005 value of the extremum=-8.72682e-002 
************************************************************************ 
The number of oscillations at the end of the step response is=64
 time=4.11109e-005   value=1.08651e+000 
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 time=5.58472e-005   value=9.89155e-001 
 time=6.08288e-005   value=1.01609e+000 
 time=6.59859e-005   value=9.96774e-001 
 time=7.04666e-005   value=1.00624e+000 
 time=7.57286e-005   value=9.95506e-001 
************************************************************************

 time=4.59784e-005   value=9.65299e-001 
 time=5.08885e-005   value=1.02960e+000 

11.4 The Band-Pass Corrector Algorithm

The necessity for constant group delay in broadband selective filters comes from the
fact that they carry collections of channels located next to each other on the frequency
axis. Since they form a single package to be communicated, it is expected all of them to
arrive at the target receiver’s input simultaneously or, in other words, without mutual
delay. If we suppose that the transmission medium has flat amplitude and phase
characteristic (does not contribute to any kind of distortions either linear or nonlinear)
then the filter at the transmitting side should be the one which has to have constant
group delay characteristic in order not to contribute to linear phase distortions.

To create a corrector in the case of a band-pass selective prototype, slight
modifications are to be introduced in the procedure just described for low-pass
cases. According to Fig. 11.7 the following nonlinear system of equations is to be
solved iteratively

Td p; xið Þ ¼ Td0 þ 100 � d � ð�1Þi; for i ¼ 1; 2; . . .; k; ð11:17Þ

Since there will always be a spare minimum either at low or at high frequencies
inside the passband, alternative definition is possible in which the x-sequence starts
with a maximum and ends with minimum of the overall group delay. Due to the
strong arithmetical asymmetry of the amplitude characteristics observed in
band-pass filters produced by frequency transformation (having geometrical sym-
metry) the group delay of such filters is also strongly arithmetical asymmetric as

Fig. 11.7 Definition of the
band-pass corrector’s group
delay approximation problem
(k-even, always) with Td0
calculated in every iteration
by (11.13)
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shown in Fig. 4.7. That means that the above alternative will not lead to the same
final solution as the original one depicted in Fig. 11.7. Since, as is the case with the
low-pass filters just explained, the creation of the corrector is a tricky matter, using
this alternative may become a gateway for a designer stacked by divergences or
unacceptable convergences. Of course, the price paid will be an almost completely
new program for bandpass corrector design.

As for the mathematical formulation, one should notice that there are no odd order
solutions so that one may use the complete formulation from Paragraph 2 with parts
related to odd order filters and odd order correctors excluded. That stands for the
expression for the derivative of the overall group delay with respect to x, and the
derivatives of the corrector’s group delay with respect to the real and imaginary parts
of the poles.What must be different are the initial solutions whichmay be chosen to be

rl ¼ � 1
2 � n � xmax2 � xmax1ð Þ ; i ¼ 1; 2; . . .; k=2 ð11:18aÞ

xl ¼ xmax1 þ 1:2 � xmax2 � xmax1

k
� i; i ¼ 1; 2; . . .; k=2; ð11:18bÞ

and rk=2þ i ¼ ri and xk=2þ i ¼ �xi, for i = 1, 2, …, k/2. Of course, since k is an
even number there is no necessity for the flooring function used earlier.

In (11.18) xmax1 is the normalized angular frequency of the first maximum of the
group delay of the prototype selectivefilter.xmax2 is the normalized angular frequency
of the last maximum being on the opposite side of the passband. n stands for the order
of the low-pass selective prototype filter used to be transformed into a band-pass one.

As an illustration of the influence of the order of the corrector to the final
approximation of constant group delay, a 14th order LSM filter with improved
selectivity exhibiting 60 dB attenuation in the stopband will be used. It was obtained
by LP-to-BP transformation with a relative bandwidth of 40%. The group delay error
required was 1% as it was for the low-pass case above. Four solutions are depicted in
Fig. 11.8a, for k = 0, k = 2, k = 4, k = 6, and k = 8. To expose the shape of the group
delay in the passband Fig. 11.8b depicts the same solutions with a stretched x-axis.

To expose the influence of the group delay error and the limitations which are
coming from that side, we created Fig. 11.9 where everything is the same as in
Fig. 11.8 but the group delay error is 5%. Note the absence of the 8th order
corrector. Even the curve representing the group delay for k = 6 is a small miracle
since it catches the last chance to include the last peak of the original group delay as
part of the overall solution.

By observing the group delay characteristics of Fig. 11.9 one may recognize the
influence of the choice of the first abscissa in the statement of the solution of
Fig. 11.7. A choice where x1 would start with a maximum would transpose the
incomplete ringing of the group delay which is now at the upper part of the
passband into the lower part. Since the difference among the peaks of the uncor-
rected group delay is significant one should expect really different solution. This
option is not elaborated within the corrector_bp program which was used for
creation of Figs. 11.8 and 11.9.
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11.5 Design Example of a Band-Pass Corrector

Here is an excerpt of the report created by the corrector_bp program of theRM
software for filter design. The example is one among the ones whose characteristics
are depicted in Fig. 11.8. It is the k = 8 case. To reduce the length of the text the
normalized numerical values of the zeros and poles are rearranged into a table.

Fig. 11.8 Frequency
characteristics of a 14th order
LSM filter with improved
selectivity whose group delay
characteristic was corrected
with a corrector of rising
complexity. Relative group
delay error is 1% for all
solutions, a attenuation and
group delay b group delay
highlighted

Fig. 11.9 Frequency
characteristics of a 14th order
LSM filter with improved
selectivity whose group delay
was corrected with a corrector
of rising complexity. Relative
group delay error is 5% for all
solutions
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+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Synthesis of a corrector of a BANDPASS selective filter.

PROJECT NAME:   cor_bp_lsm_14_8_60_1
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

Order of the numerator: n=13 Order of the denominator m=14 Order of the 
corrector lk=8

================================================================= 
INPUT DATA
Required group delay error=1.00000e+000

------------------------------------------------------------------------------------------------ 
Real part of the zero
0.000000000e+000  -0.000000000e+000 0.000000000e+000 0.000000000e+000

8.200387628e-009 -8.200387628e-009 -8.200387628e-009 8.200387628e-009
0.000000000e+000  -0.000000000e+000 0.000000000e+000 0.000000000e+000
0.000000000e+000 
Imaginary part of the zero 
1.433678590e+000  -6.975064054e-001

1.560422865e+000  -6.408519268e-001
2.137240548e+000  -4.678930507e-001

-1.433678590e+000 6.975064054e-001
-1.560422865e+000 6.408519268e-001
-2.137240548e+000 4.678930507e-001

0.000000000e+000 
Real part of the pole
-4.068082046e-002 -2.618671244e-002 -2.618671244e-002 -4.068082046e-002

-3.084482587e-001 -3.084482587e-001 -1.354522616e-001 -9.271389173e-002
-9.271389173e-002 -1.354522616e-001 -2.616955131e-001 -2.107388101e-001
-2.107388101e-001 -2.616955131e-001 
Imaginary part of the pole
1.245727100e+000  -8.018888750e-001 8.018888750e-001 -1.245727100e+000

9.512411218e-001 -9.512411218e-001 1.201092500e+000 -8.221196065e-001
8.221196065e-001 -1.201092500e+000 1.083196998e+000 -8.722795581e-001
8.722795581e-001 -1.083196998e+000 

=================================================================
FINAL SOLUTION

The overall transfer function AFTER OPTIMIZATION
 ------------------------------------------------------------------------------------------------ 

Order of the numerator=21 Order of the denominator=22
 ------------------------------------------------------------------------------------------------ 
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Zeros Poles
Real part Imaginary part Real part Imaginary part

7.9163270830e-002 8.8323977779e-001 -4.0680820463e-002 1.2457271003e+000
8.3812239515e-002 9.8312260662e-001 -2.6186712439e-002 -8.0188887500e-001
8.3322386989e-002 1.0833244330e+000 -2.6186712439e-002 8.0188887500e-001
7.7376865987e-002 1.1818800018e+000 -4.0680820463e-002 -1.2457271003e+000
7.7376865987e-002 -1.1818800018e+000 -3.0844825866e-001 9.5124112176e-001
8.3322386989e-002 -1.0833244330e+000 -3.0844825866e-001 -9.5124112176e-001
8.3812239515e-002 -9.8312260662e-001 -1.3545226162e-001 1.2010925003e+000
7.9163270830e-002 -8.8323977779e-001 -9.2713891726e-002 -8.2211960650e-001
0.0000000000e+000 1.4336785902e+000 -9.2713891726e-002 8.2211960650e-001
0.0000000000e+000 -6.9750640544e-001 -1.3545226162e-001 -1.2010925003e+000
0.0000000000e+000 -1.4336785902e+000 -2.6169551305e-001 1.0831969982e+000
0.0000000000e+000 6.9750640544e-001 -2.1073881008e-001 -8.7227955812e-001
0.0000000000e+000 1.5604228655e+000 -2.1073881008e-001 8.7227955812e-001
0.0000000000e+000 -6.4085192682e-001 -2.6169551305e-001 -1.0831969982e+000
0.0000000000e+000 -1.5604228655e+000 -7.9163270830e-002 8.8323977779e-001
0.0000000000e+000 6.4085192682e-001 -8.3812239515e-002 9.8312260662e-001
0.0000000000e+000 2.1372405479e+000 -8.3322386989e-002 1.0833244330e+000

-0.0000000000e+000 -4.6789305068e-001 -7.7376865987e-002 1.1818800018e+000
0.0000000000e+000 -2.1372405479e+000 -7.7376865987e-002 -1.1818800018e+000
0.0000000000e+000 4.6789305068e-001 -8.3322386989e-002 -1.0833244330e+000
0.0000000000e+000 0.0000000000e+000 -8.3812239515e-002 -9.8312260662e-001

-7.9163270830e-002 -8.8323977779e-001

 ------------------------------------------------------------------------------------------------ 

11.6 Developer’s Corner

There are several aspects related to the design of group delay correctors.
From the software developer’s point of view one is forced to first create routines

for solution of systems of linear equations, finding the zeros of the derivatives of the
group delay, and elaborating the damping procedure including limitation of the
maximum number of iterations. Since really difficult situations may arise (from the
convergence point of view) one is supposed to build in an effective monitoring of
the convergence process by periodically printing the value of the modulus of the
corrective vector (|Dx|) along with the number of iterations.

The designer’s task is not much easier even if a good program is to be used.
Finding the right selective prototype is the first task. Namely, as we already
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demonstrated, the final complexity of the system is mainly defined by the com-
plexity of the corrector. That means that one is to be careful with the selective
prototype in order not to produce a very complex final solution. Chebyshev type
passband attenuation as shown in Fig. 7.4 may become a nightmare in finding the
right value of the order of the corrector for a given error. The final result may be a
really complex corrector since it has to fill all the valleys in the original group delay.
So, low ripple Chebyshev type or LSM solutions would lead to a best compromise
in satisfying the selectivity and group delay requirements by a system of minimum
complexity. Furthermore, one is not to forget that, as shown in Chap. 8, a trans-
mission zero at the x-axis contributes much more to the selectivity than an increase
of the order of the filter while, in the same time, reducing the lobes in the passband
attenuation and group delay responses.

The group delay error, as mentioned in the case of low-pass corrector, influences
the final value of the average passband delay and the absolute value of the delay
error. If the latter was specified, a tedious task is in front of the designer to find the
relative error which is adequate to the required absolute. Both the order of the
corrector and the value of the relative error are to be varied in order to get satis-
factory result.
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Chapter 12
Direct Bandpass Synthesis of Linear
and Parabolic Phase All-Pass Filters

In this chapter the subject of synthesis of all-pass filters approximating the group
delay in the maximally flat sense around a given non-zero frequency is introduced.
Requirements asking for constant and linearly rising or falling group delay are
accepted. The corresponding phase would be linear or parabolic. Iterative procedure
is described in full detail allowing realization of a computer program performing the
synthesis. Examples are given for all three situations. The influence of the change of
the slope to the approximation interval is studied.

12.1 Introduction

All-pass networks behaving as delay lines at a given carrier frequency are often of
interest. These exhibit constant group delay (a zero slope line) in a range of fre-
quencies arround the central one [1–3]. Their application in contemporrary software
defined radio is indispesible [4]. Others, exhibiting a group delay characteristic
approximating a line with finite slope arround the carrier, are used for pulse shaping
[5–12]. Namely, a frequency modulated signal input to such a filter will be trans-
formed in the sense that the modulation intensity will be enhanced or diminished
due to the (parabolic) phase characteristic of the filter. As can be seen from the list
of references, the scientific and industrial interest on the subjec of band-pass
all-pass filters spans for more than half a century.

There are different approaches in the design of all-pass filters. Some go for
equi-ripple approximation [13], other for time domain optimization [8] and some
[2, 10] go for maximally flat approximation.

To get the feeling as to how the all-pass effect is created Fig. 12.1 depicts the
pole-zero pattern of an 18th order allpass filter approximating constant group delay
around the central frequency which is here normalized to unity.

Two vectors are depicted in the figure representing jx-z1 and jx-p1, z1 and p1
being a zero and a pole of the overall transfer function. The resulting contribution of
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this pole-zero pair to the transfer function is (jx-z1)/(jx-p1). Since, according to
Fig. 12.1, the moduli of the numerator and the denominator of this expression are
equal, no matter the value of x, the resulting function will always have unity gain.
That stands for all pole-zero pairs of the all-pass system. The phase angle, however,
always doubles and changes with the change of the frequency.

In this chapter the concept based on maximally flat approximation will be
adopted and elaborated. Complete procedure will be given for synthesis of
band-pass all-pass filters approximating both constant and linearly changing group
delay. The procedure is based on an original development [10] for the nth
derivatives of the group delay with respect to the angular frequency and conse-
quently with respect to the coordinates of the transmission zeros.

The program B0010 performs synthesis of such all-pass filters with arbitrary
parameters.

12.2 The Algorithm

The group delay of an nth order allpass network whose RHP transmission zeros in
the first quadrant are zk ¼ rk þ jxk , k = 1,2,…, n/2, may be calculated as

sd xð Þ ¼
Xn=2
k¼1

Tk xð Þ ð12:1Þ

where

Tk xð Þ ¼ r xð Þþ q xð Þ ¼ 2 � rk

r2
k þðx� xkÞ2

þ 2 � rk

r2
k þðxþxkÞ2

: ð12:2Þ

Fig. 12.1 Poles and zeros of
an all-pass band-pass system
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To get a maximally flat approximation of the group delay around the central
frequency x0, with sd x0ð Þ ¼ t0 and dsd=dx x¼x0ð Þj ¼ s (or dsd=dx x¼x0ð Þj ¼ �s),
where t0 and s are positive constants, one has to solve the following system of
nonlinear equation with respect to the coordinates of zk

F1 r;xð Þ ¼ sd x0ð Þ � t0 ¼ 0 ð12:3aÞ

F2 r;xð Þ ¼ dsd=dx x¼x0ð Þj � s ¼ 0 ð12:3bÞ

Fi r;xð Þ ¼ disd=ðdxÞi x¼x0ð Þj ¼ 0 for i ¼ 3; . . .; n: ð12:3cÞ

where r and x are vectors of the unknown coordinates of the zeros.
In (12.3b) the parameter s defines the slope at the central frequency of the

passband of the final group delay characteristic. If s = 0 one goes for constant group
delay which is the most frequent case. Constant group delay means linear phase
around the central frequency.

If s 6¼ 0 one requires a linearly rising (s > 0) or linearly decreasing (s < 0) group
delay. That, in both cases means, a parabolic shape of the phase characteristic
around the central frequency.

After linearization the following system of linear equations arises

Xn=2
j¼1

@Fi r;xð Þ
@rj

Drj þ @Fi r;xð Þ
@xj

Dxj

� �
¼ �Fi r;xð Þ for i ¼ 1; . . .; n: ð12:4Þ

It should be solved iteratively.
A strongly damped iterative process was implemented in order for the solution to

converge for slopes of any (positive and negative) value and for filters of any order.
We will address the issue of the derivatives with respect to x, now. To find them

we will process the addends of the group delay r(x) and q(x). So, according to
(12.2) we have

r xð Þ ¼ 2 � rk

r2
k þðx� xkÞ2

: ð12:5Þ

It may be rewritten in the following form

r xð Þ � ½r2
k þ x� xkÞ2

� i
� 2 � rk ¼ 0 ð12:6Þ

which allows creation of a recurrent expression for calculating the derivatives.
Namely, the first five derivatives may be obtained by solving the following set of
expressions in succession.
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dr xð Þ
dx

� ½r2
k þ x� xkÞ2

� i
þ 2 � x� xkð Þ � r xð Þ ¼ 0 ð1:7aÞ

d2r xð Þ
dx2 � ½r2

k þ x� xkÞ2
� i

þ 4 � dr xð Þ
dx

� x� xkð Þþ 2 � r xð Þ ¼ 0 ð12:7bÞ

d3r xð Þ
dx3 � ½r2

k þ x� xkÞ2
� i

þ 6 � d
2r xð Þ
dx2 � x� xkð Þþ 6 � dr xð Þ

dx
¼ 0 ð12:7cÞ

d4r xð Þ
dx4 � ½r2

k þ x� xkÞ2
� i

þ 8 � d
3r xð Þ
dx3 � x� xkð Þþ 12 � d

2r xð Þ
dx2 ¼ 0 ð12:7dÞ

and

d5r xð Þ
dx5 � ½r2

k þ x� xkÞ2
� i

þ 10 � d
4r xð Þ
dx4 � x� xkð Þþ 20 � d

3r xð Þ
dx3 ¼ 0: ð12:7eÞ

For example, the first derivative is

dr xð Þ
dx

¼ �2 � x� xkð Þ � r xð Þ
½r2

k þ x� xkÞ2
� i : ð12:8Þ

The sequence (1.7a) may be generalized into the form

d jr xð Þ
dx j

� ½r2
k þ x� xkÞ2

� i

þ 2 � j � d
j�1r xð Þ
dxj�1 � x� xkð Þþ j � j� 1ð Þ � d

j�2r xð Þ
dxj�2 ¼ 0;

ð12:9Þ

which allows for calculation of the derivative of order j.
Similar series of expression may written for q(x) which would lead to

d jq xð Þ
dx j � ½r2

k þ xþxkÞ2
� i

þ 2 � j � d
j�1q xð Þ
dxj�1 � xþxkð Þþ j � j� 1ð Þ � d

j�2q xð Þ
dxj�2 ¼ 0:

ð12:10Þ

Now, having this result, finding the partial derivatives with respect to the
parameters (rl and xl), is a trivial task. The recurrent expressions for the partial
derivatives with respect to xl are as follows.
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½r2
k þ x� xlÞ2

� i @ d j
r xð Þ
dx j

� �

@xl
� 2 � d

jr xð Þ
dx j

x� xlð Þ

þ 2 � j �
@ dj�1

r xð Þ
dxj�1

� �

@xl
� x� xlð Þ � 2 � j � d

j�1r xð Þ
dxj�1

þ j � j� 1ð Þ �
@ dj�2

r xð Þ
dxj�2

� �

@xl
¼ 0

ð12:11aÞ

with

@ dr xð Þ
dx

� �
@xl

� ½r2
l þ x� xlÞ2

� i

� 2 � x� xlð Þ � dr xð Þ
dx

� 2 � r xð Þþ x� xlð Þ � @r xð Þ
@xl

¼ 0

ð12:11bÞ

and

@r xð Þ
@xl

� ½r2
l þ x� xlÞ2

� i
� 2 � x� xlð Þ � r xð Þ� ¼ 0: ð12:11cÞ

½r2
l þ xþxlÞ2

� i @ d j
q xð Þ
dx j

� �

@xl
þ 2 � d

jq xð Þ
dx j

xþxlð Þ

þ 2 � j �
@ dj�1

q xð Þ
dxj�1

� �

@xl
� xþxlð Þ � 2 � j � d

j�1q xð Þ
dxj�1

þ j � j� 1ð Þ �
@ dj�2

q xð Þ
dxj�2

� �

@xl
¼ 0

ð12:12aÞ

with

@ dq xð Þ
dx

� �
@xl

� ½r2
l þ xþxlÞ2

� i

þ 2 � xþxlð Þ � dq xð Þ
dx

þ 2 � r xð Þþ xþxkð Þ � @q xð Þ
@xl

¼ 0

ð12:12bÞ
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and

@q xð Þ
@xl

� ½r2
k þ xþxkÞ2

� i
þ 2 � xþxkð Þ � q xð Þ� ¼ 0: ð12:12cÞ

Similar set of expressions may be produced for the derivatives with respect to rl.
Partial derivatives of r(x) and its derivatives with respect to x are

@ d j
r xð Þ
dx j

� �

@rl
� ½r2

l þ x� xlÞ2
� i

þ 2 � rl � d
jr xð Þ
dx j

þ 2 � j �
@ dj�1

r xð Þ
dxj�1

� �

@rl
� x� xlð Þ

þ j � j� 1ð Þ �
@ dj�2

r xð Þ
dxj�2

� �

@rl
¼ 0

ð12:13aÞ

with

@ dr xð Þ
dx

� �
@rl

� ½r2
l þ x� xlÞ2

� i

þ 2 � rl � dr xð Þ
dx

þ 2 � x� xkð Þ � @r xð Þ
@rl

¼ 0

ð12:13bÞ

and

@r xð Þ
@rl

� ½r2
l þ x� xlÞ2

� i
þ 2 � rl � r xð Þ � 2 ¼ 0 ð12:13cÞ

Partial derivatives of q(x) and its derivatives with respect to x are

@ d j
q xð Þ
dx j

� �

@rl
� ½r2

l þ xþxlÞ2
� i

þ 2 � rl � d
jq xð Þ
dx j

þ 2 � j �
@ dj�1

q xð Þ
dxj�1

� �

@rl
� xþxkð Þ

þ j � j� 1ð Þ �
@ dj�2

q xð Þ
dxj�2

� �

@rl
¼ 0

ð12:14aÞ
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with

@ dq xð Þ
dx

� �
@rl

� ½r2l þ x� xlÞ2
� i

þ 2 � rl � dq xð Þ
dx

þ 2 � x� xlð Þ � @q xð Þ
@rl

¼ 0

ð12:14bÞ

and

@q xð Þ
@rl

� ½r2
l þ x� xlÞ2

� i
þ 2 � rl � q xð Þ � 2 ¼ 0: ð12:14cÞ

Here ends the developments related to the formulation of the linear system of
Eq. (12.4).

To start, however, one needs initial solutions. We would recommend the fol-
lowing normalized coordinates [10]

ri ¼ p � n
t0

� nþ 6
2t0

ð12:15aÞ

�xi ¼ 1þ p � n
2t0

� 2i� 1
n

� 0:5
� �

for i ¼ 1; 2; . . .; n=2; ð12:15bÞ

with t0 ¼ 2 � p � T0 � X0. Here T0 is the requested un-normalized group delay and X0

is the requested un-normalized central frequency of the filter. Note the scaling factor
p � n=t0 represents width (in angular frequency) since it is a quotient of the area
under the curve and its height. Again, the real parts are taken to be equal since, most
frequently, constant group delay is sought.

Having in mind the fact that the order of the filter, the band-width of approxi-
mation, the slope of the group delay (positive and negative), and the value of the
nominal group delay are bound by the area under the group delay curve, on should
pay attention in the choice of T0 and n when starting the design. Large T0 and small
n will lead to extremely narrow approximation interval. On the contrary, small T0
and large n, while asking for broad approximation interval, may happen to be a
serious obstacle to convergence since half of the area has to be below X0. When this
happens the program b0010 of the RM software will stop and suggest the
nominal group delay to be increased or the proposed order of the filter decreased.

All these bring us again to the necessity of a strong damping of the iteration
process since the same set of initial conditions are to provide for convergence for
vide intervals of design parameters and types of approximation.

To illustrate the results which may be obtained by implementation of the pro-
cedure described above, we will consider an all-pass filter wit T0 = 50 ls.

Approximation of a constant group delay is illustrated first. The results are
depicted in Fig. 12.2 where two solutions (n = 10 and n = 18) are presented.
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Figure 12.2a represents the group delay characteristics. The broadening of the
approximation interval with the rise of the order of the filter is clearly noticeable.
On the other side, in Fig. 12.2b the phase characteristics are depicted. Here from it
is easy to recognize the interval of linearity but not as clear as in the case of the
group delay.

It is obvious from Fig. 12.2a that further rise of the order of the filter will soon
reach its limiting value since not much of area is left above the n = 18 curve at low
frequencies.

Next, we will demonstrate the influence of the order of the filter to the
approximation interval in the case of linearly rising group delay. The results are
depicted in Fig. 12.3. The group delay characteristics for n = 6, n = 10 and n = 16
are depicted in Fig. 12.3.a. Steady broadening of the approximation interval with
the rise of the order of the filter may be noticed. That is clearly represented in
Fig. 12.3b where the relative deviation of the group delay from a straight line
imposed as a target is depicted. Note, if 5% of an error was set as a margin, the 16th

order solution covers an approximation interval which makes 90% of the central
frequency of the filter. Finally, Fig. 12.3c is depicting the phase characteristics of
these three solutions. Here, unfortunately, it is very difficult to recognize the
parabolic shape of the phase in the passband which, as usual, imposes the group
delay as a merit of success.

Fig. 12.2 All-pass filters
approximating constant group
delay around the central
frequency in maximally flat
sense. a Group delay and
b phase characteristics
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Finally, Fig. 12.4 depicts the synthesis results for a decreasing group delay of
the all-pass filter. The order of the filter was kept to be n = 10 while the required
slope of the group delay was varied from −25% via −15% to −5%. Figure 12.4a
depicts the group delay characteristics while Fig. 12.4b depicts the absolute devi-
ation from the corresponding strait line. Of course, with the rise of the modulus of
the slope the approximation interval decreases.

Fig. 12.3 All-pass filters
approximating linearly rising
group delay around the central
frequency in maximally flat
sense. a Group delay,
b relative approximation error
and c phase characteristics
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12.3 Design Example of an All-Pass Band-Pass Filter

As an example the 18th order all-pass band-pass filter approximating constant
group delay will be given below. The report was produced by the B0010 program
of the RM software. Its group delay and phase responses are depicted in Fig. 12.2.

============================================================== 
Project name: bp_ap_18_0 
==============================================================
Read in synthesis data:

Order of the filter n=18
Central angular frequency W0=6.28319e+005
Nominal value of the delay T0=5.00000e-005
Slope of the characteristics B=0.00000e+000 %
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
ALLPASS AMPLITUDE BANDPASS GROUP DELAY FILTER
Maximally flat group delay with controllable slope 

Fig. 12.4 All-pass filters of
10th order approximating
linearly decreasing group
delay around the central
frequency in maximally flat
sense. a Group delay,
b absolute approximation
error
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----------------------------------------------------------------------- 
SOLUTION
Order of the filter_n=18
===============================================================
The results about the poles, zeros and coefficients listed below are valid for frequency
normalization with
wc=2*pi*fc=6.28318530e+005 
===============================================================
Final position of the zeros :
zs[1]=3.196274315e-001 zw[1]=6.433747107e-001 
zs[2]=2.092498889e-001 zw[2]=5.034317134e-001 
zs[3]=3.814830929e-001 zw[3]=7.689960822e-001 
zs[4]=4.135607799e-001 zw[4]=8.884053715e-001 
zs[5]=4.220290968e-001 zw[5]=1.004836348e+000 
zs[6]=4.085981999e-001 zw[6]=1.120240854e+000 
zs[7]=3.719495701e-001 zw[7]=1.236393138e+000 
zs[8]=1.962690375e-001 zw[8]=1.485216279e+000 
zs[9]=3.066621481e-001 zw[9]=1.355887585e+000 
zs[10]=3.196274315e-001 zw[10]=-6.433747107e-001 
zs[11]=2.092498889e-001 zw[11]=-5.034317134e-001 
zs[12]=3.814830929e-001 zw[12]=-7.689960822e-001 
zs[13]=4.135607799e-001 zw[13]=-8.884053715e-001 
zs[14]=4.220290968e-001 zw[14]=-1.004836348e+000 
zs[15]=4.085981999e-001 zw[15]=-1.120240854e+000 
zs[16]=3.719495701e-001 zw[16]=-1.236393138e+000 
zs[17]=1.962690375e-001 zw[17]=-1.485216279e+000 
zs[18]=3.066621481e-001 zw[18]=-1.355887585e+000 

Final position of the poles:
s[1]=-3.196274315e-001 w[1]=6.433747107e-001 
s[2]=-2.092498889e-001 w[2]=5.034317134e-001 
s[3]=-3.814830929e-001 w[3]=7.689960822e-001 
s[4]=-4.135607799e-001 w[4]=8.884053715e-001 
s[5]=-4.220290968e-001 w[5]=1.004836348e+000 
s[6]=-4.085981999e-001 w[6]=1.120240854e+000 
s[7]=-3.719495701e-001 w[7]=1.236393138e+000 
s[8]=-1.962690375e-001 w[8]=1.485216279e+000 
s[9]=-3.066621481e-001 w[9]=1.355887585e+000 
s[10]=-3.196274315e-001 w[10]=-6.433747107e-001 
s[11]=-2.092498889e-001 w[11]=-5.034317134e-001 
s[12]=-3.814830929e-001 w[12]=-7.689960822e-001 
s[13]=-4.135607799e-001 w[13]=-8.884053715e-001 
s[14]=-4.220290968e-001 w[14]=-1.004836348e+000 
s[15]=-4.085981999e-001 w[15]=-1.120240854e+000 
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s[16]=-3.719495701e-001 w[16]=-1.236393138e+000 
s[17]=-1.962690375e-001 w[17]=-1.485216279e+000 
s[18]=-3.066621481e-001 w[18]=-1.355887585e+000 
================================================================
Coefficients of the numerator of the transfer function:

Ascending exponent of frequency (s)
1.32551964e+000 -8.97007189e+000 4.03725957e+001 -1.24908827e+002

3.07010105e+002 -6.04069533e+002 9.99483785e+002 
-1.39042344e+003 1.66739594e+003 -1.71345800e+003 1.53241714e+003 
-1.17738207e+003 7.85936887e+002 -4.44347525e+002 2.15050375e+002 
-8.42140879e+001 2.71619991e+001 -6.05885849e+000 1.00000000e+000  
Descending exponent of frequency (s)
1.00000000e+000 -6.05885849e+000 2.71619991e+001 -8.42140879e+001

2.15050375e+002 -4.44347525e+002 7.85936887e+002 
-1.17738207e+003 1.53241714e+003 -1.71345800e+003 1.66739594e+003 
-1.39042344e+003 9.99483785e+002 -6.04069533e+002 3.07010105e+002 
-1.24908827e+002 4.03725957e+001 -8.97007189e+000 1.32551964e+000  

Coefficients of the denominator of the transfer function:

Ascending exponent of frequency (s)
1.32551964e+000 8.97007189e+000 4.03725957e+001 1.24908827e+002 

3.07010105e+002 6.04069533e+002 9.99483785e+002 1.39042344e+003 
1.66739594e+003 1.71345800e+003 1.53241714e+003 1.17738207e+003 
7.85936887e+002 4.44347525e+002 2.15050375e+002 8.42140879e+001 
2.71619991e+001 6.05885849e+000 1.00000000e+000  
Descending exponent of frequency (s)
1.00000000e+000 6.05885849e+000 2.71619991e+001 8.42140879e+001 

2.15050375e+002 4.44347525e+002 7.85936887e+002 1.17738207e+003   
1.53241714e+003 1.71345800e+003 1.66739594e+003 1.39042344e+003 
9.99483785e+002 6.04069533e+002 3.07010105e+002 1.24908827e+002 
4.03725957e+001 8.97007189e+000 1.32551964e+000 
--------------------------------------------------------------- 
Normalized group delay(w0)=3.14144e+001
=================================================================
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12.4 Developer’s Corner

Speaking from the software development point of view, one has to carefully
examine the expressions for the derivatives either with respect to the frequency or
with respect to the zero’s coordinates. One is to exploit the recurrence formulas
given which will make the program readable and facilitate the debagging.

Extreme care must be paid to the monitoring of the iterative process and control
of convergence. That would include extensive damping of the iterations. Of course,
these actions will lead to spending excessive computer time but any solution is
better than no solution.

Speaking from the designer’s point of view, considering convergence and, of
course, the shape of the resulting function, there is an important difference between
the positive and the negative slope cases. Namely, when small positive slopes in
conjunction with high order filters are sought, it becomes much more difficult to
achieved convergence since large amount of the area under the curve is to be
pushed below the central frequency. That may be seen from Fig. 12.3 where the
16th order filter seems to be the limiting case for the given value of the nominal
delay and the slope.

Finally, the procedure described above is by no means limited to linear and
parabolic phase characteristic. Namely, by choosing the derivatives higher than first
to be nonzero, one may go for higher order polynomial approximation of the phase.
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Chapter 13
Direct Bandpass Synthesis of Linear
and Parabolic Phase Selective Filters

A procedure is proposed and verified (including the computer program used for
implementation) which allows for simultaneous fulfillment of requirements for the
amplitude and group delay characteristic of band-pass filters. The final result is
reminiscent to the one described in Chap. 10 and the previous chapter in the sense
that, in an iterative loop, the group delay characteristic is synthesized (in the
maximally flat sense) first and transmission zeros on the x-axis are subsequently
added to boost the selectivity. The nominal group delay is adjusted as a parameter
within the optimization loop until proper passband-width (of the amplitude char-
acteristic) is obtained. All three cases (constant, linearly rising and linearly falling
group delay) are encompassed. Detailed description of the algorithm is given
accompanied by a comprehensive set of examples.

13.1 Introduction

Direct synthesis of band-pass filters is a special challenge. It is so even when
requirements on the amplitude characteristics are imposed only [1]. More chal-
lenging is, however, synthesis of band-pass filters with constant group delay in the
passband [2]. Additional challenge is to have a group delay approximating a line
with a given slope. In such cases additional limiting the frequency spectrum of the
transmitted pulses may be achieved [3].

The solution offered below may be considered as a combination of use of
band-pass group delay approximating function (in a maximally flat sense around the
central frequency) and a band-pass amplitude corrector which is not affecting the
group delay. These two approximants are alternatively implemented until the
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desired pass-band width is achieved with the group delay at the central frequency
being the variable parameter enabling adjustment. Namely, by varying the nominal
group delay of the now band pass filter approximating constant group delay one
may change the approximation width due to the fixed area under the group delay
curve. The approximation width is directly related to the passband width. Of course,
the passband width is affected by the amplitude corrector too. So a value of the
nominal group delay exists which allows the prescribed passband width to be
obtained. That is in fact the stopping criterion needed.

One may, of course, approximate linearly changing group delay (with positive or
negative slope) while keeping the rest of the requirements the same.

The transfer function used for this class of filters may be stated as

H sð Þ ¼ H0 � sl
Qm=2

k¼1 ðs2 � z2kÞQn
k¼1 s� pkð Þ ð13:1Þ

where

H0 ¼ 1

ðjx0Þl
Qn

k¼1 j � x0 � pkð ÞQm=2
k¼1 �x2

0 � z2k
� � : ð13:2Þ

In the above expression m + l is the order of the numerator, n is the order of the
filter, zk is the coordinate of the transmission zero at the imaginary axis, and
pk = rk + j � xk is the kth complex pole of the filter. s is the normalized complex
angular frequency. It is assumed here that x0 is the central frequency of the
passband.

No matter how usual this function looks like, due to the specific way of the filter
synthesis implemented below, it needs to be explained shortly. Namely, the
denominator of the function is defining both the group delay and the attenuation in
the passband. Without the transmission zeros contained in the numerator one would
have a low-pass function approximating constant group delay around the central
frequency. The numerator’s transmission zeros are supposed to shape the attenu-
ation characteristic into a band-pass one. There should be three “categories” of
them: the ones in the upper stopband, the ones in the lower stopband and some in
the origin.

13.2 The Algorithm

In this paragraph the algorithm implemented within the bptdam program of the
RM software will be described.
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The group delay may be calculated from

sd xð Þ ¼
Xn=2
k¼1

Tk xð Þ ð13:3aÞ

where

Tk xð Þ ¼ �rk

r2
k þðx� xkÞ2

þ �rk

r2
k þðxþxkÞ2

: ð13:3bÞ

Note the similarity with the expression (12.2) from the previous chapter. The
difference is in the fact that we are doing here with the poles hence the negative
sign. Furthermore, there are no complex zeros hence the missing 2 in the
numerators.

To get a maximally flat approximation of the group delay around the central
frequency x0, with sd x0ð Þ ¼ t0 and dsd=dx x¼x0ð Þj ¼ b, where t0 and b are positive
constants, one has to solve the following system of nonlinear equation with respect
to the coordinates of pk

F1 r;xð Þ ¼ sd x0ð Þ � t0 ¼ 0 ð13:4aÞ

F2 r;xð Þ ¼ dsd=dx x¼x0ð Þj � b ¼ 0 ð13:4bÞ

Fi r;xð Þ ¼ disd=ðdxx
i j x ¼ x0ð Þ ¼ 0 for i ¼ 2; . . .; n� 1: ð13:4cÞ

where r and x are vectors of the unknown coordinates of the poles pk ¼ rk þ jxk.
After linearization the following system of linear equations arises

Fi þ
Xn=2
j¼1

@Fi

@rj
drj þ @Fi

@xj
dxj

� �
¼ 0 for i ¼ 0; . . .; n� 1: ð13:5Þ

It should be solved iteratively. To get the proper derivatives needed to solve this
system one may use all theory developed in the previous chapter. Adjustments are
to be made, however, related to the facts that there are no complex zeros and there
are poles to be manipulated as mentioned above.

In order to produce a bandpass characteristic the numerator of the transfer
function is considered an amplitude corrector. In that way only the coordinates of
the transmission zeros will be considered variable (unknown). With reference to
Fig. 13.1, the following system of nonlinear equations is to be solved iteratively

H sð Þ � Hð�sÞ s¼j�yij ¼ H2
max for i ¼ 1; . . .; m=2: ð13:6Þ
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with respect to the unknown coordinates of the attenuation poles p. The frequencies
yi are the locations of the maxima of the stopband gain which are to be calculated in
every step of correction of the attenuation poles p.

To get symmetry around x0 the transfer function is supposed to have the
transmission zeros at the imaginary axis distributed symmetrical (in number)
around the passband. So, for the overall number of finite transmission zeros, as
depicted in Fig. 13.1 the number of zeros located at the positive half of the x-axis
should be a multiple of 2, and the overall number of finite transmission zeros a
multiple of 4. Furthermore, to get symmetry one has to have attenuation poles in the
origin. We choose an even number of them to be the best solution. So, it may
rewritten in the form

H sð Þ ¼ H0 �
s2�l �Qm=2�l

k¼1 s2 � z2k
� �

Qn
k¼1 s� pkð Þ ð13:7aÞ

with

H0 ¼
Qn

k¼1 j � x0 � pkð Þ
ðj � x0Þ2�l �

Qm=2�l
k¼1 �x2

0 � z2k
� � : ð13:7bÞ

Keeping l even, one uses (13.1) for programming.
In that way in order to get a transfer function exhibiting band-pass approxi-

mation of the group delay in maximally flat sense and a selective amplitude
characteristic with attenuation poles at finite frequencies, given amax, b, B0, n, m,
and l, one has to search for the values of pk, k = 1,2, …, n, and zk, k = 1, …, m/2-
l. B0 stands for the required 3 dB pass-band width.

Fig. 13.1 Definition of the parameters of the amplitude characteristic of a band-pass filter
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The program finds these values in an iterative process containing two internal
iterative loops nested into the main one as depicted in Fig. 13.2.

To start the process one needs an initial value for the nominal group delay. To
that end we choose the normalized value

T0 ¼ p � n; ð13:8Þ

which stems from the area under the curve and is based on the assumption that the
approximation width will be equal to 1 rad/s. This choice is not crucial for the

Fig. 13.2 Algorithm
implemented within the
bptdam program
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convergence as such since T0 is the variable used to adjust the passband width. It
may, however, influence the convergence speed if chosen to far from the final value.
Of course, what we propose is accompanied by strong iteration damping which
means convergence is assured while the speed is under control of the damping.

Further, to start one needs initial solutions for the poles of the transfer function.
We would recommend the following normalized coordinates

ri ¼ � p � n
T0

� nþ 6
T0

ð13:9aÞ

�xi ¼ 1þ p � n
T0

� 2i� 1
n

� 0:5
� �

for i ¼ 1; 2; . . .; n=2; ð13:9bÞ

These formulas are slight modification of (12.15) in the sense that the scaling
factor now p ⋅ n/T0 since the area is reduced by factor of 2.

Finally, speaking on initial solutions, one needs a guess for the zeros of the
transfer function. For this purpose we propose first the upper and lower edges of the
stopband of the current solution to be found. These are denoted in Fig. 13.1 as xsu

and xsl, respectively. We also introduce Bs ¼ xsu � xslð Þ and zi = j xi. With that
one may use the following recurrence

xi ¼ ffiffiffiffi
ai

p
and xm=4þ i ¼

ffiffiffiffi
bi

p
for i ¼ 1; 2; . . .;m=4; ð13:10aÞ

with

ai ¼ ð1þ aiÞ2 and bi ¼ ð1� aiÞ2; ð13:10bÞ

and

ai ¼ 0:25 � i � Bs

m=4
; for i ¼ 1; 2; . . .;m=4: ð13:10cÞ

With reference to Fig. 13.2, the procedure starts with setting the initial values as
explained above. Then the main iterative loop is entered and the iteration counter is
set to 1. Within the main iterative loop there are two more iterative loops. The first
performs iterative search for the poles of the transfer function under the restriction
of maximally flat approximation as stated by (13.4a). In other words in this loop
(13.5) is solved.

The second loop is after the coordinates of the transmission zeros which is in fact
solving (13.6) iteratively. That done the passband width B is evaluated by solving
numerically the following

H sð Þ � Hð�sÞ s¼j�xuj ¼ H2
min ð13:11aÞ
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and

H sð Þ � Hð�sÞ s¼j�xlj ¼ H2
min: ð13:11aÞ

Now B is calculated as

B ¼ xu � xl ð13:12Þ

and compared with its prescribed value B0. If satisfactory the process is leaving the
main loop and the solution is reached. In the opposite T0 is changed.

When not satisfactory, one should change T0. It should be decreased in order for
B to increase and the opposite. The increment, DT0, of course, should be reduced
gradually.

To avoid complicated search for T0, a fixed increment may be adopted say
DT0 = 10−5 ⋅ T0, which will be added to T0 in order to decrease or subtracted in
order to increase B. If so, depending on the mutual values of the initial and final T0,
the search will produce monotonic rise or decrease of T0. The stopping criterion, in
this case, will be simply the necessity of change of the sign of DT0.

The procedure described above was implemented in the bptdam program of
the RM software. In the sequel we will describe several examples of implemen-
tation of bptdam. Since this procedure and the results obtained are unique and
new, some more attention will be paid to the properties of the obtained functions.

Figures 13.3, 13.4, 13.5, 13.6 are representing the properties of a transfer
function of a 14th order filter with 8 finite transmission zeros at the x-axis and two
zeros at the origin leaving two zeros for the infinity. This structure was selected in
order to enable symmetry per se. Stopband attenuation amin = 40 dB was required.

Figure 13.3 depicts the attenuation characteristic. The whole characteristic is
depicted in Fig. 13.3a while Fig. 13.3b depicts the passband response only. Slight
asymmetry may be observed since the upper edge of the passband is smaller than
the required 110 kHz. That however is incomparably less damaging than in the case
of selective filters obtained by frequency transformations as could be seen in
Fig. 11.8 and Fig. 11.9. From the design example given in the next paragraph one
may find that the edges of the stopband are approximately fsl = 72.6 kHz and
fsu = 127 kHz which means that the upper transition region is fsu–fu = 127–
110 = 17 kHz which is approximately 1.7 times larger than the upper half of the
passband. Thinking in halves, this would correspond to a low-pass filter of 7th order
with 4 transmission zeros at the x-axis.

That is to be compared with the attenuation characteristic of the Thomson filter
with improved selectivity depicted in Fig. 10.6b (trace T) which is of similar
selectivity but of an order higher by two. We think that this improvement comes
from the accommodation of the group delay approximation in favor to the
selectivity.

Figure 13.4 depicts for the first time the amplitude characteristic of this kind
filters. To illustrate, Fig. 13.4b depicts the stopband attenuation of the filter.
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Fig. 13.3 Attenuation
characteristic of the 14th
order filter simultaneously
approximating constant group
delay and selective
attenuation, a Overall
attenuation and b passband
attenuation

Fig. 13.4 Amplitude
characteristic (Gain) of the
14th order filter
simultaneously approximating
constant group delay and
selective attenuation,
a Overall gain and b stopband
gain
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Next, the passband phase characteristic is depicted in Fig. 13.5. Apart of the
extreme good linearity which covers the whole passband and beyond, there is not
much to discuss.

Finally, Fig. 13.6 depicts the group delay and the approximation errors.
Figure 13.6a depicts the group delay characteristic and the absolute deviation from
the constant here presented by a dashed line. Figure 13.6b depicts the relative
deviation of the group delay. As can be seen even in this case the approximation
interval is much broader than necessary. It is also slightly asymmetric which, being
far outside of the passband, has not much of importance.

Fig. 13.5 Passband phase
characteristic of the 14th
order filter simultaneously
approximating constant group
delay and selective
attenuation

Fig. 13.6 a Passband group
delay and absolute error
characteristics of the 14th
order filter simultaneously
approximating constant group
delay and selective
attenuation and b Passband
relative error characteristics
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To further investigate the behaviour of the design procedure proposed and the
capabilities of the bptdam program two examples were elaborated. Both are
approximating linearly changing group delay having, however, opposite signs of
the slopes. The resulting attenuation and group delay characteristics are depicted in
Fig. 13.7.

As earlier, it is 14th order filter function with 8 transmission zeros at the x-axis
and two zeros at the origin exhibiting amin = 40 dB in the stopband. The first one,
labeled “1”, has positive slope of 20% of the group delay characteristic. The second
has negative slope of 20% and is labeled “2”. As can be seen the final values of the
nominal group delay are different due to the asymmetry of the amplitude charac-
teristic of case “1” which, in turn, is a consequence of the “gathering” the poles with
small real parts near the upper edge of the passband. This asymmetry can be
“corrected” by simply rising the order of the filter by 2 (or more) which would give
rise to the influence of the transmission zeros at infinity as opposed to the ones
located in the origin whose number is kept constant.

13.3 Design Example

As an example the 14th order selective band-pass filter approximating constant
group delay will be given below. The report was produced by the bptdam
program of the RM software. Its attenuation, amplitude phase and group delay
responses are depicted in Figs. 13.3, 13.4, 13.5 and 13.6. To reduce the length of
the report the pole-zero coordinates were rearranged into a table.

BPTDAM, Program for band-pass synthesis 
of constant  group delay in maximally flat sense 
and an amplitude corrector using finite transmission zeros
Project name: BP_SIM_14_8_2_20p 

Fig. 13.7 Group delay and
attenuation characteristics of
the 14th order filter
simultaneously approximating
linearly changing group delay
and selective attenuation.
(1) positive slope 20% and
(2) negative slope 20%
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=================================================================
Read in synthesis data:
Order of the filter n=14
Number of zeros at the origin k0=2
Number of zeros at the imaginary axis m0=8
Central angular frequency fc=1.00000e+005 Hz
Initial (evaluated internally) value of the delay T0=7.00000e-005
Minimum stopband attenuation=4.00000e+001 Required relative pass-band
width=2.0000e-001.  Required slope of the group delay=0.00000e+000
=================================================================
AMPLITUDE (SELECTIVITY) CORRECTION OF A 
CONSTANT GROUP DELAY BANDPASS FILTER
----------------------------------------------------------------------- 
SOLUTION
Order of the filter_n=14
Number of zeros in the origin_k0=2
Number of zeros at the imaginary axis_n0=8
Order of the numerator_m=10
=================================================================
The results about the poles, zeros and coefficients listed below are valid for frequency
normalization with wc=2*pi*fc=6.28318530e+005 
=================================================================

Zeros Poles
Real part Imag. part Real part Imag. part
0.000000000e+000 0.000000000e+000 -1.300627052e-001 7.141266708e-001
0.000000000e+000 0.000000000e+000 -1.966151002e-001 8.064308820e-001 
0.000000000e+000 1.284856433e+000 -2.294116708e-001 8.923336045e-001
0.000000000e+000 -1.284856433e+000 -2.393232414e-001 9.761194435e-001 
0.000000000e+000 1.406737429e+000 -2.287358256e-001 1.059705097e+000
0.000000000e+000 -1.406737429e+000 -1.954218884e-001 1.144987168e+000 
0.000000000e+000 7.137798208e-001 -1.288047125e-001 1.236174310e+000
0.000000000e+000 -7.137798208e-001 -1.300627052e-001 -7.141266708e-001 
0.000000000e+000 6.164873291e-001 -1.966151002e-001 -8.064308820e-001
0.000000000e+000 -6.164873291e-001 -2.294116708e-001 -8.923336045e-001 

-2.393232414e-001 -9.761194435e-001
-2.287358256e-001 -1.059705097e+000 
-1.954218884e-001 -1.144987168e+000
-1.288047125e-001 -1.236174310e+000 

=================================================================
Coefficients of the numerator of the transfer function:
Ascending exponent of frequency (s)

13.3 Design Example 251



13.4 Developer’s Corner

Since the synthesis algorithm proposed above relies on two procedures already
described in the previous chapters, there is not much to advice when concerns
software development. The main issue is the choice of the procedure of advance-
ment with DT0. It is our advice to proceed with the simplified procedure proposed
above especially having in mind that when T0 is changed for small amount the new

0.00000000e+000 0.00000000e+000 3.26495378e+000 0.00000000e+000 
1.86266956e+001 0.00000000e+000 3.45261708e+001 0.00000000e+000 
2.33257979e+001 0.00000000e+000 5.16136894e+000  
Descending exponent of frequency (s)
5.16136894e+000 0.00000000e+000 2.33257979e+001 0.00000000e+000 

3.45261708e+001 0.00000000e+000 1.86266956e+001 0.00000000e+000 
3.26495378e+000 0.00000000e+000 0.00000000e+000  
=================================================================
Coefficients of the denominator of the transfer function:
Ascending exponent of frequency (s)
7.87217438e+001 2.30221361e+002 8.94152075e+002 1.69838640e+003 

3.58082548e+003 4.83784654e+003 6.92448976e+003 6.85215700e+003 
7.12885191e+003 5.11034424e+003 3.92345925e+003 1.90728636e+003 
1.05676186e+003 2.78435569e+002 1.03248555e+002  
Descending exponent of frequency (s)
1.03248555e+002 2.78435569e+002 1.05676186e+003 1.90728636e+003 

3.92345925e+003 5.11034424e+003 7.12885191e+003 6.85215700e+003 
6.92448976e+003 4.83784654e+003 3.58082548e+003 1.69838640e+003   
8.94152075e+002 2.30221361e+002 7.87217438e+001  
=================================================================
DENORMALIZED VALUES
Final value of the nominal delay=3.36329e -005 (s)
Value of (group delay) slope=0.00000e+000 %
Final relative width of the pass-band=2.02531e+001 %
Lower edge of the pass-band fl=9.22250e+004 Hz Upper edge of the pass-band
fh=1.12478e+005 Hz
Final width of the pass-band=2.02531e+004 Hz
Edges of the stopband
f_low=7.26070e+004 Hz f_high=1.27145e+005 Hz
Bandwidth below A_min=4.00000e+001 dB is BW=5.45383e+004 Hz 
Relative bandwidth below A_min=4.00000e+001 dB is BW=5.45383e+001 %

=================================================================
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positions of the transmission zeros will be obtained in a single or in at most two
iterations what would compensate for the increase of the overall number of itera-
tions in the main loop (having sophisticated incrementing of T0 is applied).

Design of filters with maximally flat group delay and a selective amplitude
characteristic, however, must always be viewed in the context of group delay
corrected selective band-pass filters discussed in Chap. 11. Namely, trade off is
done here which gives advantage to the group delay as opposed to the case of use
phase corrector where we already had highly selective solution. Which one is better
is up to the application at hand.

In addition, even if we choose a solution where the group delay is the main
factor to decide, there are doubts as to what should be the order of the filter, and
how to distribute the zeros to get proper selectivity. In these considerations the final
value of the nominal (central) group delay will play a decisive role since in most
cases it may even be the design requirement. If so, having in mind that amin is
affecting the final value of the nominal group delay (via the width of the passband)
cut and try should be performed until the right values of n, m, and l are found.
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Chapter 14
Passive RLC Cascade Circuit Synthesis

Abstract The theory of synthesis of LC filters dates from the very beginning of
filter circuit implementations. The theory of synthesis of LC filters dates from the
very beginning of filter circuit implementations. Here, however, following the
overall concept of the book, only cascade synthesis will be described. It creates a
cascade of cells realizing one transmission zero each. To that end cells realizing
zeros: in the origin, at infinity, at a frequency on the x-axis, in the left half plane,
and in the right-half plane are encompassed. Depending of the numerical values of
the transmission zeros, alternative circuits realizing the same transmission zero will
be necessary. That is most frequently related to the necessity to avoid implemen-
tation of transformers or coupled inductances. In order to simplify the synthesis use
of circuit transformations in place of frequency transformations is exemplified for
non-low-pass filters. The order of extraction of the transmission zeros is discussed
and advice is given. Three examples are elaborated realizing a low-pass filter
having transmission zeros at the x-axis and a complex pair, a band-pass, and an
all-pass filter. The synthesis needs solution of a polynomial of order twice the order
of filter. In addition, polynomial subtraction and division are undertaken frequently.
To cope with numerical problems of that kind use of extended precision arithmetic
is advised.

14.1 Introduction

Passive lossless LC circuits are the first filters to be synthesized of all. That tech-
nology dominated the trade for a very long time and it had permanent influence to
the development of synthesis methods including even the terminology. So, the
reader noticed the attenuation is almost the most frequently used term in this book
while not all contemporary technologies introduce attenuation in the passband
while filtering the input signal. The synthesis methods, as it usually happens, went
through many phases [1] and many solutions were offered with the cascaded (or its
simplified version-ladder) taking finally over.
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Cascaded connection of four terminal circuits means a connection in which the
output pair of terminals of the preceding section (cell) is driving the input terminals
of the succeeding one. Figure 14.1 depicts one such a structure.

The passive synthesis concept goes for creating a cascaded connection of cells
each one of them creating one transmission zero of the transfer function. Note,
some of the cells may realize a pair of zeros which means k � n, where n is the
order of the filter.

There should be cells realizing any kind of possible position (any type) of the
transmission zeros including the ones at the origin and at the infinity, the ones
located on the x-axis, and ending with the complex zeros (usually located in the
right half of the complex frequency plane).

Realization of passive LC cascade filter based on their transfer function in the
presence of transmission zeros laying out of the imaginary axis needs a somewhat
specific procedure. In fact one needs to use non-minimum phase circuits of a rather
large complexity. There are descriptions of these procedures in the literature e.g.
[2]. Here, however, the method described by Scanlan and Rhodes [3] will be
adopted since it is convenient for implementation in automatic circuit design suit. It
is known as the cascade synthesis (CS).

The main problems introduced by cascade synthesis are related to the “order of
extraction” of transmission zeros which may influence the realizability of the circuit
(may produce negative values of the circuit elements) and the numerical error which
is accumulated during the extraction in the case of large circuits.

As it is well known by specific choices of the order of extraction we may
produce several networks having the same transfer function. Are the networks so
obtained equally desirable? We will discuss those issues later on.

For the passive cascade synthesis offilters within theRM software the cascade
program is in charge and will be used below for creation synthesis examples.

Fig. 14.1 A cascaded structure. A cell denoted as T. Z. i, i = 1,2, …,k is realizing one out of the
complete set of transmission zeros of the filter
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14.2 Finding the Input Impedance

It is usual to start the realization by generating the input impedance of the doubly
terminated passive network as depicted in Fig. 14.2. It is obtained by the
Darlington’s procedure [1, 4] using the following.

The input impedance is expressed as

Zin ¼ Rin þ j � Xin; ð14:1Þ

where Rin is its real and Xin is its imaginary part. The input current is given by

I1 ¼ VS

RS þ Zin
: ð14:2Þ

Now, the power delivered to the circuit is

Pin ¼ Rin � I1 jxð Þj j2: ð14:3Þ

Its maximum value is reached only when impedance matching

Rs ¼ Zin ð14:4Þ

is present. In such a case V1 = Vs/2. So the value of the maximum power is

Pin;max ¼ Rin � I1 jxð Þj j2maxj ¼ RS � VS jxð Þj j
2

1
RS

� �2

¼ VS jxð Þj j2
4 � RS

ð14:5Þ

On the other end of the circuit, for the power delivered to the load we have

PL ¼ V2 jxð Þj j2
RL

: ð14:6Þ

Since the network is lossless, under the condition (14.4), one may write

Fig. 14.2 A doubly
terminated passive network
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H jxð Þj j2¼ PL

Pin;max
¼ 4 � RS

RL
� V2 jxð Þ
VS jxð Þ
����

����
2

¼ 4 � RS

RL
� G jxð Þj j2 ð14:7aÞ

where G jxð Þj j ¼ V2 jxð Þj j= VS jxð Þj j. One has to recognize here that due to the
specific relations at the input of the circuit, instead of the normal gain which would
be V2 jxð Þj j= V1 jxð Þj j; we use V2 jxð Þj j= VS jxð Þj j. So, in the case of passive cascaded
circuits what was in the previous chapters named gain is in fact V2 jxð Þj j= VS jxð Þj j.

Taking roots of both sides of (14.7a) leads to

H jxð Þj j ¼ 2

ffiffiffiffiffiffi
RS

RL

r
� G jxð Þj j: ð14:7bÞ

Now, combining (14.2), (14.3) and (14.6) and having in mind that the circuit is
lossless we get

V2 jxð Þ
VS jxð Þ
����

����
2

¼ H jxð Þj j2¼ RLRin

RS þ Zinj j2 : ð14:8Þ

We will introduce now the reflection coefficient as a measure of the reflected
power which is

PR ¼ Pin;max � PL: ð14:9aÞ

The reflection coefficient is now

q2 ¼ Pin;max � PL
� �

=Pin;max ð14:9bÞ

which, after substitution of s = jx, may be transformed into

q sð Þ � q �sð Þ ¼ 1� 4 � RS

RL
G sð Þ � G �sð Þ ¼ 1� 4 � RS

RL
� G jxð Þj j2 ð14:10Þ

and, for the needs of the subsequent developments, may be expressed by

q sð Þ � qð�sÞ s¼jxj ¼ G jxð Þj j2fn x2� �
: ð14:11Þ

In the above expressions fn x2ð Þ stands for the characteristic function of the
network.

We will represent the G function for convenience in the following form

G sð Þ ¼ N sð Þ
D sð Þ ð14:12Þ
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where N(s) and D(s) are the numerator and the denominator polynomials,
respectively.

Having in mind that: G 0ð Þ ¼ 2 � RL= RL þRSð Þ we may write
RL ¼ RS= 2=G 0ð Þ � 1½ �. So, by adopting RS = 1, one gets RL ¼ 1= 2=G 0ð Þ � 1½ �.
All further computation will be related to a load resistance value normalized by the
source resistance value. That may be substituted in (14.10) to get

q sð Þ � qð�sÞ s¼jxj ¼ 1� 4 � 2
G 0ð Þ � 1

� �
� G jxð Þj j2¼ R jxð Þ � R �jxð Þ

D jxð Þ � D �jxð Þ ð14:13Þ

where

R jxð Þ � R �jxð Þ ¼ D jxð Þ � D �jxð Þ � 4 � 2
G 0ð Þ � 1

� �
� N jxð Þ � N �jxð Þ: ð14:14Þ

By combining (14.8) and (14.10) one gets

q sð Þ � qð�sÞ s¼jxj ¼ RS � Zinj j2
RS þ Zinj j2 ð14:15Þ

and after solving for Zin one gets

Zin ¼ RS � q sð Þ
RS þ q sð Þ or Zin ¼ RS þ q sð Þ

RS � q sð Þ : ð14:16Þ

Now, to find the input impedance and to proceed towards synthesis one is first to
find the reflection coefficient from (14.13). That means to find its poles and zeros.

Since all the poles of q(s) must be located in the left half-plane, the denominator
of the reflection coefficient is equal to the denominator of the transfer function D(s).
On the other side, there are no restrictions on the position of its zeros [5].
Nevertheless, if all the zeros of the reflection coefficient are chosen to be in the left
half-plane, minimal sensitivity of the network with respect to the changes of the
value of RS will be obtained. On the other hand, if all zeros are selected to be in the
right half-plane minimal selectivity with respect to the load resistance (RL) will be
obtained [6]. Accordingly, one is not capable to choose in advance the best position
of the reflection zeros and one is to accommodate to the specific problem under
consideration.

There is one more problem which is mostly noticeable when realizing narrow
band band-pass filters. Since the numerator of the squared reflection coefficient is
equal to the numerator of the characteristic function, the order of that polynomial is
twice the order of the transfer function while all imaginary parts of its zeros lie in
the (narrow) pass-band. That brings numerical difficulties in finding the roots of that
polynomial. These are heavier in cases of still narrower pass-band. Further diffi-
culties are encountered in the above case if the reflection zeros are not simple.
These difficulties may be mitigated if while transforming the low-pass function into
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a band-pass one, one calculates the reflection zeros of the prototype-filter first and
then transforms them, too.

The reflection zeros of the prototype low-pass filter are either known from the
transfer function approximation process or obtained by solving a polynomial of
twice lower order.

In the case when the band-pass filter is directly synthesized (no transformation
but the approximant is found directly in the band-pass form) it is convenient to use
the transformation

p ¼ 1
B

s2 þx2
0

� � ð14:17Þ

which (if B < <x0) maps a circle of a radius of B/2 centered at s = j�x0 into a circle
with a radius of x0 centered in the origin. The polynomial obtained by the mapping
is easier to solve since it is of halved order. Practical experience claims that one
gains at least one decimal digit in accuracy if one uses this trick.

14.3 Unified Theory of Cascade Synthesis

The realization process we are implementing here is based on successive extraction
four-terminal cells which in turn realize the selected transmission zero [3]. It
exploits the property of the network that a transmission zero of a loss-less passive
circuit is, in the same time, zero of the real part of its input impedance. The
procedure is named “unified” since the same algorithm is implemented no matter
where the transmission zero is located on the s-plane.

In the next we will consider all special cases with the exception of the trivial
ones when the input impedance has a zero or a pole at the location of the trans-
mission zero. Of course, discovering the existence of this kind of zeros is not a
trivial job. The classical procedure for extraction of that kind of transmission zeros
may be realized in a specific way as described in [7].

The expression for the input impedance may be represented as follows

Z sð Þ ¼ m1 sð Þþ n1 sð Þ
m2 sð Þþ n2 sð Þ ð14:18Þ

where m1(s) and m2(s) are the even, and n1(s) and n2(s) are the odd parts of the
numerator and denominator polynomials, respectively. Note, the order of the
numerator and the denominator must not differ by more than one. Z(s) should be
realized in the form of a LC network terminated by a resistor. The transmission
zeros are zeros of the expression
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Z sð Þþ Z �sð Þ ¼ m1 sð Þ � m2 sð Þ � n1 sð Þ � n2 sð Þ
m2

2 sð Þþ n22 sð Þ ð14:19Þ

Now, the network of Fig. 14.1 is described using the transmission matrix by the
following system of equations

V1

I1

� 	
¼ M � V2

I2

� 	
¼ A B

C D

� 	
� V2

I2

� 	
: ð14:20Þ

If a particular transmission zero s0 is to be extracted from Z(s) using a cell whose
transmission matrix is

M0 ¼ 1
f sð Þ

A0 B0

C0 D0

� 	
ð14:21Þ

where f(s) is a polynomial containing only the zeroes to be extracted, the input
impedance of the residual network will be (as depicted in Fig. 14.3)

Z1 sð Þ ¼ D0 � Z sð Þ � B0

A0 � C0 � Z sð Þ ð14:22Þ

Before proceeding one is to find the conditions for Z1(s) not to contain the
extracted transmission zero.

If one writes the doubled real part of the input impedance (from Eq. 14.19) in the
form

Z sð Þþ Z �sð Þ ¼ f i sð Þ � R sð Þ ð14:23Þ

where i = 1 or i = 2 depending on the order of the zero to be extracted,

A0 � D0 � B0 � C0 ¼ f 2 sð Þ; ð14:24Þ

and R(s) is not containing the zero s0, for the doubled real part of the remaining
impedance one may write [8]

Fig. 14.3 Extracting a cell
whose transmission matrix is
M’
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Z1 sð Þþ Z1 �sð Þ ¼ f 2þ i sð Þ � R sð Þ
A0 � C0 � Z sð Þ½ � � A0 � C0 � Z sð ÞþC0 � f i sð Þ � R sð Þ½ � ð14:25Þ

Since Z1 sð Þþ Z1 �sð Þ must not have f(s) as a factor, f 2þ i sð Þ must be a factor of
the denominator, which requires that A0 � C0 � Z sð Þ should have a factor f 2 sð Þ. This
fact is used to calculate the element values of the C, D, and Brune networks
(described later on) using the appropriate f(s). To develop the above expression the
fact that A’ and D’ are even, and C’ and B’ are odd function of s, was utilized. It is
easy now to conclude that the even part of the remaining impedance will have a
zero at s0 if

U sð Þ ¼ A0 � C0 � Z sð Þ ð14:26Þ

has a double zero at s = s0. That gives the conditions for evaluating the elements of
the matrix (14.21), and then, the circuit elements of the cell realizing the proper
matrix:

dU sð Þ
ds s¼s0j

¼ 0 and
d2U sð Þ
ds2 s¼s0j

¼ 0: ð14:27Þ

Note, the following is valid [8]

Z sð Þ ¼ m1 sð Þþ n1 sð Þ
m2 sð Þþ n2 sð Þ ; ð14:28Þ

Z s0ð Þ ¼ m1 sð Þ
n2 sð Þ s¼s0j

; ð14:29Þ

and

dZ sð Þ
ds s¼s0j

¼ d
ds

m1 sð Þ
n2 sð Þ

� �
s¼s0j

ð14:30Þ

provided that s0 is second-order zero of Z sð Þþ Z �sð Þ.
In the next the cell extraction procedure will be developed in two parts. The

zeros at the imaginary axis of the complex frequency plane will be considered first
and followed by the complex zeros. Two goals are to be accomplished in every
extraction: to find the element values of the extracted cell and to enable calculation
of the input impedance of the residual circuit. Every type of transmission zero will
be discussed separately.
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14.3.1 Zeros at the Imaginary Axis

In this section cell extraction will be developed for the transmission zeros laying on
the imaginary axis.

14.3.1.1 Zero at Infinity

Zero at infinity is created by a parallel capacitor or by a parallel inductor.
Parallel capacitor (Fig. 14.4a) is extracted when the order of the denominator of

Z(s) is higher than the order of the numerator. In the case of parallel capacitor one
has

C ¼ lims!1 1
s�Z sð Þ


 �
ð14:31aÞ

and

1
Z1 sð Þ ¼

1
Z sð Þ � s � C: ð14:31bÞ

Note the subtraction in (14.31b).
In the case when the order of the numerator is larger than the order of the

denominator of Z(s) one extracts an inductor (Fig. 14.3b). The corresponding value
is given by

L ¼ lim
s ! 1

Z sð Þ
s

� �
ð14:32aÞ

while the residual impedance is obtained from

Z1ðsÞ ¼ ZðsÞ � s � L: ð14:32bÞ

Fig. 14.4 Realization of a
zero at infinity, a parallel
capacitor and b series
inductor
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14.3.1.2 Zero at a Finite Real Frequency

The transfer matrix of a cell that realizes a zero at a real frequency (imaginary axis
of the complex frequency plane) has the following form:

1
1þ s2=x2

0
� 1þ a � s2 b � s

c � s 1þ d � s2
� 	

ð14:33Þ

where s0 = jx0. For extraction of the zero at s2 ¼ �x2
0 , we require that 1þ a �

s2 � c � s � Z sð Þ to have a factor ð1þ s2=x2
0Þ2 which leads to

1� a � x2
0 þ c � x0 � X x0ð Þ ¼ 0; ð14:34aÞ

and

2 � a � x0 � c � X x0ð Þ � c � x0 � X 0 x0ð Þ ¼ 0 ð14:34bÞ

since real frequency transmission zeros are always of even order. In (14.34) we use
Z(jx0) = j�X(x0) and Z’(jx0) = j�X’(x0).

Using (14.34) we come to the following expressions for the values of the
constants a and c:

a ¼ x0 � X 0 x0ð ÞþX x0ð Þ
x2

0 � x0 � X 0 x0ð Þ � X x0ð Þ½ � ð14:35aÞ

c ¼ 2
x0 � x0 � X 0 x0ð Þ � X x0ð Þ½ � : ð14:35bÞ

Based on (14.35) one may develop the following expressions for the element
values of the B-section (Brune’s) as depicted in Fig. 14.5a, b, c.

C ¼ c LP ¼ a=c M ¼ 1
x2
0 � c

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
LP � LS

p
: ð14:36Þ

One should note that the value of one of the elements Cp or Cs of Fig. 14.5b and
of the elements Lp or LS of Fig. 14.5c will be negative but that is nothing to be
worried about since it will be absorbed by the neighboring (preceding or suc-
ceeding) element of the same nature.

To complete the cell extraction i.e. to complete (14.22) the following is still
needed: b = L, and d = L�(Cm + Cp).

By a small modification of the transfer matrix in (14.33) one may obtain the
definitions of the elements of Fig. 14.6a, b. Namely, one may write the following

266 14 Passive RLC Cascade Circuit Synthesis



(a)

(b)

(c)

(d)

Fig. 14.5 Brune’s cell (section) implementations with and without a transformer, a variant with
coupled inductances, b PI-cell, c low-pass T-cell and d high-pass T-cell
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1
1þ s2=x2

0
� a0 þ s2=x2

0 b � s
c � s d0 þ s2=x2

0

� 	
ð14:37Þ

Combining with (14.34) one gets

a0 ¼ x0 � X 0 x0ð Þ � X x0ð Þ
x0 � X 0 x0ð ÞþX x0ð Þ ð14:38aÞ

c0 ¼ 2
x0 � x0 � X 0 x0ð ÞþX x0ð Þ½ � ð14:38bÞ

which allows for the evaluation of the element values. Note that CS and LS are
always negative and will be absorbed by the rest of the network.

14.3.2 Zeros at the Real Axis

The transfer matrix that realizes a zero at the real axis of the complex frequency
plane has the following form

1
1þ s2=r2

0
� 1þ a � s2 b � s

c � s 1þ d � s2
� 	

ð14:39Þ

(a)

(b)

Fig. 14.6 Brune’s cell
(section) implementations
a without and b with a
transformer (extension of
Fig. 14.5)
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Combining with

1� a � r2
0 þ c � r0 � X x0ð Þ ¼ 0; ð14:40aÞ

and

2 � a � r0 � c � X r0ð Þ � c � r0 � X 0 r0ð Þ ¼ 0; ð14:40bÞ

one gets

a ¼ �r2
0
r0 � X 0 r0ð ÞþX r0ð Þ
r0 � X 0 r0ð Þ � X r0ð Þ ð14:41aÞ

and

c ¼ �r0
2

r0 � X 0 r0ð Þ � X r0ð Þ� : ð14:41bÞ

This transfer matrix may be realized by the cell depicted in Fig. 14.5a with the
following element values

LP ¼ a= c � r2
0

� �
M ¼ � 1

c ¼ � ffiffiffiffiffiffiffiffiffiffiffiffiffi
LP � LS

p
C ¼ c=r2

0

: ð14:42aÞ

Since the mutual inductance of this cell is always negative we may conclude that
one cannot avoid the mutual inductance or a transformer (shown in Fig. 14.5g).

Following element values are offered for the solution using a transformer:

L ¼ �a � c � r4
0

ð1� a � r2
0Þ2

C ¼ c

ð1� a � r2
0Þ2

n ¼ 1
a � r2

0
:

: ð14:42bÞ

To complete the extraction of the cell by finding Z1(s) one needs the following:
b = (LP + LS−2�M) and d = LS�C.

14.3.3 Complex Zeros

The transfer matrix of a cell that realizes a complex transmission zero is presented
by the expression
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1

s4 þ 2 � x2
0 � r2

0

� � � s2 þ s0j j4

� a2 � s4 þ a1 � s2 þ s0j j4 s � b1 þ b2 � s2ð Þ
s � c1 þ c2 � s2ð Þ d2 � s4 þ d1 � s2 þ s0j j4

" # ð14:43Þ

where s0j j2¼ x2
0 þr2

0 .
Following the previous method, we require

a2 � s4 þ a1 � s2 þ s0j j4�s � c1 þ c2s
2

� �
ZðsÞ s¼s0j ¼ 0 ð14:44Þ

and

4 � a2 � s3 þ 2 � a1 � sþ s0j j4
� ½ c1 þ 3 � c2s2

� �
Z sð Þ

þ s � c1 þ c2s
2� �
Z 0 sð Þ� s¼s0j ¼ 0

ð14:45Þ

where s0 ¼ �r0 � jx0 .
Evaluating (14.44) and (14.45) at s0 ¼ r0 þ jx0 gives

a1 ¼ 2 � x2
n þ 4 � I2 X � r0 � J2 þR � x0 � 3r2

0 � x2
0

� �� þ I1x2
mJ1

� �
I2 � I3 � I1 � I4 ð14:46aÞ

a2 ¼ 1þ 4 � I1 X � r0 þR � x0ð Þ � I2 � J1f g
I2 � I3 � I1 � I4 ð14:46bÞ

c2 ¼ 8 � r0 � x0 � xm � I2
I2 � I3 � I1 � I4 ð14:46cÞ

c3 ¼ 8 � r0 � x0 � I2
I2 � I3 � I1 � I4 ð14:46dÞ

where

I1 ¼ X � r3
0 � R0 � r0 � x0 � xm þR � x3

0 ð14:47aÞ

I2 ¼ �X � r3
0 � R0 � r0 � x0 � xn

þR � x3
0 � 2 � X 0 � r2

0 � x2
0

ð14:47bÞ

I3 ¼ X 0 � xm þ 3 � R � x0 � 3 � r0 � X ð14:47cÞ
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I4 ¼ X 0 � xn � 2 � R0 � r0 � x0

þR � x0 þr0 � X
ð14:47dÞ

Z r0 þ j � x0ð Þ ¼ Rþ j � X ð14:47eÞ

Z 0 r0 þ j � x0ð Þ ¼ R0 þ j � X 0 ð14:47fÞ

x2
m ¼ r2

0 þx2
0 ð14:47gÞ

x2
n ¼ �r2

0 þx2
0 ð14:47hÞ

J1 ¼ R � x0 � X � r0ð Þ ð14:47iÞ

J2 ¼ 3x2
0 � r2

0 ð14:47jÞ

This transfer matrix may be realized by the D-section with the element values
expressed by the proper variant of the section in Fig. 14.7a, b, c.

The appropriate versions of the D-cell having one transformer or even no
transformer are depicted in Fig. 14.7b, c. One of the capacitances C1 or C2

(Fig. 14.7c) is always negative but will be absorbed by the rest of the circuit. The
condition for existence of a cell realizing complex transmission zero without a
transformer is

x2
0 [r2

0 ð14:48Þ

b1=b2 � s0j j4
2 � x2

0 � r2
0

� � : ð14:49Þ

The values of the parameters b and d may be easily calculated from the
expressions used for a and c parameters, respectively, if instead of Z(s0), one puts Y
(s0) = G + j�B and, instead of Z’(s0), one puts Y’(s0) = G’ + j�B’.

14.3.4 All-Pass Lattice

We distinguish here a first order cell and a second order cell. In both cases Z(s) 	 1
and Z’(s) 	 0.

Based on that, the expressions given for a transmission zero at real axis (first
order all-pass cell, Brune cell of Fig. 14.6) changes into

a ¼ 1
r2
0
¼ d ð14:50aÞ
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(a)

(b)

(c)

Fig. 14.7 D-section and alternatives, a variant with two pairs of coupled inductances, b variant

with one transformer, and c variant without transformer (Conditions:x2
0 [r2

0 and b1
b2
� x4

m
2�x2

n
Þ
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and

c ¼ 2
r0

¼ b: ð14:50bÞ

As for the second order all-pass cell, since we are speaking of a cell with
complex transmission zeros, one uses the D-section with

a2 ¼ d2 ¼ 1

a1 ¼ d1 ¼ 2 � x2
0 þ 3 � r2

0

� �
c1 ¼ b1 ¼ 4 � r0 � s0j j2
c2 ¼ b2 ¼ 4 � r0

ð14:51Þ

Now, for the circuit of Fig. 14.6b one may use

L1 ¼ b1=x
4
m ð14:52aÞ

C1 ¼ d2�1ð Þ=b2 ð14:52bÞ

C2 ¼ 1�d2ð Þ= b2 � d2ð Þ ð14:52cÞ

C3 ¼
b2 � b1 � d1=b2 � b21d2=b

2
2 � x4

m

� �
b21

� ð14:52dÞ

C4 ¼ 1=b2 ð14:52eÞ

L2 ¼ b2= b1 � C3ð Þ ð14:52fÞ

n ¼
x4
m � b1

b2
d1 þ b21

b22
d2

x4
m � 2 b1

b2
x2
n þ b21

b22

ð14:52gÞ

For the circuit of Fig. 14.6c one may use

L1 ¼ x2
m
�
4 � r0ð Þ ð14:53aÞ

C1 ¼ C2 ¼ 0 ð14:53bÞ

C3 ¼ C4 ¼ 2 � r0ð Þ�
x2
m

ð14:53cÞ

C5 ¼ x2
0 � 3 � r2

0

4r0 � x2
m

ð14:53dÞ

L2 ¼ 1= 4 � r0ð Þ: ð14:53eÞ
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14.4 On the Order of Extraction of the Transmission
Zeros

It was already mentioned above that the order of extraction of the transmission
zeros has important influence to the properties of the resulting circuit. It was shown
in [9] that the extraction order influences the dispersion of the element values, the
sensitivity of the network to the variation of the element values as well as the
possibility of realization of a transformerless network. It was shown that for
low-pass filter with zeros exclusively on the imaginary axis an order of extraction
exists that minimizes the sensitivity and the dispersion while in the same time
providing for a transformer-less network. In the next we will here shortly discuss
that results and recommendations.

Let a filter has m pairs of zeroes on the imaginary axis. If these are ordered by
size so that the smallest (by absolute value) becomes enumerated first while the
largest becomes mth, then the optimal order of extraction is when they are ordered
alternatively to both ends of the new series, starting with the largest from the
previous series, as follows:

xm;xm�2; . . .;x1; . . .;xm�3;xm�1Þ

or

xm�1;xm�3; . . .;x1; . . .;xm�2;xmÞ

This result was theoretically proven in [9]. It is our experience that it works very
well [10].

In the case of complex transmission zeros, in order to obtain a network without a
transformer the conditions:

x2
0 [r2

0: ð14:54Þ

and

b1
b2

� x4
m

2 � x2
n

ð14:55Þ

are to be satisfied.
The order of extraction, in this case, may influence the fulfillment of (14.55)

only. Nevertheless, if the condition (14.54) is satisfied one may expect to get a
transformer-less network if the complex zeros are ordered according to the size of
the imaginary part. In cases when (14.54) is not satisfied it is recommendable to put
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the cells realizing complex transmission zeros at the end of the chain. In that way
two goals may be reached: (1) reduction of the cumulative numerical error and
(2) use the transformer contained in the cell for some additional purposes.

In the case of band-pass filters there are no theoretical recommendations as to
which order of extraction is the best. By experience, however, one extracts first the
zeros from the lower part of the stop-band in the form of the cells from Fig. 14.4d
and then the ones from the top part of the stop-band in the form of the form of
Fig. 14.4b.

Under some specific conditions [11] one may interchange the zeros from the
lower and the upper stop-band. Finally, in the case of band-pass filters with com-
plex transmission zeros the situation becomes more complex while it was observed
that in this case the condition (14.54) is usually satisfied (especially for
narrow-band filters).

14.5 Circuit Transformations

Having a low-pass transfer function one may go for frequency transformation in
order to get a transfer function behaving like a band-pass, band-stop or high-pass. In
the first two cases the resulting function will become of order twice as large as the
prototype. Finding the element values for these functions, in the case of higher
order filters, becomes a serious problem from the numerical point of view as well as
for the influence of the order of extraction to the realizability point of view.

To avoid these problems while having the prototype low-pass circuit already
realized, one may directly transform the circuit elements.

In the next these transformations will be given.

14.5.1 LP_BP Transformation

Putting into the expression for the impedance of an inductor

ZL ¼ jx L ð14:56Þ

the transformed variable according to (4.1b), one gets

ZBP L ¼ jL � x0

Br

X
xc

� xc

X

� �
: ð14:57Þ

This is an expression representing series connection of a capacitor CBP_s and an
inductor LBP_s. So an inductor is substituted by a series LC circuit whose elements
have the following values
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LBP S ¼ x0LLP
xcBr

ð14:58aÞ

CBP S ¼ Br

x0xcLLP
: ð14:58bÞ

The indices LP and BP stand for low-pass and band-pass, respectively, while the
extension S stands for series. The resulting transformation is depicted in Fig. 14.8.

Following the same procedure we come to a conclusion that a capacitor is
substituted by a parallel LC connection, as depicted in Fig. 14.9, the elements of
which have the following values

CBP P ¼ x0CLP

xcBr
ð14:59aÞ

LBP P ¼ Br

xcx0CLP
: ð14:59aÞ

Here again the indices LP and BP stand for low-pass and band-pass, respec-
tively, while the extension P stands for parallel.

14.5.2 LP_HP Transformation

Putting into the expression for the impedance of an inductor the transformed
variable according to (4.25b), one gets

jLx ¼ �jLx0 � xc=X ¼ 1
jX= L � x0 � xcð Þ ð4:60Þ

Accordingly, a series inductor, as shown in Fig. 14.10, is substituted by a par-
allel capacitor of a value

CHP ¼ 1= x0xcLLPð Þ ð4:61Þ

A series capacitor is substituted by a parallel inductor according to Fig. 14.11.
Its value is given by

Fig. 14.8 Low-pass to
band-pass transformation of
an inductor
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LHP ¼ 1
x0xcCLP

ð4:62Þ

14.5.3 LP_BS Transformation

Putting into the expression for the impedance of an inductor (14.56) the trans-
formed variable according to (4.16a) with s = jx and z = jX, one gets

ZBS L ¼ �jx0L � Br � xc � X
X2 � x2

c

: ð14:63Þ

This is an expression representing parallel connection of a capacitor CBS_P and
an inductor LBS_P. So an inductor is substituted by a parallel LC circuit, as depicted
in Fig. 14.12, whose elements have the following values

CBS P ¼ 1
LLP � Br � x0 � xc

ð14:64aÞ

LBS P ¼ LLP � Br � x0

xc
ð14:64bÞ

Fig. 14.9 Low-pass to
band-pass transformation of a
capacitor

Fig. 14.10 Low-pass to
high-pass transformation of a
series inductor

Fig. 14.11 Low-pass to
high-pass transformation of a
series capacitor
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Here the indices LP and BS stand for low-pass and band-stop, respectively,
while the extension P stands for parallel.

A capacitor is substituted by a series LC circuit, as depicted in Fig. 14.13, whose
elements are calculated as follows

LBS S ¼ 1
CLP � Br � x0 � xc

ð14:65aÞ

CBS S ¼ CLP � Br � x0

xc
: ð14:65bÞ

Here the indices LP and BS stand for low-pass and band-stop, respectively,
while the extension S stands for series.

14.6 Design Examples

In this paragraph several examples will be given in order to exemplify different
design situations. That will cover first a low-pass filter having transmission zeros
both: on the x-axis and complex ones. Then a solution will be demonstrated which
realizes a group delay corrected band-pass filter obtained from a selective low-pass
prototype and then corrected, as described in Chap. 11. All examples are produced
by proper programs of the RM software.

Fig. 14.13 Low-pass to
band-stop transformation of a
capacitor

Fig. 14.12 Low-pass to
band-stop transformation of
an inductor
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14.6.1 Example 1

Here a low-pass filter taken from the literature [12] will be considered. Its transfer
function was obtained by simultaneous implementation of passband amplitude,
stopband amplitude and passband group delay requirements which had as a result a
transfer function with zeros being located both: on the x-axis and in the right-half
of the complex frequency plane.

To get the schematic in a form of cascaded network the cascade_LP program
was used. Below one of the reports of the cascade_LP program was copied (with
negligible change in the formatting). The reported results cover all phases of the
synthesis process which was done with normalized variables. That practice was
adopted to avoid very large numbers when high order polynomials are to be
manipulated with high values of the frequency variable.

Since, according to the theory given above, it may happen that some cells are not
realizable without transformer, the report listed below contains complete set of
variants which may be used to substitute each other if necessary.

Then, results of the SPICE simulation is given in Fig. 14.14. Note, the
cascade_LP program creates a SPICE file automatically. To avoid misunder-
standing, the variant of the cell implemented in SPICE was explicitly marked in the
report. It is intended to be used for frequency domain simulation. Since, however, it
is a text file, after minor changes, the user may create a file for time domain
simulation, too.

Next is the report.

Fig. 14.14 Gain and group delay of the low-pass filter of Example 1
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Program: CASCADE_LP
SYNTHESIS OF LOW-PASS PASIVELC FILTERS

Project name: Complex_LP_8_6_50_syn
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Input data on the transfer function
----------------------------------------------------------
Order of the numerator n=6; Order of the denominator m=8

You entered the transmission zeros as follows (n=6):
sigma[1]=0.000000000e+000 omega[1]=1.729901800e+000
sigma[2]=0.000000000e+000 omega[2]=-1.729901800e+000
sigma[3]=0.000000000e+000 omega[3]=2.257123100e+000
sigma[4]=0.000000000e+000 omega[4]=-2.257123100e+000
sigma[5]=7.455204000e-001 omega[5]=4.335474000e-001
sigma[6]=7.455204000e-001 omega[6]=-4.335474000e-001

You entered the poles of the transfer function as follows (m=8):
sigma[1]=-1.123441000e-001 omega[1]=1.251432100e+000
sigma[2]=-1.123441000e-001 omega[2]=-1.251432100e+000
sigma[3]=-3.785105000e-001 omega[3]=1.081092300e+000
sigma[4]=-3.785105000e-001 omega[4]=-1.081092300e+000
sigma[5]=-5.903942000e-001 omega[5]=6.480072000e-001
sigma[6]=-5.903942000e-001 omega[6]=-6.480072000e-001
sigma[7]=-6.519845000e-001 omega[7]=2.596921000e-001
sigma[8]=-6.519845000e-001 omega[8]=-2.596921000e-001
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
All polynomials in ascending order of s or w**2

The input transfer function -------------------------------------------------
Poles-real part:

-1.123441000e-001 -1.123441000e-001 -3.785105000e-001 -3.785105000e-001 

Poles-imaginary part:

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Ordered transmission zeros
Zeros-real part:

-5.903942000e-001 -5.903942000e-001 -6.519845000e-001 -6.519845000e-001

1.251432100e+000 -1.251432100e+000 1.081092300e+000 -1.081092300e+000
6.480072000e-001 -6.480072000e-001 2.596921000e-001 -2.596921000e-001

9.999999990e+009 7.455204000e-001 0.000000000e+000 0.000000000e+000
9.999999990e+008
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Zeros-imaginary part:
9.999999990e+009 4.335474000e-001 2.257123100e+000 1.729901800e+000

9.999999990e+008
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Zeros of there flection coefficient
Real part

-5.241728031e-002 -5.241728031e-002 -1.487778877e-001 -1.487778877e-001 
-1.164294396e-001 -1.164294396e-001 0.000000000e+000 0.000000000e+000

Imaginary part
1.120629266e+000 -1.120629266e+000 5.400947469e-001 -5.400947469e-001

8.852014701e-001 -8.852014701e-001 0.000000000e+000 0.000000000e+000
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Coefficients of there flection coefficient (numerator):

-0.000000000e+000 0.000000000e+000 3.148550774e-001 4.167225621e-001
1.768127755e+000 1.101562355e+000 2.494426468e+000 6.352492153e-001
1.000000000e+000
Coefficients of there flection coefficient (denominator):

7.839774840e-001 3.844124590e+000 9.319123209e+000 1.453832366e+001
1.627904128e+001 1.342844969e+001 8.300851029e+000 3.466466600e+000
1.000000000e+000
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
INPUT IMPEDANCE Variant Zin=RS*(1-RO)/(1+RO)
Numerator:

-7.839774840e-001 -3.844124590e+000 -9.004268131e+000
-1.412160110e+001 -1.451091352e+001 -1.232688733e+001 -5.806424562e+000
-2.831217385e+000
Denominator:

-7.839774840e-001 -3.844124590e+000 -9.633978286e+000
-1.495504623e+001 -1.804716903e+001 -1.453001204e+001 -1.079527750e+001
-4.101715815e+000 -2.000000000e+000
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
EXTRACTION OF THE CELLS
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
k=1 (th) ZERO AT INFINITY: parallel capacitance C=1.1242863e-009
Node_UP=1 Node_Down=0

k=2 (th) A PAIR OF COMPLEX ZEROS s=7.4552040e-001 w=4.3354740e-001
------------------------------------------------------
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Variant with two pairs of coupled inductances
L1=2.1855930e-003 L2=3.0757002e-005 CA=1.6290579e-001 L3=1.4812050e-009
L4=3.9371043e-003 M12=5.4038165e-004 M34=-9.1647078e-001
CB=7.6711677e-009

Variant with one transformer, Implemented in the SPICE description
L1=7.5324584e-003 C4=2.8846422e-010 C3=1.5299972e-009 L2=3.4889189e-003

N=-1.0592958e+000 C1=-2.5424427e-010 C2=2.1432055e-009
Node_i=1 Node_o=5

Variant with no transformers
L1=3.3628192e-004 C5=-1.1558889e-009 C1=2.9743503e-009 C3=2.8078561e-009
C4=-2.5424427e-010 C2=2.1432055e-009 L2=9.2318326e-004

------------------------------------------------------------------------
k=3 (th) ZERO AT THE IMAGINARY AXIS=2.2571231e+000
------------------------------------------------------------------------
Variant with coupled inductances (Brunecell):
C=1.9055334e-009 Lp=2.5223343e-003 Ls=2.6991298e-005 M=1.6394307e-001

Variant with a transformer
C=2.5367873e-011 L=2.0274786e-003 n=1.0344525e-001

Variant with a resonant circuit (tank=L:Cm) in the series branch,PI_cell
Implemented in the SPICE description

L=2.0274786e-003
Cp=-2.1986207e-010 Cm=2.4522994e-010 Cs=2.1253955e-009
Node_i=5 Node_o=6
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------------------------------------------------------------------------  
k=4 (th)  ZERO AT THE IMAGINARY AXIS=1.7299018e+000   
------------------------------------------------------------------------  
Variant with coupled inductances (Brune cell): 
C=2.9356964e-010   Lp=5.1319009e-003   Ls=1.6199223e-003   M=1.8116158e+000  

Variant with a transformer
C=4.8266918e-010   L=9.8527113e-004   n=5.6183393e-001  

Variant with a resonant circuit (tank=L:Cm) in the series branch, PI_cell 
Implemented in the SPICE description 
  L=9.8527113e-004  
Cp=-3.7642664e-010   Cm=8.5909582e-010   Cs=6.6999628e-010  
Node_i=6  Node_o=7  

------------------------------------------------------  
k=5 (th) Zero at infinity: series inductance L=4.4934960e-004
Node_L=7     Node_R=8 

------------------ Residual load impedance ---------------------  

Residual is resistor (Implemented in the SPICE description)    and   R=1.0000008e+003

Node_end=8  

================================================================= 
Here ends the synthesis process
=================================================================
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When considering the result depicted in Fig. 14.14 one has to have in mind that
in case of RS = RL, (14.7b) becomes T jxð Þj j ¼ 2 � G jxð Þj j: This means that if
G jxð Þj j (or what is the same, the output voltage as in Fig. 14.14) is depicted; it
would create a reduction of the gain for 6 dB. To avoid that the input signal within
the SPICE description of the circuit was set to be 2 V.

14.6.2 Example 2

This example is about synthesis of a cascaded passive LC circuit realizing a 10th
order band-pass filter obtained from modified elliptic prototype to which a second
order group delay corrector was added. The passband attenuation was 0.1 dB with
renormalization of the prototype to 3 dB. The stopband attenuation was 40 dB
while the group delay error was 2%.

The RM software works in the following way. Based on the input data the
prototype transfer function is synthesized first and transformed to obtain the
bandpass transfer function. To that function a corrector function is created as
described in Chap. 11. The circuit synthesis process goes in slightly different way.
First the circuit realizing the low-pass prototype is synthesized. Then the lp-to-bp
transformation is performed on the circuit level as described in Paragraph 14.5. This
action is performed by the program. In that way the selective part of the system is
created. The corrector circuit is synthesized separately by the program. Two sep-
arate reports are created containing the schematics of both circuits. For verification
purposes two SPICE files are created, too. These are automatically merged by a
specially written program. The load resistor of the first cascade was deleted.

Below, in order to save space, the synthesis reports will be given in reduced
form. In addition, two results of SPICE simulation will be given. The one depicted
in Fig. 14.15a represents the whole gain and group delay responses while the other
depicted on Fig. 14.15b represents the passband responses only.
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Fig. 14.15 Gain (in dB) and group delay of the low-pass filter of Example 2. a The complete
responses and b enlarged passband responses

Program: CASCADE_TR 
SYNTHESIS OF TRANSFORMED PASIVE LC FILTERS

Project name: ellip_LP_5_2_01_40_syn 
================================================================= 
No_of_elements of the low_pass=9 
Type of transformation=1 
Fcut-off of low_pass=6.28319e+005 ,
Central/cut_off of transformed=6.28319e+005 
Relative bandwidth=1.02632e-001  
------------------------------------------------------  

Cell No.=1 
------------------------------------------------------  
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ZERO AT the imaginary axis_C=1.6074985e-009  
Parallel resonant circuit connected to ground 
Lmp1=1.6172325770e-004     Cmp1=1.5662741605e-008  
Node_UP=1     Node_Down=0 

------------------------------------------------------  
ZERO AT the imaginary axis_C=2.8333839e-010

Parallel resonant circuit in a series branch 
Lms1=9.1752443345e-004     Cms1=2.7607216816e-009  
Node_LEFT=1     Node_RIGTH=3 

------------------------------------------------------  
ZERO AT the imaginary axis_L=1.8938700e-003  
Series resonant circuit in a series branch 
Cs1=1.3726913374e-010     Ls1=1.8453016551e-002  
Node_LEFT=1     Node_RIGTH=3 

------------------------------------------------------  
Cell No. =2 

------------------------------------------------------  
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ZERO AT the imaginary axis_C=2.5198993e-009
Parallel resonant circuit connected to ground 
Lmp2=1.0316677990e-004     Cmp2=2.4552763975e-008  
Node_UP=3     Node_Down=0 

------------------------------------------------------  
ZERO AT the imaginary axis_C=8.4620274e-010
Parallel resonant circuit in a series branch 
Lms2=3.0721939316e-004     Cms2=8.2450185543e-009  
Node_LEFT=3     Node_RIGTH=5 

Node_ LEFT =3 Node_ RIGTH =5

------------------------------------------------------  
Cell No.=3 

------------------------------------------------------  
ZERO AT the imaginary axis_L=1.3869696e-003
Series resonant circuit in a series branch
Cs2=1.8743734586e-010     Ls2=1.3514006962e-002  
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14.6.3 Example 3

The last example of synthesis of passive LC filters is related to an all-pass filter.
A simple second order function was chosen in order to save space.

CASCADE_AP, Program for all-pass synthesis of passive LC filters 
-------------------------------------------------------------------------------------------  

Project name: ellip_LP_5_2_01_40_syn 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
Input data on the transfer function 
----------------------------------------------------------  
Order of the numerator n=2; Order of the denominator m=2
The input transfer function

ZERO AT INFINITY_C=1.2136028e-009
Parallel resonant circuit in the parallel branch connected from node 5 to ground 
C013= 1.1824798835e-008 L013= 2.1421333523e-004
Node_UP=5     Node_Down=0 

------------------------------------------------------  
Load resistor 
R=1.0000000000e+003  
Node_end=5  

================================================================= 
Here ends the transformed BAND-PASS synthesis 
=================================================================
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------------------------------------------------- 
Poles-real part: 
    -4.739296228e-002     -4.739296228e-002  
Poles-imaginary part: 
    1.003910923e+000     -1.003910923e+000  
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
Ordered transmission zeros 
Zeros-real part: 
4.739296228e-002  
Zeros-imaginary part: 
1.003910923e+000  
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
INPUT IMPEDANCE Variant Zin=RS*(1+RO)/(1-RO)  
Numerator:  
    2.119845637e+000     1.094785925e+000     1.000000000e+000  
Denominator:  
    -9.967916851e-002     -9.052140754e-001     1.000000000e+000  
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
EXTRACTION OF THE CELLS 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
k=1 (th) A PAIR OF COMPLEX ZEROS (all_pass)     s=4.739296228e-002 
w=1.003910923e+000  
------------------------------------------------------  
Variant with one transformer , implemented in the SPICE description 

L1=2.987010957e-004     C4=8.395494585e-009     C3=7.467527394e-011
L2=3.358197834e-002   
C2=0.000000000e+000   

N= -1.000000000e+000              C1=0.000000000e+000   

Node_i=1000   Node_o=1004  

------------------Residual load impedance---------------------  

Residual is resistor (Implemented in the SPICE description)  and   R=1.000000000e+003
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14.7 Developer’s Corner

Despite the fact that the subject of passive cascade synthesis is settled for long time
now, developing a new program for synthesis imposes several challenges. These are
due to the large variety of possible circuit implementations for the same type of
transmission zero, to the building of capability of controlling the order of extrac-
tion, and, of course, to the numerical accuracy.

It is up to the software developer’s talent and skills to cope with combinations
and variants either of circuit or of order of extraction nature. That is not the case,
however, when the numerical accuracy is considered. There are two braking points
where accuracy may be jeopardized.

The first one is related to the extraction of the zeros of the reflection coefficient.
The problem is implicitly stated by (14.14) which is rewritten below

R jxð Þ � R �jxð Þ ¼ D jxð Þ � D �jxð Þ � 4 � 2
G 0ð Þ � 1

� �
� N jxð Þ � N �jxð Þ ¼ 0:

It is known as the Feldkeller Equation [13]. This is a polynomial of order
2n which, per se, is a challenge if n is large. In addition, as is the case with the
Elliptic or Chebyshev filters, it may have multiple zeros since the numerator of the
characteristic function of the filter (the expression on the left hand side) may
represent a squared polynomial. Solving equations with multiple zeros imposes
problems with a zero valued second derivative which would be necessary to be used
if Newton-Raphson algorithm is planned. To mitigate the problem we would rec-
ommend exploiting the property of the polynomial to be even. So, instead of
solving it for s = jx, one could profit if z = s2 = −x2 is substituted and the poly-
nomial solved for z. After solutions found on may go back by s ¼ � ffiffi

z
p

which in
the same time allows for choices among the zeros to form the reflection coefficients
as discussed in Paragraph 14.2.

The second aspect of numerical nature is related to the realization of (14.22).
Here two problems are to be recognized. The first one is related to subtraction of
polynomials which takes place in both the numerator and the denominator every

Node_end=1004  

================================================================= 
Here ends the synthesis process
=================================================================
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now after a cell is extracted. Subtraction of numbers of similar value (which is very
probable after so many actions taken) is the most inaccurate numerical operation. In
addition, as is expected, cancelation-out of parts of the numerator and denominator
should happen (when second order cells are extracted) since the resulting impe-
dance is of lower order. That has to be programmed carefully to avoid numerical
inaccuracies.

So, having these in mind, if one has aspiration to manipulate higher order and
highly selective filters one would, probably, adopt multiple precision in the cal-
culation such as long double in C programming.
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Chapter 15
Active RC Cascade Circuit Synthesis

The term active is used to denote the presence of electronic operational amplifiers in
the filter’s structure. That allows elimination of the need for inductors and trans-
formers. In addition, realization of the filter in a form of cascaded cells (of active
electronic circuits) which does not load each other is enabled which eliminates the
numerical problems encountered in passive cascade realization. To that purpose a
second order function named biquad is introduced. To create a cascade of biquads,
however, one has to solve the “pole-zero pairing” and the “order of extraction”
problem. In addition, most of the cells (physical realizations of the biquads) have
variants. In that way the number of cell types and their order in the cascade
becomes enormous if high order filters are to be synthesized. In this chapter we will
recommend an exhaustive list of types of cells encompassing every type of trans-
mission zero and corresponding pair (or single) of poles. We will also recommend
order of extraction leading to reduced noise and nonlinear distortions which are
specifics of the active technology. A short study of the influence of the imperfection
(limited gain) of the operational amplifier to the frequency response will be given.

15.1 Introduction

Several problems are encountered when using passive filters among which the
dominating is the presence of inductors. The inductor has several disadvantages. It
needs volume and it needs magnetic material which, in time and under temperature
stresses, loses its properties. The former is especially exposed when low frequency
filters are to be designed when not only large values of inductances are needed but
large values of capacitances, too. Voluminous, heavy and expensive becomes the
filter. The solution of first level was enabled by introduction of active components
(operational amplifiers -OAs) into the circuit which allowed for circuits without
inductors. That was a small revolution in the low-pass filtering especially in the
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telephone baseband transmission. The resulting circuit structure contains opera-
tional amplifiers, resistors and capacitors hence the term active RC filters.

Operational amplifier [1–3] is not a perfect component. Apart of the need for a
supply voltage (sometimes more than one) it performs not perfectly. Among others
one may expect frequency dependent gain, and drift of the DC voltage values. In
addition, having resistors and transistors incorporated they produce noise which is
one of the most unwanted phenomenon in telecommunication. Nevertheless, in this
chapter we will consider them perfect in the sense that they will be modeled by the
simplest model of operational amplifiers of all: the voltage controlled voltage
source with extremely large (infinite) gain. The influence of the imperfections of
OAs will be partly considered below.

In this chapter the synthesis of active RC filters in a form of a cascade of cells
will be described. The structure of the resulting schematic is shown in Fig. 15.1. It
is supposed that the output impedances of the cells (being equal to the output
impedances of the operational amplifier which must be located at the output of the
cell) are negligible which means that the cell is behaving as an ideal voltage source
and no mutual loading of the cells happens. From circuit-theoretical point of view
this is the most important difference between passive and active circuits. It allows
creating a system whose gain is calculated in a simple manner as

A ¼ V2

V1
¼ V2

Vin k
� . . . � Vin 4

Vin 3
� Vin 3

Vin 2
� Vin 2

V1
¼ Ak � . . .A3 � A2 � A1: ð15:1Þ

During creation of the physical structure, however, there are several choices to
be resolved.

First, decomposition of the transfer function must be performed. This means the
gains of the cells, Al, in the following

HðsÞ ¼ A0 �
Qm

i¼1 s� zið ÞQn
i¼1 s� pið Þ ¼ A ¼ V2

V1
¼

Yk
l¼1

Al ð15:2Þ

are to be found. Here the transfer functions Al are usually restricted to be of first and
second order. The latter are usually referred to as biquads.

Fig. 15.1 Structure of the filter and enumeration of the port nodes
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To complete the information we will introduce the concept of the Q of a pole. It
will allow for choosing among alternatives of biquads with the same type of transfer
function.

Let the transfer function of a single biquad be rewritten in the form (the index l is
omitted for convenience)

A ¼ N
D

¼ s� zð Þ s� z�ð Þ
s� pð Þ s� p�ð Þ ¼

s2 þ s � gþ q
s2 þ s � aþ b

¼ s2 þ s � gþ q

s2 þ s �
ffiffi
b

p
Q þ b

ð15:3Þ

where p ¼ aþ j � b, z ¼ cþ j � d, a ¼ �2 � a, b ¼ a2 þ b2, g ¼ �2 � c, and
q ¼ c2 þ d2. Then, the quantity

Q ¼
ffiffiffi
b

p
=a ð15:4Þ

is named the pole’s or the cell’s Q-factor. It is related to the peak value of the gain
of the cell which occurs approximately at the frequency x2 = b. It is obvious that
for a fixed modulus of the pole, the peak value of the gain of the cell is directly
dependent on the real part of the pole. The nearer the pole to the x-axis the higher
the peak of the amplitude characteristic of the biquad is. By pushing the pole
towards the higher frequencies, keeping a fixed distance from the x-axis, the peak is
rising, too. So, selective low-pass filters having poles near the x-axis and, in the
same time, near to the cut-off frequency will need biquads with very high Q-factors
to be synthesized. The reader is advised to go back to the examples of synthesized
functions in the previous chapters to see how large the difference may be between
Q-factors within a single filter and Q-factors of filters produced under different
approximation criteria.

To create (15.2) decisions are to be made as to which pair of poles is to be paired
with which zero (or pair of zeros), and which will be the order of the cell in the
cascade (order of extraction).

As a result of that activity which will be described below in more details, a
sequence of second order transfer functions is obtained with possibly one first order
cell needed in case of odd order filter.

For realization of every single second (and first) order transfer function, choices
are to be made based on the type of the function (low-pass, high-pass, band-pass,
band-stop and all-pass), on the type of the complex zero if there is any, and on the
value of the pole’s Q factor (small and large). These choices are obvious and proper
circuit will be chosen based on the literature e.g. [4].

Every cell structure described below and the element values calculation is based
on the literature e.g. [5–9]. Alike other texts, in the sequel we are not suggesting
alternatives despite the fact that there are many. If any alternative is suggested it
will be justified by proper reasons.
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15.2 Order of Extraction and Gain Assignment

Given at transfer function intended to be realized as a cascade of second order cells
(plus one of first order when odd order transfer functions are dealt with) beside the
choice of the cell’s structure two additional problem are to be solved. Namely, it is
known that, by proper

• Pairing poles and zeros, and
• Ordering the extraction of the cell.

One may improve several important properties of the final solution such as noise,
linearity, and range of element values i.e. total silicon area [10–12].

A transfer function of the form

HðsÞ ¼ A0 �
Qm

i¼1 s� zið ÞQn
i¼1 s� pið Þ ð15:5Þ

which, for the sake of simplicity, in the case of n- and m-even, may be rewritten as

HðsÞ ¼
A0 � 1Qn=2

i¼m=2þ 1
Di

� Qm=2
i¼1

Ni
Di

for n[m

A0 �
Qm=2
i¼1

Ni
Di

for n ¼ m

8>>><
>>>:

ð15:6Þ

where Di ¼ s� pið Þ s� pi�ð Þ represents a factor of the denominator related to a pair
of conjugate poles while Ni ¼ s� zið Þ s� zi�ð Þ is the same for the numerator, may
be realized in a large number of variants depending on the pairing of Ds and Ns into
biquads and depending on the ordering of biquads so obtained.

According to [3], for example, in the case of n = m = 8, there are 18 possible
combination to create biquads while for n = m = 12, one may create 1350 com-
binations. Of course, in the similar way rises the number of filter structures due to
the ordering of the biquads in the cascade.

A procedure is implemented within the RC_cascade program of the RM
software enabling pairing in order to get the optimal biquads and ordering of the
biquads in order to get optimum from linearity and noise point of view which is
based on the literature. Choices are made as to which final circuit should be the
most appropriate for realization according to the following:

• Pairing the transfer function poles having highest imaginary part with the
attenuation poles having minimal frequency;

• High-Q sections should be in the middle;
• First sections should be low-pass or band-pass, to suppress incoming

high-frequency noise;
• All-pass sections should be near to the input;
• Last stages should be high-pass or band-pass to avoid output DC offset.
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Let now address the issue of gain assignment. The idea is to distribute the gain of
the cells so that the amplitudes of the signals do not force the operational amplifiers
into saturation i.e. do not produce distortions for the maximum prescribed input
signal.

To appreciate the problem Fig. 15.2 depicts the properties of the cells of a 16th
order band-pass filter. Its zeros and poles are given in Table 15.1. As can be seen,
there are two bandpass cells which realize the zeros at infinity and at the origin; two
cells realizing the pairs of complex right half plane zeros; two high-pass notch cells
realizing the x-axis transmission zeros of the lower stopband; and two low- pass
notch cells realizing the x-axis transmission zeros of the upper stopband.

The gain being given in dB, all these add to produce the overall gain as depicted
in Fig. 15.2e. All diagrams are obtained by SPICE simulation and the results
partially post-processed for convenience. Since all the cells were chosen to have
transfer functions of the form of (15.3) no cell is representing A0 of (15.5).

Fig. 15.2 The attenuation characteristic of a 16th order bandpass filter decomposed. a Two
band-pass cells (zeros at the origin and at infinity), b Two cells realizing complex transmission
zeros, c Two high-pass notch cells, d Two low-pass notch cells, and e The overall gain obtained by
SPICE simulation
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By analysis of the diagrams given, one may find that some of the cells at some
frequencies exhibit very high gain while others produce almost no gain at all. That
leaves the opportunity to control the overall gain by reducing or increasing the gain
of some of the cells by multiplying their transfer function using properly chosen
factor. Multiplying cell’s transfer function by a constant means multiplying the
overall gain, hence the effectiveness in accommodating the overall gain.

The result depicted in Fig. 15.2e reminds us that when active RC technology is
used, one may produce both gain and attenuation at the central frequency. That was
not the case with the passive realization. Looking at the result one may conclude
that the gain, of approximately 34 dB or about 50 times the input signal is
acceptable and that there is no need to further interventions.

If not satisfied, one is to adjust the gains of the cells so that the required overall
gain is obtained and preserve linearity. As we will see, however, not all cell types
used for active RC synthesis allow for such an intervention. In the next paragraph
all cells will be defined which will allow for decisions as to which cells are con-
venient to be manipulated. That is why we will leave further discussion on this issue
for the paragraph “Developers corner”.

Table 15.1 Zeros and poles
of the example filter

Zeros Poles

Real part Imag. part Real part Imag. part

0.000000 1.521987 −0.036475 1.360313

0.000000 −0.657036 −0.019697 −0.734597

0.000000 −1.521987 −0.019697 0.734597

0.000000 0.657036 −0.036475 −1.360313

0.000000 1.712502 −0.119414 1.302120

−0.000000 −0.583941 −0.069842 −0.761574

0.000000 −1.712502 −0.069842 0.761574

0.000000 0.583941 −0.119414 −1.302120

0.165947 −0.880263 −0.171450 1.164513

0.206813 1.097036 −0.123747 −0.840509

0.206813 −1.097036 −0.123747 0.840509

0.165947 0.880263 −0.171450 −1.164513

0.000000 0.000000 −0.173698 1.053741

0.000000 0.000000 −0.152294 −0.923895

−0.152294 0.923895

−0.173698 −1.053741
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15.3 Cells Used for Cascade Synthesis of Active RC Filters

In this paragraph complete set of cell will be listed and procedures for element
value calculation will be given. The cells are chosen among alternatives from
literature which, by the author’s opinion, are the most appropriate ones. The reader
is free to use alternatives described in the references already stated above.

In creating this paragraph we made rank for every cell based on

• Type of the function (low-, band-, high-, all-pass or notch),
• Order of the function (first or second),
• Sign of the gain (inverting or non-inverting).

The maximum number of transfer function parameters, as can be seen from
(15.3), is 4. Most of the circuit discussed below will have larger number of circuit
elements, however. Because of that, very frequently, the values of some (chosen by
the designer) elements will be fixed in advance. So, solutions realizing the same
transfer function and using the same cell may lead to different set of element values.

The frequency and element values discussed below will be normalized.

15.3.1 Low-Pass Cells

15.3.1.1 First Order Low-Pass Inverting Cell

The following transfer function is to be realized

HðsÞ ¼ g
sþ a

: ð15:7Þ

For this purpose we use the circuit of Fig. 15.3a. After circuit analysis one gets:

HðsÞ ¼ AðsÞ ¼ � 1
C1R1

� 1
sþ 1= R2C1ð Þ ð15:8Þ

Fig. 15.3 The circuit realizing first order low-pass cell. a Inverting and b non-inverting
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To design this cell one has to input: g and fc and to adopt the value of C1.
Design equations are

g ¼ �1= C1R1ð Þ

a ¼ 2 � p � fc ¼ 1= R2C1ð Þ ð15:9aÞ

By choosing the capacitance to be fixed to unity one has the following element
values:

C1 ¼ 1; ð15:9bÞ

R1 ¼ 1= C1 � gj jð Þ; ð15:9cÞ

R2 ¼ 1= C1 � að Þ; ð15:9dÞ

15.3.1.2 First Order Low-Pass Non-inverting Cell

Here we use again (15.6) being aware that g > 0.
When g/a > 1 for this purpose we use the circuit of Fig. 15.3b. After circuit

analysis one gets

HðsÞ ¼ 1þ R2

R3

� �
� 1
R1C1

� 1
sþ 1

R1C1

: ð15:10Þ

To design this cell one has to input: g and fc and to adopt the values of C1 and
R3. The design equations are

g ¼ 1þ R2

R3

� �
� 1
R1C1

a ¼ 2 � p � fc ¼ 1= R1C1ð Þ
ð15:11aÞ

Accordingly we first choose C1 = 1 and R3 = 1 which allows for

R1 ¼ 1
a � C1

ð15:11bÞ

R2 ¼ R3 � g � R1C1 � 1ð Þ: ð15:11cÞ

In case of 0 < g/a < 1 the cell of Fig. 15.4 may be used with the following
element values

C1 ¼ 1; ð15:12aÞ
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R1 ¼ 1= C1 � gj jð Þ; ð15:12bÞ

R2 ¼ 1= C1 � að Þ; ð15:12cÞ

R3 ¼ 1:0; ð15:12dÞ

R4 ¼ 1:0; ð15:12eÞ

15.3.1.3 Second Order Low-Pass, Low-Q Cell

The function is

HðsÞ ¼ g
bþ a � sþ s2

: ð15:13Þ

The circuit realizing this function with negative gain (g < 0) is depicted in
Fig. 15.5. Since it uses single operational amplifier it is referred to as
single-amplifier biquad (SAB).

After circuit analysis one gets

HðsÞ ¼ � 1
C1C2R1R2

s2 þ s 1
C1

1
R1

þ 1
R2

þ 1
R3

� �
þ 1

C1C2R3R2

: ð15:14Þ

Fig. 15.4 Low-pass non-inverting cell with 0 < g < 1

Fig. 15.5 Multiple feedback
second order low-pass low-Q
cell
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The Q-factor of this cell may be found according to (15.4) to be

Q ¼
ffiffiffi
b

p

a
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

C1C2R3R2

q
1
C1

1
R1

þ 1
R2

þ 1
R3

� � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2
1R2R3C1=C2

ðR1R2 þR1R3 þR2R3Þ2
s

: ð15:15Þ

If we suppose that all resistors are equal and the same for the capacitors, the
Q-factor will be Q = 1/3, which places the circuit in the category of low Q.

Design equations are

b ¼ 1= C1 � C2 � R2 � R3ð Þ ð15:16aÞ

a ¼ 1=R1 þ 1=R2 þ 1=R3ð Þ=C1 ð15:16bÞ

g ¼ �1= C1 � C2 � R1 � R2ð Þ: ð15:16cÞ

There are three degrees of freedom and five circuit elements which means that
two must be adopted.

First the value of R1 will be extracted to be

2 � R1 ¼ � a
g � C2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2

ðg � C2Þ2
� 4 � b� g

g2C1C2

s
: ð15:17aÞ

Then, combining (15.16a) and (15.16c) one gets

C1C2R3 � � 1
C1C2R1g

� �
¼ 1

b
ð15:17bÞ

which results into

R3 ¼ �R1 � g=b: ð15:17cÞ

Further, from (15.16c) one gets:

R2 ¼ �1= C1C2R1gð Þ: ð15:17dÞ

Now, for the value of R1 obtained from (15.17a) to be a real number the fol-
lowing condition is to be satisfied

a2

ðg � C2Þ2
� 4 � b� g

g2C1C2
[ 0: ð15:17eÞ
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For that reason one must choose

C1 [ 4 � C2 � b� gð Þ=a2: ð15:17fÞ

If twice as big a value of C1 is chosen than the right hand side of this expression
is, after adopting the value of C2, one will have

C1 ¼ 8 � C2 � b� gð Þ=a2: ð15:17gÞ

If, however, C1 was adopted first, following the same consideration, C2 is to be
calculated from

C2 ¼ C1

8 � b� gð Þ=a2 : ð15:17hÞ

The program RC_cascade of the RM software adopts C1 = 1.
We will proceed now with another cell which may be successfully used for the

same purpose as the one depicted in Fig. 15.5. It is the Tow-Thomas cell which
uses three operational amplifiers and is popular due its small sensitivity to parasitics
which is very important when integrated CMOS active RC filters are produced. The
schematic of the cell is depicted in Fig. 15.6 and its transfer function obtained after
circuit analysis is

HðsÞ ¼ �
1

C1C2R1R2

s2 þ s 1
C1R3

þ 1
C1C2R4R2

ð15:18Þ

If adopted: C1 = C2 = C and R1 = R2 = R, the design equations will be

g ¼ 1= R2 � C2� �
a ¼ 1= R3 � Cð Þ
b ¼ 1= R � R4 � C2� �

:

ð15:19Þ

Fig. 15.6 A version of Tow-Thomas biquad implementing low-Q low-pass filter
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Accordingly for the element values one has: C ¼ 1; R ¼ 1=ðC � ffiffiffiffiffiffi
gj jp
; R1 ¼ R;

R2 ¼ R; R3 ¼ 1= a � Cð Þ; R4 ¼ 1=ðR � C2 � bÞ; C1 ¼ C; C2 ¼ C; R5 ¼ 1; R6 ¼ 1.
A symmetric variant for the Tow-Thomas low-pass cell, convenient for inte-

gration, is depicted in Fig. 15.7. Since it manipulates the signal in a differential
mode one may expect full elimination of the effects of the temperature drift of the
DC regime within the operational amplifiers. Note, the last inverter of Fig. 15.6 is
omitted since the inversion is obtained by interchanging the output signals of the
second operational amplifier.

Arrows are drawn over the resistors to mark that these are adjustable. The way
how adjustments work is depicted in Fig. 15.8a. Here 5 resistors are connected in
series. Their values decrease by a factor of two. Four of the resistors have switches
in parallel and if all switches are open the overall resistance would be

Rmax ¼ R0 �
X5
i¼1

2� i�1ð Þ: ð15:20Þ

Similarly, when all switches are on, the overall resistance will be

Rmin ¼ R0: ð15:21Þ

Various binary numbers are possible to be programmed to allow for combina-
tions between two values.

Simple CMOS transmission gates, depicted in Fig. 15.8b, are usually recom-
mended for the switches.

Fig. 15.7 A symmetric variant of the Tow-Thomas low-pass cell
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15.3.1.4 Second Order Low-Pass, High-Q Positive Gain Cell

The schematic of the SAB is depicted in Fig. 15.9. As can be seen the operational
amplifier has its own negative feedback which stretches its frequency response and
makes the cell applicable for higher frequencies than usually.

The function is again

HðsÞ ¼ g
bþ a � sþ s2

ð15:22Þ

with g > 0.
After circuit analysis one gets

HðsÞ ¼ H � 1
C1C2R1R2

s2 þ s 1
C1

1
R1

þ 1
R2

� �
þ 1�Hð Þ

R2C2

h i
þ 1

C1C2R1R2

ð15:23aÞ

Fig. 15.8 The adjustable integrated CMOS resistor. a the resistor and b The switch

Fig. 15.9 Sallen and Key
low-pass high-Q cell
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where

H ¼ 1þR3=R4: ð15:23bÞ

The Q-factor of this cell may be obtained as

Q ¼
ffiffiffi
b

p

a
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

C1C2R1R2

q
1
C1

1
R1

þ 1
R2

� �
þ 1�Hð Þ

R2C2

h i : ð15:24aÞ

Putting R1 = R2 and C1 = C2 it simplifies into

Q ¼ 1
3� Hð Þ : ð15:24bÞ

Now, since H > 1, by proper choice of H one may produce very high Q.
The design equations are

H � 1
C1C2R1R2

¼ g ð15:25aÞ

1
C1C2R1R2

¼ b ð15:25aÞ

and

1
C1

1
R1

þ 1
R2

� �
þ 1� Hð Þ

R2C2
¼ a ð15:25aÞ

To design, after use of

a ¼ a=
ffiffiffi
b

p
ð15:26aÞ

and

m ¼ H � 1þ a2=4 ð15:26bÞ

one may follow any of the two variants depicted in Table 15.2.
The RC_cascade program of the RM software implements Variant A and in

cases when the condition is not satisfied, it creates a loop in which g is divided by 2
as long as necessary. If so, additional inverter is added in cascade to the SAB to
restore the modulus of the gain.

Since a in (15.26a) is reciprocal to the Q-factor and H has limited value which is
suggested by (17.24b), one may conclude that the value of m is not large a number.
This means that C1 and C2 in the Variant A do not differ significantly. Similar
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conclusion may be developed for the resistors R1 and R2 meaning that, in this SAB,
the spread of the element values is small which is an advantage from the physical
realization point of view.

On the other side the value of H being part of the definition of the real part of the
pole makes this cell sensitive to great extent to its value.

15.3.2 High-Pass Cells

15.3.2.1 First Order High-Pass Inverting Cell

The transfer function to be realized is

H sð Þ ¼ g � s
aþ s

ð15:29Þ

For this purpose we use the circuit of Fig. 15.10.
After circuit analysis one gets

H sð Þ ¼ �
R2
R1
� s

sþ 1
R1�C1

ð15:30Þ

The design equations are

g ¼ �R2=R1 ð15:31aÞ

Table 15.2 Design equation for the high-Q low-pass SAB

Variant A Variant B

If values for C1 and R3 are adopted the design equations become
k ¼ 2 � p � fcC1 (15.27a)
R4 ¼ R3= H � 1ð Þ (15.27b)
C2 ¼ m � C1 (15.27c)
R1 ¼ 2= k � að Þ (15.27d)
R2 ¼ a= 2 � m � kð Þ (15.27e)
The condition is H > 1-a2/4

If one adopts
C1 ¼ C2 (15.28a)
one gets
R1 ¼ 1= b � C1C2R2ð Þ
(15.28b)
and

R2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H�C1�C1�C2

b�C1C2
2

q
(15.28b)

The condition is H > 2.

Fig. 15.10 First order
inverting high-pass cell
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and

a ¼ 1=ðR1C1Þ ð15:31bÞ

Given a and g, one may adopt C1 = 1 and find:

R1 ¼ 1=ða � C1Þ ð15:32aÞ

R2 ¼ �g � R1: ð15:32bÞ

15.3.2.2 First Order High-Pass Non-inverting Cell

For this purpose we use the circuit of Fig. 15.11.
After circuit analysis one gets:

HðsÞ ¼
1þ R2

R3

� �
� s

sþ 1
R1�C1

ð15:33Þ

The design equations are

g ¼ 1þ R2

R3
ð15:34aÞ

and

a ¼ 1
R1 � C1

: ð15:34bÞ

Given a and g, choose C1 = 1 and R3 = 1 to obtain:

R1 ¼ 1=ða � C1Þ; ð15:35aÞ

R2 ¼ g� 1ð Þ � R3; ð15:35bÞ

Fig. 15.11 High-pass, First
order non-inverting cell
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15.3.2.3 Second Order High-Pass Non-inverting Low-Q Cell

The transfer function to be realized is

HðsÞ ¼ g � s2
s2 þ a � sþ b

: ð15:36Þ

For this purpose we use the circuit of Fig. 15.12.
After circuit analysis one gets

HðsÞ ¼ s2

s2 þ 2= R1 � Cð Þ � sþ 1= R1 � R2 � C2ð Þ ð15:37Þ

Design equations are:

a ¼ 2=ðR1CÞ ð15:38aÞ

b ¼ 1=ðR1R2C
2Þ: ð15:38bÞ

Note this cell insists that g = 1. For a different value it will be needed an
additional amplifier to be added to the cascade whose gain and topology will
depend on value and the sign of the original g.

The element values are

C ¼ 1:0; ð15:39aÞ

R1 ¼ 2= a � Cð Þ; ð15:39bÞ

R2 ¼ 1=ðb � R1 � C2Þ; ð15:39cÞ

Fig. 15.12 Unity gain
Sallen-Key high-pass low-Q
filter cell
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15.3.2.4 Second Order High-Pass Inverting High-Q Cell

For this purpose we use the circuit of Fig. 15.13.
After circuit analysis one gets

HðsÞ ¼ �s2 � C=C2ð Þ
s2 þ s 2�CþC2

C�C2R1
þ 1

C�C2R1R2

ð15:40Þ

The design equations are

a ¼ 2 � CþC2

C � C2R1
ð15:41aÞ

b ¼ 1
C � C2R1R2

ð15:41bÞ

g ¼ �C=C2 ð15:41cÞ

After adopting C = 1 for the element values one has

C2 ¼ �C=g; ð15:42aÞ

R1 ¼ ð2=C2 þ 1=CÞ=a; ð15:42bÞ

R2 ¼ 1=ðb � C � C2�R1Þ; ð15:42cÞ

15.3.3 Band-Pass Cells

The transfer function is

HðsÞ ¼ s � g
s2 þ asþ b

: ð15:43Þ

Fig. 15.13 Second order
multiple feedback high-Q
high-pass cell
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15.3.3.1 Band-Pass Low-Q Non-inverting Cell

For this purpose we use the circuit of Fig. 15.14.
After circuit analysis one may obtain

HðsÞ
1þK
R1�C2

� s
s2 þ s 1

R2

1
C1

þ 1
C2

� �
� K

R1C2

h i
þ 1

C1C2R1R2

ð15:44Þ

The design equations are

a ¼ C1 þC2ð Þ= R2 � C1 � C2ð Þ � K= R1 � C2ð Þ ð15:45aÞ

b ¼ 1= R1 � R2 � C1 � C2ð Þ ð15:45bÞ

g ¼ 1þKð Þ= R1 � C2ð Þ ð15:45cÞ

K ¼ Ra=Rb: ð15:45dÞ

We first compute Q ¼
ffiffi
b

p
a ; t ¼ 1:5= 4 � Q2ð Þ; n ¼ Q � qþ 1ð Þ ffiffiffiffiffiffiffi

t=q
p � 1 with

q = 1; and K ¼ n=qð Þ � ffiffiffiffiffiffiffi
t=q

p
.

Then we adopt the value of C = 1 and Ra = 1.
The element values are calculated from

C1 ¼ C2 ¼ C; ð15:46aÞ

R1 ¼ 1þKð Þ= g � C2ð Þ; ð15:46bÞ

R2 ¼ 1
C1

�
ffiffiffiffiffiffiffiffi
q

t � b
r

; ð15:46cÞ

and

Rb ¼ Ra=K: ð15:46dÞ

Fig. 15.14 The band-pass
low-Q non-inverting cell
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15.3.3.2 Band-Pass High-Q Inverting Cell

For this purpose we use the circuit of Fig. 15.15.
After circuit analysis one gets

HðsÞ ¼ � 1
R1�C � s

s2 þ 2
R2C

sþ R1 þR3
R1R2R3C2

ð15:47Þ

which leads to the following design equations:

a ¼ 2=ðR2 � CÞ; ð15:48aÞ

b ¼ ðR1 þR3Þ=ðR1 � R2 � R3 � C2Þ; ð15:48bÞ

g ¼ 1=ðR1 � CÞ; ð15:48cÞ

After adopting C = 1 and compute:

R2 ¼ 2= C � að Þ: ð15:49Þ

If

ðb= a � jgjð Þ � 1\0 ð15:50Þ

a loop is formed in which | g | is halved until this condition is not valid. A warning
is issued by the RC_cascade program informing how many times the operation
took place (how many times g was divided by 2).

The rest of the elements (with corrected value of g, if necessary) are obtained
from

R1 ¼ 1= C � jgjð Þ; ð15:51Þ

R3 ¼ R1=ð b= a � jgjð Þ � 1ð Þ: ð15:51Þ

If g was changed it will be needed to add to the cascade an additional amplifier
whose gain and topology will depend on value and sign of the original g.

Fig. 15.15 Multiple
feedbacks, high Q, band-pass
cell
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15.3.4 All-Pass Cells

15.3.4.1 First Order All-Pass Cell

Variant A: Zero at the Right Half-Plane

The transfer function to be synthesized is

HðsÞ ¼ s� b
sþ a

: ð15:52Þ

The case b > 0 will be considered only while discussion on the case of b < 0
will be postponed. This means a right-half plane zero will be realized. For all-pass
solution one needs b = a.

For this purpose we use the circuit of Fig. 15.16.
After circuit analysis one gets

TðsÞ ¼ s� R2= R1R3 � C1ð Þ
sþ 1= R3 � C1ð Þ ð15:53aÞ

To create a first order all-pass cell we choose R1 = R2 = R3 = R and
C1 = C. The resulting transfer function is.

TðsÞ ¼ s� 1= R � Cð Þ
sþ 1= R � Cð Þ : ð15:53bÞ

Design equation is

a ¼ 1= R � Cð Þ ð15:54aÞ

After C = 1.0 is adopted one gets

R ¼ 1= a � Cð Þ: ð15:54bÞ

We will use the opportunity of the existing context to consider the case when
right-half plane zero at the real axis (b 6¼ a) is created. This happens in odd order

Fig. 15.16 First order
all-pass cell with right-half
plane zero
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filters. In such a case, if we choose R1 = R3 = R and C1 = C, for the element values
will have

R3 ¼ 1= a � Cð Þ ð15:54cÞ

and

R2 ¼ b= Ca2
� �

: ð15:54dÞ

Variant B: Zero at the Left Half-Plane

The transfer function to be synthesized is

HðsÞ ¼ s� b
sþ a

: ð15:56Þ

Here again a > 0 but in order the zero to be transferred to the left half plane
b < 0 is needed. Now, if

b ¼ �a ð15:57aÞ

cancellation occurs so that it makes no sense to have an all-pas with pole and zero
overlapping.

In the next we will, again, use the opportunity of the existing context to consider
the case when

b 6¼ �a ð15:57bÞ

which allows for a zero in the left half plane (being different from any real pole) to
be realized. These will not produce an all-pass, of course. Odd order filters are
considered only.

For this purpose we use the circuit of Fig. 15.17.
After circuit analysis one gets

HðsÞ ¼ sþR2= R1R3 � Cð Þ
sþ 1= R3 � Cð Þ : ð15:58Þ

Fig. 15.17 First order cell
with left-half plane zero
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The condition (15.57b) now becomes

R1 6¼ R2: ð15:59Þ

A wide range of positions of the left-half plane zeros is possible to be produced
by changing the ratio R1/R2.

The design equations are

a ¼ 1= R3C1ð Þ ð15:60aÞ

and

�b ¼ R2= R1R3C1ð Þ: ð15:60bÞ

If R3 = 1 is adopted we get

C1 ¼ 1= a � R3ð Þ ¼ 1=a ð15:61aÞ

and

R2

R1
¼ �b � R3 � C1 ¼ �b=a: ð15:61bÞ

15.3.4.2 Second Order All-Pass Cell

The transfer function is

HðsÞ ¼ s2 þ s � gþ q
s2 þ s � aþ b

; ð15:62Þ

with q = b and g = – a.
For this purpose we use the circuit of Fig. 15.18.

Fig. 15.18 Second order all-pass filter cell
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After circuit analysis one gets

HðsÞ ¼ s2 þ s � 2�R1�R�R3=R4ð Þ
R1R3C

þ 1
R1R3C2

s2 þ s � 2
R3C

þ 1
R1R3C2

ð15:63Þ

Design equations are:

a ¼ 2=ðR3 � CÞ; ð15:64aÞ

b ¼ 1=ðR1 � R3 � C2Þ; ð15:64bÞ

g ¼ ð2 � R1 � R � R3=R4Þ=ðR1 � R3 � CÞ; ð15:64cÞ

and

q ¼ b: ð15:64dÞ

If C1 = C2 = C = 1 and R2 = R5 = R = 1 is adopted, the following element
values will be obtained

R3 ¼ 2= a � Cð Þ; ð15:65aÞ

R1 ¼ 1=ðb � R3 � C2Þ ¼ a= 2 � b � Cð Þ; ð15:65bÞ

R4 ¼ R � R3=ð2 � R1 þ a � R1 � R3 � CÞ: ð15:65cÞ

15.3.5 Band-Stop Cells

Only second order cells may be created by the nature of the problem. Two variants
will be considered the symmetrical and asymmetrical one.

15.3.5.1 Symmetrical Band-Stop (Notch) Cell

The transfer function is

HðsÞ ¼ g
s2 þ q

s2 þ s � aþ b
; with b ¼ q! ð15:66Þ

For this purpose we use the circuit of Fig. 15.19. Since it uses a structure built of
two dual T-shaped circuits it is frequently referred to as Twin-Tee cell.
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After circuit analysis with R = R1 = R2 = 2 � R3 and C = C1 = C2 = C3/2 [13],
one gets:

HðsÞ ¼ s2 þ 1
R2C2

s2 þ 4 � s � 1�K
R�C þ 1

R2C2

ð15:67Þ

where K = R5/(R4 + R5).
Design equations are:

b ¼ 1=ðR2 � C2Þ; ð15:68aÞ

q ¼ b; ð15:68bÞ

a ¼ 4 � 1� Kð Þ= R � Cð Þ; ð15:68cÞ

g ¼ 1: ð15:68dÞ

The incomplete list of element values is

C ¼ 1 ð15:69aÞ

R ¼ 1

C � ffiffiffi
b

p ð15:69bÞ

R1 ¼ R2 ¼ 2 � R3 ¼ R ð15:69cÞ

Fig. 15.19 A band-stop (notch) Twin-Tee cell
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and

C1 ¼ C2 ¼ C3=2 ¼ C: ð15:69dÞ

To complete the list we first find

K ¼ 1� a= 4 �
ffiffiffi
b

p� �
ð15:70Þ

This means that the realizability condition is K < 1 which is always satisfied. We
choose

R4 ¼ 1� Kð Þ � R1 ð15:71aÞ

and

R5 ¼ K � R1 ð15:71bÞ

In case of violation of the realizability condition the program RC_cascade
skips the cell and issues a warning.

15.3.5.2 Asymmetrical Band-Stop (Notch) Cell

The transfer function is

HðsÞ ¼ g
s2 þ q

s2 þ s � aþ b
: ð15:72Þ

For this purpose we use the circuit of Fig. 15.20. After circuit analysis one has

HðsÞ ¼ �C1

C
� s2 þ 1

CC1RR2

s2 þ s � 1
CR4

þ 1
C2R2

ð15:73Þ

Design equations are

g ¼ �C1=C ð15:74aÞ

q ¼ 1
CC1RR2

ð15:74bÞ

a ¼ 1
CR4

ð15:74cÞ
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and

b ¼ 1
C2R2 : ð15:74dÞ

Having in mind that

Qp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r20 þx2

0

p
�2r0

¼
ffiffiffi
b

p

a
ð15:74dÞ

where r0 and x0 are the coordinates of the pole, the following parameter values
may be obtained

C ¼ arbitrary e:g:C ¼ 1; ð15:75aÞ

C1 ¼ jgj � C ð15:75bÞ

R ¼ r ¼ 1

C � ffiffiffi
b

p ð15:75cÞ

R4 ¼ R � Qp ð15:75dÞ

R2 ¼ R
�g

� b
q

ð15:75eÞ

Fig. 15.20 The version of Tow-Thomas cell used for realization of a notch function
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15.3.6 Cells with Complex Transmission Zeros

In this paragraph second order cell will be considered only since the first order ones
were elaborated earlier in sections “Variant A: Zero at the Right Half-Plane” and
“Variant B: Zero at the Left Half-Plane”. In addition, second order all-pass cells
(since already introduced in Sect. 15.3.3.2) will be not considered, too.

15.3.6.1 Second Order Cell with a First Order Zero

The transfer function is

HðsÞ ¼ g
sþ q

s2 þ asþ b
: ð15:76Þ

For this purpose we use the circuit of Fig. 15.21.
After circuit analysis one gets

HðsÞ ¼ � 1
R4C1

� sþ R8R5�R6R2
R2R3R5C2

R4

s2 þ 1
R1C1

sþ R8
R2R3R7C1C2

ð15:77Þ

Design equations are

a ¼ 1=ðR1C1Þ ð15:78aÞ

b ¼ R8=ðR2R3R7C1C2Þ ð15:78bÞ

Fig. 15.21 The Tow-Thomas biquad cell realizing zero at the real axis
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q ¼ R4 R5R8 � R2R6ð Þ
R2R3R5R6C2

ð15:78cÞ

and

g ¼ �1=ðC1R4Þ: ð15:78dÞ

First we adopt the values of C1 = C2 = C = 1. Then, we adopt the values of
R2 = R3 = R7 = R = 1. With that set, one may calculate

R1 ¼ 1= a � Cð Þ ð15:79aÞ

R4 ¼ 1= gj j � Cð Þ ð15:79bÞ

R8 ¼ b � C2R3 ð15:79cÞ

and

R5 ¼ R andR6 ¼ R8= R � q � R � C=R4 þ 1=R5ð Þ½ � for q[ 0

R6 ¼ R andR5 ¼ 1= R8= R � R6ð Þ � q � R � C=R4½ � for q\0:

R5 ¼ R andR6 ¼ R5 � R8=R2 for q ¼ 0

ð15:79dÞ

Note, in the above case (g < 0) both left and right half-plane zeros at the real
axis are possible i.e. q > 0 and q < 0 is allowed. To keep this property, when
positive gain i.e. when g > 0 is required, we introduce inverters for every such cell.

15.3.6.2 Second Order Cell with a Second Order Complex Zero

The transfer function is now

HðsÞ ¼ s2 þ g � sþ q
s2 þ asþ b

: ð15:80Þ

For this purpose we use the circuit of Fig. 15.22.
After circuit analysis one gets

HðsÞ ¼ R8

R6

s2 þ 1
R1C1

� 1� R1R6
R4R7

� �
sþ R6

R3R5R7C1C2

s2 þ 1
R1C1

sþ R8
R2R3R7C1C2

: ð15:81Þ
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Design equations are:

a ¼ 1
R1C1

ð15:82aÞ

b ¼ R8

R2R3R7C1C2
ð15:82bÞ

q ¼ R6

R3R5R7C1C2
ð15:82cÞ

and

g ¼ 1
R1C1

� 1� R1R6

R4R7

� �
: ð15:82dÞ

We adopt C1 = C2 = 1.0 and R8 = 1.0 so that the rest of the elements are

R1 ¼ 1
C1a

ð15:83aÞ

R2 ¼ 1

C2 �
ffiffiffi
b

p ð15:83bÞ

R3 ¼ 1

C1
ffiffiffi
b

p ð15:83cÞ

Fig. 15.22 The Tow-Thomas biquad cell realizing complex pair of zeros
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R4 ¼ 1
C1 � a� gð Þ ð15:83dÞ

R5 ¼
ffiffiffiffiffiffiffiffiffiffiffi
b

q � C2

s
ð15:83eÞ

R6 ¼ R8 ð15:83fÞ

and

R7 ¼ R8: ð15:83gÞ

15.4 Design Example

This example is representing a 10th order band-stop filter obtained by transfor-
mation of a modified elliptic prototype. The passband attenuation was
amax = 0.1 dB while the stopband attenuation was amin = 50 dB. The band-stop
configuration was chosen to demonstrate the need for both high-Q asymmetrical
notch cells, and a symmetrical notch cell which is characteristic for the band-stop
filter having transmission zero at the central frequency of the stopband.

In the next a copy of the full .html synthesis report is given. Figure 15.23
represents simulation results obtained by running the SPICE file created atomically
by the RC_cascade program.

Fig. 15.23 Frequency response of the example filter
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15.5 Developer’s Corner

The reader could recognize from the very beginning that the natural similarity
between a transfer function represented in a factored form and the cascaded con-
nection of cells which do not load each other, is a lure which imposes a large
amount of uncertainty as to what is to be done in the design steps succeeding the
factoring.

In Sect. 15.2 we already answered some of the questions related to pole-zero
pairing and the mutual location of the cells in the cascade. What is left is to find
recommendation for the linearity to be preserved and the noise to be kept at the
lowest possible level.

To remind the reader, the operational amplifier (OA) which is always on the
output of a cell (and handling the largest signal within it) is a device with limited
linearity. Figure 15.24 depicts a direct current (DC) or static transfer characteristic
of the OA. As can be seen, if the input voltage exceeds Vin_max saturation occurs
which means the output voltage will not change while the input changes. That is the
(dynamic) gain of the OA will fall down to zero and the function of the OA ceases

Fig. 15.24 The DC transfer
characteristic of an
operational amplifier and the
definition of the maximum
input voltage amplitude
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to exist. The output waveform, during a short time when saturation occurs, is
constant as if a negative signal was added to the output which makes the response to
a sinusoidal input to be clamped. The presence of such an additional and unwanted
signal is, of course, distortion.

It is obvious that the gain of the cell should be limited so as, for the prescribed
input signal, the OA never enters saturation. In the same time, to keep the
signal-to-noise ratio low one needs as large a gain as possible. So, scaling the
dynamic range is necessary to get an optimum from both points of view.

What is usually recommended in the literature listed below is to find the max-
imum swing in the frequency domain by sweeping the frequency of an input
sine-wave to the filter, and compare Vo with the maximum swing of the output OA.

Information needed for such analysis for the bandpass filter of Sect. 15.2 is
depicted in Fig. 15.2. There, for convenience, logarithmic scale was used. For given
amplitude of the input signal, these diagrams allow for calculation of the maximum
amplitude of the input and the output voltages. There from one may conclude
whether saturation occurs (For a given voltage supply Vs and given OA charac-
teristic). If unsatisfactory, one may try to reduce the input signal by reducing the
gain of the previous cell or to change the order of the cells in the cascade. In the
former case, before deciding to reduce the gain, one is to study the properties of the
cell. Namely, as we could see from Sect. 15.3, not all cells allow for change of the
gain. If the preceding cell belongs to that category one is to search backwards until
proper cell is found. If there is no such cell in the complete search back to the input,
rearrangement of the cells is the only solution.

Figure 15.2e suggests that the overall passband gain may be a specific design
parameter which may or may not be strictly connected to the transfer function’s
poles and zeros. Namely, if the passband gain is a design parameter, and a freedom
exists for the gain of some cells to be accommodated, one may use the opportunity
to adjust the overall gain without adding additional cells. Of course, the adjustment
should be distributed evenly to as many cells as possible.

It is especially important, in cases when reduction of the overall gain is neces-
sary, not to use resistive voltage dividers at the input of the cascade. That will
drastically increase the noise.

It is well known that reducing the resistance values leads to reduction of the
thermal noise in the system. That is especially important for the input circuitry of
the cascade being connected in series with the internal resistance of the source.
Reducing the resistances will certainly reduce the noise and the overall area of the
chip (if integrated filter is planned) but it will, in the same time, give rise to the
power consumption. Optimum should be sought from this point of view, too. In any
case, when designing the first cell, the low noise criterion must prevail.

All together, defining the optimum order of the cells in a large cascade of active
RC cells is a tedious, time consuming, and uncertain task.

Now we will briefly visit another aspect of the design, the imperfection of the
OA. It is known that the open loop gain (OLG) of the OA is not infinite (as used in
the previous analyses) and it is frequency dependent (decreasing with the rise of the
frequency). To make things short we will here consider only the nominal value of
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the OLG or what is known as its value for zeroth frequency. For simplicity, the
OLG will be considered frequency independent.

Figure 15.25 depicts the (normalized) gain of the filter discussed in Paragraph
15.2 as a function of frequency for three values of the nominal OLG of all OAs used
for realization. The largest value of OLG depicted in Fig. 15.25 is A = 104. Further
increasing the OLG gives the same results as in the case of infinite amplification.
This characteristic is almost perfect with miniscule distortion at the beginning of the
passband. Reduction of the OLG by a factor of ten produces an unexpected spike in
the gain characteristic at the lower edge of the passband. Its value is significant
since it reaches almost 40 dB (100 times). Further reduction of the OLG by
additional 10 times produces a fully distorted amplitude characteristic which may
be stated as unacceptable.

We may conclude that, for this filter, the amplitude characteristic will be pre-
served as long as the OLG of the OA, in the frequency range of interest, remains
above 104.

Since the example considered is complex enough and since it is dealing with an
amplitude characteristic of relatively high selectivity, we may conclude that the
cascade physical realization leads to a solution being not much sensitive to the
value of the OA’s OLG. Namely, A = 104 is much lower of the OLGs of standard
OAs available as discrete components. That is not to be taken as granted when
integrated CMOS operational amplifiers are to be used since that value of OLG is
not easily obtainable. One is not to forget however, the frequency dependence of
OLG no matter the technology.

From the software development point of view one is to note that there are cells
declared by some set of attributes which may be substituted by others described by
different attributes. For example, the all-pass cell given in Sect. 15.3.3.2 may be
substituted by the Tow-Thomas cell described in Sect. 15.3.5.2. It is up to de
software developer to decide which one to implement.

Finally, since the factorization of the transfer function is essential for the
implementation of the method, here we may see ones again that representation of
the transfer function in a factored form is crucial not only from transfer function
analysis but for system synthesis point of view, too.

Fig. 15.25 Normalized gain
of the filter as a function of
frequency for various values
of the OA’s nominal OLG
denoted by A
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Chapter 16
Parallel Active-RC Circuit Synthesis

Parallel realization of active RC filters is dual to the cascade. It is an alternative
which is based on partial fraction expansion of the transfer function and asks for
residue calculation. The rest of the activities in the physical synthesis are
straightforward since the cells are connected in parallel and their outputs are simply
summed. Only one biquad type and one first order cells type are in use so dra-
matically simplifying the synthesis. No order of extraction and pole-zero pairing is
necessary. As compared to the cascade this method needs additional circuitry for
summation while offering extreme synthesis simplicity. To our knowledge no
parallel synthesis as a general method was elaborated in the literature. After
describing the procedure and giving proper example of a circuit of very high
complexity, a short tolerance analysis is performed on a properly selected example,
based on the Monte Carlo method, to demonstrate the how-to-do and the general
necessity for this kind of verification of the physical synthesis of any filter.

16.1 Introduction

While parallel implementation is frequent in design of digital IIR and switched
capacitor filters, to our knowledge, there was a single attempt to implement parallel
realization of active RC circuits [1]. There, an effort was made to produce a real-
ization implemented in hybrid technology (with limitations on the capacitance
values) more economical than the cascade one on the expense of reduced sensi-
tivity. To achieve that the author created a specific (multiple input and multiple
output) cells with reduced number of capacitors which we find the main reason for
this method not to be further investigated.

In these proceedings we will develop a straightforward procedure for parallel
synthesis based on repetitive use of one type of widely known and frequently used
second order cell [2]. To our knowledge this is the first complete description of the
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procedure. To come to a base for comparison with a cascade solution, high order
band-pass filters will be synthesized.

There are some apparent advantages of the parallel synthesis of active RC cir-
cuits as compared with the solution taking the form of cascade connection of cells.

First, when using parallel synthesis the types of transfer functions of the cells
(circuits) is reduced to two: one for the first order cell and another for the second
order cell. When the realization of the cell is sought, the later one may take two
forms (low- and high-Q) which altogether is incomparably smaller in number of
possible variants than in the case of cascade synthesis.

Then, there is no amplification of the noise generated by the cells since there is
no cascade which (in case of a higher order filter) may become prohibitive. This
issue is further elevated if the shape of the amplitude characteristics of the cells used
is considered. When parallel synthesis is taken into account, both the second order
and the first order cell (as will be demonstrated) are never high-pass which means
the noise bandwidth is limited even when high-pass filters as a whole are to be
synthesized.

Then, there is no need for pole-zero pairing in order to reduce nonlinear dis-
tortions and noise since, as will be seen below, only poles and residues are used. In
addition, there is no need for assigning specific gain values to the cells in order to
keep the signals within prescribed limits. Furthermore, when parallel (in case of
low-pass, band-stop and all-pass filters) there is no amplification of the input DC
offset.

The price paid for all these advantages is the cost of the additional circuitry
needed to perform the summing at the output of the filter.

In the sequel we will first describe the synthesis technique and subsequently we
will use an example to demonstrate the design sequence implemented within the
RM software for filter design.

16.2 Decomposition of the Transfer Function

The continuous time transfer function may be represented in a form of sum of
partial fractions as follows [3],

HaðsÞ ¼ A0 � HðsÞ ¼ A0 �
Qm

i¼1 s� zið ÞQn
i¼1 s� pið Þ

¼ A0 �
Xn
i¼1

ri
s� pið Þ ¼

Pn=2
i¼0

HeðsÞ; n� even

HoðsÞþ
Pn=2
i¼1

HeðsÞ; n� odd

8>>><
>>>:

:

ð16:1Þ
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where, to get unity nominal gain:

A0 ¼
Qn

i¼1 0� pið ÞQm
i¼1 0� zið Þ ð16:2aÞ

for low-pass filters and band-stop filters having the lower part of the pass-band as a
normalization region;

A0 ¼
Qn

i¼1 1� pið ÞQm
i¼1 1� zið Þ ð16:2bÞ

for band-pass filters;

and

A0 ¼ 1 ð16:2cÞ

for high-pass filters and band-stop filters having the upper part of the pass-band as a
normalization region.

In the above s stands for the complex frequency as independent variable, pi
stands for the ith pole, zi stands for the ith zero, n is the order of the filter, and m is
the order of the numerator of the transfer function. Index e is used to denote a
second order fraction constructed by a complex pair of poles while o denotes a first
order fraction constructed by a simple real pole. r are the complex residues in the
poles. Note, some programs within the RM software are restricted to simple poles.

Note (16.1) is valid for n > m only. In the case n = m polynomial long division
must be carried out first (as explained in [1]) which leads to

HaðsÞ ¼ A0 � 1þHðsÞ½ �: ð16:3Þ

The structure of the resulting filter is depicted in Fig. 16.1. As can be seen an
auxiliary unity gain path is allowed for filters having n = m.

The residues needed for the realization of the above computations are obtained
(for the case of simple poles) as follows,

ri ¼ lim
s!pi

s� pið Þ � HðsÞ½ �f g ¼ ½ s� pið Þ � HðsÞ� s¼pij ð16:4aÞ

or

ri ¼ A0 �
Qm

j¼1 pi � zj
� �

Qn
j ¼ 1
j 6¼ i

pi � pj
� � ð16:4bÞ
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The summands in (16.1) in the case of a pair of conjugate poles may be collected
into partial fractions as follows

HeðsÞ ¼ Gi
sþ b0;i

s2 þ a1;isþ a0;i
ð16:5Þ

with

Gi ¼ 2 � A0 � re rif g; ð16:6aÞ

b0;i ¼
� re pif gþ im rif g�im pif g

re rif g
� �

if im rif g � im pif g[ 0
im rif g�im pif g

re rif g � re pif g
� �

if im rif g � im pif g\0

8<
: ; ð16:6bÞ

a1;i ¼ �2re pif g; ð16:6cÞ

ai0 ¼ pij j2; ð16:6dÞ

while in the case of a simple pole on the real axis one has

Ho sð Þ ¼ Go
1

sþ ao
; ð16:7Þ

with Go ¼ ro; and ao ¼ �po. In the above “re” stands for “real part” and “im” for
“imaginary part”.

We will denote pi ¼ ri þ jxi, and zi ¼ ai þ jbi and ri ¼ li þ jni. Accordingly
(16.5), (16.6a) and (16.7) may be rewritten as:

Fig. 16.1 Structure of the filter
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HeðsÞ ¼ Gi � sþGi � b0;i
s2 þ a1;isþ a0;i

ð16:8Þ

with

Gi ¼ 2 � A0 � li; ð16:9aÞ

Gi � b0;i ¼ �2 � A0 � liri þ ni � xið Þ if ni � xi [ 0
2 � A0 � ni � xi � ri � lið Þ if ni � xi\0

�
; ð16:9bÞ

a1;i ¼ �2 � ri; ð16:9cÞ

ai0 ¼ pij j2¼ r2
i þx2

i ; ð16:9dÞ

while

HoðsÞ ¼ Go
1

sþ ao
; ð16:10Þ

with Go ¼ A0 � ro ¼ A0 � l0; and ao ¼ �po ¼ �r0.
The developments expressed so far are (apart of the notation) equal to the ones

used in [1]. The difference and, accordingly, the novelty we are introducing, is in
the use of standard and universally accepted circuits (cells) which are realizing
(16.8) and (16.10) in the place of “multiple entry” cells used in [1]. Since two types
of cell transfer functions are in view, only two types of circuit cells will be
involved. Note that the second order cell has one zero at infinity and another on the
real axis of the frequency plane being not restricted to any part of the real axis.

16.3 Choice of the Cells and Physical Realization
of the Filter

In this section the two filter cells and the summing circuit will be discussed. The
reader may recognize the fundamental difference as compared with cascade RC
realization where the number of different cells was almost two dozen.

16.3.1 Second Order Cell

According to the literature, e.g. [4], there are several concepts for creation of second
order cells mainly intended to be used in cascade synthesis of active RC filters. The
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specifics of parallel synthesis may be seen from (16.5) which represent a second
order cell with a zero at the real axis of the complex frequency plane. Note, again,
the zero is not restricted to any part of the real axis.

To avoid the choice of a specific cell and to go for well established methods, in
[1] further decomposition of the function was performed by parting the second
order cell into two: a band-pass and a low-pass cell as follows:

HeðsÞ ¼ Gi
s

s2 þ a1;isþ a0;i
þGi

b0;i
s2 þ a1;isþ a0;i

: ð16:11Þ

This solution is feasible with the main drawback that it in fact needs two second
order cells and, usually, needs at least four different capacitors per cell which in
cases when programmable transfer function is sought, may be difficult to control.

There are only several cells that are qualified for implementation in a case of
transfer function containing a zero at the real axis. In [5] a single amplifier biquad
(SAB) is proposed. It is known in the literature as the Friend’s circuit. A two
operational amplifier biquad was proposed in [6] by Soliman, while in [2] a three
amplifier biquad is described. It is referred here to as Tow-Thomas (TT) biquad and
due to its low sensitivities to parasitics is very frequently in use. As will be shown
later on in this text, when using the TT cell, all capacitors in the filter (not only in a
cell) may have the same value. The Tow-Thomas cell was adopted for synthesis
here.

The schematic of the version of the TT biquad cell used in RC-parallel is
depicted in Fig. 16.2.

Fig. 16.2 The Tow-Thomas biquad cell and node notation. “ni” stands for “input node” while
“no” for the “output node”
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To get the design equations we first simplify the notation. One may find easily
by analogy that (16.8), for a given cell, may be rewritten as

HeðsÞ ¼ g
sþ q

s2 þ asþ b
: ð16:12aÞ

Now, after circuit analysis one gets

a ¼ 1=ðR1C1Þ ð16:12bÞ

b ¼ R8=ðR2R3R7C1C2Þ ð16:12cÞ

q ¼ R4 R5R8 � R2R6ð Þ
R2R3R5R6C2

ð16:12dÞ

and

g ¼ �1=ðC1R4Þ: ð16:12eÞ

Since there are more circuit elements than degrees of design freedom (expressed
by the number of coefficients in 16.12a) some of the element values are to be
adopted as design constants. Speaking in normalized element values we first adopt
C1 = C2 = C = 1. Then, we adopt the R2 = R3 = R7 = R = 1. With that set, one may
calculate

R1 ¼ 1= a � Cð Þ ð16:13aÞ

R4 ¼ 1= gj j � Cð Þ ð16:13bÞ

R8 ¼ b � C2R3 ð16:13cÞ

and

R5 ¼ R andR6 ¼ R8= R � q � R � C=R4 þ 1=R5ð Þ½ � for q[ 0
R6 ¼ R andR5 ¼ 1= R8= R � R6ð Þ � q � R � C=R4½ � for q\0
R5 ¼ R andR6 ¼ R5 � R8=R2 for q ¼ 0

: ð16:13dÞ

Note, in the above case (g < 0) both left and right half-plane zeros at the real
axis are possible i.e. q > and q < 0 is allowed. To allow for this property to be
tractable, when positive gain i.e. when g > 0 is required, we introduce inverters for
every such cell.
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16.3.2 First Order Cell

The first order cell is a simple inverting circuit as depicted in Fig. 16.4. Note we
suggest using an additional inverter if necessary to accommodate to the sign of the
first order fraction of the filter function. Namely, the positive-gain first order cell
exhibits a gain that is larger than unity so that additional circuitry will be necessary
in cases when G0 < 1. Having that in mind we restricted our procedure to either one
(for negative gain) or two in cascade (for positive gain) inverting amplifiers.

The transfer function of the circuit depicted in Fig. 16.3 may be expressed in the
form

Ho ¼ g= sþ að Þ; ð16:14Þ

where, by analogy, for the normalized element values we have

C1 ¼ 1; ð16:15aÞ

R1 ¼ 1=ðC1 � gÞ; ð16:15bÞ

R2 ¼ 1=ðC1 � aÞ: ð16:15cÞ

Note, since there are no restrictions to the value of C1, it may be equal to the
capacitances used within the TT cells.

16.3.3 Summing

Figure 16.4 represents how the summing is performed within RC-parallel.
Here, apart from the auxiliary path which will be used in the case of high-pass,

all-pass, and band-stop filters, this schematic has as many paths as is the number of
filtering cells connected in parallel denoted by knorm in the figure. Part of these paths
(kinv of them) have to use inverters which are collected together and realized as a
separate unity gain inverting summing amplifier.

Fig. 16.3 Inverting first
order filter and node notation
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To avoid the summing amplifier to change the value of the overall gain, the
value of Rsum is calculated as follows

Rsum=R ¼ kaux þ knorm � kinv þ 1 for kinv [ 0
kaux þ knorm for kinv ¼ 0

�
: ð16:16Þ

R is the normalization resistance supplied by the system designer.

16.4 Synthesis Example

In this example a band-pass filter will be synthesized with the following prereq-
uisites: Central frequency f0 = 100 kHz, Upper frequency of the pass-band
fh = 120 kHz, Lower frequency of the pass-band fl = 80 kHz, Maximum pass-
band attenuation amax = 3 dB and Minimum stopband attenuation amin = 45 dB.
The normalization resistance was supplied to be R0 = 1 kX while the capacitances
are denormalized by the use of the formula

C ¼ Cnorm= 2 � p � R0 � f0ð Þ ð16:17Þ

where Cnorm is adopted to be equal to unity as stated above.

Fig. 16.4 Realization of the summing (adder cell)
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The LSM polynomial low-pass prototype of order 8 was first selected and
synthesized. Then its transfer function was extended with 6 transmission zeros to
increase its selectivity. The so obtained rational low-pass function was transformed
into a band-pass one. These results were used as input to the physical realization
program. Following are (In order to save space the tables are partly edited) excerpts
from the report created by the RC_parallel system synthesis program being part
of the RM software.

340 16 Parallel Active-RC Circuit Synthesis



16.4 Synthesis Example 341



342 16 Parallel Active-RC Circuit Synthesis



The SPICE net-list created by RC_parallel was run by the LTspice program.
The simulation results are depicted in Fig. 16.5. Note the linear scale for the f-axis.

16.5 Developer’s Corner

The procedure of parallel synthesis of active RC circuits seems to be the simplest of
all.

Having the poles and zeros of the transfer function one has to do the following

1. Find the residues of the poles. This activity is relatively simple and it is sup-
posed to be already done for the calculation of the time domain responses of the
low-pass filters.

2. Normalize the residues so that they are divided by the gain at the central fre-
quency. The trick here is that one needs to use the temporary partial fraction
expansion for calculation of the gain at the central frequency of the passband.

3. Create the partial fractions. Here one simply finds pairs of conjugate poles and
their residues and manipulate them to get the biquads. It is important to extract
the sign of the cell in order to allow for proper summation.

Fig. 16.5 Frequency response of the “Band_pass_CMAC_LSM” filter
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4. Calculate the element values of the cells.
5. Calculate the resistance in the summing amplifier.

In the previous chapter we suggested an action within the verification of the
feasibility of the circuit obtained: search for the minimum acceptable open loop
gain. That, of course is not the only action which is necessary to be taken before
proceeding towards designing the printed circuit board or the integrated circuit.
Here we will study the influence of the tolerances of the elements to the amplitude
characteristic of the filter. As a carrier we will use a 7th order Modified Elliptic filter
exhibiting 0.1 dB of passband attenuation and 50 dB of stopband attenuation. The
reason for this is the fact that the sensitivity of the attenuation characteristic is
proportional to its derivative as expressed with (7.20) which means the example
depicted in Fig. 16.5 is not a representative one since the derivatives of the
attenuation are not large enough to expose the influence of the circuit parameter’s
tolerances.

Monte Carlo analysis available in the LTSpice software (used throughout this
book) was used to activate the parameter variations. To avoid over-crowded and
unpainted images only five samples of the variable parameter were used to create a
family of amplitude characteristics.

Three experiments were undertaken.
In the first one we imposed maximum variation of 2% to the resistor connecting

the output of the second cell and the input of the summing OA. To make it easier to
the reader that is one of the bottom horizontal resistors in Fig. 16.4. The Overall
gain characteristic of this filter obtained by Monte Carlo analysis is depicted in
Fig. 16.6. As can be seen the passband response is not noticeably affected while the
transition region and the stopband are. The main reason for that is the fact that the
second cell which was purposely chosen is responsible for the realization of the
transmission zero nearest to the passband. In any case, one may conclude that with
2% tolerance of this resistor (if it is the only source of variations) the design is not
seriously jeopardised.

The second experiment is related to the resistor R8 (Fig. 16.2) in the second cell
of the parallel connection. Obviously, as seen from Fig. 16.7, even with ten times
smaller maximum tolerance, the design is at the brink to be non-acceptable.

Fig. 16.6 Results of the
Monte Carlo simulation with
2% maximum variations of
the resistor connected
between the output of the
second cell and the input of
the summing OA
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Finally, the capacitance C1 (Fig. 16.2) of the second cell connected in parallel
was taken under scrutiny. Here again 2% tolerance was imposed. The resulting
amplitude characteristic obtained after Monte Carlo analysis is depicted in
Fig. 16.8. Figure 16.8a represents the overall gain as a function of frequency. It
reveals that 2% is a large value for the tolerance of this element if one intends to
preserve the width of the transition region. Figure 16.8b depicts the distortions of
the gain in the passband. As already said, this cell is not affecting much the
passband. This conclusion is not to be generalized, however. Namely, there is
another cell which is realising a pole falling into the passband. That one is to be
considered for the passband distortions.

Fig. 16.7 Results of the
Monte Carlo simulation with
0.2% maximum variations of
the resistor R8 of the second
cell

Fig. 16.8 Results of the
Monte Carlo simulation with
2% maximum variations of
the resistor connected
between the output of the
second cell and the input of
the summing OA. a Overall
gain and b passband gain
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To conclude, a thorough tolerance analysis must be performed before a design is
proclaimed acceptable. It was not done above but simultaneous variation of the
most influential circuit elements must be introduced and statistically simulated.
Note, there is a possibility offered by the LTSpice program for worst-case (or
corner) analysis. That would be useful but it will take enormous time if several
parameters are to be toleranced. Our advice is to use natural intelligence and
experience to save time in the design process. The choices done above may be used
as hints for selection of the elements being the most influential and so for reduction
of the design time.

16.6 Conclusion

Parallel active RC filtering circuits are rarely found in practice. We suppose that is
by inertia since cascaded synthesis looks natural when looking to the structure of
the transfer function. Namely, as shown above, the transfer function is defined as
ratio of products while cascade connection of cells is doing product of signals. In
addition, the need for a cell having transmission zero on the real axis (necessary for
parallel realization) seems to be a repelling factor for many designers. It is our
experience that even zeros at the imaginary axis are not welcomed by many.

Nevertheless, parallel realization has important advantages. To appreciate the
extreme simplicity of the synthesis algorithm we will mention the following. First,
there is no need for pole-zero pairing algorithms. Second, there is no need for order
of extraction (order of the cells in the cascade) algorithm. Finally, there is no need
for gain distribution (to avoid nonlinear distortions) concerns. A special advantage
is that the noise produced by a cell within the parallel connection is amplified only
once (by the summing amplifier).

As it was shown in the previous chapter, in the case of cascade synthesis, one
needs a specific cell for every type of zero and every type of biquad which becomes
a serious developer’s task. One is not to forget the variations existing for practically
every type of cell.

Among the disadvantages of parallel connection is the need for summing which
introduces two more operational amplifiers and several resistors. Having in mind
the overall complexity of the system, however, that seems not to be a decisive
argument.

What may be considered as possible problem is the accuracy of the addition
(summing) which may deteriorate the signal outside of the passband if very high
attenuations are required. Namely, when very small signals are to be obtained the
inaccuracy of the resistances may lead to relatively large subtraction (which is the
most inaccurate arithmetic operation) error.
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Chapter 17
Gm-C Filter Synthesis Based on LC
Prototypes

Two main problems are encountered when high frequency integrated analog filters
are to be synthesized: the limitations of the operational amplifiers and the properties
of the integrated resistor. The gain of the operational amplifier strongly depends on
the frequency so deteriorating the properties of the overall system. As for the
resistor it occupies large area on the silicon chip, its value is subject to large
tolerances and it is accompanied by a large parasitic capacitance. To avoid that,
operational transconductance amplifier (OTA) was introduced which in conjunction
with capacitors may perform well enough at high frequencies. Hence the name
Gm-C. To avoid all burdens introduced with cascaded synthesis one of the variant
of this type of filters is to develop a cell which is simulating the inductance and use
this equivalent circuit to substitute the inductors in an already synthesized LC filter.
The simulated inductor is based on a specific negative impedance converter
(NIC) named gyrator. In this chapter we are developing the analogy and demon-
strate how an LC filter cell is transformed into a Gm-C one. The main imperfection
of the OTA is its finite output resistance. Its influence to the overall amplitude
characteristic is studied.

17.1 Introduction

One of the problems encountered in high frequency analog integrated filter syn-
thesis is the area needed to produce an inductor. It is realized in a form of a flat
spiral line the inductance of which is limited not only by the area but by its huge
parasitic capacitance. One such inductor realized in CMOS was reported in [1].

The layout of one inductor of this kind is depicted in Fig. 17.1a. One may see
that the wires are twisted to reduce the parasitic capacitance. This inductor is
specific in the sense that it has a tap terminal allowing specific uses. The most
important electrical parameters of an integrated inductor are the inductance (L), its
resistance (Rs), its parasitic capacitance and its Q-factor (Q) as a secondary
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parameter. The reactance of this kind of components is linearly rising at low fre-
quencies (several GHz) to exhibit inductive character. The values of the inductances
obtained in this way are of order of nH. The inductance is normally accompanied by
a series resistance as depicted in Fig. 17.1b where one half of the whole component
is modeled. The value of the resistance depends on technologies and it is seen to be
of order of several X. In that way the Q-factor of the inductor becomes relatively
large being of order of 10.

One must have in mind that this component occupies large area on the silicon
chip (of the order of 5,000 lm2) which has as a consequence presence of influential
parasitics. The simplified (lumped) version of the parasitic circuit is depicted in
Fig. 17.1b and consists of parallel connection of a conductance (Gs) and capaci-
tance (Cs). Their values are of tenth of mS and hundreds of fF, respectively. At
higher frequencies the influence of the parasitics comes in fore. Namely, the
reactance starts to rise due to resonance effects with the parasitic capacitance. The
reactance reaches its maximum at the internal parallel resonance frequency of the
tank-circuit created by L and Cs. Above that frequency the overall reactance starts to
decrease sharply giving the controlling role to the parasitics and making the
component of no use.

The main problem of designing such components are the confronting require-
ments for large inductance and small parasitics. To avoid that the shape of the wires
is investigated (circular, hexagonal and similar) and stacked inductors are used. In
the latter case, due to the mutual coupling, difficulties in the design are encountered.
Finally, the influence of the magnetic field on the transistors being (possibly) under
the inductor is a special issue to investigate.

To avoid such a component, attempts were made to find an active circuit that
simulates the inductance good enough to be implemented in high frequency CMOS
integrated circuits.

Fig. 17.1 Planar integrated
inductor. a layout,
b equivalent circuit of the half
of the inductor
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There are many solutions offering a simulated inductor using active components
and capacitors. These are based on the concept of NIC (negative impedance con-
verter) which will be not elaborated further here as a general circuit theoretical
issue. The main difference in all such circuits if high frequencies are planned to be
used is related to the active component. Namely, the CMOS operational amplifier
(OA) performance is not good enough for these purposes so that the OTA

Fig. 17.2 Properties of OTA. a Transconductance as a function of frequency and b output
impedance (modulus) as a function of frequency [7]. (Courtesy of the authors)
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(operational transconductance amplifier) took over. Based on that solutions were
found for the simulated inductances [2, 3] of which we will later on elaborate the
one based on gyrators [4] and described in [5].

The OTA itself is not perfect, too. Its main characteristics are the frequency
dependence of its transconductance and the output capacitance. Ideally, one would
like to have a perfect OTA which means a component with zero valued output
capacitance and frequency independent controllable transconductance. There is no
such perfect component, however, despite the fact that improvements are reported
almost on daily basis [6]. As an example Fig. 17.2a depicts the frequency depen-
dence of the transconductance of an OTA [7] obtained by simulation while
Fig. 17.2b depicts the corresponding output impedance. As can be seen high fre-
quencies are reached (cut-off frequency is claimed to be 567 MHz) the transcon-
ductance being much more frequency independent than the output impedance.
Unfortunately neither the transconductance nor the output impedance is given in
absolute values so one is not capable to extract further conclusions.

The fundamental idea of implementation of simulated inductance is based on the
availability of LC cascaded circuits which are synthesized by some other filter
synthesis software system or even extracted from an existing catalogue such as [8].
In that way the inductors are substituted by an equivalent circuit containing OTAs
and a capacitor and the rest of the filter elements (capacitors) remain the same. That,
of course, is a very attractive method and even a designer with extremely limited
knowledge of filter design can produce successful designs.

In this chapter we will review very briefly the equivalent circuit to an inductor
and demonstrate how the synthesis is functioning. The filter obtained will be tested
using ideal OTAs (infinite output impedance) to check for the synthesis process and
not for the properties of the practical realization.

17.2 The Gyrator and the Simulated Inductor

The fundamental building block which will be used to create the simulated inductor
is the gyrator as depicted in Fig. 17.3.

For this circuit the nodal equations are

I1 ¼ gm � V2

I2 ¼ �gm � V1
: ð17:1Þ

Fig. 17.3 Gyrator realized
by a pair of transconductors
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When loaded by an impedance ZL, the output voltage will be

V2 ¼ �ZL � I2: ð17:2Þ

After substitution in (17.1) one gets

I1 ¼ g2m � ZL � V1; ð17:3Þ

For ZL ¼ 1=ðjxCÞ, one has

I1=V1 ¼ g2m
jxC

¼ 1
jx Le

ð17:4Þ

where

Le ¼ C=g2m: ð17:5Þ

A gyrator loaded by capacitor will behave as an inductor. Since the capacitor has
one terminal grounded the resulting simulated inductor will be grounded, too.

It is up to the designer to decide whether to use a fixed value for the
transconductance or for the capacitor in order to create the desired value of the
inductance. Namely, the transconductance may be voltage controlled while the
voltage digitally created which means that, in general, finer granulation may be
achieved. The capacitance is programmed by connecting and disconnecting incre-
mental capacitances already available on the chip. From the functionality point of
view, however, there may be an additional consideration. Namely, one would prefer
smaller transconductances since in that case the output impedance is expected to be
larger which makes the component nearer to the perfect OTA. If the transcon-
ductance is chosen to be variable this opportunity (probably) will be not available.

17.2.1 Floating Simulated Inductor

The schematic depicted in Fig. 17.4 represents a connection of two gyrators and a
capacitor to produce a floating inductor. To show that we will write the nodal
equations for the circuit as

I1 ¼ gm � VC

I2 ¼ �gm � VC

jxC � VC � gmV1 þ gmV2 ¼ 0
ð17:6Þ

After eliminating VC from the third equation and having in mind I1 = −I2, one
gets
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ZL ¼ V1 � V2

I1
¼ jxC

g2m
: ð17:7Þ

This means that the circuit of Fig. 17.4 behaves as a floating inductor of
inductance

Le ¼ C=g2m: ð17:8Þ

Note, at x = 0, from (17.6) one gets V1 = V2 which corresponds to real inductor.
The voltage VC is undefined and so are the currents I1 and I2. The last two will be
defined by the outer circuit as is the case with the original inductor.

17.2.2 Simulated Ideal Transformer

To produce a simulated transformer based on gyrators one may use the circuit of
Fig. 17.5.

Fig. 17.4 Simulated inductor

Fig. 17.5 Simulated transformer
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Following are the nodal equations of this circuit

I1 ¼ gm1 � V0

I2 ¼ �gm2 � V0

�gm1V1 þ gm2V2 ¼ 0
: ð17:9Þ

The transformer’s equation is now

V2

V1
¼ gm1

gm2
: ð17:10Þ

Note the transformer depicted here has one terminal of both input and output,
grounded. That is acceptable for the implementation of the cell realizing complex
transmission zero (D-section) depicted in Fig. 14.6b.

Negative “turn-ratio” may be obtained by inverting (interchanging the input
terminals) of both transconductance amplifiers in one of the gyrators.

17.3 Circuit Synthesis

The circuit synthesis of this kind of filters is straightforward. One is to synthesize
first an LC filter using a conventional synthesis procedure using a conventional
synthesis program e.g. cascade_LP of the RM software. The next step is to
substitute the inductors and, if necessary, transformers with their models using
OTAs. Here we demonstrate the equivalent circuits to the ones described in
Chap. 14. A limited set is given to save space. Nevertheless, this set is satisfactory
for most physical realizations especially when low-pass circuits are sought.

Figure 17.6 depicts the equivalent circuit to the grounded inductor. As can be
seen from now on the transconductance is considered a constant while the value of
the capacitance is evaluated from (17.5) to be

C ¼ L � g2m: ð17:11Þ

At x = 0 the equivalence is failing since no current flow towards the ground is
possible. In the case of synthesis of Gm-C filters based on LC prototypes this
problem is usually mitigated by the fact that the inductor is either connected in
series with a capacitor or there are two capacitors (to the left and to the right) which
disconnect the inductor from DC signals. This will be demonstrated later on by the
cell realizing a complex transmission zero without a transformer.
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Equation (17.11) may be used as a reference when choosing the value of the
transconductance. Namely, a small transconductance e.g. gm = 10−6 S, would
produce extremely small capacitances. If, for example L = 100 lH, one would
produce C = 0.1 fF which is fairly small value and is in the range of the parasitic
capacitances in any CMOS technology. In the opposite case, when large gm is
chosen, the resulting capacitance may become very large. For example, if gm =
10−1 S, and L = 100 lH, one gets C = 10 nF. It seems that for this inductance a
value of gm = 10−3 S, would be preferable. The question is, however, which is the
output resistance of such an OTA. If satisfactory, the goal is reached. If not, one
must go for a compromise.

Figure 17.7 depicts the equivalent circuit to the one depicted in Fig. 14.4b. It is
the equivalent to the Brune’s cell. No additional comments are necessary since the
capacitance is calculated again from 17.11.

Its alteration realizing transmission zero at the real axis with a cell using a
transformer (as depicted in Fig. 14.5b) is depicted in Fig. 17.8. Note, since for an
ideal transformer the turn ratio is defined by

Fig. 17.7 The PI-cell realizing a transmission zero at the x-axis using simulated inductor

Fig. 17.6 Simulated
grounded inductor
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V2=V1 ¼ 1=n; ð17:12Þ

having in mind the notation of Fig. 17.8, by comparison with (17.10) we have

gmn ¼ n � gm: ð17:13Þ

Figure 17.9 and Fig. 17.10 depict the equivalent circuits to the versions of the
D-section depicted in Fig. 14.6b and Fig. 14.6c, respectively. The first one is
transformerless while the second includes model of a transformer.

Fig. 17.8 Equivalent circuit to the version of the Brune’s cell depicted in Fig. 14.5b

Fig. 17.9 The cell realizing a complex transmission zero without a transformer
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17.4 Design Example

As an example a 5th order Chebyshev filter exhibiting 3 dB attenuation in the
passband will be used. In this case, exceptionally, we are delivering the SPICE
net-list together with the edited .html report. As can be seen gm = 10−4 S was used.
Figure 17.11 depicts the SPICE simulation results.

Fig. 17.11 SPICE simulation results for the example

Fig. 17.10 The cell realizing a complex transmission zero using a transformer
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Program: Gm_LC 
SYNTHESIS OF LOW-PASS Gm-CFILTERS

Project name: GM_C_6_CH3 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
Input data on the transfer function 
----------------------------------------------------------  
Order of the numerator n=0; Order of the denominator m=5

You entered the poles of the transfer function as follows (m=5): 

sigma[1]=-1.775302716e-001     omega[1]=0.000000000e+000  
sigma[2]=-1.436250067e-001     omega[2]=-5.969760109e-001  
sigma[3]=-1.436250067e-001     omega[3]=5.969760109e-001  
sigma[4]=-5.485987094e-002     omega[4]=9.659274761e-001  
sigma[5]=-5.485987094e-002     omega[5]=-9.659274761e-001  
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
All polynomials in ascending order of s or w**2 

The input transfer function
 ------------------------------------------------- 
Poles-real part:

-1.775302716e-001 -1.436250067e-001 -1.436250067e-001 -5.485987094e-002
-5.485987094e-002

Poles-imaginary part: 
0.000000000e+000 -5.969760109e-001 5.969760109e-001 9.659274761e-001
-9.659274761e-001

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
Ordered transmission zeros 
Zeros-real part: 

9.999999990e+009 9.999999990e+009 9.999999990e+009 9.999999990e+009
 9.999999990e+009  
Zeros-imaginary part:

9.999999990e+009 9.999999990e+009 9.999999990e+009 9.999999990e+009
 9.999999990e+009  
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
This is a low-pass function 
-----------------------------------------------------------------------  
Zeros of the reflection coefficient 
Real part 

0.000000000e+000 0.000000000e+000 0.000000000e+000 0.000000000e+000
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 0.000000000e+000  
Imaginary part

5.877845956e-001 -5.877859090e-001 9.510559766e-001 -9.510570535e-001
0.000000000e+000

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Coefficients of the reflection coefficient (numerator): 

0.000000000e+000 3.124999992e-001
0.000000000e+000 1.249999998e+000 0.000000000e+000 1.000000000e+000

Coefficients of the reflection coefficient (denominator): 
6.264858082e-002 4.079663127e-001 5.489371140e-001

1.415025140e+000 5.745000270e-001 1.000000000e+000
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
INPUT IMPEDANCE Variant Zin=RS*(1-RO)/(1+RO)
Numerator:  

-6.264858082e-002 -9.546631352e-002 -5.489371140e-001 -1.650251428e-001
-5.745000270e-001

Denominator:  
-6.264858082e-002 -7.204663119e-001 -5.489371140e-001

-2.665025138e+000 -5.745000270e-001 -2.000000000e+000  
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
EXTRACTION OF THE CELLS 
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

k=1 (th) ZERO AT INFINITY: parallel capacitance C=5.5406418e-009  
Node_UP=1     Node_Down=0 

------------------------------------------------------  
k=2 (th) Zero at infinity: SIMULATED series inductance L=1.2126321e-011  
ni=1     no=2

------------------------------------------------------  
k=3 (th) ZERO AT INFINITY: parallel capacitance C=7.2217288e-009  
Node_UP=2     Node_Down=0 
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------------------------------------------------------  
k=4 (th) Zero at infinity: SIMULATED series inductance L=1.2126321e-011  
ni=2     no=3

------------------------------------------------------  
k=5 (th) ZERO AT INFINITY: parallel capacitance C=5.5406418e-009  
Node_UP=3     Node_Down=0 

------------------Residual load impedance---------------------  
Residual is resistor (Implemented in the SPICE description)  and   R=1.0000000e+003 
Node_end=3  

================================================================= 
Here ends the synthesis process

The following is a copy of the corresponding SPICE net-list.
+++++++++++++++++++++++++++++++
GM_Simulated inductance LC FILTERS.
*PROJECT NAME:  GM_C_6_CH3 
*Welcome to the RM software for filter design
v  n0   0   ac   2   sin
Rgen   n0  1  1.00000e+003 
*
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* ZERO AT INFINITY
* parallel capacitance
C011   1   0   5.5406418035e-009 
*
* ZERO AT INFINITY
* Simulated serial inductance
gleftt2   0   int2   1  0   1.000000000e-004
gleftb2   1   0   int2   0   1.000000000e-004
Rleftb2   1   0   1.000000000e+008 
Rint2   int2   0   1.000000000e+008 
Csim2    int2   0  1.2126321e-011 
grightt2   2   0   0   int2   1.000000000e-004
RrightT2   2   0   1.000000000e+008 
grightb2   0   int2   0   2   1.000000000e-004
*
* ZERO AT INFINITY
* parallel capacitance
C013   2   0   7.2217287925e-009 
*
* ZERO AT INFINITY
* Simulated serial inductance
gleftt4   0   int4   2  0   1.000000000e-004
gleftb4   2   0   int4   0   1.000000000e-004
Rleftb4   2   0   1.000000000e+008 
Rint4    int4   0   1.000000000e+008 
Csim4   int4   0  1.2126321e-011 
grightt4   3   0   0   int4   1.000000000e-004
RrightT4   3   0   1.000000000e+008 
grightb4   0   int4   0   3   1.000000000e-004
*
* ZERO AT INFINITY
* parallel capacitance 
C015   3   0   5.5406417802e-009 
RP5   3   0   1.0000000000e+003 
*AP
* Simulation settings---------------------------- 
.ac dec 700 1.00000e+003   4.00000e+005 
*.print ac v(3)
.end
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17.5 Developer’s Corner

There is not much to advise related to this subject. The only choice to be done is the
value of gm. As seen from the example gm = 10−4 S leads to capacitances inside the
simulated inductor which are by two orders of magnitude lower than the rest of the
capacitances. Ten times larger value of gm would gather the values of all capaci-
tances in a smaller interval but it would ask for higher consumption and smaller
output conductance (broader transistors).

To get a rough feeling on the influence of the output resistance of the OTA, the
SPICE net-list given above was extended with resistors in parallel to all OTA’s
outputs. The simulation result is depicted in Fig. 17.12. Not surprisingly, the value
of the output resistance of the OTAs has very strong influence on the frequency
characteristic of the circuit. Its influence is recognizable even for values as large as
10 MX. Lower values are practically destroying the response.

Having in mind Fig. 17.2 where Zoutj j ¼ 10 Zout dBð Þ=20, we may conclude that the
OTA whose characteristics are depicted in Fig. 17.2 would satisfy the criterion
Zoutj j[ 107 for frequencies below (approximately) 200 kHz only. Of course, this
amplifier was developed for different purposes which is recognizable from its
transconductance value.

To produce a large output resistance in [6] the output stage of a transconductance
amplifier depicted in Fig. 17.13 was recommended.

Its output resistance is claimed to be given as

Rout ¼ A � gm2

gds1 � gds2 ; ð17:14Þ

where A stands for the amplifier’s voltage gain, gm2 is the transconductance of the
amplifying transistor and gds1 and gds2 are the output resistances of the transistors
M1 and M2, respectively.

The enhancement with respect to 1/gds2 would be A � gm2/gds1 times. Since
A is supposed to be a large number and since, by no means, gm2 > gds1 or even
gm2 >> gds1, one may expect a really large output resistance.

Fig. 17.12 Amplitude
characteristic of the example
filter for different values of
the OTA’s output resistance
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Chapter 18
Parallel Active SC Circuit Synthesis

Filtering at low frequencies means use of inductors and capacitors of large values.
When inductors are excluded, such as in active RC circuits and small acceptable
values are assigned to the capacitances, the resistances must have large values. To
avoid these, simulated resistors are used in a form of a combination of capacitors
and switches. Using high frequency switching along with a tolerable value of a
capacitance any practical value of the resistance can be achieved, thus practically
eliminating the problem. Since switches and capacitors along with operational
amplifiers are used only, the abbreviation SC-filters is in use. The signal here is
processed in discretized time instants so that special mathematical apparatus is
implemented and new complex variable (z) is introduced to allow for the periodicity
of the switching to be represented within the transfer function of the system. The
old (s) and new (z) variables are usually related via the bilinear transform.
Accepting parallel synthesis, a procedure will be described for creation of SC-filters
of any complexity using only two (low-Q and High-Q) biquads and one first order
cell. Example will be given whose verification will be performed by repetitive
SPICE simulations in the time domain.

18.1 Introduction

The active SC (switched capacitor) circuit is built of capacitors, switches, and
operational amplifiers. The rationale of introduction of this kind of circuits comes
from the fact that by this technology low frequency (audio) analog signal pro-
cessing is enabled for CMOS integrated circuits. In that way not only inductors are
eliminated from the circuit but resistors, too. Resistors are known to occupy large
area on the chip, to have large tolerances, and to be very temperature dependent. In
addition, large area means also large parasitic capacitances which make
audio-frequency integrated active RC circuit practically unfeasible. Now, by the use
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of SC circuits, not only area is saved but also tolerances and temperature depen-
dences are reduced in a simple and very effective way [1–4].

In addition to the basic well established building elements of this technology
(operational amplifiers and capacitors) one needs a source of a pulse train with a
stable frequency and quality switches since sharp transients produce unwanted
spurious signals which may be considered as a noise to the useful signal [5–7].

The technology available, a new mathematical apparatus allowing for processing
discrete signals was introduced [8, 9].

Finally, active SC circuit synthesis (mainly up to second order filter cells) was
developed [10] allowing for filter synthesis of any complexity.

In this chapter we will discuss the above aspects of the SC filter synthesis in a
form as reduced as possible trying to simplify the developments at most.
Nevertheless, at the end, we expect, the reader will gather enough understanding of
the phenomenon and knowledge of the subject to be capable do develop his/hers
own software for SC filter design or to use existing software if available.

The example given is based on implementation of the routines available within
the RM software for filter design.

18.2 Mathematical Background

A discrete time signal as depicted in Fig. 2.1 may be represented by (2.22) and
(2.23) which we repeat here for convenience

vdðtÞ ¼ vðtÞ �
X1
l¼�1

d t � l � Tsð Þ ð18:1Þ

where d is the delta function

dðxÞ ¼ 1 for x ¼ 0
0 for x 6¼ 0:

�
ð18:2Þ

Implementing the Laplace transform leads to the following s-domain presenta-
tion of (18.1):

VdðsÞ ¼
Xl¼1

l¼�1
V l � Tsð Þ � e�s�l�Ts ð18:3aÞ

Using the expression for convolution given in Table 3.2, based on [1], one may
find the spectrum of vd(t) to be
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VdðsÞ s¼jxj ¼ 1
Ts

Xl¼1

l¼�1
V jx� j

2p � l
Ts

� �
: ð18:3bÞ

So, the spectrum of a sampled signal is a sum of shifted copies of the original
continuous-time spectrum. If the spectrum of the original signal v(t) is band-limited
so that the upper frequency of the spectrum (the cut-off frequency) is lower than
0.5/Ts the repeated spectra will not overlap. The term aliasing is used to denote
overlapping of spectra. The minimum sampling frequency required to avoid
aliasing is called the Nyquist rate, and is equal to two times the signal cut-off
frequency. To prevent aliasing, usually, at the input of the sampled data system an
anti-aliasing low-pass continuous time filter is positioned. In the next we will
consider that the input signal is band limited and no antialiazing occurs due to its
bandwidth.

The switching, however, is a real process which takes time and produces
unwanted components in the spectrum. To eliminate these effects anti-aliasing filter
is unavoidable at the output of the system processing discrete signals.

If in (18.3a, 18.3b) we introduce the so called bilateral z-transform:

z ¼ esTs ð18:4Þ

it will become

VdðzÞ ¼
Xl¼1

l¼�1
V l � Tsð Þ � z�l: ð18:5Þ

Table 18.1 depicts some characteristic mappings related to the s-to-z transform
with normalization implemented so that Ts = 1 s.

Given X(z) as a transform of x(l), the x(l − k) maps into z�kXðzÞ. This means that
z�k represent a delayed pulse or generally delay. Furthermore, if y(l) = h(l) � x(l)
where � denotes convolution, then Y(z) = H(z) � X(z).

Table 18.1 Specific values
of the s-to-z transform

s-domain z-domain

0 1

±jp/2 ±j1

±jp −1

2p 1

±jp/4
ffiffiffi
2

p
=2� j

ffiffiffi
2

p
=2

±j3p/4 � ffiffiffi
2

p
=2� j

ffiffiffi
2

p
=2
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18.2.1 The Bilinear Transform

Now, given a transfer function in the s-domain a question arise as to how to obtain
its counterpart in the z-domain. That is important from the point of view of use of
existing continuous time filter function to create discrete time filter functions and
consequently discrete time processing systems—filters. To that end we will follow
the developments given in [11].

Consider an analog filter whose transfer function has a form:

HAðsÞ ¼
Pn

k¼0 bks
kPn

k¼0 aks
k ð18:6Þ

Here s is the complex frequency, while a and b are vectors of real coefficients of
size n + 1. We assume an = 1. It may be represented in the so called canonical
controller form as depicted in Fig. 18.1, since its origin is a differential equation of
the form

Xn
k¼0

ak
dkyðtÞ
dtk

¼
Xm
k¼0

bk
dkxðtÞ
dtk

ð18:7Þ

to which the Laplace transform was implemented.
To transform the above transfer function into a discrete one we need to substitute

the integrators i.e. to find the discrete realization of:

_gðtÞ ¼ f ðtÞ ð18:8Þ

where _gðtÞ is the input while f(t) is the output of an integrator in Fig. 18.1. Its
Laplace transform is

Fig. 18.1 Controller
canonical form representation
of an analog transfer function
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s � GðsÞ ¼ FðsÞ: ð18:9Þ

So, to complete the transformation of (18.6) into a discrete transfer function one
needs to transform (18.9) into the z-domain.

The following general procedure may be implemented for that purpose. First, do
approximate the derivative i.e. do discretize the time and transform the differential
equation into a difference one. Second, apply the z-transform to the resulting dif-
ference equation, and third using analogy with (18.9), substitute 1/s by the
approximate expression obtained in the previous step.

The derivative may be expressed using the linear multistep formula given in [12]
in the following way:

_yl ¼ � a0
b0Ts

yl � 1
b0Ts

�
Xr

j¼1

ajyl�j þ Ts � bj _yl�j
� � ð18:10Þ

where l is the time step counter, meaning the evaluations happens at the moment:
t ¼ l � Ts, Ts being the discretization (or sampling) period. r is the order of the
formula. Two sets of coefficients a and b are used to define the formula.

For the applications sought in this book the best already known formulae that
may be created from (18.10) are the Euler backward and the trapezoidal as elab-
orated in [13, 14] and [15, 16]. Here we will briefly describe how these transfor-
mations are obtained.

In the case of the Backward Euler (or backward difference) we have: r = 1,
a0 = −1, a1 = 1, b0 = 1, and b1 = 0. That leads to

_yl ¼ 1
T

yl � yl�1ð Þ ð18:11Þ

or

_y l � Ts½ � ¼ 1
Ts

y l � Ts½ � � y l � Ts � Ts½ �ð Þ: ð18:12Þ

After implementation of the z-transform we get

_Y ¼ 1
Ts

1� z�1� �
Y ð18:13Þ

So, by comparison with (18.9) we get the Backward Euler transform as

s ¼ 1
Ts

1� z�1� � ¼ z� 1
z � Ts : ð18:14Þ

The trapezoidal rule is obtained if: r = 1, a0 = −2, a1 = 2, b0 = 1, b1 = 1. That
leads to
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_yl ¼ � _yl�1 þ 2
Ts

yl � yl�1ð Þ ð18:15Þ

or

_y l � Ts½ � ¼ � _y l � Ts � Ts½ � þ 2
Ts

y l � Ts½ � � y l � Ts � Ts½ �ð Þ: ð18:16Þ

After implementation of the z-transform we get

1þ z�1� �
_Y ¼ 2

Ts
1� z�1� �

Y ð18:17Þ

or

_Y ¼ 2
Ts

1� z�1ð Þ
1þ z�1ð Þ Y ð18:18Þ

So, by comparison with (18.9) we get Trapezoidal transform which is more
frequently referred to as the bilinear transform

s ¼ 2
Ts

1� z�1ð Þ
1þ z�1ð Þ ¼

2
Ts

z� 1ð Þ
zþ 1ð Þ ð18:19aÞ

or

z ¼ 1þ Ts
2 s

1� Ts
2 s

: ð18:19bÞ

If we use s ¼ rþ j � x and z ¼ Rþ j � X we may produce

Rþ j � X ¼ 1� T2
s
4 r2 þx2ð Þþ j � Tsx
1� Ts

2 r
� �2 þ Ts

2 x
� �2 : ð18:20aÞ

Table 18.2 contains mapping of some poles located on important positions while
Fig. 18.2 depicts the results in the z-domain.

From Table 18.2 and Fig. 18.2 one may recognize that the imaginary axis of the
s-plane is mapped into a unit circle in the z-plane. Points in the left half of the
s-plane are mapped onto the inside of the unit circle while the ones from the right
side of the s-plane are mapped outside of the unit circle. The origin of the s-plane
maps itself into 1 while infinity at both axes in the s-plane is mapped into −1 of the
z-plane.

We will use the opportunity here to discuss shortly the issue of stability and
minimum-phase. A continuous-time filter is stable if the poles of its transfer
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function fall in the left half of the complex s-plane. That comes from the need for
all exponents in the pulse response to have negative signs which will allow the
response to decay to zero at infinite time. A discrete-time filter will be stable if all
poles of its transfer function fall inside the unit circle in the z-plane. Having in
mind Fig. 18.2, the bilinear transform maps the left half of the complex s-plane to
the interior of the unit circle in the z-plane which means that stable filters designed
in the s-domain are transformed into filters in z-domain that preserve that stability.

Similarly, a continuous-time filter is minimum-phase if the zeros of its transfer
function are in the left half of the s-plane. A discrete-time filter is minimum-phase if
the zeros of its transfer function fall inside the unit circle in the complex z-plane.
Then, the same mapping property of the bilinear transform provides that
continuous-time minimum-phase filters are transformed into discrete-time filters
with preserved the property of being minimum-phase.

To examine the properties of the bilinear transform we took two examples a
Bessel and Butterworth filter of 6th order. These will be followed throughout the
chapter. The first one provides an insight into the distortions of the group delay
characteristic, and is based on sixth order Bessel filter as follows (coefficients of
both all-pole s-domain transfer functions used in these examples are given in
Table 18.3):

HðsÞ ¼ 10395
s6 þ 21s5 þ 210s4 þ 1260s3 þ 4725s2 þ 10395sþ 10395

: ð18:20bÞ

Note, in (18.20a, 18.20b) frequency normalization is used. We will consider the
coefficients and poles for the beginning.

Table 18.2 Specific s-to-z
mappings by bilinear
transform

Re{s} Im{s} Re{z} Im{z}

0.0e+0 1.0e+0 9.23e−1 3.85e−1

0.0e+0 −1.0e+0 9.23e−1 −3.85e−1

0.0e+0 0.0e+0 1.00e+0 0.00e+0

1.0e+0 0.0e+0 1.50e+0 0.00e+0

−1.0e+0 0.0e+0 6.67e−1 0.00e+0

1.0e+10 0.0e+0 −1.00e+0 0.00e+0

0.0e+0 1.0e+10 −1.00e+0 0.00e+0

Fig. 18.2 Partial depiction of
Table 18.2 (only z is
depicted)
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After implementation of the bilinear transform of (18.20a, 18.20b) with a nor-
malized value of Ts = 0.4 s, new (z-domain) values of the coefficients of transfer
function are obtained as depicted in Table 18.4.

To complete the illustration Figs. 18.3 and 18.4 represent the pole locations of
both function in the s- and z-domain.

18.2.2 Transfer Function Analysis in the Z-Domain

To allow for a study of the properties of the new transfer function in the z-domain
we will first extend the theory of transfer function analysis given in Chap. 3 which
was developed for the case of s-domain. To that end we represent the new variable
at the imaginary axis by rewriting (18.4) as

z ¼ esTss¼jxj ¼ cosðxÞþ j sinðxÞ: ð18:21Þ

Here, despite the fact that we are in the z-domain, we use the same notation for
the angular frequency as we did in the s-domain. No harm will be done as long as
we are aware of the domain. In addition, to simplify the development, new variable
x = x � Ts was introduced.

Table 18.3 Coefficients (ak)
of the transfer functions in s-
domain (b0 = a0 and bk = 0,
8k[ 0, with reference to
(18.6))

k Bessel, n = 6 Butterworth n = 6

0 10,395 1

1 10,395 3.864

2 4725 7.464

3 1260 9.142

4 210 7.464

5 21 3.864

6 1 1

Table 18.4 Coefficients of
the transfer function in the
z-domain obtained by the
bilinear transform (Ts = 0.4 s)

k Bessel, n = 6
Bilinear

Butterworth, n = 6
Bilinear

âk b̂k âk b̂k
0 1.000e+0 1.888e−2 1.000e+0 2.966e−5

1 −2.039e−1 1.133e−1 −4.477e+0 1.780e−4

2 4.658e−1 2.832e−1 8.500e+0 4.449e−4

3 −9.464e−2 3.777e−1 −8.737e+0 5.932e−4

4 4.619e−2 2.832e−1 5.117e+0 4.449e−4

5 −5.504e−3 1.133e−1 −1.616e+0 1.780e−4

6 5.359e−4 1.888e−2 2.148e−1 2.966e−5
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Fig. 18.3 Poles of the 6th
order Bessel filter. a In the
s-plane and b in the z-plane
mapped with Ts = 0.4

Fig. 18.4 Poles of the 6th
order Butterworth filter. a In
the s-plane and b in the
z-plane mapped with Ts = 0.4
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The transfer function in the z-domain may be expressed as

HDðzÞ ¼ A0

Qm
k¼1 z� zkð ÞQn
k¼1 z� pkð Þ : ð18:22Þ

A0 is here chosen as already explained for the function in the s-domain. After
substitution of (18.21) and zk ¼ ak þ j � bk pk ¼ ck þ j � dk into (18.22) it becomes

HDðzÞ ¼ A0

Qm
k¼1 cosðxÞþ j � sinðxÞ � ak þ j � bkð Þ½ �Qn
k¼1 cosðxÞþ j � sinðxÞ � ck þ j � dkð Þ½ � ¼ HD jxð Þj jejUðxÞ: ð18:23Þ

In this expression we use

HD jxð Þj j2¼ A0j j2
Qm

k¼1 cosðxÞ � ak½ �2 þ sinðxÞ � bk½ �2
n o

Qn
k¼1 cosðxÞ � ck½ �2 þ sinðxÞ � dk½ �2

n o ð18:24Þ

and

Uðx) ¼ arg A0f gþ
Xm
k¼1

arctg
sinðxÞ � bk
cosðxÞ � ak

� �
�
Xn
k¼1

arctg
sinðxÞ � dk
cosðxÞ � ck

� �
: ð18:25Þ

The group delay is obtained in a quiet different way since the derivation has to be
taken with respect to x, not to x.

So we have

sd ¼ � dUðx)
dx

¼ �Ts
dUðx)
dx

¼ �Ts �
Xm
k¼1

1� ak cosðxÞ � bk sinðxÞ
1þ a2k þ b2k � 2 � ak cosðxÞþ bk sinðxÞ½ �

þ Ts �
Xn
k¼1

1� ck cosðxÞ � dk sinðxÞ
1þ c2k þ d2k � 2 � ck cosðxÞþ dk sinðxÞ½ �:

ð18:26Þ

Based on these expressions the transfer function of the Bessel filter in the
z-domain was analyzed and the results are depicted in Fig. 18.5a, b (the cut-off
frequency here was 100 kHz while the sampling frequency was 250 kHz).

By analysis of the frequency characteristics depicted in Fig. 18.5a, b one may
first conclude that noticeable distortions are introduced in the magnitude of the
group delay as the frequency approaches the cut-off. That is inherent to the bilinear
transform which is nonlinear per se. To reduce this kind of distortions a set of
alternative transforms were developed as reviewed in [11]. In addition, however,
the location of the cut-off frequency is shifted. This shift may be found by the
following analysis [12].
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HDðzÞ ¼ HA
2
Ts

� z� 1
zþ 1

� �
¼ HA

2
Ts

� e
jxDTs � 1
ejxDTs þ 1

� �
¼ HA j � 2

Ts
� tan xD

Ts
2

� �� �

ð18:27Þ

From this expression we see that there is nonlinear relation between the angular
frequency in the s-domain (xA) and the angular frequency in the z-domain (xD).
This phenomenon is referred to as frequency warping. We should interpret this

Fig. 18.5 a and b Gain,
attenuation, and group delay
of transformed 6th order
Bessel and Butterworth filters,
respectively, with Ts = 0.4.
c Gain and group delay of
transformed 6th order Bessel
filter with Ts = 0.01
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result as: the gain and phase shift that the discrete-time filter has at frequency xD is
the same gain and phase shift that the continuous-time filter has at frequency

xA ¼ 2
Ts

� tan xD
Ts
2

� �
: ð18:28Þ

The continuous-time filter should be designed to compensate for this frequency
warping by setting in advance xA from (18.28) for the cut-off frequency or center
frequency. In other words for a given discrete time cut-off frequency the poles and
zeros of the continuous time function are supposed to be divided (renormalized) by
xA from (18.28) before entering the bilinear transformation. This is called
pre-warping in the filter design.

The opposite of (18.28) would be

xD ¼ 2
Ts

� arctan xA
Ts
2

� �
: ð18:29Þ

As presented by Table 18.5 at normalized angular frequency x = 1 rad/s the
gain is still smaller of its original value 1=

ffiffiffi
2

p ¼ 0:707 despite the warping being
performed. The reason for that is the fact Ts = 0.4 is really a large value. The
discrepancies seen here, however, may still be considered negligible.

Since tanðxÞ x�1j � 1, for low frequencies, xA � xD, and the warping is not
exposed. In other words if small Ts is chosen no distortions of the amplitude
characteristic will be produced. Even the distortions of the group delay will be
reduced down to unrecognizable as depicted in Fig. 18.5c. That means that the
sampling frequency should be much higher than the cut-off frequency of the system.
That is usually referred to as oversampling.

What can we see from Fig. 18.6 is a consequence of the z-transform. Namely the
amplitude (and group delay) characteristic of the discrete time filter repeats itself
periodically with a period of 2p/Ts. This effect when seen from the continuous time
processing point of view is unwanted and before coming back to it one needs to
band-limit the response of the discrete-time filter by a low-pass continuous time
filter which is again referred to as anti-aliasing. The cut-off frequency of the
anti-aliasing filter must be low enough to suppress all “formants” of the discrete
time signal and large enough for the filter not to interfere with the properties in the
main lobe of the frequency characteristic of the resulting output signal.

Table 18.5 Shift of the
cut-off frequency as a
consequence of the bilinear
transform

Type Normalized angular frequency (rad/s) Gain

Bessel 1.0 0.704

Butterworth 1.0 0.691
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18.3 Basics of SC Circuits

Consider the schematic depicted in Fig. 18.7a. It is a capacitor which is connected
to two nodes via a switch. It is supposed that the position of the switch, either “1” or
“2”, is defined by two non-overlapping pulse trains with the same frequency
fs = 1/Ts as depicted in Fig. 18.7b. Ts is, as earlier, the sampling frequency while
the pulse trains are denoted /1 and /2. We will refer to this circuit element as the
switched capacitor.

If connected between two nodes with voltages v1 and v2 the following may be
observed. When /1 is high the switch is thrown left and the capacitor is charged to a
value of q1 ¼ CR � v1. In the next half of the period /2 goes high and the switch
connects the capacitor to node 2. The new value of the voltage is v2 and the charge
is q2 ¼ CR � v2. The corresponding change of the charge is Dq ¼ q1 � q2 ¼
CR v1 � v2ð Þ. Now, if the frequency of switching fs is much larger than the fre-
quency of the signal to be processed f so that the values of v1 and v2 remain
unchanged during sampling, then the average current transferred by the capacitor
will be

Fig. 18.6 Gain and group
delay of transformed 6th order
filters. Ts = 0.4. a Bessel filter
and b Butterworth filter
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iC ¼ Dq=Ts ¼ CR

Ts
v1 � v2ð Þ ¼ 1

R
v1 � v2ð Þ: ð18:30aÞ

In other words the switched capacitor behaves as a resistor. Its resistance is

R ¼ Ts
CR

: ð18:30bÞ

Since the values of CR and Ts are not mutually coupled a large span of resis-
tances may be obtained. For example if CR = 1 pF and fs = 1 MHz, the resistance
will be R = 1 MX which is a really large value for an integrated polysilicon resistor.
To get the picture, since a polysilicon resistors exhibits a sheet resistance of about
25 X/□ (This is read as: 25 ohms per square.), one will need 40,000 □ to produce 1
MX. That would be a very long resistor. In the case of n-well resistors the situation
would be better from the dimensions point of view (it will need 100 □ only) but it
will be a very temperature sensitive one. There is another advantage of this resistor
which is related to the fact that in SC circuits the filter’s coefficients are expressed
as quotients of capacitances which not only exploits the better temperature and
tolerance properties of the integrated capacitor but also enables mutual compen-
sation of the simultaneous variations of the capacitances. This issue will be not
elaborated any further in this book.

Due to the imperfections of the real switches a so called parasitic insensitive
version of the switched capacitor emulating an ungrounded resistor is in use as
depicted in Fig. 18.8a. Again, we will not go into details in this matter. Note, using
the trick to change the phases of the switch on the right-hand side of the capacitor
(as in Fig. 18.8b), one may produce a negative resistance which is frequently
indispensible component in filter design.

Fig. 18.7 a Switched
capacitor and b controlling
pulse trains
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One may substitute the resistor by a switched capacitor directly into an existing
circuit and that is done frequently. The only problem which is encountered is the
fact that some of the switches become redundant such as parallel or series con-
nection of two switches having the same controlling signal. Procedure of switch
sharing is applied in complex schematics.

In the next we will introduce the so called sampled data operation and, conse-
quently, the new variable z so enabling the treatment of these circuits as sampled
data circuits and use the z-domain transfer functions for filter synthesis. In fact we
will show that difference (in place of differential) equations may be used to describe
the circuit equilibrium. These equations will be Laplace transformed to introduce
the z variable as it was done in (18.5).

Following the developments in [3] we will consider the circuit (lossy integrator)
of Fig. 18.9a. In the first phase (/1 is high) the circuit of Fig. 18.9b is representing
the temporary status. For this circuit one may write

i1 ¼ C1
dv1
dt

¼ � C2 þCRð Þ dvout
dt

: ð18:31Þ

After discretization with the Euler Backward rule with a discretization interval of
Ts/2 it becomes

C1 � v1 nTsð Þ � v1 n� 1=2ð ÞTs½ � ¼ � C2 þCRð Þ � vout nTsð Þ � vout n� 1=2ð ÞTs½ �:
ð18:32aÞ

Since, according to Fig. 18.9c, C1 � v1 n� 1=2ð ÞTs½ � ¼ 0 and C2 � vout n� 1=2ð ÞTs½ � ¼ 0,
(18.32a) becomes

Fig. 18.8 A parasitics
insensitive switched
capacitor. a Positive
resistance and b negative
resistance
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C1 � v1 nTsð Þ ¼ � C2 þCRð Þ � vout nTsð ÞþCR � vout n� 1=2ð ÞTs ð18:32bÞ

Further, we take into account that since the operational amplifier was isolated
starting with the instant (n − 1)Ts the output voltage remained the same i.e.
vout[(n − 1/2)Ts] = vout[(n − 1)Ts], which leads to

Fig. 18.9 Development of the difference equation. a The lossy integrator, b phase 1 and c phase 2
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C1 � v1 nTsð Þ ¼ �C2 � vout nTsð Þ � CR � vout nTsð Þ � vout n� 1ð ÞTs½ �f g ð18:32cÞ

This is a difference equation and it will be Laplace transformed as we did with
(18.12) and (18.16). The result is

CR � voutðnÞ � voutðnÞ � e�sTs
	 
þC2 � voutðnÞ ¼ �C1 � v1ðnÞ: ð18:33Þ

The corresponding transfer function, after introducing the z-transform, is

HDðzÞ ¼ �C1

CR 1� z�1ð ÞþC2
¼ � C1

C2 þCR
� z

z� CR
C2 þCR

ð18:34Þ

This result confirms that the switched capacitor circuits behave as discrete time
signal processors and that the theory developed on the transfer function analysis
may be implemented directly.

Synthesis of SC circuits with given filter functions, however, is not so
straightforward. In fact, due to the complexity of the creation of the transfer
function (as seen above) a limited number of solutions are in use mainly restricted
to second order cells. In the next paragraph we will further limit our choice to a
minimum set of cells which, we believe, are good enough for the task.

18.4 Parallel SC Filter Design

The procedure for parallel synthesis of active SC filters is conceptually the same as
the procedure of parallel RC synthesis described in Chap. 16. Figure 18.10 depicts
the structure of the system. Here, to repeat, the input signal is considered

Fig. 18.10 Structure of the filter and node notation
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band-limited so no anti-aliasing filter is shown at the input. Detailed information
about the cell’s schematic will be given in the subsequent paragraphs.

18.4.1 Analogue Prototype Function Decomposition

As for the parallelization of the transfer function in the s-domain nothing is changed
with respect to what was given in Chap. 16. We will repeat here the main results
related to the ith second order biquad

He;iðsÞ ¼ Gi
sþ a0;i

s2 þ b1;isþ b0;i
ð18:35Þ

and the first order cell

HoðsÞ ¼ Go
1

sþ b00
: ð18:36Þ

In Fig. 18.10 S/H stands for the sample-and-hold circuit. As in the case of the
active RC circuits, in the case when the numerator and the denominator are of the
same order (high-pass, all-pass and band-stop filters) additional path (Cell0) is
created from the S/H circuit to the summing with a gain equal to unity.

18.4.2 Analogue Prototype Function Prewarping and s-to-z
Transform

Given the digital normalization frequency in the z-domain fd and the sampling
frequency we find the prewarping frequency as

fw ¼ 2 � fs � tanðp � fd=fsÞ: ð18:37Þ

Implementing this (for the second order cell) to (18.35) and (18.36) leads to

He;i szð Þ ¼ fw � a1;isz þ a0;i
s2 þ b1;isz þ b0;i

ð18:38Þ

a1;i ¼ Gi ð18:38aÞ

a0;i ¼ fw � a0;i ð18:38bÞ
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b0;i ¼ f 2w � b0;i ð18:38cÞ

b1;i ¼ fw � b1;i ð18:38dÞ

HoðsÞ ¼ fw � Go
1

sz þ b00
ð18:39Þ

b00 ¼ fw � b00 ð18:39aÞ

The bilinear transformation is now

sz ¼ 2 � f s �
z� 1
zþ 1

ð18:40Þ

In the case of the second order cell, after substitution into (18.38) we get

HeðzÞ ¼ cþ e � z�1 þ d � z�2

1þ a � z�1 þ b � z�2 ð18:41Þ

where

D ¼ 4 � f 2s þ 2 � fs � b1;i þ b0;i ð18:42aÞ

a ¼ 2 � b0;i � 8 � f 2s
� �

=D ð18:42bÞ

b ¼ 4 � f 2s þ b0;i � 2 � fs � b1;i
� �

=D ð18:42cÞ

c ¼ fw � 2 � a1;i � fs þ a0;i
� �

=D ð18:42dÞ

e ¼ fw � 2 � a0;i
� �

=D ð18:42eÞ

d ¼ fw � a0;i � 2 � a1;i � fs
� �

=D: ð18:42fÞ

For the first order cell one gets

HoðzÞ ¼ e � ðzþ 1Þ
z� a

ð18:43Þ

D ¼ 2 � fs þ b00 ð18:44aÞ

e ¼ fwG0=D ð18:44bÞ

a ¼ 2 � fs � b00ð Þ=D: ð18:44cÞ
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18.4.3 Switched Capacitor Amplifier

The switched capacitor amplifier is depicted in Fig. 18.11. Figure 18.11a depicts
the inverting amplifier whose gain is

HDðzÞ ¼ �C1

C2
ð18:45Þ

while Fig. 18.11b depict the non-inverting amplifier whose gain is

HDðzÞ ¼ C1

C2
: ð18:46Þ

18.4.4 Switched Capacitor Inverting Summing Cell

The SC circuit performing summing is depicted in Fig. 18.12. It may be considered
as an extension of the single input amplifier. Note, alike the active RC summing

Fig. 18.11 Switched capacitor amplifier. a Inverting and b non-inverting
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circuit, here inversion (if necessary) is performed simply by interchanging /1 and
/2 in the proper branch on the left hand side of the capacitor as it was done in
Fig. 18.11b.

Note, the node enumeration on Fig. 18.12 correspond to the node enumeration
on Fig. 18.10.

18.4.5 First Order Bilinear Cell

In this case the schematic of the cell is depicted in Fig. 18.13 [1]. Switch sharing is
implemented so it is not easy to recognize its s-domain prototype. By circuit
analysis one gets the following transfer function

Fig. 18.12 SC summing
amplifier and node
enumeration in RM software

Fig. 18.13 First order SC cell
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HDðzÞ ¼ �
C1 þC2
CþC3

z� C1
CþC3

z� C
CþC3

� HoðzÞ ¼ e � ðzþ 1Þ
z� a

ð18:47Þ

For a transfer function of the form (18.43) may be obtained if

�C1 þC2

CþC3
¼ e ð18:48aÞ

C1

CþC3
¼ e ð18:48bÞ

and

C
CþC3

¼ a: ð18:48cÞ

To perform this synthesis, if e > 0, to satisfy (18.48a) and (18.48b) one needs
|C1| < |C2| and C2 < 0. Now, by choosing the value of C and |C2| = 2 � C1, the rest
may calculated as

C3 ¼ C � 1=a�1ð Þ ð18:49aÞ

and

C1 ¼ e � CþC3ð Þ ¼ e � C=a: ð18:49bÞ

If e < 0 one has to reverse its sign and transfer the subtraction to the summing
amplifier.

18.4.6 Second Order Cell

Two second order cells will be considered for synthesis. The schematic depicted in
Fig. 18.14 represents the low-Q biquad while the one depicted in Fig. 18.15 rep-
resents a high-Q biquad [1].

The transfer function of the biquad given by (18.41) may be rewritten as

HeðzÞ ¼ c � z2 þ e � zþ d
z2 þ a � zþ b

¼ � a2z2 þ a1zþ a0
b2z2 þ b1zþ 1

ð18:50Þ

where a0 = −d/b, a1 = −e/b, a2 = −c/b, b1 = a/b, and b2 = 1/b.
Now, after setting C1 = C0 and C2 = C0, where C0 is chosen appropriately, by

analysis of the circuit of Fig. 18.14 one may write
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HDðzÞ ¼ � k2 þ k3ð Þ � z2 þ k1k5 � k2 � 2k3ð Þ � zþ k3
1þ k6ð Þ � z2 þ k4k5 � k6 � 2ð Þ � zþ 1

; ð18:51Þ

which, when contrasted to (18.50), gives

k3 ¼ a0; ð18:52aÞ

k2 ¼ a2 � a0; ð18:52bÞ

k6 ¼ b2 � 1; ð18:52cÞ

Fig. 18.14 Low Q SC biquad cell

Fig. 18.15 High-Q SC biquad cell
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k4 ¼ k5 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b1 þ b2 þ 1

p
; ð18:52dÞ

and

k1 ¼ a0 þ a1 þ a2ð Þ=k5: ð18:52eÞ

In the case of the High-Q cell depicted in Fig. 18.15, the following is applicable

HeðzÞ ¼ c � z2 þ e � zþ d
z2 þ a � zþ b

¼ � a2z2 þ a1zþ a0
z2 þ b1zþ b0

ð18:53Þ

where a0 = −d, a1 = −e, a2 = −c, b1 = a, and b0 = b.
Now, by circuit analysis

HDðzÞ ¼ � k3 � z2 þ k1k5 þ k2k5 � 2k3ð Þ � zþ k3 � k2k5
z2 þ k4k5 þ k5k6 � 2ð Þ � zþ 1� k5k6

ð18:54Þ

where from one may find

k3 ¼ a2; ð18:55aÞ

k4 ¼ k5 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b1 þ b0 þ 1

p
; ð18:55bÞ

k1 ¼ a0 þ a1 þ a2ð Þ=k5; ð18:55cÞ

k2 ¼ a2 � a0ð Þ=k5; ð18:55dÞ

and

k6 ¼ 1� b0ð Þ=k5: ð18:55eÞ

18.4.7 The Sample and Hold Circuit

The simplest version of the sample-and-hold circuit is depicted in Fig. 18.16. The
sampling period is defined by the sampling frequency which is recognizable from
the notation used for the controlling signal /s.
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18.4.8 Antialiazing Low-Pass Filter

To limit the spectrum of the output signal a low-pass continuous-time filter must be
implemented. One among unlimited number of possible solutions is the Sallen and
Key [17] cell depicted in Fig. 18.17.

The transfer function of this circuit is given by

TðsÞ ¼ Vout

Vin
¼ 1

1þ 2s � CRþ s2C2R2 ð18:56Þ

and its cut-off frequency (preventing aliasing) is

fc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p � 1
p
2p � RC : ð18:57Þ

So, after choosing the resistance to be R0, one may find the capacitance as

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p � 1
p
2p � R0fc

: ð18:58Þ

18.5 Design Example

As an example here, a 6th order Bessel filter will be used. The sampling frequency
was chosen to be 10 MHz while the required cut-off frequency is 100 kHz. For
synthesis the SC_parallel program of the RM software was used.

Fig. 18.16 A sample and
hold circuit

Fig. 18.17 Sallen and Key
2nd order unity gain low-pass
cell
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In order to verify the synthesis result, as usual, a SPICE file was automatically
created. The difference with respect to the rest of the programs is in that this file is
intended to be used exclusively for time domain simulation since real switches are
embedded. In order to perform the verification, in this example, we performed
multiple time domain simulations the results of two of which are depicted in
Figs. 18.18 and 18.19. In the first case both the input (V(in)) and the output
(V(alal)) signals are depicted for the signal frequency of 100 kHz. To compare,
however, the output signal should be divided by the response at the origin which is
done later and depicted in Fig. 18.20. The second case represents the output signal
at 600 kHz which is depicted in Fig. 18.19.

Figure 18.20 is constructed in the following way. First, the amplitude charac-
teristic was calculated by the LP_analysis program from the transfer function of
the 6th order Bessel filter produced by the Bessel program. Then, repetitive time
domain simulations were performed using the SPICE file generated by the
SC_parallel program. The frequency of the input signal was varied to allow

Fig. 18.18 Time domain responses of the 6th order Bessel SC filter at f = 100 kHz

Fig. 18.19 Time response of the 6th order Bessel SC filter at f = 600 kHz
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insight of the amplitude both in the passband and in the stopband. The amplitude of
the output signal was estimated after steady state for every signal frequency. It was
subsequently divided by the amplitude obtained for a very low frequency to
compensate for the gain introduced by the SC circuit. The result obtained in that
way is superimposed to the original frequency response as seen in the figure.
Acceptable agreement was obtained.

poles:  
sigma=[1]=-5.4815723e-001     omega=[1]=4.5139051e-001  
sigma=[2]=-5.4815723e-001     omega=[2]=-4.5139051e-001  
sigma=[3]=-5.2907193e-001     omega=[3]=1.3377439e+000  
sigma=[4]=-5.2907193e-001     omega=[4]=-1.3377439e+000  
sigma=[5]=-4.4240098e-001     omega=[5]=2.1556661e+000  
sigma=[6]=-4.4240098e-001     omega=[6]=-2.1556661e+000  
-------------------------------------------------------------------- 
START SOLUTION
Residues in the poles 
p1[ 1 ]= 5.0604979e-003     q1[ 1 ]= -1.5665128e-001  
p1[ 2 ]= 5.0604979e-003     q1[ 2 ]= 1.5665128e-001  
p1[ 3 ]= -9.2408196e-003     q1[ 3 ]= 8.1456379e-002  
p1[ 4 ]= -9.2408196e-003     q1[ 4 ]= -8.1456379e-002  
p1[ 5 ]= 4.1803217e-003     q1[ 5 ]= -1.7623854e-002  
p1[ 6 ]= 4.1803217e-003     q1[ 6 ]= 1.7623854e-002  

SC-Parallel, Program for synthesis of active RC-circuits 
PROJECT NAME: Equi_ripple_TD 

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Read in general data

Order of the numerator, n=0 Order of the denominator, m=6 Sampling frequen-
cy=1.00000e+007 [Hz] Normalization capacitance=1.00000e-011 [F] 
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

Fig. 18.20 Frequency
response of the 6th order
Bessel low-pass filter
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3     4.90835776e-001     -1.00000000e+000     5.18775423e-001     -4.67257876e-004
3.99568680e-004     8.66826556e-004  

SYNTHESIS OF PARALLEL ACTIVE SC FILTERS 
++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
The SPICE simulation will take place at f=5.000000000e+004 Hz 
All capacitances in F ,
Nominal capacitance C0=1.000000000e-011  
Capacitance in the sample and hold circuit: chold=1.0000000e-011  
---------------------------------------------------------- 
CELL NO.= 1 
The input biquad function parameters after
z-transform:(T(z)=(a2*z^2+a1*z+a0)/(b2*z^2+b1*z+b0)) 
beta=5.177333483e-001 
b0=9.334208709e-001,  b1=-1.931496210e+000,  b2=1.000000000e+000,   
a0=-8.442770899e-004, a1=1.417399709e-003, a2=2.261676799e-003  
----------------------------------------------------------  
Carusone-Johns-Martin circuit-Second order-high Q---- 1--------  
Capacitances: c0=c1=c2=1.000000000e-011,   k1c1=6.461676836e-013,

k2c1=7.079749688e-013,   k3c2=2.261676799e-014,   k4c1=4.387095626e-013
k5c2=4.387095626e-013,   k6c1=1.517612899e-011  

Residues after multiplication wit 1/gain 
p1[ 1 ]= 2.5571844e-002 q1[ 1 ]= -7.9159444e-001  
p1[ 2 ]= 2.5571844e-002     q1[ 2 ]= 7.9159444e-001  
p1[ 3 ]= -4.6695957e-002     q1[ 3 ]= 4.1161756e-001  
p1[ 4 ]= -4.6695957e-002     q1[ 4 ]= -4.1161756e-001  
p1[ 5 ]= 2.1124113e-002     q1[ 5 ]= -8.9057332e-002  
p1[ 6 ]= 2.1124113e-002     q1[ 6 ]= 8.9057332e-002  
Ordered vector of transfer functions to be parallelized T(s)=(g*s+q)/(s**2+a*s+b)  

7.42671210e-001 1.09631446e+000 5.04229738e-001
g=_____________q=_____________a=________________b=

5.11436873e-002
-9.33919142e-002 -1.15068882e+000 1.05814386e+000 2.06947594e+000
4.22482269e-002 4.02646406e-001 8.84801955e-001 4.84261510e+000

--------------------------------------------------------------------------  
Transformation into the z-domain  
-------------------------------------------------------------------------- 
BILINEAR TRANSFORM 
T(z)=(gamma*z**2+epsilon*z+delta)/(ksi*z**2+alfa*z+beta)  
cell no. 
__beta____________alfa______________ksi________________delta_________________
epsilon____gamma  
1 4.83263113e-001 -1.00000000e+000 5.17733348e-001 -4.37110405e-004

7.33835097e-004 1.17094550e-003
2     4.85387214e-001     -1.00000000e+000     5.18708829e-001     9.01105276e-004
-1.13875945e-003     -2.03986472e-003  
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--------------------End of the 2-th cell description ----------------------------- 
CELL NO.= 3 
The input biquad function parameters after
z-transform:(T(z)=(a2*z^2+a1*z+a0)/(b2*z^2+b1*z+b0)) 
beta=5.187754225e-001 
b0=9.461430804e-001,  b1=-1.927616376e+000,  b2=1.000000000e+000,   
a0=-9.006939336e-004,  a1=7.702151305e-004,  a2=1.670909064e-003  

--------------------End of the 1-th cell description ----------------------------- 
CELL NO.= 2 
The input biquad function parameters after
z-transform:(T(z)=(a2*z^2+a1*z+a0)/(b2*z^2+b1*z+b0)) 
beta=5.187088285e-001 
b0=9.357604642e-001,  b1=-1.927863852e+000,  b2=1.000000000e+000,   
a0=-1.737208288e-003,  a1=2.195373176e-003,  a2=3.932581464e-003  
----------------------------------------------------------  
Carusone-Johns-Martin circuit-Second order-high Q---- 2--------  
Capacitances: c0=c1=c2=1.000000000e-011,   k1c1=4.941034997e-013, 

k2c1=6.380379858e-013,   k3c2=3.932581464e-014,   k4c1=8.886288712e-013,
k5c2=8.886288712e-013,   k6c1=7.229062417e-012  
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----------------------------------------------------------  
Carusone-Johns-Martin circuit-Second order-high Q---- 3--------  
Capacitances: c0=c1=c2=1.000000000e-011,   k1c1=1.131730338e-013,

k2c1=1.889317032e-013,   k3c2=1.670909064e-014,   k4c1=1.361128362e-013,
k5c2=1.361128362e-012,   k6c1=3.956784762e-012  

--------------------End of the 3-th cell description ----------------------------- 

The summing amplifier 

Input capacitance Ci=1.000000000e-011 F     Feedback capacitance Cr=3.333333333e-012  

-----------------------------  
The antialiazing Sallen and Keysecond order low-pass cell. One of two connected in cascade. 

R=1.024312068e+003 Ohm     C=1.000000e-010 F 

--------------------------  
The Sample-and-hold circuit. 
C=1.000000e-011 F 
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18.6 Developer’s Corner

To summarize we will repeat here the steps undertaken for synthesis of a parallel
SC filter:

• Synthesis of the continuous time prototype. This will take as much an effort as
necessary if complex transfer function requirements are to be fulfilled

• Transforming the transfer function into a sum of partial fractions
• Prewarping the fractions to prepare the entrance into the z-domain
• Performing the bilinear transform
• Synthesis of the building blocks of the parallel SC circuit.

In cases when linearity of the phase or even time domain responses are to be
preserved, one may use other formulas (in place of the bilinear transform) which are
listed in [11].

As listed in [11], these methods may be categorized in two groups. In the first
group are put the ones which implement a specific criterion of approximation such
as: the Impulse Response Invariant method, first introduced in [18] and discussed in
[19]; the Modified Impulse Response Invariant method, discussed in [20], the Step
Response Invariant method (or Zero Order Hold), discussed in [21]; the
Magnitude-invariance method, first introduced in [22]; and the Phase-invariance
method, first introduced in [23].

There are, however, transformations based on substitution of the complex fre-
quency in the s-domain by an expression being a function of z. In that way, one has the
Matched-z Transform method, discussed in [24], and three methods obtained by
approximation of the analog integrator by a digital one. These are known as the
Backward Euler (backward difference); the Trapezoidal method or the Bilinear
Transformmethod, discussed in [25], and the second order formula introduced in [11].

-----------------------------------------------------------------------------  
The overall schematic of the filter 

---------------------------------------------------------------------------------------  
Here ends the synthesis process
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From the circuit designer point of view, no matter how complex the procedure
looks like, it is inherently straightforward the only iterations being encountered in
the continuous-time-domain-synthesis when the complexity (order of the filter and
number and type of zeros) of the filter is to be defined.

When using a design tool one is to decide as to what should be the sampling
frequency. That problem is frequently solved within the existing standards of the
design centre and, most probably, is out of the scope of the filter designer.
Similarly, the normalization capacitance (suggested to be adopted in the previous
text) is dependent on the technology intended to be used for the application. In the
design example above C0 = 10 pF was used.
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Chapter 19
IIR Digital Filter Synthesis Based
on Bilinear Transformation of Analog
Prototypes

Digital signal processing means dealing with discretized signals expressed as
numbers in a form convenient for electronic implementation of the mathematical
operations. Digital filtering is its important part. Two types of digital filters are in
use the so called non-recursive or finite impulse response (FIR) and the recursive or
infinite impulse response (IIR) filters. Since the subject of digital filters is very
broad in this chapter one of the two types (IIR) was chosen and the rationale of the
selection was explained. Parallel architecture is recommended as in most of the
previous chapters for analog filters. Bilinear transformation of the corresponding
analog counterparts was used. To facilitate the design for some popular polynomial
analog selective filters the transfer functions of the biquads are given in appendices.
The following issues are considered: the problem of finite number of figures used to
represent the coefficients; the problem of stability related to the same number of
figures; and the problem of nonlinearity introduced by the bilinear transform and its
influence to the frequency characteristic of the digital IIR filter. Specially, digital
CMAC and selective linear phase lowpass filters are discussed. The final results are
reported for 16- and 32-bit floating point accuracy.

19.1 Introduction

In Chap. 2 we partly discussed the rationale of introduction of digital signal pro-
cessing as a substitution to the analog. We will here reconsider the difference but
related to the filters as such only. Main advantages of the digital filters may be
summarized as [1]

• Component tolerances are uncritical
• Component drift and spurious environmental signals have no influence on the

system performance
• Accuracy is high
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• Physical size is small
• Reliability is high
• Easeness of adjusting the coefficients available which allows for programmable

filters.

These, the ones mentioned in Chap. 2, and many others are the reason for the
digital filters to become by far the most dominant in modern electronic systems
design.

The structure of a stand alone system which is supposed to perform digital
filtering is depicted in Fig. 19.1. Here a continuous time (analog) signal is brought
to the input. The first step is limiting of the bandwidth to avoid subsequent aliasing
and reduce the thermal noise. Then, sampling is performed to produce discrete time
signal. It is used as an input to an analog-to-digital (A/D) converter which is in fact
a quantizer with prescribed resolution of the signal levels. In that way a digital
signal is produced and is ready for digital filtering. As already mentioned, the
output of the A/D converter may produce a single series of pulses or a number of
series of pulses, depending on whether the filter will process the result in series or in
parallel. The results of the filtering are braught to the input of an digital-to-analog
(D/A) converter which restores the continuous time signal and is ready to activate
whatever is the target analog device (e.g. a loudspeker).

The subject of this chapter is creation a transfer function of an recursive (IIR)
digital filter obtained from an analogue prototype by bilinear transform. That is only
the part of the system marked as “Digital signal” will be considered. Parallel
realization will be considered only.

After making some comparison related to non-recursive (FIR) and recursive
(IIR) filters, implementation issues will be studied related to the bilinear transform.
That will be followed by the synthesis procedure and synthesis example.

19.2 FIR Versus IIR Filters

A norecursive (FIR) filter is the one whose output signal is a function of the input
signal only:

Fig. 19.1 Digital filtering as a system

400 19 IIR Digital Filter Synthesis Based on Bilinear Transformation …



y l � Tsð Þ ¼ f . . .; x l � Ts � Tsð Þ; x l � Tsð Þ; x l � Ts þ Tsð Þ; . . .f g ð19:1aÞ

which is usually expressed as

y l � Tsð Þ ¼
X1
i¼�1

ai � x l � Ts � i � Tsð Þ: ð19:2Þ

If we introduce the limitation that ai = 0 8 i < 0, expressing the causallity
principle, that x(l � Ts) = 0 for l < 0, and that the summation goes to N only (ai = 0
8 i > N), we may write

y l � Tsð Þ ¼
XN
i¼0

ai � x l � Ts � i � Tsð Þ ð19:3Þ

which expresses the output signal at instant l � Ts as a function N + 1 samples of the
input signal taken at the present instant (tl = l � Ts) and N previous instants.

In the case of recursive (IIR) filter the output signal is a function of the output
state in the previous instants which is expressed as

y l � Tsð Þ ¼
XN
i¼0

ai � x l � Ts � i � Tsð Þ �
XN
i¼1

bi � y l � Ts � i � Tsð Þ: ð19:4Þ

Here the output signals is obtained by two linear combinations: one containing
the actual and N previous input signal values and another containing previous
N output signal values.

Of course by putting bi = 0 8 i, into (19.4), the response of the recursive filter
reduces into a non-recursive one making the later a special case of the former.

If we define the output signal az Y(z) and the input signal as X(z), after imple-
mentation of the z-transform to (19.4) we get the transfer function of a digital
recursive filter to be

HDðzÞ ¼ YðzÞ
XðzÞ ¼

PN
i¼0 ai � zN�i

zN þ PN
i¼1 bi � zN�i

ð19:5Þ

It may be represented in factored form to be

HDðzÞ ¼ H0

QN
i¼1 z� zið ÞQN
i¼1 z� pið Þ ð19:6Þ

where zi, and pi, i = 1, 2,…, N, are the complex zeros and poles, respectively. Note,
to get the transition from (19.5) into (19.6) one must first rearrange the polynomials
in new forms:
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HDðzÞ ¼
PN

i¼0 aN�i � zi
1þ PN

i¼1 bN�i � zi
: ð19:7Þ

In the nonrecursive case when bi = 0 8 i, the denominator of (19.5) reduces to
z�N which means that all poles of the transfer function are located in the origin.

From the physical implementation point of view the following are the most
important transfer function

• The delay: HD(z) = z−1, or Y(z) = z−1 � X(z)
• The adder: YðzÞ ¼Pn

i¼1 XðzÞ, and
• The multiplier by constant: HD(z) = a, or YðzÞ ¼ a � XðzÞ.

It is well known from electronic circuit theory that the same transfer function of
a filter may have many different realizations. First, one may look for the way
imposed requirements are to be fulfilled, which leads to the transfer function
synthesis problem. We already saw that almost equal stopband attenuation char-
acteristic may be realized by circuits with largely different passband frequency
responses. When solving this problem, in digital filter design, one is to decide first
on the choice between FIR and IIR filter functions and then to proceed to the
approximation problem. Finally, classification originates from the nature of dif-
ferent circuit structures to have the same transfer function while the same tech-
nology and the same signal processing concepts are used. The best example for the
latter are the canonical (or state variable) form and the parallel form of active filter
structure (which are taken from a larger set of possible configurations). These two
are illustrated in Fig. 19.2 for an IIR digital filter [1].

Here electronic (active) digital filters produced as integrated circuits on silicon
are dealt with. Hence, before proceeding, one is to decide which of the two basic
digital filter solutions, namely IIR or FIR, will be chosen for implementation of the
transfer function of the filter and consequently for its physical realization.

For complete decision, however, one has to have in mind the next design step i.e.
the synthesis step where from one may state the following as criteria for choice
among structures and technologies:

• the ability to fulfill the imposed technical requirements by a given technology
e.g. linear phase;

• the possibility to develop a proper transfer function performing best approxi-
mation of the requirements e.g. minimum stop-band attenuation and minimum
transition region for a given complexity;

• the way of signal processing e.g. software or hardware;
• the reliability of the system produced in that way; and similar.

As an additional set of metrics for decision making one may use: stability;
silicon area; power dissipation; overall delay or time elapsed for performance;
sensitivity and mapping of the tolerance; and others.
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Fig. 19.2 a Canonical realization of an nth order IIR filter and b and c parallel realization forn
n even and n odd, respectively
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When deciding among FIR and IIR filters, no matter the category of signal
processing (software or hardware), based on [2] and several other resources, we
came to Table 19.1 where a comparative overview of FIR and IIR realizations is
given.

The analysis of Table 19.1 starts from the first item in the bottom-right cell. The
term digital filter, having in mind the purpose of the signal processing, is much
broader than the analog filter wherefrom the prototypes for IIR filters are most
frequently taken. From that point of view actions such as decimation and similar
cannot, simply, be part of the argument in the comparison.

Besides, taking an overview, we see that three main advantages of FIR filters are
recognizable. The first, related to sensitivity and stability, arises from limited
number of significant figures representing the coefficients implementing the filter’s
hardware. These are much more serious in the case of IIR filters. This problem is
partly mitigated by using parallel synthesis as shown in Fig. 19.2. Later, in

Table 19.1 Comparative overview of FIR and IIR filter realizations (A or D stands for
advantages/disadvantages)

Property A/D IIR A/D FIR

Phase D Difficult to control A Linear phase always
possible

Stability D Can be unstable, can have limit
cycles. To mitigate parallel
synthesis is recommended

A Always stable
No limit cycles

Sensitivity
(finite-word
length)

D More
To mitigate parallel synthesis is
recommended

A Less

Order A Less D More
Excessive memory
requirements

Control of the
stop-band
attenuation value

A Continuous D Discrete

Power
consumption

A Less D More

Latency (amount
of processing i.e.
computational
time)

A Less D More
To mitigate pipelining
is recommended

Others A The order of the filter affects
both the minimum stopband
attenuation and the transition
region
Design freedom: to control the
stopband attenuation, one may
use the transmission zero’s
position and the filter order
simultaneously

A • Polyphase
implementation
possible

• Can always be made
causal

• The minimum
stopband attenuation
is not affected by the
filter order
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Paragraph 19.3, an example illustrates how limiting the number of significant fig-
ures propagates the poles of the digital filter function in the complex z-plane and
how the filter can become unstable. Note, if a proper number of significant digits is
used in conjunction with parallel realization, no stability problems are encountered
in IIR filters.

The second “disadvantage” of IIR filter is most frequently related to the cases
when linear phase is required for the purpose of proper signal processing. Linear
phase transfer function in FIR design is obtained in a simple manner. That is the
fact. The fact is, however, that the symmetry of the coefficients needed to achieve
linear phase reduces the number of freedoms in amplitude approximation by two.
That, and not only that, leads to very hardware intensive solutions as demonstrated
in [3]. There, an IIR elliptic filter was designed with an equalizer of the group delay
characteristic. The authors claim that for their solution (compared to the FIR
counterpart) it: “represents a reduction of 75% in the number of multiplications, a
critical operation in digital filtering implementations.”

The complexity of selective filters realized as non-recursive come from an
additional fact. Namely, a correspondence is easily recognizable between the analog
polynomial and the non-recursive digital filters. Similarly, analog filters with finite
transmission zeros correspond to the IIR filters. Now, we concluded in Chap. 8 that
a transmission zero has much larger influence to the selectivity than a pole. That is
because the pole, begin a zero at infinity, defines the assymptotic selectivity while a
zero at the imaginary axis may be located near to the cut-off frequency to increase
significantly the skirt selectivity which is of prime interest. So, the IIR filter may
exhibit the same selectivity as the FIR one but with smaller complexity.

We will turn back now to the linear phase solutions. We want to stress here that
the claim that the FIR filter have linear phase per se should not be taken for granted.

To improve the selectivity of a linear phase IIR filter in [4] direct synthesis
method was proposed which creates a transfer function with x-axis zeros.

Similar results were reported in [5] where a linear phase polynomial analog filter
was extended by transmission zeros as explained in Paragraph 10.4. The result so
obtained was transformed by a bilinear transform to produce an IIR filter.

In both cases linear phase solutions were obtained outperforming the selectivity
of the FIR counterpart for the same complexity. We will revisit the results described
in Paragraph 10.4 where the results of the bilinear transform will be analized from
numerical point of view based on Paragraph 19.3.

It is out of the scope of this book to discuss further but we believe that any
amplitude requirement (under linear phase constraint) obtained by FIR filters may
be outperformed (in complexity of the final schematic) by these functions.

The third “advantage” of FIR filters is the simple synthesis procedure of the filter
function. There is no doubt in that. We, however, think that is not an advantage of
prime importance. Furthermore, having in mind the complexity of FIR filters and
the optimizations that must be undertaken to mitigate
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• the increased silicon area needed for the circuitry and the memory (to store the
coefficients and intermediate results of computations) and

• the increased power consumption,

one may easily come to a conclusion that the difficulties are postponed for the much
more difficult (from an optimization point of view) succeeding phases of design.
Let’s, for example, mention the complexity of the optimization needed from the
power consumption point of view only [6]. In some cases the damage done by high
complexity and large power consumption may be irreparable in the later phases of
design and may make the design unacceptable after large time and amount of
money was spent.

The latency or the processing time is frequently used when comparing FIR and
IIR filter to advantage the first one. That is why we here implement a parallel
variant of the IIR filters implementation which reduces the processing time by a
factor, for n even, of n/2.

In addition, for final decision, it is necessary to take into account the properties
of the signal to be filtered as these are very important when deciding which filter to
use.

To conclude, there are hypes related to the choice between IIR and FIR solutions
and one is to be very careful when taking decisions. Note that if software imple-
mentation is sought, a different way of thinking through many of the above con-
siderations is needed. The general conclusions, however, will not differ
significantly.

19.3 The Bilinear Transform and Implementation Issues

There are several transformations claiming to preserve some of the original prop-
erties of the analog filter function when producing a digital domain counterpart as
mentioned in the previous chapter. As listed in [7], these methods may be cate-
gorized in two groups. In the first group are put the ones which implement a specific
criterion of approximation such as: the Impulse Response Invariant method, first
introduced in [8] and discussed in [9]; the Modified Impulse Response Invariant
method, discussed in [10], the Step Response Invariant method (or Zero Order
Hold), discussed in [11]; the Magnitude-invariance method, first introduced in [12];
and the Phase-invariance method, first introduced in [13].

There are, however, transformations based on substitution of the complex fre-
quency in the s-domain by an expression being a function of z. In that way, one has
the Matched-z Transform method, discussed in [14], and three methods obtained by
approximation of the analog integrator by a digital one. These are known as the
Backward Euler (backward difference); the Trapezoidal method or the Bilinear
Transform method, discussed in [15], and the second order formula introduced
in [7].
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The most popular among all of these is the bilinear transform. Its main properties
are simplicity of implementation and good preservation of the properties of the
amplitude characteristic of the analog filter. It preserves the stability of the analog
prototype. It introduces distortions (reduced by increasing the sampling rate) into
the phase (group delay) characteristic which, however, has no importance in many
applications.

To preserve completeness we will here partly repeat some of the developments
of the previous chapter.

The bilinear transform is implemented via the following transformation into the
analog transfer function:

s ) 2
Ts

� z� 1
zþ 1

; ð19:8Þ

where z is the complex variable, and Ts is the sampling rate Ts = fc/fs, fs being the
sampling frequency and fc the cut-off frequency. In that way

HAðsÞ ) HA
2
Ts

� z� 1
zþ 1

� �
¼ HDðzÞ; ð19:9Þ

is obtained, where HA stands for the transfer function of the analog filter while HD

stands for that of the digital filter.
In the sequel, we will develop a procedure for implementation of the bilinear

transform on analog prototypes and a parallel IIR realization.
In order to obtain parallel realization, one needs to perform partial fraction

expansion of the original, analog, transfer function. The procedure begins with
factorisation of numerator and denominator polynomials. Assuming n > m the
factorized form of the transfer function is:

HAðsÞ ¼
Pm

k¼0 bks
kPn

i¼0 ais
i
¼ bm

an

Qm�1
k¼0 s� zkð ÞQn�1
i¼0 s� pið Þ ¼ bm

an
HðsÞ; ð19:10Þ

where, bm and an are the highest order numerator and denominator coefficients, zk
and pi are the zeros and poles of transfer function, respectively. It should be
emphasised that if m = n polynomial long division must be carried out first i.e.:

HAðsÞ ¼ bn
an

1þ
Qn�2

k¼0 s� qkð ÞQn�1
i¼0 s� pið Þ

 !
¼ bn

an
1þHðsÞð Þ; ð19:11aÞ

where qk are the roots of the polynomial

P sð Þ ¼
Xn�1

k¼0

bk
bn

� ak
an

� �
sk ð19:11bÞ
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Next, partial fraction expansion of the function H(s) is to be performed to get

H sð Þ ¼
Xn�1

i¼0

ri
s� pið Þ1 ð19:11cÞ

which is valid for the case when all poles are simple. In (19.11c) ri, i = 0, 1, 2, …,
n − 1 stands for the residue.

Here by carefully combining complex-conjugate pole pairs with its associated
residues the following form emerges

HðsÞ ¼
Pn=2
i¼0

HeðsÞ; n� even

HoðsÞþ
Pn=2b c

i¼1
HeðsÞ; n� odd

8>>><
>>>:

ð19:11dÞ

In (19.11d) index e is used for the complex pair of poles while o means simple
real pole. In (19.11d) we use

HeðsÞ ¼ Gi
sþ b0;i

s2 þ a1;isþ a0;i
ð19:12Þ

with Gi ¼ 2re rif g, b0;i ¼ � re pif gþ im rif gim pif g
re rif g

� �
, a1;i ¼ �2re pif g, ai0 ¼ pij j2,

and

HoðsÞ ¼ Go
1

sþ ao
; ð19:13Þ

with Go ¼ ro, and ao ¼ �po. In the above pi stands for the ith pole, ri for the
residue in the ith pole, “re” for “real part” and “im” for “imaginary part”.

Implementing bilinear transform one gets (With reference to Figs. 19.2 and
19.3.)

HeðzÞ ¼ c0;i þ c1;iz�1 þ c2;iz�2

1þ d1;iz�2 þ d1;iz�2 ð19:14Þ

HoðzÞ ¼ c0;o þ c1;oz�1

1þ d1;oz�1 ð19:15Þ

With reference to (19.12) and (19.13), Tables 19.7, 19.8 and 19.9 (found in
Appendix) give complete information about the transfer functions of the CMAC
filters for orders n = 3 to n = 10. The coefficients needed for computation of
(19.14) and (19.15) may be calculated after Ts is specified.
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It is important to have in mind that these tables are developed under the con-
dition of e2 = 1, or, amax � 3 dB.

19.3.1 Implementation and Discussion

Among the issues related to the implementation of the synthesis method described
above we will consider three. First the problem of finite number of figures used to
represent the coefficients will be considered. Then, the problem of stability related
to the same number of figures and finally the problem of nonlinearity introduced by
the bilinear transform and the influence to the frequency characteristic of the digital
IIR filter.

We will first consider the problem of finite number of figures used for repre-
senting the coefficients within the hardware realization of the filters. This is an
important issue in both implementations: fixed and floating point arithmetic.
Namely truncation or rounding is encountered no matter which implementation is
used. The change of the coefficient values will lead to migration of the poles and
zeroes of the transfer function so changing its presumed properties while in, some
cases, may jeopardize the stability of the system.

To check for the changes in the pole (or zero) positions due to increments of the
coefficients of the transfer function one may invoke the Rouché’s Theorem [16]. Let
the denominator polynomial of the transfer faction be

PnðzÞ ¼
Xn
i¼0

aiz
i with an ¼ 1: ð20:16Þ

Fig. 19.3 Second-order, a and first-order, b section
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The upper bound of the modulus of any root of this polynomial was shown to be

�R ¼ maxð1; aÞ; ð19:17aÞ

where

a ¼ 1
anj j
Xn�1

i¼0

aij j ¼
Xn�1

i¼0

aij j: ð19:17bÞ

Now, let consider the situation when all the coefficients (but an, which is fixed)
are incremented by Dai. In general, the sign of the increment may be positive or
negative since both, truncation (negative increment for positive coefficients) or
rounding (negative or positive increment) are included. In this case a becomes

a aþDað Þ ¼
Xn�1

i¼0

ai þDaij j: ð19:17cÞ

Here a and Da are vectors of coefficients and their increments. Assuming none of
the coefficients is equal to zero, after some simple manipulation the increment of a
is transformed into

Da ¼ a aþDað Þ � aðaÞ ¼
Xn�1

i¼0

aij j � 1þ Dai
ai

����
����� 1

� �
: ð19:18Þ

The worst case arises (i.e. the increment is maximal) when Dai=aið Þ[ 0 8 i = 0,
1, …, n − 1. In that case

Dað Þmax¼
Xn�1

i¼0

Daij j: ð19:19Þ

The maximal increment of the radius of the circle encompassing all roots of the
polynomial rises from two reasons. One is the amount of the increments themselves
and the other is their number. That means: the higher the order of the polynomial
the larger the circle encompassing the roots.

This result will be demonstrated by an example.
We will compare the effects of the reduction of the number of significant figures

on the two realizations depicted in Fig. 19.2. Namely, three cases will be exercised:
coefficients represented in 10 significant figures (as in Tables 19.7 and 19.8); the
number of significant figures reduced to 4; and the number of figures reduced to 2.
For both realizations, the polynomials generated in that way were solved and new
positions of the poles were obtained. The results are illustrated in Fig. 19.4.

Figure 19.4 depicts the original position of the poles for the LSM filter of n = 7
in the s- and z-domains. We will refer to these values as the exact pole coordinates.
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As can be seen all mapped poles are confined within the unit circle. Hence, the IIR
filter is stable.

Table 19.2 contains the exact pole coordinates of the 7th order LSM with
amax = 3 dB.

Figure 19.5a represents the position of the poles of the two configurations of
Fig. 19.2 when the number of decimal significant digits is truncated to 4. That
would approximately correspond to 14 bit representation. As can be seen the sta-
bility is preserved for parallel realizations while for canonical is already threatened
which means that, in this case, the circuit is not acceptable. Figure 19.5b depicts the
position of the poles of the two configurations of Fig. 19.2 when the number of
decimal significant digits is truncated to 2. That would approximately correspond to
7 bit representation. This results with even worse behavior of the realization in
Fig. 19.2a since three poles are out of the unit circle. The parallel realization,
however, resists and stays stable.

Table 19.3 contains the pole coordinates corresponding to Fig. 19.5.
Figure 19.6a depicts all three situations related to the parallel synthesis. One can

recognize that not only the stability is preserved but very small migration of the
poles is obtained while even a very coarse truncation scheme was implemented.
A similar conclusion is drawn after the last two columns of Tables 19.2 and 19.3
are compared. Namely, for the case when only two significant decimal figures are

Fig. 19.4 Pole locations of
the 7th order LSM with
amax = 3 dB. ◆ analog
(s-plane) and ■ digital
(z-plane) transformed by
bilinear transform with
Ts = 0.5

Table 19.2 Exact coordinates of the poles in the s- and z-domain (Re stands for the real part and
Im stands for the imaginary part)

s-domain z-domain

Re{s} Im{s} Re{z} Im{z}

−0.5510897460 0.0 0.7578207520 0.0

−0.1179475625 ±0.9751626241 0.8395567140 ±0.4356216113

−0.3342221750 ±0.7735798237 0.7887919250 ±0.3192668225

−0.4935853895 ±0.4252967357 0.7645095574 ±0.1670025358
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Fig. 19.5 Pole location in the z-plane for implementation as a canonical (■) and as parallel
connection of sections (◆); a four decimal significant figures and b two decimal significant figures

Table 19.3 Coordinates of the poles in the z-domain (reduced precision)

For canonical realization
(Fig. 19.2a)

For parallel realization
(Fig. 19.2c)

Re Im Re Im

Coefficients of
denominator truncated
to four significant
figures

1.1360207906 0 0.7578 0

0.8939351215 ±0.4816186107 0.8395 ±0.4357060362

0.7208726759 ±0.4140006562 0.7885 ±0.3199496054

0.5886818073 ±0.1575365844 0.7645 ±0.1668524798

Coefficients of
denominator truncated
to two significant
figures

2.2161297265 0 0.7500 0

0.9837501045 ±0.9948786645 0.8000 ±0.5000000000

0.3926899052 ±0.7054768233 0.7500 ±0.3968626967

0.2654951271 ±0.1886575446 0.7500 ±0.2179449472
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preserved i.e. approximately 7 bit arithmetic is used, the changes of the pole
coordinates are clearly noticeable for the canonical realization (e.g. the maximal
migration of the real pole from 0.7578207520 to 2.2161297265) while not as clear
for the parallel (the same pole is migrating to 0.75). As the best confirmation of the
theory developed above and expressed by (19.19) one may use this maximal mi-
gration of the real pole since it represents the minimal radius of the disc encom-
passing all poles of the system.

Therefore, the new radius of the circle encompassing the poles is now
Rc7bits = 2.2161297265. That is to be compared with the radius of the circle
encompassing the exact pole coordinates which is Rexact = 0.9458444186. This
gives increase of about 1.2703 in radius value.

Note, the worst case increase of the radius (with reference to Table 19.4), as
predicted with (19.19), for the canonical realization using 7-bit arithmetic is

Dað Þmax¼
Xn�1

i¼0

Daij j ¼ 1:9563: ð19:20Þ

As can be seen, the prediction was quite good.
Figure 19.6b represents the magnitude characteristics of the functions whose

poles are given in Fig. 19.3. As expected, while keeping the stability, in the case of
two significant digital figures, significant deterioration of the amplitude

Fig. 19.6 a Position of the
poles and b attenuation
characteristics for
implementation as parallel
structure: (1, ■) full precision,
(2, Δ) four decimal significant
figures, (3, ◆) two decimal
significant figures
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characteristic is observed. In the case of truncation to four significant decimal
figures the effects on the amplitude characteristic are not clearly noticeable.

In this way the common opinion that use of second order sections will preserve
the stability of the system even if large change of the coefficients are encountered,
was confirmed.

19.3.2 On the Design of CMAC IIR Filters

We will use the context here to explain how an optimum solution for the design of
CMAC IIR filters may be reached.

Namely, for full freedom of implementation of the CMAC characteristic, one
needs to cater for values of amax different than 3 dB (here denoted as ax) to be
allowed. That may be accomplished in two ways.

Usually the change of the maximum pass-band attenuation is accomplished by
proper change of e2 in (6.1). This approach will be here referred to as “Variant A”.
Implementation of this approach means complete restart of the synthesis process.

First, one needs to create (or acquire) Ln x2ð Þ for the given class of approximation.
Then, one needs to get the poles of the transfer function (and calculate the

corresponding coefficients of the cells) and finally to proceed to the transformation
into the digital domain (after proper pre-warping). For complete implementation of
Variant A, replicas of Tables 19.7, 19.8 and 19.9 should be created for every
conceived value of ax.

If such a procedure was implemented for the 7th order LSM filter for
ax = 0.1 dB (To which corresponds e2 ¼ 10amax=10 � 1 ¼ 0:02329:), one would get
the new coefficients of the cells as given in Table 19.5. The corresponding atten-
uation characteristic is depicted in Fig. 19.7 and denoted by “A”. Note this would
be the only way to accommodate to different values of amax if non-monotonic
pass-band amplitude characteristic (e.g. Chebyshev) was to be used.

Alternatively, one may rescale the original function. That may be done if, by
analysis of the attenuation characteristic, the frequency is found in the pass-band at
which the prescribed attenuation ax is reached.

Table 19.4 Denominator
coefficients of the 7th order
LSM filter z-domain transfer
function for canonical
realization

Original Two sig. fig. |Dai|

a7 1 1.0 0

a6 −5.5435371447 −5.5 0.0435371447

a5 13.4863201902 13 0.4863201903

a4 −18.6187031540 −18 0.6187031541

a3 15.7256233042 15 0.7256233043

a2 −8.1149764659 −8.1 0.0149764659

a1 2.3665384182 2.3 0.0665384182

a0 −0.3006277069 0.3 0.0006277070
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In the 7th order LSM example above that value is xx ¼ x ax¼0:1dBj ¼
0:881291 rad=s. This operation is illustrated in Fig. 19.8. With that value the poles
of the prototype function are divided (rescaled). The coefficients of the denominator
polynomial are recomputed accordingly. The result for the example above is given
in Fig. 19.7, denoted as “Variant B”. The corresponding attenuation characteristic
is depicted in Fig. 19.7 and denoted as B. As can be seen the attenuation charac-
teristics obtained in two different ways of “rescaling” are not identical.

Variant B leads to a better attenuation characteristic in the stop-band thanks to
the rise of the pass-band distortions being allowed. That may be exploited to reduce
the filter order in some situations.

For implementation of Variant B one may produce a table with the values of xx

for different values of ax in advance. One such attempt is presented in Table 19.10
for n = 6 and for all four main classes of CMAC. The top part of Table 19.10,
denoted as “Pass-band xx”, is to be used. To use these numbers in conjunction with
Tables 19.7 and 19.8, one has to divide a1 and a0 with xx and x2

x, respectively.

Table 19.5 Coefficients of the LSM cells for amin = 0.1 dB, n = 7

Cell no. a1 a0 b0 G

Variant A I 1 0.8382296053 1 2.2609376252

II 0.3681575640 1.3596015121 0.7323259440 0.4606771994

III 1.0365060084 1.1149293509 4.0922660128 −0.4753827606

IV 1.5071404049 0.8265477896 0.0914022622 −2.2462320640

Variant B I 1 0.6256965514 1 0.5528172113

II 0.2678307250 1.2437822669 1.5837820003 0.0867650311

III 0.7589386803 0.9154209518 −22.3082096556 0.0192998639

IV 1.1208144528 0.5472231928 0.0934529761 −0.6588821063

Fig. 19.7 Attenuation
characteristics for the 7th
order LSM with
amax = 0.1 dB
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Note, if such table is available the design process becomes much simpler since no
polynomial solution is to be involved anew.

To complete the design process one must know the value of the filter order,
n. While, for the Butterworth filters there are expressions to estimate n, for the rest
of the filter classes such information is not given in advance. To overcome this,
tables or nomograms may be created similar to the bottom part of Table 19.10
(denoted by “Stop-band xy”). With reference to Fig. 19.8, here, the values of the
frequency at which the 3 dB (Variant A) version of the attenuation characteristic
reaches the named value of attenuation ay are given. For example, the Halpern filter
reaches ay = 70 dB in the stop-band at xy = 2.7033.

So, if the required transition region width is larger than 1.7033, this function
(n = 6, Halpern) may be used as a solution (or check for n = 5). If not, one is to go
for n = 7 or higher.

Looking to Table 19.10, if the width of the transition region is the main
requirement, one will always use the Halpern characteristic. In the cases when low
distortion within the pass-band is required, however, one will rethink and go for the
LSM characteristic.

Note that in cases when the maximum pass-band attenuation is less than 3 dB
new tables similar to Table 19.10 are to be produced if Variant A is adopted.

In the case when Variant B is preferred, one may rescale the bottom part of the
proper column of Table 19.10, by the xx value for the given ax. For example, if
ax = 0.2 dB is required for the Halpern filter (xx = 0.2184), and rescaling is
implemented (Variant B), the new function will reach 50 dB in the stop-band at the
frequency xy new = xy/xx = 1.9145/0.2184 = 8.766 rad/s.

That is a large number.
To summarize, in cases when the maximum pass-band attenuation is lower than

3 dB, one should carefully choose between Variant A and Variant B since, one can
see from Fig. 19.7, for the LSM characteristic Variant B is preferred, while for the
Halpern filter one should choose Variant A.

Fig. 19.8 Definition of the
quantities in Table 19.10

416 19 IIR Digital Filter Synthesis Based on Bilinear Transformation …



19.3.3 Linear Phase Selective IIR Filters

The issue of synthesis linear phase recursive filters was one which is used most
frequently in comparisons of FIR and IIR solutions. We already mentioned that by
using the method proposed in Chap. 10 one may produce an analog prototype
which, after transformation into an IIR filter may produce a solution which, from
complexity point of view, is at least favorably comparable with any FIR counterpart
with the same selectivity. In this paragraph we will exemplify how such a solution
may be obtained and we will try to establish how is the bilinear transform
influencing the frequency response of the digital filter obtained as a result.

Consider an 8th order Bessel filter in the s-domain whose amplitude charac-
teristic was “corrected” by three zeros at the positive half of the x-axis so that the
minimum stopband attenuation is 40 dB. Its attenuation characteristic is depicted in
Fig. 19.9, marked as analog. Its group delay characteristic is depicted in Fig. 19.10.
Its cut-off frequency is chosen to be fc = 100 kHz. Its zero-pole values are given in
Table 19.6. It was transformed by the bilinear transform with fs = 10 MHz. In that
way Ts = 0.01. Prewarping was used but it has not much of significance since Ts is
so small.

The attenuation characteristic of the resulting digital filter is depicted together
with the analog in Fig. 19.9. One may see that for such a high sampling frequency
the bilinear transform performs excellent. Practically there is no difference between
the prototype and the transformed filter characteristic. When group delay is con-
sidered, however, as can be seen from Fig. 19.10, even with such a high sampling
frequency and prewarping performed, distorsion are noteceable, though small and
practically negligible. This is a sign that if smaller sampling frequency is used the
distortions will become noticeable and not acceptable.

To check for that, the prototype was transformed anew with fs = 2 MHz which
increases Ts to a value of 0.05. The results are depicted in Fig. 19.11. Figure 19.11a
depicts the attenuation in the transition region. One may see that the resulting digital
filter has higher selectivity. Next, Fig. 19.11b represents the passband attenuation
which is in fact not affected. Finally, Fig. 19.11c depicts the group delay. One may
recognize serious distortions with a pick being almost 10% above the nominal
value. A more detailed analysis of this issues may be found in [5].

Concluding this paragraph one may say that there are two alternatives in front of
the designer of linear phase selective recursive filters. The first is described here and
comprises use of high sampling frequency to avoid distortions of the group delay.
The second is to use other transformation from the list of references at the end of
this chapter.
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Fig. 19.9 Attenuation
characteristics of the analog
and the digital filter
approximating constant group
delay in maximally flat
manner. Order of the filter is 8
and the number of
transmission zeros is 6.
a Overall attenuation,
b transition region, and
c passband attenuation.
Ts = 0.01

Fig. 19.10 Group delay
characteristics of the analog
and the digital filter
approximating constant group
delay in maximally flat
manner. Order of the filter is 8
and the number of
transmission zeros is 6.
Ts = 0.01
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19.4 Design Example

Here, as an example, we will use the other version of selective filters exhibiting
linear phase: the phase corrected selective filters.

The example was created as follows. First a 7th order L-filter was synthesized.
To its characteristic function maximum number of transmission zeros were added to
get a selective rational L_Z function. That was transformed into a band-pass
function with passband width of 20%. To end the developments in the s-domain a
2nd order corrector was synthesized to produce a 2% error of the group delay in the
passband. Finally, the bilinear transform was implemented with Ts = 0.1 and
Ts = 0.2. The attenuation and group delay characteristics of the filters so obtained
are depicted in Fig. 19.12.

Table 19.6 Zero-pole
coordinates of the prototype
linear phase selective analog
filter

Zeros

Real part Imag. part

0.000000000e+000 2.938369488e+000

0.000000000e+000 −2.938369488e+000

0.000000000e+000 3.834516583e+000

0.000000000e+000 −3.834516583e+000

0.000000000e+000 6.173399911e+000

0.000000000e+000 −6.173399911e+000

Poles

Real part Imag. part

−2.896632789e+000 −4.497515574e−001

−2.896632789e+000 4.497515574e−001

−2.698070859e+000 −1.356165583e+000

−2.698070859e+000 1.356165583e+000

−1.471664584e+000 −3.293722825e+000

−1.471664584e+000 3.293722825e+000

−2.264421587e+000 −2.288346396e+000

−2.264421587e+000 2.288346396e+000
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A glimpse to the results given reveals that the transformed digital filters tend to
have narrower passband with the rise of Ts. Similarly, the frequency band in which
the group delay behaves as a constant is getting narrower with a tendency to be
further distorted. That would mean that for a proper bandpass digital design using
the bilinear transform and a selective analog filter with corrected group delay one

Fig. 19.11 Attenuation and
group delay characteristics of
the analog and the digital filter
approximating constant group
delay in maximally flat
manner. Order of the filter is 8
and the number of
transmission zeros is 6.
a Transition region,
b passband attenuation, and
c group delay. Ts = 0.05
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will need several iterations in which the relative passband width will be varied until
satisfactory results are obtained. Of course, the sampling frequency may be used as
an additional degree of freedom during such an optimization. Finally, if not satis-
fied, one may try another transform as listed in the references below.

Fig. 19.12 a Overall
attenuation, b passband
attenuation, and c passband
group delay of the 14th order
L_Z bandpass filter with a
2nd order corrector for
analog, and two digital
solutions based on the bilinear
transform
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Below is the edited report of the IIR_parallel program of the RM software.
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19.5 Developer’s Corner

The example given in the previous paragraph is probably a best demonstration why
tables and nomograms are still extensively in use for filter design. Namely, the
number of steps needed to come to the final solution is large and every each of them
represents a challenge. To avoid that, designers prefer to sacrifice quality by using
as standard as solution as possible.

What we claim is that it is possible to create any shape of the final characteristic
and one is not to hesitate to go for it. One only needs programming skills and the
advice given throughout this book. One is not to forget [17, 18].

Appendix

See Tables 19.7, 19.8, 19.9 and 19.10.
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Table 19.9 Cell’s gains of the parallel realization of critical monotonic low-pass filters in the s-
domain

n Cell no. Butterworth (B) Papoulis (L) Halpern (H) LSM

G G G G

3 I 1 0.6507013320 0.5076292764 0.8093655101

II −1 −0.6507013320 −0.5076292764 −0.8093655101

4 I −0.9238800780 0.3234425432 0.1686937496 0.5375188797

II 0.9238800780 −0.3234425432 −0.1686937496 −0.5375188797

5 I 1.8944273525 0.6114897244 0.4055185021 0.9514555431

II −1.6180341569 0.1698023137 0.1635836040 0.0994002520

III −0.2763931956 −0.7812920381 −0.5691021061 −1.0508557951

6 I −3.0472259343 0.3706559579 0.1508760739 0.7964360226

II 2.6389775882 −0.6148223552 −0.2904240863 −1.1712122529

III 0.4082483461 0.2441663972 0.1395480125 0.3747762303

7 I 4.3119060349 0.6167129225 0.3545488355 1.1842138663

II −2.9839132723 0.0124834590 −0.0430683868 0.1858631583

III 0.7369748670 0.2583847482 0.2625637728 0.0413430805

IV −2.0649676297 −0.8875811298 −0.5740442215 −1.4114201052

8 I 0.6935110900 0.3774798517 0.1268605481 1.0218205613

II 7.1357913788 −0.7528469870 −0.2927226517 −1.7832499664

III 0.5879388222 0.5156456831 0.2628447381 0.8827853623

IV −8.4172412911 −0.1402785478 −0.0969826345 −0.1213559572

9 I 10.7204116638 0.6331191284 0.3215415390 1.4724703065

II −6.1526839179 −0.0678860920 −0.0044949903 −0.2068562996

III 0.1157654862 0.0377157435 −0.0963164797 0.5255373963

IV 3.2742337540 0.3817890029 0.3386674330 0.0959483109

V −7.9577269861 −0.9847377829 −0.5593975020 −1.8870997141

10 I −22.9393185497 0.3730208554 0.1104025225 1.2419942101

II 3.7977123674 −0.8194721420 −0.2766519222 −2.4113618506

III −0.3717469536 0.7230379003 0.3087634168 1.5451351412

IV 19.5132218984 −0.3423648113 −0.2076174012 −0.3374220626

V 0.0001312376 0.0657781976 0.0651033841 −0.0383454382

Table 19.10 Sampled
attenuation characteristics of
the critical monotonic filters
for n = 6

a(dB) B L H LSM

Pass-band xx 0.1 0.7313 0.2899 0.1792 0.8448

0.2 0.7755 0.4032 0.2184 0.8728

0.5 0.8395 0.7600 0.2925 0.9085

1.0 0.8938 0.9407 0.3904 0.9386

Stop-band xy 30.0 l.7788 1.4417 1.4115 1.5336

50.0 2.6111 1.9915 1.9145 2.1639

70.0 3.8327 2.8389 2.7033 3.1173

100.0 6.8156 4.9601 4.6951 5.4818
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Gain assignment, 297
Geffe algorithm, 57
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J
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K
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Lagrange multiplier, 113
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L-filters, 104, 108
Linearly changing group delay, 228
Linear multistep formula, 369
Linear phase low-pass filters, 185
Linear phase selective IIR filters, 417
Location of the poles, 131
Logic circuit, 31
Log-log, 33
Lossy integrator, 379
Low-pass, 27
Low-pass cells, 299
Low-pass filters, 88
Low-pass high-Qcell, 305
Low-pass non-inverting cell, 301
Low-pass to band-pass transformation, 56
Low-pass to band-stop transformation, 59
Low-pass to high-pass transform, 62
LSM characteristic function, 111
LSM-filters, 104
LSM plus corrector, 216
LTSpice, 344
L_Z prototype, 98

M
Magnitude-invariance method, 406
Matched-z, 395
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108
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